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Abstract

While there are well-developed tools for maximizing a submodular function f(S) subject to
a matroid constraint S € M, there is much less work on the corresponding supermodular
maximization problems. We develop new techniques for attacking these problems inspired by
the continuous greedy method applied to the multi-linear extension of a submodular func-
tion. We first adapt the continuous greedy algorithm to work for general twice-continuously
differentiable functions. Our results are based on a new notion of one-sided smoothness of
an objective. Reminiscent of how Lipschitz smoothness bounds convergence rates in convex
optimization, one-sided smoothness controls the approximability of maximizing a monotone,
non-linear function. If F' : [0,1]™ — R is one-sided o-smooth, then it yields an approxima-
tion factor depending only on o. We apply the new algorithm to a broad class of quadratic
supermodular functions arising in diversity maximization. We also develop new methods for
rounding quadratics over a matroid polytope. These are based on extensions to swap rounding
and approximate integer decomposition. Together with the adapted continuous greedy this
leads to a 0(03/ 2)-approximation. This is the best asymptotic approximation known for this
class of diversity maximization and we give some evidence for why we believe it may be tight.

We then consider general (non-quadratic) functions. We give a broad parameterized family
of monotone functions which include submodular functions and the just-discussed supermodular
family of discrete quadratics. The new family is defined by restricting the one-sided smooth-
ness condition to the boolean hypercube; such set functions are called y-meta-submodular.
We develop local search algorithms with approximation factors that depend only on 7. We
show that the y-meta-submodular families include well-known function classes including meta-
submodular functions (v = 0), proportionally submodular (y = 1), and diversity functions
based on negative-type distances or Jensen-Shannon divergence (both v = 2) and (semi-)metric
diversity functions.

We then focus on maximizing a specific 1-meta-submodular function in a distributed setting.
This has applications in machine learning and recommender systems. As an application, we
model the multi-label feature selection problem as such an optimization problem. This com-
bined with our optimization algorithm leads to the first distributed multi-label feature selection
method.
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Lay Summary

In a wide variety of applications, one needs to find the (near) best value for a function. Sub-
modular functions are a class of functions for which we can find such near best value. They
have many applications in many different areas, including, but not limited to, machine learning,
game theory, and automatic summarization. Maybe the most important reason for their nice
behaviour is the diminishing return property. In this work, we investigate the optimization for
functions that do not satisfy this property.
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Preface

Chapters 2, 3, and 4 are based on a joint work with Richard Santiago and Bruce Shepherd. A
version of this has been published on arXiv [34]. Chapter 5 is based on a joint work with Mark
Schmidt and a version of it is published in AISTATS 2019 [33].
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Chapter 1

Introduction

In optimization problems, given a function f : D — R and C C D, the goal is to find the
element = € C to mazimize/minimize the function in C. Optimization problems arise in many
areas including but not limited to machine learning, scheduling, and resource allocation.

Optimization has many branches. Two of the most studied of these branches are linear
optimization and convexr optimization. A linear optimization problem in canonical form is
stated as follows.

maximize 'z
subject to Az <b (1.1)
and z >0,

where ¢ € R?, b € R™, A € R™*" and the domain of z is R". We call ¢’z the objective
function; Az < b and x > 0 are called the constraints. We say the point x is feasible if Az < b
and z > 0. The set of all feasible points is called the feasible region/area. A linear optimization
problem is polynomial time solvable if there is a polynomial time separation oracle which given
x, either confirms that z satisfies all the constraints or it returns one of the violated constraints
(inequalities) [35, 36]. If such a separation oracle exists, for any € > 0, standard methods can
find a solution whose difference with the optimal solution is at most e. We call this an additive
approximation.

Linear optimization is a subclass of the more general class of convex optimization problems.
A function is called convex if

f@+ 1) | oty

() (12)

for any = and y in the domain of f. For a vector z and function f, we say that f is convezr in
z direction if for any x and x + Az (A > 0) in the domain of f,

flx) + [z +Az)
2

x4 (x 4+ Az)
2 )

> f(
We define the concavity in a similar way as convexity. We say that a function f is concave if

f(x)+ fy)
2

x—i—y)
2 )

< f( (1.3)

for any « and y in the domain of f. Similarly, we define the concavity in a direction. We say
that a function is convex/concave in forward directions if it is convex/concave in z direction
for any z > 0.



Chapter 1. Introduction

A function f is affine if there exists ¢ € R" and d € R that f(z) = ¢’z +d. It is easy to
check that any affine function is convex. A convex optimization problem in standard form is
stated as the following.

minimize f(x)

subject to  g;(x) <0,
=0

1,....,m (1.4)
and  h;(x) 1,.

{
? .y D,

I

where f and g;’s are convex functions and h;’s are affine functions. Many classes of convex
optimization problems admit polynomial time algorithms that find an additive approximation.

Linear optimization and convex optimization problems possess a lot of nice properties which
are exploited to find solutions very close to the optimal solution. Perhaps the most fundamental
property is that the feasible region and the objective function are continuous. This allows, for
example, the use of gradient methods. In contrast when the domain of the objective function
is discrete, it is not possible to use gradient methods in a straitforward way. Problems of this
form are considered discrete optimization problems. One important subclass of these problems
is combinatorial optimization in which the domain of the objective function is the power set
(i.e., the set of all subsets) of a ground set. Such functions are called set functions.

A combinatorial optimization problem is usually stated as the following

maximize f(.5)

. (1.5)
subject to S € Z,

where f : 2 — R and Z C 2I". Usually 7 is a combinatorial family of subsets (e.g., a matroid).
Modular (linear) functions are extensively studied in the context of combinatorial optimiza-
tion. A function f : 2" — R is modular if

F(8) =" f{s}), (1.6)

seS

for any S € 2", The traveling salesman problem is an example of a combinatorial optimization
problem with a modular objective function. In this problem f is defined on the power set of
the set of edges of a complete graph G = (V, E). Each edge e € E has a weight. Because f is
modular, these weights determine f. In the traveling salesman problem, the family of feasible
sets Z is all the cycles of size |V|. One can see that the size of Z is exponential in terms of |V|
and |E| and we suspect that this problem is not easy to solve. This suspicion is actually correct
in the sense that it has been shown that the traveling salesman problem is NP-hard.

Many problems in combinatorial optimization are NP-hard and therefore there is not any
known polynomial time algorithm that can find the optimal solution. In the absence of such an
algorithm, combinatorial optimization research has often focused on multiplicative approzima-
tion algorithms or in short approximation algorithms. Let P be an optimization problem with
a non-negative objective function f : 20" — R>¢ and for an instance of P like P, let OPT(P)
be the optimal solution of P and ALG(P) be the output of algorithm ALG on P. We call ALG
an o-approximation algorithm for P if for any instance P, its returned solution satisfies the
following.



1.1. Submodular Functions and Matroids

éf(ALG(P)) < f(OPT(P)) < af(ALG(P)) (1.7)

The reason for defining such a multiplicative approximation is that many combinatorial
optimization problems do not admit an additive approximation (e.g., the traveling salesman
problem).

1.1 Submodular Functions and Matroids

Submodular functions are another class of set functions that are extensively studied in combi-
natorial optimization. Recently, many applications are found for these functions stemming from
machine learning, social networks, recommendation systems, etc [53]. A function f : olnl 5 R
is called submodular if

FS)+ (1) = f(SUT) + f(SNT), (1.8)

for any S,T C [n]. It is easy to see that any modular function is also a submodular function.
Similarly we say that a function is supermodular if

fS)+ (1) < f(SUT)+ f(SNT), (1.9)

for any S, T C [n]. It has been shown that a function is submodular if and only if

f(SUdi) = f(5) = f(TU{d}) — A(T), (1.10)

for any S C T C [n] and i € [n] \ T [70]. This is called the diminishing return property. There
are many examples of set functions that admit this diminishing return property. One important
example is the class of coverage functions which includes the set cover problem, vertex cover
problem, etc.

This property also occurs in a class of combinatorial structures called matroids. A pair
M = ([n],T) is a matroid if T C 2[" is a family of subsets that satisfies the following conditions:
1)if SeZ and T C S then T € T (hereditary property); 2) if S,T € Z and |S| < |T| then there
exist i € T\ S such that S U {i} € T (exchange property) [71].

The subsets in Z are called independent sets of the matroid M and the subsets in 2"\ Z
are called dependent sets of M. A base of M is a maximal independent set. A circuit of M is
a minimal dependent set. By the exchange property, it is easy to show that all the bases of a
matroid have an equal size. The size of a base is called the rank of the matroid M. We define
the rank function r : 2" — Z>q of a matroid as the following. For any S C [n], r(S) is equal
to the size of the largest independent set of the matroid which is a subset of S. It has been
shown that the rank function of a matroid is submodular [71].

1.2 Continuous Relaxations of Set Functions

As mentioned, working in a continuous space has many advantages. Because of this, it is
a common practice in combinatorial optimization to transform the problem to a continuous
space, find the optimum solution (or a solution close to the optimum) in the continuous space,

3
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and transform back the continuous solution to the discrete space. This last step is often called
the rounding.

Usually this transformation to the continuous space is done by using a continuous relaxation
of the set function. Let f : {0,1}[" — R (or f : 2" — R) be a set function. The function
F:10,1)" = R is a continuous relazation (or continuous extension) of f if

F(ls) = f(5), (1.11)

for any S C [n]. Two important continuous relaxations considered in the study of submodular
functions are the Lovasz extension and the multi-linear extension.
The Lovasz extension of a set function is defined as

Fl (@) = B[f({i : 2 > A}, (1.12)

where the expectation is over A sampled from a uniform distribution on [0,1]. It is shown
that F'' is convex if and only if f is submodular [60]. This relaxation is usually used for the
problem of minimizing a submodular function. The multi-linear extension is another important
continuous relaxation of set functions which is used for submodular maximization and plays an
important role in our results.

Definition 1 (Multi-linear extension). Let p,(R) be the probability of picking the set R with
respect to x if each element v € [n] is picked independently with probability x,. In other words

px(R) = H Ty H (1 - mv)- (1.13)

vER  wven]\R

Then the multi-linear extension of f : 2" — R is

F(z)= Y f(R)ps(R) = Eralf(R)]. (1.14)

RC[n]

The multi-linear extension can be viewed as the expected value of the function if the input
set is picked randomly with respect to . In general, the multi-linear extension of a submodular
function is neither convex nor concave. However, it admits convexity /concavity properties in
specific directions which has been exploited for the maximization of submodular functions.
More specifically, it is concave in the forward directions and for any i,j € [n], it is convex in
e; — e; direction [18].

1.3 Convex Polytopes

In addition to extending the domain of the function to a continuous space, we need to extend
the feasible (search) region to the continuous space. For this, we first need some notations. We
define the characteristic vector of a subset S C [n] as the following.

{(115%: 1, ieS
1g:=
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With this, we can consider the feasible subsets as points/vectors in the continuous space [0, 1]
but these points still form a discrete set. The convex hull of a set of points like () is defined as

the following.
Co={>_Xp: D> Ap=11>0}
PEQ peP

A convex polytope is the convex hull of finitely many points. A convex polytope also can
be represented as the intersection of finitely many half-spaces. For brevity, we call a convex
polytope just a polytope. For a family of subsets Z, we call the convex hull of the characteristic
vectors of elements of 7 its corresponding polytope. This polytope is the continuous extension
of the feasible space we use in this work but in general, any convex subset of R that contains
the corresponding polytope is a convex continuous extension of the feasible space. A polytope
Q is a convex corner or a downwards-closed polytope if it satisfies the following conditions. 1)
Ifz e Qthenx >0;2)Ifxr e Qand 0 <y <z then y € Q. If 7 has the hereditary property,
its corresponding polytope is a downwards-closed polytope.

1.4 Motivation

In the past decade, the catalogue of algorithms available to combinatorial optimizers has been
substantially extended to new settings which allow submodular objective functions. For in-
stance, while classical work [31, 63, 64] already established a %—approximation for maximizing
a non-negative monotone submodular function subject to a matroid constraint, it was not until
recently when the work from [18, 81] achieved a tight (1 — %)—approximation for this prob-
lem. The latter required the development of new continuous optimization machinery for the
associated multi-linear relaxation. These developments in submodular maximization were oc-
curring at the same time that researchers found a wealth of new applications for these models
[16, 28, 42, 46, 49, 54, 57, 58, 67, 76].

The related supermodular maximization models (submodular minimization) also offer an
abundance of applications, but they appeared to be highly intractable even under simple car-
dinality constraints [77]. One exception came from a specific model for diversity maximization.
Given a set function f(.S) which measures the ‘diversity’ amongst elements of a set S, a problem
of broad interest is to find a set .S of maximum diversity subject to a prescribed bound on its
cardinality |S| < k, or more generally, subject to a matroid M constraint:

(DivMax) max{f(S): S5 e M}.

One class of diversity functions that has wide applications in machine learning are the so-
called remote-clique functions [1, 33, 85]. These are based on having a dis-similarity measure
d(u,v) between each pair of objects u, v in the ground set. The corresponding max-sum problem
is then to maximize f(S) := >, 5 A(u,v) [21,51]. If A(u,v) > 0, then one easily checks that f
is supermodular. We sometimes abuse nomenclature and conflate A with its associated diversity
function f. These functions are essentially a special case of what we term discrete quadratic
functions. Namely, a function which is the restriction of a quadratic ﬂ% + bz to the boolean
hypercube (A is symmetric, non-negative, 0-diagonal, and b > 0). Our results regarding these
functions is of potential interest for non-convex quadratic programming.



1.5. Preliminaries

Discrete quadratic diversity functions are a very broad family and the associated problem
DivMAX is ostensibly intractable in the sense that it includes the densest subgraph problem
[11]. However, for metric diversity functions (remote-clique function when A forms a metric),
there is a 2-approximation subject to a cardinality constraint [39, 68]. Moreover, this has been
generalized to the case of matroid constraint [I, 11]. They give a 10.22-approximation for
maximizing these functions subject to a matroid constraint. In [11], Borodin et al consider the
maximization of the sum of a monotone submodular function and a metric diversity function
subject to a matroid constraint. They show that the local search algorithm achieves a 2-
approximation. Their technique carries over to the weaker notion of o-semi-metric diversity
functions (that is, satisfying a o-approximate triangle inequality for o > 1); in [84] this analysis
is shown to yield a 20-approximation under a cardinality constraint and a 2o2-approximation
under a matroid constraint. More generally, Borodin et al. [12, 13] introduce the class of
proportionally submodular (monotone) functions which include these metric diversity functions
as well as monotone submodular functions. Ultimately, we define the parameterized class of
~v-meta submodular funtcions which includes these well-known function classes including meta-
submodular functions (v = 0), proportionally submodular (y = 1), and diversity functions
based on negative-type distances or Jensen-Shannon divergence (both v = 2) and (semi-)metric
diversity functions.

The preceding results motivate the key impetus for our work, namely, to explain and explore
the reasons for the fortunate cases when supermodular maximization is actually tractable. We
argue that a one-sided smoothness parameter governs the degree to which we can approximate
these problems. Two driving questions become: (Q1) Find a parameterized family of supermod-
ular functions which contains metric, and more generally o-semi-metric, diversity functions and
remains tractable in terms of o. (Q2) A second motivating question is to find a parameterized
tractable family of monotone set functions which includes all monotone submodular functions
and the aforementioned diversity functions.

In Chapter 2, we investigate these questions from a continuous optimization perspective.
In Chapter 3, we connect these with the corresponding discrete optimization problems by
presenting rounding algorithms. In Chapter 4, we focus on discrete algorithms but interestingly,
we use continuous properties the analysis of these algorithms. In Chapter 5, we study the
maximization of a special class of our functions in the distributed setting and investigate one
of its applications.

1.5 Preliminaries

In this section, we discuss some basic properties of set functions and their multi-linear extensions
which are widely used in this work. The proofs are mainly algebraic and the reader can skip
them.

We widely use the gradient and the Hessian of the multi-linear extension in the analysis of
our results. The following lemma gives a description of the gradient and the Hessian at point
x.
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Lemma 1 ([81]). Let F be the multi-linear extension of a set function f. Then

ViF(z)= Y [(fR+)—fR)[[zo [ -2 (1.15)
RC[n]—i veR  ve[n]\(R+i)
and
V?jF(ﬂf)
= Y U@R+i+H) - fR+)-FR+H+ R [[ee  [[ (-2 116)
RC[n]—i—j vER  ven]\(R+i+j)

Proof. One can see that

= > f(R)p

RCln)
=1 Z [f(R—i—i)Hxv H (1—ay)]
RC[n]—t veER  wven|\(R+1)
+(1_mi) Z [f(R> Hxv H (1_3«"1})]'

RC[n]—i veR  veln]\(R+i)

Therefore we have

ViF(x)= > [(fR+8)—fR) [[zo [ @@=

RC[n]—i vER  wen]\(R+17)

For the second part of the lemma, we use a similar formulation of F'(z).

Fx)=zm; >  fR+i+i)[[ze  J[ (-2

RC[n]—i—j veR  ven]\(R+it+))

va-a) Y fER+)[[a I 0-m)

RCn]—i—j veR  ven]\(R+i+))
+ -z Y f(R+] [z ] -

RC[n]—i— veR  veln]\(R+itj)
+(1—2)(1 —z5) Z fR) [z ] Q-2

RC[n]—i—j veER  wve[n]\(R+i+j)
This formulation implies the second part of the lemma. O

The following lemma gives a description of the gradient and the Hessian on integral points.
Lemma 2. Let F' be the multi-linear extension of a set function f. Then
ViF(1s) = f(S+1) — f(5—1), (1.17)
and
ViiF(1s) = ViF(Ls4i) — ViF(Ls—;)

o . o o (1.18)
=f(S+i+j)—f(S+i—j)—f(S—i+j)+f(S—i—])

7
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Proof. When = = 1g, the only non-zero summand of (1.15) in Lemma (1] is for R = S — i.
Therefore

ViF(ls) = f((S —1) +1) = f(S —4).

The result is concluded by noting that S +¢ = (S — i) + 4. For the second part, we can see that
when z = 1g, the only non-zero summand of (1.16)) in Lemma 1|is for R = S — i — j. Therefore

ViF(ls) = f((S—i=g)+i+5) = f((S—i—5)+i) = f(S—i—5)+J) + [(§—i—))

Checking that (S—i—j)+i+j=S+i+j, (S—i—j)+i=S+i—j,and (S—i—j)+j=S—i+j
concludes the result. O

For the brevity of notation, we define the following.

Definition 2. We define B;(S) := V;F(1g) = f(S+1i) — f(S — i) which is called the marginal
gain of adding i to S. We also define

Aij(8) = V5F(Ls) = f(S+i+J) = f(S+i—3j) = f(S—i+i) + [(S—i—J),
which is called a second-order difference for i,j € [n].

One can see that a function is submodular if and only if A;;(S) < 0 for any ¢,j € [n], and
S C [n] [71]. The following result formulates the gradient and the Hessian of the multi-linear
extension in terms of the new notation.

Corollary 1. Let F be the multi-linear extension of a set function f. Then

V.F(z) = Z Bi(R)pz(R),

RC|n]

and

V?jF(CU) = Z Aij(R)p.(R)
RCln)

Proof. First note that B;(R + i) = B;(R). Now by Lemma 1| we have

ViF(@)= > (fR+)—-fR)[[= [I (-2

RC|[n]—i veER  wven]\(R+1i)
=z Y (fR+i)—fR) [z ] (Q-=)
RCln]—t vER  wve€[n]\(R+7)
+(1—m) > (fR+D)—FR) [[=o [ Q=)
RCn]—i veER  ve[n)\(R+i)
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where the second equality holds because z; + (1 — z;) = 1. Hence,

ViF(@)= Y (fR+i)-fR) [[ = [ -

RC[n]—1 vER+i  ve[n]\(R+i)

+ Z (f(R+1) — Ha:v H (1—ay)
RC[n]—t vER  wven]\R

= Y BiR+i)p(R+i)+ Y  Bi(R)p(R)
RC[n]—i RC[n]—i

= Z B’L(R)pl‘(R)
RC[n]

For the second part, we note that z;x; + (1 — x;)z; + 2;(1 — ;) + (1 —2;)(1 —x;) = 1, and
Aij(R+i+j)=A;j(R+1) = Ajj(R+ j) = Aij(R). Therefore by Lemma |1, we have

ViF) = > (fR+i+j)—fR+i)-fR+H)+FR) [z ] Q-2

RC[n]—i—j veR  wven|\(R+i+j)
= XiT; Z Al](R+Z+J Hl'v H (1—a,)
RC[n]—i—j veER  ven]\(R+i+7)

+(1- xi)x]— Z Aii(R+j) H Ty H (1 —my)

RC[nl—i—j R veln]\(R+i+])
tai(l—a;) > AR+ [z [ Q-

RC[n]—i—j veER  we[n|\(R+i+j)
f-a)i-z) Y Ag@®[e [ Q-

RC[n]—i—j veER  wven]\(R+i+y)

Hence,

ViF(@)= > AyR+i+j) J[ = J] -2

RC[n]—i—j veER+i+j  wven]\R

+ > AR+ I = [ -
RC[n]—i—j vER+]  weln]\(R+4)

+ > AR+ [ e J] (-
RC[n]—i—j vER+i  veV\(R+i)

+ Y AR [ [] Q-
RC[n]—i—j veER  wveR)\R
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and therefore

ViF(z)= > Aj(R+i+ipeB+i+i)+ Y.  Aii(R+j)pa(R+))

RC[n]—i—j RC[n]—i—j

+ > Ay(R+ip(R+i)+ Y,  Ay(R)pu(R)
RC[n]—i—j RC[n]—i—j

= Z Azj<R)px(R)
RC[n]

O]

The following result describes the connection between the terms A;; and B;. One can see
it as a discrete integral formula.

Lemma 3. Let f : 2" — R be a normalized set function (i.e., f() = 0), i € [n], and
R ={v1,...,v.} C[n]. Moreover, let Ry, = {v1,...,vm} for 1 <m <r and Ry ={. Then
Bi(R) = f({i}) + D Aw; (Rj1). (1.19)
j=1
Proof. First, we consider the case where i ¢ R. Then B;(R) = f(R+i) — f(R) and the right
hand side of (1.19) is equal to

f(Rr—1+i+Ur)_f(Rr—1_i+vr)_f(Rr—1+i_vr)+f(Rr—1_i_vr)
+ f(Rr—Q +i+ Ur—l) - f(Rr—Q -1+ Ur—l) - f(Rr—Q +1i— Ur—l) + f(Rr—Q —1— Ur—l)

+.
+f(Ri+i+wve)— f(R1—i+wve)— f(Ri+i—wv2)+ f(R —i—va)
+ f(Ro+i+wv1) = f(Ro—i+w1)— f(Ro+i—wv1)+ f(Ro—i—wy)
P

= f(R+1) — f(R) = f(Rr—1 + 1) + f(Rr—1)

+ f(Rr—1+1) — f(Rro1) — f(Rr—2 + 1) + f(Rr—2)

+.

+ f(Re +1i) — f(R2) — f(R1 +14) + f(R1)

+ f(Ra +1i) — f(R1) — f(Ro+14) + f(Ro)

+ f({i})

The last equality holds because the third and the fourth elements of each line cancel out the
first and the second element of the next line (except for the last two lines), respectively. For
the last two lines, note that f(Ry) = f(0) =0 and f(Ro +1) = f({i}).

10
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Now, we consider the case that i € R. Let i = v;. Then B;(R) = f(R) — f(R —4) and the
right hand side of (1.19)) is equal to

f(Re—1+i+v)—f(R—1—i+v)—f(R—1+i—v)+ f(R—1 —i—vy)

+ f(Rr—a+i+v—1)— f(Rr—oa—i+ve—1)— f(Rr—a+i—v—1) + f(Rr—g — i — vp_1)
4.

+ f(Rj+i+vji41) — f(Rj—i+vjip) — f(Rj+i—vjq1) + f(Rj —i—vjq1)

+ f(Rj_1 +1i+ Uj) — f(Rj_l -1+ Uj) — f(Rj_1 + 17— Uj) + f(Rj_1 —1— Uj)

+ f(ijz 41+ Ujfl) - f(Rj,Q — 1+ Ujfl) - f(ijz +14— Uj71) + f(ijz — i — Ujfl)
4o

+ f(R1+i+wv2) — f(R1 —i+wv2) — f(R1+1i—wva) + f(R1 —i— va)
+f(R0+i+?)1)—f(Ro—i+U1)—f(R0+i—U1)+f(R0—’i—’U1)

+ f({i})

Now note that for any set S, S+i—i #= S —i+i. Hence the right hand side of (1.19) is equal
to

f(R) = f(R—1) — f(Rr—1) + f(Rr—1 —4)

+ f(Rr—l) - f(Rr—l - Z) - f(Rr—Q) + f(Rr—Q - Z)
+...

+ f(Rj1) — f(Rjp1 — i) — f(Ry) + f(Rj—1)

+ f(Ry) — f(R)) — f(Rj—1) + f(Rj-1)

+ f(R)) = f(Rj-1) — f(Rj—2 + 1) + f(Rj-2)

+ f(Re +1i) — f(R2) — f(R1+14) + f(R)

+ f(R1+14) — f(R1) — f(Ro+14) + f(Ro)
+ f({i})
= f(R) — f(R —1).

Like before the equality holds because the last two terms of each line cancels out the first two
terms of the next line except for the last two lines, the first f(R;) line and the f(R;j;1) line.
The terms of the first f(R;) line cancel each other out, while the last two terms of the f(R;1)
line cancel the first two terms of the second f(R;) line. O

1.6 Our Contributions

In Chapter 2, we introduce the notion of one-sided smoothness which generalizes the convexity
in the forward direction property of the multi-linear extension of submodular functions. We
first see a couple of examples for these functions. Then we show this property is enough to
find an approximate solution for the maximum of an arbitrary monotone continuous function

11
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subject to a downwards-closed polytope. We improve our approximation factor for a class
of functions that admit non-positive third-order derivatives. We then investigate this newly
introduced smoothness property on the sub-domains of the function. We show that the multi-
linear extension of any monotone set function satisfies the one-sided smoothness condition on
some sub-domain of the function and using this, we present an approximation algorithm for
maximizing such multi-linear extension. We also investigate the sub-domain smoothness for
the class of meta-submodular functions defined by Kleinberg et al.

In Chapter 3, we mostly focus on the integrality gap of the multi-linear extension of one-sided
smooth functions and also rounding algorithms for finding integral solutions. We first investigate
the integrality gap of the multi-linear extension of a general one-sided smooth function. Then
we present a rounding algorithm for functions with non-positive third-order derivatives when
the problem is subject to a cardinality constraint. Then we present two rounding algorithms for
functions with zero third-order derivative (quadratic multi-linear functions). Finally we show
that our rounding gap for these functions is almost tight.

In Chapter 4, by restricting the one-sided smoothness condition to only integral points and
specific directions, we introduce a new class of set functions called y-meta-submodular (for
v = 0, it is equivalent to meta-submodular functions defined by Kleinberg et al). We show that
this class of functions contains the set functions with a one-sided smooth multi-linear extension.
We give various examples for y-meta-submodular functions. Then we give algorithms inspired
by the local search (local swap) algorithm for finding an approximate solution for these functions
subject to a matroid constraint. Like before we improve our approximation factor for functions
with non-positive third-order difference.

In Chapter 5, we consider the maximization of y-meta-submodular functions in distributed
and streaming settings. We give an approximation algorithm for a specific 1-meta-submodular
function subject to a cardinality constraint in these settings. We see that even this specific
example of y-meta-submodular functions has interesting applications in machine learning. More
specifically, we show that the multi-label feature selection problem can be modeled as such an
optimization problem. This modeling combined with our distributed algorithm results in the
first distributed method for the multi-label feature selection problem. We then empirically
compare our method with centralized multi-label feature selection methods and see that its
performance is comparable or in some cases is even better than current centralized multi-label
feature selection methods.

At the end of each chapter, we mention some potential directions for future research.

12



Chapter 2

One-Sided Smoothness

In 1978 Fisher et al. [31, 63, 64] gave a 1/2-approximation for max{f(S) : S € M} where M is
a matroid and f is non-negative monotone submodular. In the special case of uniform matroids,
M = {S:|S| <k}, they gave a, provably tight, (1 — 1/e)-approximation. Whether this ratio
could be achieved for general matroids remained open for 35 years. Partly motivated by interest
in the submodular welfare problem, Calinescu, Chekuri, P4l and Vondrak [18, 81] gave such a
(1 —1/e)-approximation algorithm. This was based on a new (non-convex) relaxation followed
by an elegant application of lossless pipage rounding of the fractional solution to a vertex of the
matroid polytope. We examine both phases of their framework for clues to the question (Q1)
on supermodular maximization.

At the heart of their approach is the problem of maximizing the multi-linear extension of
a submodular set function over a downwards-closed polytope. Submodularity in this context
ensures some nice properties for the multi-linear extension. For instance, concavity along the
forward directions is used to bound a Taylor series expansion in the continuous greedy analysis
[81]. Since non-submodular multi-linear extensions will not have this concavity property, we
propose a “smoothness” condition which guarantees an alternative bound based on Taylor
series. A continuously twice differentiable function F': [0,1]" — R is called one-sided o-smooth
at x # 0 if for any u € [0,1]"

[lull
[|z[1

u'VF(z)u < o - ul'VF(zx).

We call such a function F' one-sided o-smooth if it is o-smooth at any non-zero point of its
domain. One can see that this property captures the concavity in the forward direction for
o = 0. As we see, approximation algorithms exist for maximizing these nonlinear functions
due to a bound on their second derivatives in terms of their gradient. This is the essential
ingredient in several of the main results. The following result describes a property of one-sided
smoothness that plays a key role in the analysis of both our continuous and discrete (local
search) algorithms.

Lemma 4. Let z € [0,1]"\ {0}, u € [0,1]" and € > 0 such that +eu € [0,1]". Let F : [0,1]" —
R be a non-negative, monotone function which is one-sided o-smooth on {y|r + eu >y > x}.

Then
||z + eulx

T
u VF(x+eu) < (
||| |1

)U (' VF(z)).

Proof. Let g(t) := u"VF(z + tu). By the Chain Rule we have ¢/(t) = u? V2F(z + tu)u.

13
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By one-sided o-smoothness on {y|z + eu >y > x}, for any 0 < ¢t <,

'(t) = ul V2F m+tuu<a&uTVF +tu :aﬂ t <0% t)+c),
a0 R e T A P T i PR A

for any ¢ > 0. Therefore, using that g(t) + ¢ > 0 for all ¢ (since g(t) > 0), we have

/
9Ol
o(®)+c = e+ tull

(2.1)

We integrate both sides of (2.1) with respect to t. On the left hand side we get

AW, ‘ gle) +¢
dt =In(g(t) +c)| =1n ,
gyt = ntat) 0| =G0
and on the right hand side we get
< lulh ‘ ||z + eulls
o —————dt=ocln(||z+ tul|1)| = ocln(——F),
/0 || + tully 0 [ETR

where we use that |[ull1 = Y, u; = & 3, (v + tw;) = £z + tul1.

Therefore ln(;’((g))iZ) < oln(%), and hence g(e) + ¢ < (%)J (9(0) 4 ¢). Since this

holds for any ¢ > 0 taking the limit yields the desired result. O

Before going further, we give some examples of one-sided o-smooth functions.

Proposition 1. Let f: 2" = R and F be its multi-linear extension. Then f is submodular if
and only if F' is one-sided 0-smooth.

Proof. A set function f is submodular if and only if A4;;(S) < 0for all S C [n] and 4, j € [n] [71].

Let f be submodular. Then by Corollary, V%F(:):) = Epz[A:(R)] <0, for any € [0, 1]".
It follows that u? V2F(z)u < 0 for any u € [0,1]", and thus F is one-sided 0-smooth.

For the opposite direction, let F' be one-sided 0-smooth and let u = e; + e;. Then
uI'V2F (z)u = 2V?jF(m) < 0 for all z # 0. Moreover, by continuity of V2F(z), the inequality
also holds at x = 0. We then have that A;;(S) = V%F(]lg) < 0 for all S C [n], and thus f is
submodular. O

Another example is the multi-linear extension of discrete quadratic functions when the
corresponding distance function is semi-metric. A distance function A is o-semi-metric (o > 0)

if A(i,7) <o(A(i, k) + A(j,k)) for any 4,7, and k in [n].

Proposition 2. Let A € R™ " be a symmetric, 0-diagonal matriz. Letb € R™ and b > 0. Then
F(z) = %JJTA:U + Tz is one-sided 20-smooth if A is o-semi-metric.

14
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Proof. Note that V2F(z) = A and VF(x) = Ax + b. Therefore for any i, j we have

o(ViF(z)+ V;F(x >O’ZAZ k::z:k—f—ZA Jyk)xk) Z (A(i, k) + A7, k))xg,
k=1

> ZA(i,j)wk = [l[[1 4G, §) = llll1 Vi F (2),
k=1

where the first inequality follows from b > 0 and the last inequality holds because A is o-semi-
metric. Now we have,

o
uWTV2F (z)u = Z Zulu] ) < R > ui(ViF(z) + V;F(x))
i=1 j=1 i=1 j=1
u; ViF (x —i—ZZuiujV]F(a:))
=1 j=1 =1 j=1

(llulh Zqu F(2) + [lull ZUJ'VJ'F(:U))

= Tl <

— oo (MY (ry pay.
( )( (=)

[1z]1

Hence F' is one-sided 20-smooth. O

In the next section, we proceed to investigate the maximization of one-sided o-smooth
functions.

2.1 Maximizing One-Sided Smooth Functions and Jump-Start
Continuous Greedy

We give an adaptation of the continuous greedy process which yields approximation factors that
are upper-bounded by a function of the smoothness parameter . These results are used in a 2-
phase (relax and round) algorithm for maximizing a discrete quadratic function. Interestingly,
however, one-sided smoothness also plays a role in the analysis of a local search algorithm
discussed in the next section.

Algorithm is for maximizing a monotone one-sided o-smooth function over a polytime
separable downwards-closed polytope. Unlike the classical continuous greedy, our algorithm
starts from a non-zero point, which allows us to take advantage of Lemma [4. Because of this,
we call our algorithm jump-start continuous greedy. The algorithm actually can start from zero
for downwards-closed polytopes in which the size of all of the maximal points are the same,
e.g., matroids. The reason is that we know that the algorithm always chooses a maximal point
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Algorithm 2.1: Jump-start continuous greedy

1 Input: A monotone one-sided o-smooth function F : [0,1]" — R>, a polytime separable
downwards-closed polytope P, and ¢ € (0,1)

v* «—argmax,cp ||z||1

z(0) < cv*

Umam(x) < arg maXvGP{UTVF(:C)}

for t € [0,1] do
| Solve 2/(t) = (1 — ¢)Umae(2(t)) with boundary condition z(0) = cv

return z(1) ;

*

N 0o A @ N

and after some time our vector will be sizable compare to the maximum point in the polytope.
So using a similar argument to ours, we can get the same bound for such polytopes even if we
start from zero. However, this is not the case for all the polytopes and the size of their maximal
points might be different. For these polytopes, we can’t guarantee that starting from zero, the
size of the vector gets large enough to be able to use Lemma [4. Therefore in general we need
to start from a non-zero point that is within a constant factor of the maximum point in the
polytope.

Theorem 1. Let F : [0,1]" — R>( be a monotone one-sided o-smooth function. Let c € (0,1)
and P be a polytime separable, downwards-closed, polytope. If we run the jump-start continuous
greedy process (Algorithm then x(1) € P and F(z(1)) > [1 —exp(—(1 — c)(CJ%l)U)] -OPT
where OPT := max{F(x) : z € P}.

Proof. For each t € [0, 1] we have

z(t) = z(0) + (1 —¢) /0 Umagz (2(7)) dT = cv™ 4+ (1 — c)/O Umaz (2(7)) dT. (2.2)

Since P is convex and v* € P, we have that z(¢) € P as long as y(t) := fot Umaz (2(7)) dT € P.
Given that each v (z(7)) € P and also 0 € P, it follows that y(t) is a convex combination of
points in P, and hence belongs to P.

Let z* € P be such that F(z*) = OPT. Alsolet z € {z(t): 0 <t <1} and u = (z* —x) V0,
ie., ¥ Vx = x + u. We have by Taylor’s Theorem that for some € € (0,1):

F(z* V)= F(x)+u'VF(z + eu) < F(x) + <W> ul VF(x)
1
< F(z)+ <H$+UHl> ul'VF(x)
1EIt
where the first inequality follows from Lemma 4. Hence
1
u'VF(x) > 5(F(xVa*) — F(z)) > 5(OPT — F(x)), (2.3)

1
o <|I1‘+UI|1> o (||50+UH1)
IEZI IEZIE!

where the last inequality follows from monotonicity since then F'(z V z*) > F(z*) = OPT. We
also have that
Umaz(z) - VE(x) > 2* - VF(x) > u- VF(2),
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where the first inequality follows by definition of v,,,4, and the fact that z* € P, and the second
inequality from the fact that * > u and VF > 0. Combining this with (2.3)) yields:

1
(I|x+u||1)
[]|1
By the choice of 2(0) we have that ||z(0)||1 > ¢||w]||; for any w € P. Since v € P and z(t) is
non-decreasing in each component (because v,,q, is always non-negative), we thus have

vmax( ) VF( ) (OPT— F($)) (24)

1 1
bl _y Nl Jlelh 1 e+t
EdIN || ]1 |2 (0)[|1 c c
Hence we deduce that 1
c
> 7 2.5
> (2 (2.

<|Iw+u||1>g
[]]1
for any x € {z(t) : 0 <t < 1}. Let us define p to be the righthand side quantity above.
Intuitively, indicates that the direction vp,q, makes at least a p “fractional progress”
towards OPT.

Moreover, we can use the Chain Rule to get

jtF( (t)) = VF(2(t) - 2'(t) = VF(2(t)) - (1 = )vmas(z(t)) = p(1 = c)[OPT — F(x(t))], (2.6)

where the last inequality follows from and ( .
We solve the above differential 1nequahty by multiplying by eP(1=o)t,

IO Fa(e)] = pl1— )t Fla(t) + e LR (a(t)
p(1 — )P F(a(t) + p- #1=(1 ~ IOPT ~ F(a(t))

= p(1—c)ert=I . OPT.

a4
dt

where the inequality follows from Equation (2.6).
Integrating the LHS and RHS of the above equation between 0 and t we get

t
P p(2(t)) — - F(2(0)) > p(1 — ¢)OPT / e’ 1= dr
0

ep(1—c)t 1
p(l=c) p(l=c)

=p(1 —c)OPT - | ] = OPT - [eP1=9 1],

Hence

——|OPT + FeO) oy L jopr

Fz(t)) > [1- or(1—o)t op(1—c)t o]

ep(l o)t

where the last inequality follows from the fact that F' is non-negative. Substituting t = 1 and
p = (zf1)7 gives the desired result. O
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Our bound depends on the constant number ¢ and also o. Since c is part of the input, one
question is what is the best value for ¢. This is answered in the following result.

Proposition 3. For any o > 0 the best approzimation guarantee in Theorem[1] is attained at

Vol+4+60+1—(0c+1)
5 .

Proof. We need to find the maximizer of g(c) = (1 — ¢)(;f7)? where c € [0, 1]. Hence, we solve
¢(c) =0,

"o oc® He+1) — (0 +1)c(c+1)7 —o(c+ 1)1 +o(c+1)7 1ot 0
Cc) = =
g (c+1)2%¢

=0 He+1) -0 (c+ 1) = (c+1)°

=0 e+ 1)1 —¢) = (c+1)°

—(oc+1)+ Vo2 +60+1

So(l-c)=clc+1)=c+1+0)c—0=0=c= 5

(c4+1)+Vo2+60+1
2

The only solution in (0,1) is = and this yields the proposition. O

2.2  Jump-Start Continuous Greedy for Second-Order Smooth
Functions

If we assume that o is a constant, then the jump-start continuous greedy finds a constant
factor approximation. However, the approximation factor is exponential in o, so one immediate
question is that if it is possible to improve it to a polynomial in terms of o. We conjecture
that this is possible for general one-sided o-smooth functions. More specifically, we conjecture
that it should be cubic in terms of 0. As a more immediate answer, we improve it to linear for
a special class of one-sided o-smooth functions that admit non-positive third-order derivative.
This can be considered as having one-sided 0-smoothness for the derivatives. In terms of set
functions, it is related to the class of second-order submodular functions considered in [52].
These are the functions that their marginal gains (derivatives) admit submodularity.

Theorem 2. Let F' : [0,1]" — Rx>o be a monotone one-sided o-smooth function with non-
positive third order partial derivatives. Let ¢ € (0,1) and P be a polytime separable, downwards-
closed, polytope. If we run the jump-start continuous greedy process (Algorithm then x(1) €

P and F(z(1)) > [1 —exp (_23(61;:))] - OPT where OPT := max{F(z) : x € P}. In particular,
taking ¢ = 1/2 we get F(x(1)) > [1 — exp (—525)] - OPT and so F(x(1)) > 51 - OPT (since

T 2042 20+3
e >x+1 forx<1).

Proof. For each t € [0, 1] we have

x(t):x(0)+(1—c)/0 ’Umm(:c(T))dT:cv*—l—(l—c)/O oman(@(F)) AT, (27)
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2.2. Jump-Start Continuous Greedy for Second-Order Smooth Functions

Since P is convex and v* € P, we have that x(t) € P as long as y(t) := f(f Umag (z(7)) dT € P.
Given that each vyee(z(7)) € P and also 0 € P, it follows that y(t) is a convex combination of
points in P, and hence belongs to P.

Let 2* € P be such that F(z*) = OPT. Alsolet z € {z(t) : 0 <t <1} and u = (z* —x) VO,
ie., 2"V = x 4+ u. By Taylor’s Theorem and non-positivity of the third order derivatives of
F we have

ollul|
2|||

F(z* V) < F(z)+ul VF(z)+ %uTVQF(x)u < F(x) + <1 + )uTVF(x)

< F(z) + (1 + %)uTVF(a:),

where the second inequality follows from smoothness, and the third from the fact that ||z(t)|| >
z(O)I] = ¢l = ¢f[ul|. Thus

2c
2c+ o

ul'VF(z) > <

> (52 f_ O_) (F(m Vat) — F(a;)) > ( ) (OPT - F(x)), (2.8)

where the last inequality follows from monotonicity. We also have that

Umaz(z) - VF(x) > 2 - VF(x) > u- VF(z),
where the first inequality follows by definition of v,,,4, and the fact that z* € P, and the second
inequality from the fact that * > u and VF > 0. Combining this with (2.8)) yields:

2c
2c+ o

for any « € {z(t) : 0 <t < 1}. Let us denote p = 2¢/(2¢+ o). We can use the Chain Rule to
get

%F(x(t)) =VF(z(t)-2'(t) = VF(x(t)) - (1—¢)vmaz(x(t)) > p(1—c) {OPT—F(m(t)) , (2.10)

where the last inequality follows from (2.9).
We solve the above differential inequality by multiplying by e”
d

LU Ba(B)] = p(1 - e Fa(r) + 0 - £ Fa()
p(1 = )= F(a(t) + p- ?19(1 = ) OPT — F(a(t))

= p(1—c)ert 9. OPT.

Umaz () - VF(z) > ( ) (OPT - F(az)), (2.9)

(1-o)t

where the inequality follows from Equation (2.10)).
Integrating the LHS and RHS of the above equation between 0 and ¢ we get

t
P P(2(t)) — - F(2(0)) > p(1 — ¢)OPT / e’ 1= 4r
0

ep(1—c)t 1
p1—0) pll—c)

=p(1 —c)OPT - | ] = OPT - [eP1=9 — 1],
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2.3. Sub-domain Smoothness of General Monotone Set Functions

Hence

1
ep(l=o)t

F(z(0)
er(1=0)

1
F(z(t) > [1- Aot ]OPT+ t) >[1- |OPT,
where the last inequality follows from the fact that F' is non-negative. Substituting ¢t = 1 and

p =2¢c/(2c + o) gives the desired result. O

In the next section, we investigate the smoothness of the multi-linear extension of general
monotone functions.

2.3 Sub-domain Smoothness of General Monotone Set
Functions

In general, we do not need the smoothness on the whole domain of the function in order to be
able to find an approximation. Hence, we can look at functions that only admit the one-sided
smoothness on a specific subset of their domain. This sub-domain smoothness, for example,
appears in the multi-linear extension of monotone set functions. In this section, we discuss
the sub-domain smoothness of these functions and provide an adaptation of the jump-start
continuous greedy algorithm that can be used for maximizing the multi-linear extension of a
general monotone set function (Algorithm .

Proposition 4. Let f : 2 — R be a non-negative, monotone function and F be its multi-
linear extension. Let x € [0,1]" such that x, > 0 for each v € [n]. Then there is a o > 0, such
that F' is one-sided o- smooth at x. Moreover, let z € [0,1]"™ whose smallest component value is
Zmin > 0. Then F is —smooth on{x:1>z>z}.

Proof. Let 1,5 € [n] By Lemma 1| we have

= 3 Ay(Rpa(R) = Y (BiR + ) — Bi(R— §))ps(R)

RC[n] RC[n]
= Y Bi(R+j)ps(R)— Y Bi(R— j)ps(R).
RCln] RCln]

We first show that there is «;; > 0 such that
le|i VEE (2) < 7i5(ViF () + V;F (x)). (2.11)

Since f is monotone, the right hand side is non-negative. Hence, if V i (x) is non-positive, the
inequality holds for any «;; > 0. Therefore, we assume that ng (m) is positive which implies
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2.3. Sub-domain Smoothness of General Monotone Set Functions

that > pcp, Bi(R + j)pa(R) > 0 by monotonicity. Hence

0 < VHF(x) < Y Bi(R+j)pa(R)

RC[n]
= Y BiR+jp(R)+ Y Bi((R+j)+j)p(R+ )
RC[n]—j RC[n]—j
= Y BR+)@(R) +pu(R+) = 3 Bi(RJrJ')(l_jxjpz(RJrj)+px(R+j))
RC[n]—j RC[n]—j
= 3 BB pR )= S B(R+ pelR )
RC[n]—j 3 RClnl-
< (Y BARM®E Y Bi<R+j>px<R+j>>=§ S Bi(R)p.(R)
I RCln]—j RCln]—j I RCn)
:iViF(x).
Ly

Hence, we conclude that V,; F'(z) > V%F(ac) and so if V%F(:B) is positive, then V; F(z)+V; F(x)
is also positive. Now, set ~;; = 0 if V%F (z) is non-positive and otherwise we set

el VEF @) ™ ViF@ ik
i ViF(x)+ VF) ~ """ (2 + xj)ViF(x) i+

(2.12)

Let v = 2max; jyc(n) 7ij. Then for u € [0,1]", we have by (2.12)

WTV2F(z lzngjzn:luzuj ) < Hcvlh ;;%Juz% V.F(x)+ V,;F(x))
g|1 ;JZIWJVF )+ V,F(x))
; T ZZWJVF +ZZuZu]VF
pur i=1 =1
; ZUNF Zuj +ZuZZuJVF
= 3o (el ZWF )+l S 937)

Jj=1

. <”“”1> (W F(x)).

{EAI

Now for the second part of the proof we must choose a + that works for all x > z and each

i,7. By (2.12) it is sufficient to choose v = maxm{xilicl xe0,1]" x>z} < O
21
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2.3. Sub-domain Smoothness of General Monotone Set Functions

Algorithm 2.2: Jump-start continuous greedy for monotone functions

1 Input: A monotone set function f, its multi-linear extension F', a polytime separable,
downwards-closed polytope P C [0,1]™ and ¢ € (0, 1).

2 U* < argmax, ¢ p ||z||1

1 1, [Jo*[l1
8 2(0) < el T ormit?’)
4 Upmaz () ¢ arg maxvep{vTVF(x)}
s for t € [0,1] do

6 ‘ Solve z'(t) = (1 — ¢)vmaz(x(t)) with boundary condition x(0) = ¢( |\u*\1\1+1 % + Hyfi‘l‘il v*)

7 return z(1) ;

Using this sub-domain smoothness property, we show that Algorithm finds an approx-
imation for the multi-linear extension of a general monotone set function. The bound is not
good but it is interesting that such an algorithm works for such a general class of functions.

Theorem 3. Let f : 2"} — R be a non-negative, monotone set function and F be its multi-
linear extension. Let c € (0,1) and P be a polytime separable, downwards-closed, convex polytope
such that 1y € P for any i € [n]. Let o be the one-sided smoothness parameter on {yly >
C(||v*|1|1+1 ¥+ Hll)lfﬂl_}_lv*)} where, v* = argmax,cp ||z||1. Then Algorithm outputs x(1) € P
such that

F(z(1)) 2 [1 —exp (—(1 = ¢)(-—)")] - OPT

c
c+2
where OPT := max{F(x) : x € P}.
Proof. We know that 1y;, € P for any i € [n] and so a convex combination of these is also in
the polytope which means % € P. Hence, since v* € P and P is convex,

L0 SR |
o fli+1 o florffi +1

( v*) € P.

For each ¢ € [0, 1] we have

(t) = 2(0) + (1 — c)/o Vman(2(7)) dr (2.13)

Since P is convex and (W% + HL‘fﬂLv*) € P, we have that z(t) € P as long as y(t) :=

fot Umaz(x(7)) dT € P. Given that each vy, (z(7)) € P and also 0 € P, it follows that y(t) is a
convex combination of points in P, and hence belongs to P.

Let «* € P be such that F(z*) = OPT. Let y > x(0) and u = (z*—y) V0, i.e., x*Vy = y+u.
Note that all the coordinate of z(0) are non-zero. We have by Taylor’s Theorem that for some
e€ (0,1):

Pt v) = R+ e < ) + (L) o)
ly+ulh )"
<rw+ (M) reEw
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2.3. Sub-domain Smoothness of General Monotone Set Functions

where the first inequality follows from Proposition |4/ and Lemma {4l Hence

1 . 1
u'VF(y) > W(F(?JVJU )= F(y)) > (||y+u||1>"(OPT - F(y)), (2.14)

[lyllx [lyllx

where the last inequality follows from monotonicity since then F(y V z*) > F(z*) = OPT.
The definition of vy,q, implies that vy (y)-VF(y) > z*-VF(y). Since f is monotonic, VF > 0.
Hence since u = (z* —y) V0 < z*, we also have 2* - VF(y) > u- VF(y). Combining these with

(2.14) yields:

Umaz (y) - VF(y) 2 = (OPT — F(y)). (2.15)

1
(Hy+UH1)
Tyl
By the choice of z(0) we have that for any w € P,
L N Gl [}
zO)h =ld(v+————+ 77—

> 2"l = 5 lhwlly

B+ 20+ 1)
ol +1 2 [l + 1

vI)lh

Since u € P and xz(t) is non-decreasing in each component (because vy, is always non-
negative), we thus have

|z(t) + ullx [ullx [ullx 2 _c+2
<1+ <1+ <l+-= .
[z ()1 |z ()1 |2 (0)[|1 c c
Hence we deduce that
R
c+2

(Hx(t)JruIIl)o -
[EXGII!
for all z(t). Let us define p to be the righthand side quantity above. Intuitively, (2.15) indicates

that the direction v, makes at least a p “fractional progress” towards OPT.
Moreover, we can use the Chain Rule to get

4 P((t)) = VP@(0)-2/(1) = VE@(0) - (1~ vmas(a(1)) > p(1~ ) OPT~ F(a(t))], (216)

where the last inequality follows from Equation (2.15)).
We solve the above differential inequality by multiplying by e?(1 =),
d

SPUmI Fa(t)] = p(1 = e)er - F(a(t)) + 10

d
dt
p(1 = )Pl F(z(t)) + p- P11 — ¢)[OPT — F(a(t))
= p(1-— c)ep(lfc)t -OPT.

F(a(t))

where the inequality follows from Equation (2.16]).
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2.4. Maximizing Meta-Submodular Functions of Kleinberg et al

Integrating the LHS and RHS of the above equation between 0 and t we get

t
P p(2(t)) — €0 - F(2(0) > p(1 — ¢)OPT / e!1=97 g
0

a—eopr. (L L —opr. et _q
=p(l-c : — = e —1].
si-c -0
Hence
F(x(0)) 1
where the last inequality follows from the fact that F' is nonnegative. Taking ¢t = 1 we get
1
Substituting p = (;{5)7 gives the desired result. O

In the next section, we investigate the subdomain smoothness of meta-submodular functions
defined by Kleinberg et al [48] and its implication for maximizing them subject to matroid
constraints.

2.4 Maximizing Meta-Submodular Functions of Kleinberg et
al

Kleinberg et al [48] defined meta-submodular functions as set functions that satisfy the sub-
modular property for non-disjoint sets S,T C [n].

fO)+ f(T) = f(SUT)+ f(SNT)

As shown in [48], one can see that in terms of our notation, a meta-submodular function sat-
isfies A;;(S5) < 0 for any non-empty S C [n]. This results in a sub-domain smoothness property
for these functions that can be used for maximizing them subject to matroid constraints.
Proposition 5. Let f be a non-negative, monotone, meta-submodular function of Kleinberg et

al (48] and F be its multi-linear extension. Then for any v € [n], F' is one-sided 0-smooth on
{l’ S [0, 1]” T > ]l{v}}.

Proof. By meta-submodularity, for any set R, we have |R|A;;(R) < 0. This means that for any
non-empty R, A;;(R) < 0. Since z, = 1, the probability of picking a set that does not include
v is zero. Therefore, we have

ViF(z) = Z Aij(R)pz(R) = Z Aij(R+v)pz(R+v) <0.
RC|n] RC[n]—v

Hence for u € [0,1]",
ul' V2F (z)u = 2 Z uiujV%jF(m) <0.
{i.7}Cln]
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2.4. Maximizing Meta-Submodular Functions of Kleinberg et al

In the rest of this section, we provide an adaptation of the continuous greedy algorithm
for maximizing these meta-submodular function over a polytime separable, downwards-closed
polytope. We also show that the pipage rounding algorithm can be used to round the solution
of the continuous greedy over a matroid polytope. This generalizes the result of Kleinberg
et al [48] from uniform matroids to general matroid constraints. More specifically, it gives a
(1 - % — o(1))-approximation for maximizing these meta-submodular functions subject to a
matroid constraint.

Theorem 4. There is a randomized (1— % —o(1))-approzimation for mazimizing a non-negative,

monotone, meta-submodular function of Kleinberg et al subject to a matroid constraint.

Given a matroid M = ([n],Z), and an independent set R € Z, we denote by Mpr =
([n] — R,ZR) the contraction of M by R. That is, I € Zp if and only if RUI € Z. We denote
by Pg C [0, 1]["}_R its associated matroid polytope. We also define an extended version of Pg,
as Pp = {z € [0,1]" : 2|gr = 0, | -r € Pr}, where z|g € [0, 1]# denotes the restriction of
to the components in R. That is, Pg is obtained by extending the contracted polytope Pg to
the original space [0, 1]", and setting all components z; = 0 for i € R.

Theorem 5. Let f be a non-negative monotone 0-meta submodular function and F' be its multi-
linear extension. Let M = ([n],Z) be a matroid, P(M) its corresponding polytope, and R € T
an independent set. Then, the continuous greedy process described in Algorithm outputs a
vector x € P(M) satisfying x > 1 and

F(z)>[1—e'-OPTg
where OPTR = max{F(x) : x > 1g}.

Proof. For each t € [0, 1] we have

z(t) = z(0) —l—/o VUmaz (2(7)) dr = 1R —l—/o Umaz (2(T)) dT. (2.17)

Note that 2 € P if and only if z is a convex combination z = Yoty Ailg, of some indepen-
dent sets S; € Zgr (i.e. RUS; € I). Thus, 1gp+z = ]lR—I—Z?;l )\ilSi = Z?ll )\i[]lR+]15i] S P(M)
since 1+ 1g, € P(M) for each i € [m]. Given that each vy (z(7)) € Pg for each 7, it follows
that (f(f Vmaz(2(7)) dT) € PR and therefore x(t) € P(M). Moreover, it is clear that x(t) > 1.

Let U :={y+ 1g : y € Pr}, or equivalently, U = {z € P(M) : z|gp = 1r}. Let x,2* € U
be such that F(x2*) = OPTgr and u = (z* — x) V0, i.e., 2* Vo = x 4+ u. By Theorem we
know that F' is one-sided 0-smooth at U. Hence, we have by Taylor’s Theorem that for some
e€ (0,1):

0
F(z*Vz)=F(z) +u'VF(z + eu) < F(zx) + (W) u!'VF(z) = F(z) + uI VF(x)
1
where the inequality follows from Lemma 4l Hence
u!'VF(z) > F(zV2*) — F(z) > OPTR — F(x). (2.18)
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2.4. Maximizing Meta-Submodular Functions of Kleinberg et al

Algorithm 2.3: Jump-start continuous greedy for contracted matroids

1 Input: A monotone set function f, its multi-linear extension F', a matroid M, an independent
set R, and its extended contracted polytope Pgr

2 :Z?(O) — 1g

3 Umaz () ¢ arg maxvepR{vTVF(:r)}

4 for ¢t €[0,1] do

5 | Solve #/(t) = vmao(2(t)) with boundary condition #(0) = 1g

6 return z(1) ;

We also have that
Umaz(z) - VF(x) > (2 — 1)) - VF(z) > u- VF(x),

where the first inequality follows by definition of v,,4, and the fact that * — 1z € Pg, and the
second inequality from the fact that 2* — 1z > v and VF > 0. Combining this with (2.18)
yields:

Umagz(z) - VF(x) > OPTRr — F(x). (2.19)
We can now use the Chain Rule to get

%F(w(t)) = VF(2(t)) - 2'(t) = VF(2(t)) - vmaz(2(t)) 2 OPTR — F(2(t)), (2.20)

where the last inequality follows from Equation (2.19).
We solve the above differential inequality by multiplying by e!.

%[et CF(z(t)] =" - F(a(t)) + e - %F(m(t)) > el F(x(t)) + €' [OPTr — F(z(t))] = €' - OPTk.

where the inequality follows from Equation (2.20)).
Integrating the LHS and RHS of the above equation between 0 and ¢ we get

el F(x(t)) — e F(z(0)) > OPTg /Ot eTdr = OPTg - [¢' —1].

Hence

) = 1 - Sopty+ 8O sy Lopr,

where the last inequality follows from the fact that F' is nonnegative. Taking t = 1 we get

F(1) > [1- JOPTy.

This now leads to the following result.
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2.4. Maximizing Meta-Submodular Functions of Kleinberg et al

Algorithm 2.4: Refinement subroutine

Input: A vector z € [0, 1]™ and two components ¢,j € {1,2,...,n}
Let S={SCV:i€S,j¢ S}

Compute S* = argmingcg[r(S) — z(S5)] and let £* = r(S*) — z(S*)
if z; <& then

‘ Ti & T +xj, ;< 0, S/<—{j}
else

‘ x1<—xl+§*, xj<—xj—f*7 S’ §*

Output (x,5")

B > B L B R VR

Corollary 2. Let f be a non-negative monotone meta-submodular function of Kleinberg et al
and F be its multi-linear extension. Let M = ([n],Z) be a matroid, and P(M) its corresponding
polytope. For each i € [n], let 2 denote the output of Algom'thm run with R = {i}, and let
T = arg max;cy) F(z'). Then z € P(M) and

F(z) > [1 — e '] -max{f(S): S €T}
Proof. Let O = argmaxgez f(S) and i € O. Then 1p > 1y, and hence

F(@) 2 Fla) 2 (1-5) max{F(e) 2 2 1y} 2 (- 2)F(Lo) = (1 - 2)£(0).

where the second inequality follows from Theorem 5] O

Hence, we can find a (1 — 1/e)-approximate fractional solution by running the continuous
greedy process n times. By standard techniques (see [18, 81]), one may discretize the continuous
greedy process to obtain a finite algorithm achieving a (1 — 1/e — o(1))-approximation. In fact,
it may be the case that a more careful analysis provides a clean (1 — 1/e)-approximation.

We now discuss a randomized technique that allows to round efficiently in the matroid
polytope. This rounding technique was initially introduced by Ageev and Sviridenko [3], and
later adapted for matroid polytopes by Calinescu et al. [17]. This rounding procedure is known
as randomized pipage rounding and we describe it in Algorithm (also note that it uses
Algorithm [2.4] as a subroutine).

By monotonicity we may assume that the output x* of the continuous greedy algorithm is
without loss of generality in the base polytope. We then have the following.

Theorem 6. Let f : 2" — R>o be a meta-submodular set function of Kleinberg et al and
F :]0,1]" — R>q its multilinear extension. Let M be a matroid and z* € B(M) be the output
of Corollary |2 over M. Then Algorithm outputs in polynomial time a random base B of
M such that E[1g] = x* and E[f(B)] > F(z*).

Proof. Tt is well known [17] that the randomized pipage rounding algorithm finishes in polyno-
mial time. We next argue that there is no loss (on expectation) in the objective value during
the rounding. Let z* be the output of Corollary 2. Hence z}. = 1 for some i* € [n], and by
Proposition [5 it follows that F is 0-smooth over the region R := {z € [0,1]" : z;+ = 1}, that is,
Vi F(z) <0 for all z € R.
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Algorithm 2.5: Pipage rounding

Input: A vector z € [0, 1]™ and a matroid polytope P(M)
1 while z not integral do

2 S+V

3 while S has fractional variables do

4 Choose 4,7 € S fractional

5 (x*,ST) « Refinement Subroutine (z,1, j)

6

7

8

9

(z=,S57) < Refinement Subroutine (z, j,1)
if z =27 =2~ then

‘ S« SnSt
else
N
10 P o= ‘Ilﬁ :f,‘ ‘H
11 With probability p
12 r+ax, S<SNST
13 Otherwise
14 T+, S+ SnNST

15 Output z

Given any x € R and i* # i,j € [n], let ¢.(t) := F(x + t(1y; — 1g;)). Then ¢5(t) =
—QV?jF(x +t(1y — 1g5y)) = 0, since x + (1 — 1y;y) € R. Hence ¢, is convex.

Let x be the current point during the rounding procedure, and ¢, 7 be the current changing
coordinates. The next point is then given by 2’ = z + t(1;; — 1y;;), where ¢ is a random
variable such that E[t] = 0. Then conditioning on the current point  and changing coordinates
i, 7, by Jensen’s inequality we get E[F'(2'|z,1, j)] = E[¢z(t)] > ¢5(0) = F(x). Since this is true
for any choice of 7, 7 that could be modified at that step, the result follows. O

Note that Corollary [2] and Theorem [6| now prove Theorem

2.5 Future Work

As we mentioned, we conjecture that a polynomial approximation in terms of o is possible for
a general one-sided o-smooth function. This is the most important potential problem from
this section that can be addressed. One way to attack this might be to improve the bound in
Lemma, 4L

Another interesting future direction is to find more examples of functions that admit one-
sided smoothness or sub-domain smoothness. We discuss this a little more in Chapter 4.
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Chapter 3

Integrality Gap and Rounding
Algorithms

The continuous problem of maximizing a one-sided smooth function in and by itself is inter-
esting. In combinatorial optimization, however, we are mostly interested in optimizing discrete
set functions. Specifically we are interested in maximizing set functions whose multi-linear
extensions are one-sided smooth. Therefore it is important to know how far the solutions to
jump-start continuous greedy are from feasible discrete solutions. For a subclass of one-sided
smooth functions, we approved this by designing rounding algorithms to actually find an integral
solution based on a fractional solution. For general one-sided smooth functions, we investigate
this directly.

Let Z be a set system with the hereditary property and Pz be the convex hull of {15 : S € Z}.
For a function F : [0,1]" — R>q, we say that the integrality gap of F' over Pr is « if for any
x € Pr, there is a S € Z such that F(z) < aF(lg). In this chapter, we first discuss the
integrality gap of set functions with smooth multi-linear extension. We give an upper-bound
for this that compares the best fractional solution with an approximate local optima in the
discrete space. After this, we focus on subclasses of functions that have additional smoothness
conditions on their first-order derivatives. We give three different rounding algorithms for these
functions. We also give worst-case lower-bounds for the integrality gap of such functions. We
also discuss the implications of our rounding results to inapproximability results.

3.1 Integrality Gap of One-sided Smooth Multi-Linear
Extensions Over Matroids

Our first result bounds the integrality gap over a matroid polytope for the multi-linear extension
of a set function when the multi-linear extension is one-sided smooth. The following result
bounds the integrality gap of a set function with a ones-sided smooth multi-linear extension
over a matroid. This result uses an approximate local optima in a discrete space for such a
bound. Hence this implies that a local search (local swap) algorithm that finds an approximate
local optima actually finds an approximation for the problem of maximizing a set function with
a one-sided o-smooth multi-linear extension subject to a matroid constraint. We investigate
the local search algorithm for a more general class of function in Chapter 4; this requires new
analysis and techniques.

We first provide a key lemma for bounding the Taylor series expansion of smooth multi-
linear extension. Then we show that the local search algorithm finds a solution which is within
O(0?2%)-approximation of the optimal solution of the matroid polytope.
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3.1. Integrality Gap of One-sided Smooth Multi-Linear Extensions Over Matroids

Lemma 5. Let F : [0,1]" be a one-sided o-smooth function where F(0) > 0. Then T VF(z) <
(0 +1)F(z) and 2" V2F(z)z < o(o + 1)F(x).

Proof. Given x € [0,1]", let h,(t) = F(tz) and g.(t) = 2T VF(tz) where t € R. Note that
g:(t) = hl(t) and 2T V2F (tz)x = g.(t). Since F is one-sided o-smooth, for 0 <t < 1 we have

IE2IR

/ T2
gz(t) =2 VF(tz)xr < o
(t (ta)e < o (it

)"V (t2)) = 0702 (1),

Therefore,
tg/x(t) < 0ga(t),
and integrating both sides, we get

1 1
/ tgl (t)dt < / og. (t)dt.
0 0

Applying the integration by parts formula to the left hand side, we get
1

- /Olgx(t)dt < a/olgx(t)dt.

1
1 ga(1) = 0- go(0) = 2T VF(z) < (a+1)/0 gu(t)dt.

tg. (1)

It follows that

By using g, (t) = hl(t) we have

1
#IVF(z) < (0+1)/0 B (t)dt = (o +1)(he(1) — he(0) = (0 +1)(F(z) — F(0)) = (o + 1) F(x).

By one-sided o-smoothness we have
tTV?F(z)x < ol VF ().
Hence,
2IV2F(z)x < o(o 4+ 1)F(z).
O]

The following integrality gap result also implies that if the multi-linear extension of a set
function is one-sided smooth then the approximate local search algorithm can be used for finding
an approximate solution.

Theorem 7. Let f be a non-negative, monotone set function such that its multi-linear extension
F is one-sided o-smooth, for some non-negative integer o. Let M = ([n],Z) be a matroid of
rank r and P be its associated polytope. Let x € P be such that ||z||1 = ¢ where c € {1,...,r}.
Let S € T of size ¢ be an approzimate local optima such that S C supp(x), i.e., for any a € S
and b € supp(x) \ S such that S —a+beZ,

L+ 5)f(S) = F(S —a+b),

where € > 0. Then if o = O(c), F(x) < O(02°)f(S) and if o0 = w(c), F(x) < 0(c?2°)f(S).
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3.1. Integrality Gap of One-sided Smooth Multi-Linear Extensions Over Matroids

Proof. Let u = (1gVz) — 1g, i.e. 1gVaz = 1g+ u. It follows that ||[ul|1 < ||z|[1 = ¢. By
Taylor’s Theorem and Lemma 4] we have that for some € € (0,1)

]]_ g
F(lgVz)=F(lsg+u) = F(lg) + u! VF(lg + eu) < F(lg) + u' VF(1g) <W)
Sl
Using that |S| = ¢, € € (0,1), and ||u||; < ¢, we get
2 o
F(z) < F(lsVz) < F(lg) +u! VF(lg) (;) < f(S) +2°uTVF(1g). (3.1)

Let e € supp(u). Because of the exchange property, there is an a € S such that S —a +
e € Z. Because of the selection of S, we know that (1 + .5)f(S) > f(S —a +e). Hence
5 f(S) + Ba(S — a) > Be(S — a). Therefore, We have

Be(S —a) + Bo(S —a)
c—1

VeF(1g) = Be(S) = Be(S —a) + Age(S — a) < Be(S —a) + o

c—1420 (c—1+o0)e
<ﬁ3a(5_a)+Wf( )

Let S = {ai1,...,a.} such that B, (S —a1) > --- > By (S — a.). Bounding B.(S) with
Ba, (S — a;) where i is large is better. Let R; = {ei, ... ,e}’;i} be the set of elements in supp(u)
that are exchangeable with a; but are not exchangeable with any of a;11,...,a.. It is obvious
that R;’s partition supp(u). Let t; = ZeERi ue. By contradiction, we show that if i < c¢—1
then 23‘21 t; <i. We know that for R C [n] and y € P we have ) _.pye < rap(R) where 7y
is the rank function of the matroid. If Z;:l t; > i then TM(Ué-:l R;) > i. This means that
there is R C U§:1 R; such that |R| > i+ 1 and R € Z. Now because of the exchange properties
of matroids, we can add elements of S to R until they are the same size. Call this new set R'.
Let Ts = S\ R and Tgp = R\ S. |Ts| = |Tg| = ¢ + 1. Therefore, there is a perfect matching
of exchangeablity between Tr and Ts [70]. This contradicts our assumption because elements
in U§:1 R; are only exchangeable with aq,...,a;. Now, we have

u'VF(g)= > uVeF(lg) < Z Y ue(C s 2"3%(5 —aj) + le=1Ho)k p(g)

e€supp(u) =1 eeR; (c—1)n?
- jﬁlmc‘c”f"Baj(s ~aj) + mf( )
= “j_ﬂ”’(jzi;waj(s -a)+ ) (32)
By Lemma [5, we know that
ZB —aj) = 15VF(1s) < (0 + 1)F(Lg).
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3.2. Pipage Rounding for Second-Order Smooth Functions

We also know that B, (S —a1) > -+ > B, (S —ac), 5 t; = [|ul[1 < ¢, and 23:1 t; <1 for
i=1,...,c—1. Now, we show that

Y 5By (S —a;) < (o +1)f(S).
j=1

We try to find the maximizer of the above. Fix the value of By, (S — a;)’s. For any j < k, if
we increase the value of ¢; by € and decrease the value of ¢, by €, the value of the summation
will increase. This means that the maximum happens when ¢y, ...,/ | are equal to one and
trjui) is equal to [|ul|r — [[|ul[1]. Therefore,

> tiBa,(S —a;) < Buy(S — a;) < (0 + D ().
j=1 =1

Therefore, by (3.2), we have

c—1+20 clce—14o0)e

u'VF(Lg) < P (c+1)f(S) + (c— 1)n?

f(S).

Hence, if o = O(c) then u' VF(1g) < O(0)f(S) and if o = w(c) then u! VF(1g) < O(0?)f(9).
Combining this with yields the result. O

In the next sections, we discuss rounding algorithms for some subclasses of set functions
with a one-sided smooth multi-linear extension.

3.2 Pipage Rounding for Second-Order Smooth Functions

In this section, we consider set functions that have a one-sided o-smooth multi-linear extension
and the third-order derivatives of their multi-linear extension are non-positive. As we mentioned
before, these functions are related to second-order submodular function defined in [52].

Definition 3 ([52]). A set functions f : 2"l — R is called second-order-submodular if B;(S U
R) — Bi(S) > Bi(TUR) — Bi(T) forany SCT, RC [n]\T, andi € [n]\ (T UR).

In Section [3.5, we show super-constant lower bounds for rounding discrete quadratics over
matroids. This also implies super-constant lower bounds for the functions we consider in this
section. However we show that for uniform matroids, there is a constant-factor rounding algo-
rithm for such functions.

We analyze the pipage rounding algorithm (Algorithm for our purpose. This algorithm,
in each round, picks two fractional elements and makes (at lease) one of them integral. In case
of submodular functions, this is a lossless procedure but as we will see in our case it is not.
However we show that the loss is efficiently bounded.

Recall that given a vector « € [0,1]" and i € [n], we denote by x — ¢ the vector resulting
from setting the ¢’th coordinate of « to zero. That is, (x —4); = «; for all j # i and (x —1i); = 0.
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3.2. Pipage Rounding for Second-Order Smooth Functions

Lemma 6. Let f be a set function and F be its multi-linear extension. Let xz € [0,1]" and
i # j € [n] such that ViF(x —i—j) > V;F(x —i—j). Consider the vector y = x + €(e; — €;),
where e; denotes the characteristic vector of i € [n], and € = min{z;,1 — x;}. That is,
z; + € = min{1l, z; + z;}, k=1
yp = qxj —e =max{0,x; +z; — 1}, k=

Th, o.w.

Then F(y) + max{0, @-xjvl?jF(x)} > F(x).

Proof. For any z € [0, 1]", we have

= Z f(R)HZUH(l_ZU)

RC|n] vER  v¢R

= 22 Z f(R+i—|—j)sz H (1 —zy)

RC[n]—i—j vER  v¢R+i+j

+ 2i(1 — z5) Z f(R+1) sz H (1 —2y)

RC[n]—i—j vER  vg¢R+i+j

+ (1 — 2)zj Z f(R+7) sz H (1 —2zy)

RC[n]—i—j vER  v¢R+i+j

+(1=z)1=2) Y. fB®]]= [[ (-=)

RC[n]—i—j vER  v¢R+i+j

=zizj >, (fR+i+j)—f(R+)—fR+H+FR) [ ] (-2

RC[n]—i—j vER  v¢R+itj

+ z; Z (f(R+z sz H (1 —2zy)

RC[n]—i—j vER  v¢R+i+j

+ z; Z (f(R+7)— sz H (1 —2zy)

RC[n]—i—j vER  v¢R+i+j

+ Y f®][= ] a-=)

RC[n]—i—j vER  v¢R+i+j
:zizjV?jF(z—i—j)+zin~F(z—i—j)+zjVjF(z—z'—j)—|—F(z—i—j).

Note that © —i — j = y — ¢ — j. Also, by definition of € we have ¢ > x; — z;, and hence

Yiy; = (iL‘Z + 6)(.%‘]' — E) = xixTj + e(xj —xT; — 6) < TiTj.
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3.2. Pipage Rounding for Second-Order Smooth Functions

It follows that

a:i:L‘jV Flr—i—j)+aViF(x—i—j)+a;V;F(x—i—j)+ F(x —i—j)
= 2w,V F(y —i—j) +aiViF(y —i— j) + 2V F(y —i— j) + Fly —i — j)
< i VA F(y — i — )+ uViF(y i~ §) + 5,V Fly — i — )+ Fly—i - j)
= (wixj — yiy) )V Fy — i — ) + yiy; Vi Fy —i — §) + yiViF (y — i — j)
bV B i)+ Fly—i-J)
= (wizj — yiy;)ViF(x —i—j) + F(y)
< (wij — yiy,) max{0, V2 G (r—i—3)}+ F(y)
< zjx; max{0, V--F(w —i—7)}+ F(y)
= max{0, z;2; V3 F ()} + F(y),

where the first inequality follows from the assumption V;F(z —i —j) > V,;F(x —i — j), and
the last equality follows from V%F (r—i—j)= V%F (z) (see Lemma . O

Now, using this bound, we are able to analyze the total loss of the pipage rounding algorithm.

Theorem 8. Let f be a non-negative, monotone, second-order-submodular function and F' be
its multi-linear extension. Let x € [0,1]" such that ||z||y = k. Then Algorithm|3.1 finds S C [n]
such that |S| =k and 6f(S) > F(x).

Proof. Let z € [0,1]™ and 2" be its fractional part (coordinates). Also let 2’ be z after one step
of pipage rounding algorithm (Algorithm . By Lemma |§|, we have

F(2) < F(7') + max{0, zzzjv F(2)}. (3.3)

By second-order-submodularity, Lemma [16, and monotonicity, we have

1 1
SGOIVER()(F) < S (PTVPRGEE)(F) < F(F) < F(2).
Therefore,
1
zszfF z) = min 2620 Voo F(2) < ———F(z
A ( ) {@,a"YCsupp(=F) q~q" v qq ( ) (\supp2(zp)|) ( )
Hence, by non-negativity of f, we have
1
max{0, 22 Vi, F(2)} < ey £ (2)
(%77
Using this and (3.3), we have
(Isupp(zF)\) 1
~ 2 F(2) < F(Y) (3.4)

(Isupr(ZF)l)



3.2. Pipage Rounding for Second-Order Smooth Functions

Algorithm 3.1: Pipage rounding for functions with non-positive third-order derivative
under cardinality constraint

1 Input: A fractional solution = (z;) € [0,1]" where }, (@i = k.

while the sum of fractional coordinates of x is greater than 2 do

[V

3 2 « fractional coordinates of x;

4 {i,j} < arg MiN g 0/} Csupp(ar) TqTq Vg F(2);
5 if z; + x; <1 then

6 if ViF(x —i—j)>V,;F(zx—1i—j) then
7 T; < T + Ty

8 ;< 0;

9 else

10 Z; — x; + Zj;

11 x; < 0;

12 else

13 if ViF(x —i—j)>V,;F(zx—1i—j) then
14 Tj— T t+x; — 1

15 z; + 1;

16 else

17 xi%$i+lﬂj71;

18 T < 1;

19 zF" « fractional coordinates of z;

20 2! < integral coordinates of x;

21 {i,j} ¢ argmaxy, oy csupp(as) (A, 0") + 9(0) + 9(a") + 22, csupp(ar) (d(g:v) +d(q',v)));
22 S <+ supp(z!);

23 {Z’J} —arg mMaX g ¢} Csupp(aF) BQ(S) + Bq’(S) + Aqq’(5)§

24 T; 1

25 T; < 1;

26 for q € supp(zf') —i—j do

27 Tq <+ 0;

28 return supp(z);

Let ! be the initial vector in Algorithm |8 and z'™! be the vector after i’th iteration of
the loop. Also, let n; = |supp(z?)|. If the loop iterates ¢ times, we have n > ny > ng > --- >
nt > 3 because in each iteration, the number of integral coordinate increases by at least 1, and

. 2. .
[|zt||1 > 2 (the loop’s condition). By 1) fori = 1,...,t, we have F(z*t1) > %F(ZEZ)
Let 2'*2 be the final vector in the algorithm (it is integral). We show that F(z'*2) > 1 F(2!*1).

Let 2% be the fractional part of the 2'T!, 2 be its integral part, S = supp(z!), and

{i,j} = argmax (By(S) + By(S) + Agy (5)).
{g,¢'}Csupp(zT)

Note that ||z%||; = 2 because the norm of the fractional part decreases by at most 1 at any
iteration and also it is always an integer. Therefore, because of the selection of 4, j, we have
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3.2. Pipage Rounding for Second-Order Smooth Functions

(> zgwe)(Bi(S) + Bj(S) + Aij(9))
{a.¢'}Csupp(z*)

> Y me@g(By(S) + By (S) + Agy (S))
{g,¢'}Csupp(zT")

= Z zqtq By(S) + Z zqtq By (S) + Z Tqtq Agq (S)

{g,¢'}Csupp(F) {q,¢'}Csupp(zF) {a,q'}Csupp(a™)
= Z Z zqtq By (S) + Z TqTq Agq (5)

q€supp(zt) ¢’ €supp(xt) {g,q'}Csupp(zt)

q'#q

= Z 2q(2 — 24)Bq(S) + Z Tqq Agq (S)

q€supp(zt) {q,¢'}Csupp(aT)
2 Z z¢By(5) + Z TqTq Agq (5)

qesupp(zt’) {g,9'}YCsupp(zt)

= (@")"VF(@) + %(xF)TVF(a;I)(xF)

The second inequality holds because ||zf||; = > gesupp(aF) Tq = 2 and x4 is fractional, i.e.,
zqg < 1. By the Lagrange multipliers’ method and the fact that ) Tq = 2, we can

conclude that
Z TgZy < 2,

{g,q}Csupp(x™)

gesupp(zf)

and the equality happens when all z, = 2/(|supp(x!")|). Using non-negativity and monotonicity
of f, the Taylor’s theorem, the above inequalities, and Lemma [3, we have

F(a'™) = F(a") + (@")TVF(@") + %(JJF)TVF(J«“I)(HSF)

<2F@)+ (Y werg)(Bi(S) + Bj(S) + Aij(S))
{q,¢'}Csupp(zF)
=(2- Z zqy ) F(z")

{g,9'YCsupp(t)
+( ) zqzq)(F (') + Bi(S) + B;(S) + Ai(S))
{g,q'YCsupp(zF)

=(2- > rgrg )P+ (> zqrg ) F (@' + 1y 5)
{g,9'}YCsupp(zt) {g,9'}YCsupp(zt)
<2F(z" + 1y 5) = 2F (2'?)
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3.3. Quadratic Coverage Rounding for Discrete Quadratic Functions

By the above inequalities, we have

t n’—ll n(i)_ll niQ—i—Ql
t+2 $1 2) ZF(z ZF(z
21;[1 )Z(g 0 )5 E( )Z(Z':H3 =) )5 (@)
2o+ 1)(i—2).1 n+1l "L (i-1)@G+1)1
ZH3 1—1 JpF) 3(n—1)(g (i+1)(z—1))§F(xl)
n+1 1 1
= miF(xl) > éF(xl)

In the following sections, we investigate rounding algorithms for general matroid constraints.

3.3 Quadratic Coverage Rounding for Discrete Quadratic
Functions

In this section and the next one, we consider the discrete quadratic functions and their multi-
linear extensions. Let M = ([n],Z) be a matroid and Py be its polytope. We consider the
integrality gap for the quadratic program: max F(x) : x € Pp. Here F' is a non-negative,
quadratic multi-linear function F'(z) = %xTAx +b%x such that A,b > 0 and A is a symmetric,
zero diagonal matrix.

This class is of interest for a variety of reasons. It is a natural family since these are just
restrictions to the hypercube of quadratic forms %xTAJ: + bT'z. This family also coincides with
the class of second-order-modular functions introduced in [52].

Definition 4 ([52]). A set functions f : 2"l — R is called second-order modular if B;(SUR) —
Bi(S) =Bi(TUR) — B;(T) forany SCT, RC [n]\T, andi € [n]\ (T UR).

The following lemma characterize the structure of second-order modular functions.

Lemma 7. f is a second-order modular function if and only if there exist symmetric d :
[n] x [n] = R, and g : [n] = R such that

> di, )+ gli)
{i.j}CR i€R
If f is also supermodular (submodular), then d is non-negative (non-positive).

Proof. Sufficiency is easy since

Bi(SUR) = Bi(S) = (¢(i) + Y d(m,i)) = (g(i)+ Y _ d(m,i)) = > d(m,i)

meSUR meS meR
> d(m,i) = (9(i) + Y d(m,i))
meTUR meT
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3.3. Quadratic Coverage Rounding for Discrete Quadratic Functions

To prove necessity, we first show that if i,7 € [n] and S C [n] — i — j then, by second-order
modularity

B;(S +1) — B;j(S) = Bj([n] — j) — Bj([n] —i — ),

[n] —i ([n] — i plays the role of T" in the definition of second-order modular). Now,
Bj([n ] j) — Bj([n] —i—j) and g(i) = B;(0). Note that d is symmetric because

d(i, j) = Bj([n] = j) = Bj([n] —i —37) = (f([n]) = f([n] = 5)) = (f([n] = 4) = f([n] =i —13))
= (f(In]) = f([n] = 7)) = (f([n] = J) = f(In] =i —3))
= Bi([n] — i) = Bi([n] =i = j) = d(3,9).

For any m, let R,;, = {v1,...,vn}, and set Ry = (). Consider a set R = {vy,...,v,}. Then we
have

because S C
let d(i,j) =

r—1 r—1
f(R) = Z (f(Rm + vm11) — f(Bm)) = Z Bu,is (Rim)
m=0 m=0
r—1 m
= Z vmit (Be) = By 1 (Ri—1)) + By, (Ro)) telescoping sum
t=1
= Z Z vm+1 ] Um41) — va+1([n] — Ut — Upt1)) + By, (Ro))
=0 t=1
r—1 m r—1
=YD A vmi) + > g(vmi)-
m=0 t=1 m=0

If f is supermodular, 7,j € [n], and R C [n] — ¢ — j, we have

f(R+i+j) = f(R+1i) = f(R+]) — f(R).

Therefore,
+ ) d(v,g) > g() + Y d(v, j),
vERA+1 vER
which means d(i,7) > 0. Similarly, if f is submodular, d is non-positive. O

In the special case when b = 0 and A(u,v) forms a metric, the discrete quadratic class
corresponds to metric diversity functions and, as pointed out, the maximization problem over a
matroid constraint has a 2-approximation [1, 11]. As we established in Proposition , discrete
quadratics have interesting behaviour with respect to their one-sided smoothness. The previous
mentioned metric diversity functions have one-sided smoothness o = 2. Negative type distances
are another important class of distance functions.

Definition 5. Let d : [n] x [n] = R>q be a distance function with the corresponding distance
matriz D € Rgé" where Dgp = d(a,b). We say d is a negative-type distance if for any x € R"
with ||z||1 = 0 we have T Dx < 0.
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3.3. Quadratic Coverage Rounding for Discrete Quadratic Functions

If A is a negative type distance, then the corresponding problems have been shown to admit
a PTAS [19, 20]. Another well-known distance measure is the Jensen-Shannon divergence used
to measure dis-similarity of two probability distributions. Both JS and negative-type distances
have associated smoothness parameter o = 4.

Proposition 6. Any negative-type distance d : [n] x [n] — Rx>q is 2-semi-metric.
Proof. Let x = 0.5e, + 0.5¢;, — e.. We know
' Dz = 0.5d(a,b) — d(a,c) — d(b,c) < 0.
Therefore d(a,b) < 2d(a,c) + 2d(b,c) and d is 2-semi metric. O

Jensen-Shannon Divergence is a function which measures dis-similarity between probability
distributions. It is well-known that if d is a JS measure, then v/d is a metric. Hence JS distances
form a 2-semi-metric by the following result.

Proposition 7. Let d : [n] x [n] = R>¢ be a distance function such that \/d(-,-) is a metric.
Then d(-,+) is a 2-semi-metric.

Proof. By definition, we have

Vi, j) < V/d(i, k) +\/d(j, k).

Therefore,
d(i, j) < d(i, k) +d(j, k) +2+/d(i, k)d(j, k).

We also know that

d(i, k) + d(j, k) — 23/d(i, k)d(j, k) = (\/d(i, k) — \/d(j.k))* > 0.

Hence,
d(i, j) < 2(d(i, k) + d(j, k)).

O]

For general o > 0, let O, denote the family of discrete quadratic functions which are one-
sided o-smooth. Now that we have seen some examples for such functions, we discuss the
rounding algorithms for them.

Gaps for such quadratic programmes may be unbounded even for graphic matroids if we
allow parallel edges. Fortunately these large gaps transpire due to a simple reason, namely
that the matroids have very small circuits. This is encapsulated in the following integrality gap
upper bound.

Theorem 9. Let ' be a non-negative, quadratic multi-linear polynomial and M be a matroid
with rank r and minimum circuit size ¢ > 3. If * € Pyq, then there is an independent set I of
M such that (3+ 25)F(17) > F(z*).
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3.3. Quadratic Coverage Rounding for Discrete Quadratic Functions

We actually prove the following decomposition result. For x* € P4, we define the coverage

of a pair u,v to be the quantity z*(u)z*(v). Let Cov € R(:) be the vector with entries
Cov(u,v) = 2*(u)z*(v). As F is quadratic it is linear in these coverage values and the vector
x*: F(z*) = Zu#(w)Cov(u,v) + >, b(v)z*(v). For a set X we say its coverage set is
cov(X) = {{u,v} : u,v € X,u # v}. A quadratic coverage of z* is a collection C = {1y,, pi; } of
weighted independent sets with properties (1) for each u # v, Zi:{u,v}gcov(h) wi > Cov(u,v),
and (2) for each v, >, .o, p; > 2*(v). Recall that A,b > 0. It follows that , u; F'(17,) > F(x*)
and hence if the size ), u; < K, then some I; satisfies F'(1y,) > % This bound depends on
the fact that entries of A are non-negative. By condition (1) of quadratic coverages, we have
> i tileoy(r,) = Cov and by condition (2), >, p;17, > z*. Therefore, for such a collection we
have Y, i F(17,) > F(«*). This reasoning shows that to deduce Theorem [9, it suffices to find
a quadratic coverage with Y, 1 < (3 + 25).

Theorem 10. Let F(z) = %xTAx +bTx be a non-negative, quadratic multi-linear polynomial
and M be a matroid with rank r = r([n]) and minimum circuit size ¢ > 3. If ©* € Py, then it
has a quadratic coverage of size at most 3 + 02_—7"2

Proof. We start with an arbitrary representation of z* as a convex combination of independent
sets: >, Ailp,.

First note that Cov(u,v) = (3 g5, )‘i)(ZBjav Aj) = Z(i7j):3i3u73jav AiAj. Hence an or-
dered pair (B;, Bj) contributes A;A; to Cov(u,v) if u € B;,v € B;. This implies that if
B; = Bj, then this contributes exactly A? for every u,v € B;. If B; # Bj, then the unordered
pair {B;, B;} contributes to coverages as follows. It contributes 2\;\; for every u,v € B; N B;
and \;\; for each wv € §(B; — Bj, Bj — B, B; N Bj). Here for disjoint node sets X1, Xo,..., X,
we define (X1, Xo,..., X)) to be the set of edges which have endpoints in distinct sets from

n
the X;’s. Hence we can express the coverage vector Cov for z* in R() as:

Z )\7? ' :H'CO”U(BZ') + Z >\1)\] : (2 : :[]'COU(BiﬂBj) + :H'Ls(Bi—Bj,Bj—Bi,BiﬂBj))‘ (35)

1<j

We now define a quadratic coverage, that is, a weighted collection of independent sets
satisfying conditions (1) and (2). In particular, for each i < j we define a family of independent
sets ZhJ which will take care of all coverages associated with terms Aidj in . In the case
where i = j, this is easy. We just include the set B; with weight p; = A\?. Now consider the
case where ¢ < j which is trickier. For each set I in this family, we always associate the weight
pr = A;A; and so this amounts to finding a family which satisfies

Z Leow(ry = 2 Leow(BinB,) + Ls(B,—B;,B;—Bi,B:NB;)- (3.6)
Iezii

We return to this construction later but we note that condition (2) will follow easily as long as
we guarantee that for each v,i and j # i, if B; 3 v, then the family 7%/ includes at least one set
I which contains v. Since we have p; = A\;A; for any such I, we derive the desired inequality

(2): Z[Bv 1221 > ZB,SU(E]‘ )‘ZA]) = ZBZ‘BU )\Z = JI*(’U)
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If we can achieve this construction so that |Z%/| < K for each i, j, then we have a quadratic
coverage whose size i D 7, fi+> ;i > S rezia i = D, )‘12+Zi<j NN ZH) < )\?—inq AN K <
1+ K/2. The last inequality follows since the \; are a convex combination.

We now define %/ for a fixed pair 4, j and show how to find the desired independent sets
Th ={I}7 1k =1,2,...,K}, where K is defined later. First, if |B; N Bj| > 1, then we include
the sets B;, B;j. This takes care of the double-coverage of pairs in B; N B; as well as any pairs
u,v with u € B; ﬁBj and v € BlAB] Let Sij = Bl\B] and Sji = Bj \Bl Note that the excess
coverage from these sets B;, B; is to contribute an extra A\;\; to each pair in cov(S;;) Ucov(Sj;).
It now remains to cover the edges in 6(S;j, Sji)-

Let t = [(c—1)/2] and m = |B;N Bj| > 0. Decompose B; \ B; into £ = [(r —m)/t] disjoint
independent sets by ripping out sets of size ¢ greedily, possibly the last being smaller than ¢. Call
these C1,Ca, ..., Cy. For each k < £, we extend Cy, to an independent set R}’ in B;AB; only
adding elements from B; \ B;. Hence this set will have used all elements of B; except a subset,
call it Zy, of size at most t. Let C’,i’j = Z}, U C} and note that \C’,i’j| < 2t < ¢ —1 and hence it
is also independent. We now examine the pairs covered by C,i’j , Rz,’j . Let u € Cy,v € B; \ By,

then either u, v is covered by Rz’j , or v € Z in which case it is covered by C’,i’j .

Finally, we count the number of sets for a given family. There are two cases depending on
whether B; N B; = 0 or not. If the intersection is empty, then we just build 2[%]. Since t > <52,

this is at most 2 - (1 + C2f2). In the other case we have m > 1, and we add the sets B;, B; up

front and then we add 2[*5™] more sets. Hence the overall number of sets in this case is at
most 2+ 2+ (25 — 25 4+ 1),

(&
It follows that K < 2. (2 + 02_—7"2), and thus we have a quadratic coverage of size at most

1+ % <3+ 62%’2, as we wanted to show.

O

The bound given in Theorem [9] is good for matroids that do not have small circuits. For
example, in case of uniform matroids, the size of the smallest circuit is one more than the rank
of the matroid. Therefore this bound is actually constant for uniform matroids. However for
general matroids the rank could be large and the size of the smallest circuit be small. In the
next section, we give another bound that works better for such matroids.

3.4 Swap Rounding For Quadratic Multi-Linear Extensions

The swap rounding algorithm is previously used for rounding modular and submodular func-
tions over matroid polytopes and other combinatorial structures [22, 71]. In this section, we
analyze a modified version of the swap rounding algorithm (Algorithm and we show that
it finds an integral solution which is an O(1 + %)-approximation of the initial fractional solu-
tion. This algorithm starts from a convex combination of the bases of the matroid and in each
round, it merges two of the bases in the convex combination. Note that by Carathéodory’s
theorem, any maximal point in the matroid polytope can be written as the convex combination
of characteristic vectors of n + 1 bases [37].

First we define some notation. Let d(S) = > _y; ncgd(i,7) and d(S, ") = 3 6D e d(i, )
and g(S) = > ;cg9(7). The following result provides a decomposition of the multi-linear exten-
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3.4. Swap Rounding For Quadratic Multi-Linear Extensions

Algorithm 3.2: Swap rounding for monotone second-order-modular functions under ma-

troid constraints

1 Input: A matroid M = ([n],Z), its base polytope P, and a fractional solution = € P. A set
function f(S) = > ,c59(0) + > jycs A0, 4)-

2 Find A1 = (A1, Mg, ..., \y) and Iy = (1, I, ..., I,) such that . = Y7 \;I;, \; > 0 (for any i),
> P 1A =1, and I;’s are bases of the matroid;

3 Ii < Il;

4 )\/1 < )\1;

s fork=1,...,p—1do

6 (I} 41, My,) <MergeBases (I, Ax);
7 /\;C-‘rl — )‘;v + >\k+1§

8 Iy < (I]/<;+17Ik1+2?"'71p);

9 )\k:-‘rl — (A%+1)Ak+27"')Ap);

10 t 4 arg man:l,,..,pfl{Z(i,j)GMk d(i,j)};
11 (I*, M*) <MergeBases ((I], I;+1),(0.5,0.5));
12 return argmax{f(I*), f(I})};

13 Function MergeBases(I = (I1,Is,..., L) , A= (A1, Aa, ..., )

14 M <+ 0;
15 while I; # I> do
16 Pickie 1 \Ioand j € L\ Iy suchthat Iy —i+j€Zand I —j +i €T,
17 M+ M U{(i,7)};
8 i 9(6) + \id(i, Ly — ) + Aod(i, I — ) + X7y Aed (i, 1) >
9(j) + Md (G, Iy — i) + Xod(j, I — §) + 30523 \ed(J, I1;) then
19 ‘ Iy < Iy — j +1;
20 else
21 ‘ Il — Il —1 —|—.]7
22 return (I, M);

23 End Function

sion of a quadratic function based on the convex decomposition of a point to the bases of the
matroid.

Lemma 8. Let f(S) = 3_;cq 9(i) + >y jycs d(i, ) where g = [n] = R>g and d : [n] x [n] — R>o
with d(i,i) = 0 for all i € [n]. Let b € R™ be a vector such that b; = g(i) and A € R™" be a
matriz such that A;; = d(i,j). Then the multi-linear extension of f is F(z) = $aT Az + 2.
Moreover, if x = 7_, A1y, for some scalars A\,’s and subsets Iy, C [n], then

D D p—1 p
F(z) =) Mglli) + > Nd(Ie) + Y Y Aeded(Iy, o). (3.7)
k=1 k=1

k=1/{=k+1
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3.4. Swap Rounding For Quadratic Multi-Linear Extensions

Proof. For the first part of the lemma note that

=> O]z J] O—20)= > @S)+dS) [Tae [T - )

SCln] k€S  ke[n)\S SCln] k€S  ke[n)\S
= > O g [Tae TI Q=)+ DD di) [Jae II (1 —2x)
SCln] i€S keS  ken)\S SCln) {i,j}CS keS  ken)\S
=> 9@ > ]z [ -2+ DY dGi) > (JTze J] @ =)
i€[n] SC[n] k€S ke[n]\S {#,7}C[n] SC[n] k€S  ke[n]\S
€S {%J}gs

Hence

Fz)=3 9@ Y (J[an T Q-2

i€[n) SCln]—i k€S  ken]—i\S

+ Z d(’b,j)l‘zl'j Z (H T H (1 - xk))

{ig}Cln] SCln]—i—j k€S  k€[n]-i—j\S

1
= Z g(t)z; + Z d(i, j)ziz; = 2Tb+ §xTAx.

i€[n] {ig}Cln]

To see the second part, observe that

o =0T Nely,) = Z '1y,) Z)\kg 1),
k

and
p p p
2T Az = () Mly,)A th D Nl ALy, =) NeAed(Iy, Ip)
k=1 k=1 k=1
p p P
= MNd(Ii, Ie) + 2 Meded(I, I) = Z AT +2> > Neded(Ii, Ir).
k=1 k<t =1 k=1 /l=k+1

Using this we can bound the loss of each merge in the swap rounding algorithm.

Lemma 9. Let M = ([n],Z) be a matroid and P be its corresponding base polytope. Let
F(z) = 2T Az 4+ 27b where A,b > 0 and A is a symmetric matriz such that its diagonal is
zero. Let f(S) = F(1g) for any S C [n]. Let x = Y 7 | \;1;, € P where I;’s are bases of the
matroid, Y 0 _ N =1, and \; > 0, fori =1,...,p. Let (I', M) be the output of MERGEBASES
(defined in Algom'thm on (I,....Ip) and (M\1,...,Ap). Let y = (M1 + X)Ly + > P o N1y,
Then F(z) < F(y) + M2 > jyen 4045 4).

Proof. Let IY = I and I§ = Iy (the original inputs of the function). Let I7* and I3* be
the resulting I; and Iy after the m-th iteration of the while loop. Let z, = A1l + Aglym +

43



3.4. Swap Rounding For Quadratic Multi-Linear Extensions

Zzzg A1y, . Let iy, jm be the elements we pick at the m-th iteration of the loop. We show that
F(zm—1) < F(xm) + A A2d(im, jm) and this yields the desired result using a simple recursion
argument. Without loss of generality, we assume

p
g(lm) + Ald(ima I{n_l - Zm) + )\Qd(imylzm_l - ]m) + Z )\kd(lma Ik)

k=3
P
> g(jm) + /\ld(jma Iin_l - im) + )‘Qd(jma Izm_l - ]m) + Z /\kd(jm7fk) (3-8)
k=3
We have
P P
F(zm-1) = Mg(I7"™) + Xg(I3" ) + Y Aeg(le) + M) + M3d(15) + > Apd(1)
k=3 k=3
P
F A d(I7TL I MDY Med(I7 T T)
k=3
p—1 p
+ )\QZ)\kd Im ! Ik + Z Z )\kAk/d(Ik,Ik/)
k=3 k=3 k'=k+1
P P
= Mg )+ hog (L = i) + Y ML) + NI ) + M3d (15 = jin) + Y Nid(Ix)
k=3 k=3

p p
+ M Ad(I T3 = ) + A0 > Med (I Te) + A2 D Md (I = i, Ii)

k=3 k=3
p—1 p
303 Medwdk, i) + A2g(im) + N3d(ims T = Gim) + MAad (G, 17" = i)
k=3 k'=k+1

p
+ X2 > M (Gms I) + M Aad(im, m)
k=3

p
< Mg + Xag(IP ™" = gm) + 3 Meg(Te) + A3d(I7 1) + A3d(I5 " = jn)
k=3

p p
+ ) CNRA(IE) + MAd(IT TP = ) + A > Med(ITT T A A > Md(I5 = i, I

k=3 k=3

Mws

Il
- W

p
+3 D N d Tk, Iir) + Aaglim) + A3 (i, 137" = jin) + MXad (i, 17" — i)
3 ’:k+1

hS I

>
Il

+ A2 Z Akd Zma Ik) + )\1>\2d(imajm)a
k=3

where the first equality follows from Lemma [8 and the inequality holds because of (3.8). By
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3.4. Swap Rounding For Quadratic Multi-Linear Extensions

the above inequality, and the fact that 17" = I{"il and I1" = Ié"il — Jm + im, We have

p p
F(xm-1) < MgU") + Aog(I3") + Y Aeg(Ix) + A7) + Md(15") + > Nid(Ix)
k=3 k=3

p p
+ A Ad (17 I5Y) + A > Md(I7 I) + Ao Y Aed (I3, T

k=3 k=3
p—1 p
+) 0 Medwd(Tk, Tr) + M dad(im, jim)-
k=3 k'=k+1

By Lemma 8, the right hand side is equal to F(z,) + A1 A2d(im, jm) and therefore
F(l‘m—l) < F(xm) + )\1)\2d(2ma]m)
O

Using these, we can bound the total loss of the swap rounding algorithm in the next theorem:.

Theorem 11. Let M([n|,Z) be a matroid of rank r and P be its corresponding base polytope.
Let F(z) = %zTAz + 2T where A,b > 0 and A is a symmetric matriz with zero diagonal that
satisfies the o-semi-metric inequality, i.e., Aj; < o(Ai + Aji). Let f(S) = F(lg) for any
S C[n]. Let x € P and S be the output of the modified swap rounding (Algorithm [3.2) on z.
Then F(xz) < O(14 2)f(S).

Proof. Let x = Y ¥ | \j1;, € P where I;’s are bases of the matroid, Y 7 ; A\; =1, and \; > 0,
for = 1,...,p. Let S be the output of the swap rounding (Algorithm if it starts from
(I1,...,1Ip) and (A1,...,Ap). Let x denote the vector corresponding to Iy, = (I, Ixy1, ..., 1p)
and Ay = (A, Mg, -5 Ap), Le. ap = )\;‘7]111/9 —I—Zf:kﬂ Aily,. By Lemmalgl, fork=1,...,n—1,
we have

F(z) < F(rppa) + Mo Y d(i,5) < Flaern) + M Y d(i,5),
(i,j)GMk (i,j)EMt

where t = argmaxy_ _, 1{> ¢ jjen, d(i,7)}. Therefore

k
F(z1) < F(z,) + ZAWH (i) = ZZA Me1) > d(i,j)
(4,5) €My k=1m=1 (3,7)eMy
. 1 .

(i,5)€ M (i,5)€ M

where the last inequality holds since 2 Zﬁ;i fn:l AmAg1 < (000, Ap)? = 1. Now, we bound
the term 37 ooy, d(é,7). By definition of M;, note that M; C Ij x It4q. Using this and
Lemma 8 it follows that

o 1 1

D d(i,§) < d(If, Iiya) <4 Pyl +5lp,,,)- (3.10)
(4,5)EM:
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By Lemma [9) and the o-semi-metric assumption, we also know that

1 1
F(S1y+5l1,,) < F(1e) + Z d(i, )
(J)GM*
1 o N P
SF(M)U(EM (A0 1] = i) + (5. 1~ 1) (3.11)
2,7 *

Note that none of the edges of M* is present in the right hand side summation. Therefore
> (G I =) +d(G I =) < dI) +d(If Te) — Y d(i, )
(i,j)eM* (i,j)EM*

1 1 .. *
S4FGly+5ln,)— Y. dlig) S 4F(Lr) = 4f(1),
(4,5)eM*
(3.12)

where the second inequality follows from Lemma [8 and the last inequality holds because of

Lemma@ Combining , , and , we get
. 4 ¥
> dlig) < (4+ —=) ). (3.13)

(i.j) €My B
Hence, by (3.9)) and (3.13)), we have

F(a1) < f(I) + (2+

20
r—1

),
and this yields the result. O

In the last two sections, we provided two different rounding algorithms for discrete quadratic
functions when we deal with general matroid constraints. We can run both algorithms and take
the best of them. This immediately implies the following theorem.

Theorem 12 (Quadratic Integrality Gap over Matroid). Let f € O, be a set function and F
its multi-linear extension. Let M be a matroid of rank v, minimum circuit size ¢, and matroid

polytope Pnq. Then there is a polytime algorithm which given x* € Py produces an integral
vector 11 € Py such that F(z*) < O(min{ 5,1+ 2})f(I) < O(/o)f().

These rounding algorithms can be combined with the jump-start continuous greedy (Theo-
rem 2)) to conclude the following.

Theorem 13. There is an O(c%/?)-approzimation algorithm for mazimizing f € Oy over a
matroid.

One immediate question is whether we can do better than the provided bounds. In the next
two sections, we show that our bounds are almost tight for both phases of the algorithm: the
jump-start continuous greedy and the rounding.
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3.5 Integrality Gap Lower Bound for Discrete Quadratics

In this section, we describe an example that shows the integrality gap of a quadratic function

with a o-semi-metric distance over a matroid polytope is Q(min{_ "5, Z}) in the worst case,

where 7 is the rank of the matroid and c is the size of the smallest circuit.

Proposition 8. Let k,t € N with 1 <t < k. There exists a o-semi-metric diversity function
with multilinear extension F, and a matroid M = ([2k],Z) with rank r = k+t — 1 and
minimum circuit size ¢ = 2t, where the integrality gap of F(x) over the matroid polytope Pag
18 Q(min{c_%, g ).

Proof. Let S; = {2i —1,2i} for 1 < i < k, and § = {51, 52,...,5,}. We define a matroid
M = ([2k],Z) in terms of its circuits as follows. A set C is a circuit of M if and only if C' is the
union of any t sets .S;. It is then clear that the minimum size ¢ of a circuit is 2¢, and the rank
r of the matroid is k + ¢ — 1. For example, M could be the graphic matroid corresponding to
the graph in Figure 3.1, Circuits here correspond to cycles of size 4, and the dashed lines show
the coefficients of F' that are equal to one.

Let 1
F(.’L‘) = Z Tyuly + Z ;xu-xv
{uv}eS {u,v}e([2k]x[2k])\S
. It is straightforward to see that F' is the multilinear extension of a o-semi-metric induced by
a complete graph which has weight 1 on edges from S and weight 1/0 otherwise.
By definition of M and F, it is clear that any integral solution x; € Pys maximizing F will
pick t — 1 pairs from S and then singletons from other pairs. Therefore

F(zr) =  max F(m):(t—1)+1(<;)—(t—1)):(1_1)(t_1)+1<;>

x€PpN{0,1}2k o o o
_(o—=1)(c—2)+7r(r—1)
- 20 '

On the other hand, zg = £/=111) € Py and

Using that r =k +t—1and k=7 — 5 + 1 we have

_ 2 2
(Yt A S A
2k 4(r—5+1) 2(2r—c+2) 4
where the last inequality follows since ¢ > 2. Hence, F(z¢) > 7(1 + @) It follows that the
integrality gap is at least
F<m0)21. or+2r(k—1) Zl' or Zl min r ,g}.
F(zr) 72 (o—=1)(c=2)+7r(r—1) =2 o(c—2)+r>2 4 c—2"r
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Figure 3.1: Lower bound of the integrality gap for quadratic functions.

3.6 Implications of the Rounding Results and Some Hardness
Results

De Klerk [25] remarks that “approximation algorithms have been studied extensively for com-
binatorial optimization problems, but have not received the same attention for NP-hard con-
tinuous optimization problems”. Theorem implies a conditional hardness for maximizing
quadratics over a simplex, as follows. Since the O(;%5) rounding does not depend on o, it
yields an O(1) rounding for cardinality constraints. Since the multi-linear extension of the
densest subgraph problem is of the form z” Az, the approximability of densest subgraph is
within a constant factor of its continuous relaxation.

Corollary 3. The continuous problem maxal Az : x € A is asymptotically as hard as the
densest subgraph problem, where A is a simplex and A is a non-negative, symmetric matriz.

The next result addresses the hardness of approximating the maximum of a o-semi-metric
diversity function.

Theorem 14. Assuming the Planted Clique Conjecture: (1) for any constant o > 1, it is hard
to approximate the maximum of a o-semi-metric function subject to a cardinality constraint
within a factor of 20 — € for any € > 0 and (2) for a super-constant o, there is no constant
factor (polytime) approximation algorithm for maximizing a o-semi-metric function subject to
a cardinality constraint.

Proof. The Planted Clique problem asks for an algorithm to distinguish between the following
graphs with probability of at least 3/4: 1) A graph drawn from G(n,1/2), 2) A graph drawn
from G(n,1/2) and then a clique of size n'/279 is planted in it (§ > 0) [44]. The planted clique
conjecture states that there is no polynomial time algorithm to do this task [6, 43]. It has been
shown that assuming the planted clique conjecture, it is hard to approximate the maximum of
a metric diversity function within a factor better than 2 [8, 11].

Given a graph G, in the densest k-subgraph problem we need to find an induced subgraph of
size k with the maximum number of edges. Let R be a subset of vertices of G and FE(R) be the
number of edges in the induced subgraph of R. The density of R is defined as p(R) = E(R)/ ('g ‘).
Alon et al. [6] showed that if there is no polynomial time algorithm for the planted clique problem
for a planted clique of size n'/3, then there is no polynomial time algorithm for distinguishing
between a graph G of size n that contains a clique of size n'/3, and a graph Gy of the same
size in which the density of every subset of vertices of size n'/? is at most § > 0.
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We can reduce the densest k-subgraph problem to o-semi-metric function maximization in
the following way. Consider an instance of densest k-subgraph (k = n'/3) on graph G with
vertex set [n]. Create the distance function d : [n| x [n] — R. If there is an edge between
i,7 € [n] in G, set d(i,j) = 20, otherwise set d(i,7) = 1. It is easy to see that this distance
function is a o-semi-metric. Let f(R) = }_; 4cpd(i,j). If |R| =k, we have

) =205() + ((3) - B,

We know (g) > E(R). Therefore
k
20E(R) < f(R) <20E(R) + <2>,
and dividing both sides by 2¢ (g) we get

p(R) <

(3.14)

It is easy to see that
arg max p(R) = arg max f(R).

RC[n] RC[n]

|R|=k |R|=k
Now, assume that for some fixed constant ¢ > 1 there is a c-factor approximate algorithm for
finding the maximum of o-semi-metric function (o is super-constant) and its output on G is S.
Also, let

OPT € argmax p(R).

RC|[n]
|Rl=k
We have F(0PT) £(S)
C C
O Sl =Y T

Since o € w(1), for some n large enough we have that = < 1. Hence p(0PT) < cp(S) + 3. Set
0= ﬁ and note that § > 0 is a constant. If G is a graph in which the density of every subset
of vertices of size k is at most d, then clearly p(S) < §. If G is a graph that contains a clique
of size k, then 1 = p(0PT) < ¢p(S) + 1, which means p(S) > & = 25. This means that our
c-factor approximate algorithm can distinguish between these two graphs which is in contrast
with the planted clique conjecture.

For the first part, given any constant o, assume there is a (20 — €)-factor approximate
algorithm for some ¢ > 0 for finding the maximum of o-semi-metric function. Denote its

output on G by S, and let OPT be defined as above. We then have

f(0PT)
20(3)

(20 —€)f(5) 20’—6'

p(OPT) < < 20 < (20— )p(8) + =
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Set 0 = (52— — %)/2 = m, and note that § > 0 is a constant. If G is a graph in

20—¢
which the density of every subset of vertices of size k is at most ¢ then clearly p(S) < 6. If
G is a graph that contains a clique of size k then 1 = p(OPT) < (20 — €)p(S) + 22=¢ which

20
means p(S) > 52— — & = 2§. This means that our (20 — ¢)-factor approximate algorithm can

20—€ 20
distinguish between these two graphs which is in contrast with the planted clique conjecture

and Alon et al. result. O

We note that the jump-start continuous greedy (Theorem followed by the rounding
(Theorem [9)) gives an O(o)-approximation in the case of uniform matroids. This approximation
is asymptotically tight because the planted clique hardness result (Theorem shows that we
cannot expect an approximation better than 20 in uniform matroids. Moreover, the O(1)
rounding for uniform matroids implies that the approximation factor of the discrete problem
and the continuous problem are effectively (asymptotically) the same. Hence it is hard to
approximate the continuous problem within a factor of o(c).

Corollary 4. Let A be a matrix corresponding to a o-semi-metric distance function. Then
it is hard to approzimate the continuous problem maxxz” Az : ||z||1 < k within a factor of
o(0). Moreover this implies that the analysis of the jump-start continuous greedy algorithm in
Theorem |2 is asymptotically tight.

3.7 Future Work

In this chapter, we discussed a rounding algorithm for a subclass of functions that have non-
positive third-order derivatives, in the case of uniform matroid. Hence one question is to extend
this to general matroids. We also discussed rounding algorithms for a subclass of functions
that have zero third-order derivatives (discrete quadratics) in case of general matroids. An
important open question is to generalize this to set functions with one-sided o-smooth multi-
linear extensions without any additional condition on the third-order derivatives.
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Chapter 4

Meta-Submodular Functions

In this section we study more general monotone set functions than the ones that have one-
sided smooth multi-linear extensions. To motivate our approach we consider the definition of
one-sided o-smoothness restricted to only integral points of a function F' instead of its whole
domain. Namely, for any non-empty S C [n]: w!V2F(lg)u <o - H‘"H‘l uI'VF(1g). If we also
limit our attention to directions u = e; + e;, the inequality becomes

ViF(1s) + V;F(ls),
] '

ViiF(lg) <o ( (4.1)

Now suppose that F is the multi-linear extension of a set function f : 2" — R>p, and so
F(1s) = f(S). One may show [81] that V;F(1s) = f(S +i) — f(S — 1) and V};F(ls) =
f(S+i+j)—f(S+i—j)—f(S—i+j)+f(S—i—j)=V,;F(lsyi) —V;F(Lls—;). To abbreviate
notation we write B;(S) = V;F(1g) and A;;(S) = V2 F(1g) and so . ) becomes:

Bi(S) + B;(S)

(4.2)
We call a set function f o-meta-submodular if it satisfies this inequality for any S # (). One may
view this as the discrete analogue of bounding the second-order term of a Taylor series by the
corresponding first-order term. We primarily focus on monotone functions and so we denote
by G, the family of non-negative, monotone set functions which are o-meta-submodular. Note
that since the B;’s are non-negative, we then have that G, C G,/ if o < o.

We first discuss the structure around the meta-submodular family (see Fig. . Most
importantly with respect to (Q2) is that G, includes all monotone submodular functions and
o-semi-metric diversity functions. More precisely, the 0-meta-submodular functions coincide
with the class of meta-submodular functions defined by Kleinberg et al [48], which properly
includes all submodular functions.

Proposition 9. f is 0-meta-submodular if and only if it is meta-submodular (by Kleinberg et
al. definition [48]).

Proof. Kleinberg et al [48] show that a set function f is meta-submodular if and only if
f(S+i) = f(S) = f(T+1i)— f(T), VO#£SCT, VigT.
The above is clearly equivalent to

FS+i0) = f(S) 2 f(S+j+i) = f(S+7), VS#D, Vi#j¢s. (4.3)
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Then

f is O-meta submodular
<= A;j(S) <0, VS#0, Vi,jeV
= f(S+i+j)—f(S+i)—f(S+J)+ f(S) <0, VS#0, Vi,j eV
= f(S+1i)—f(S) > f(S+j+1)—f(S+j), VS#0, Vi,jeV
= f(S+i)—f(S) = f(S+i+i)—f(S+]), VS#0, Vi#j¢ S
<:>holds.

O

Proposition 10. Any second-order-modular function (Deﬁnition with a o-semi-metric dis-
tance function (o0 > 1) and a non-negative modular function is a o-meta submodular function.

Proof. Let f(R) = 3 ,cr9(a) + Xiqq1crd(,d’) be a second-order modular function (by
Lemma |7, it has this form). The proof is by case analysis.

e If i,j ¢ R, we have

|R|Aij(R) = [R|(f(R+i+j) = f(R+i—j) = f(R—i+j)+ f(R—i—]))

=RI( > 9@+ D> dad)- D ga- >, dad)

qER+i+j {¢,4'}CR+i+j qER+I {¢,9'}CR+i
- 9@—- D> ded)+ ) 9@+ Y, dg.q)
qER+] {¢,4'}CR+j gER {¢,.4'}CR
= |R|d(1, ).

We also have
o(Bi(R) + Bj(R)) = o(f(R+1) — f(R—i)+ f(R+]) — f(R—1))

—o( > 9+ Y, dad)=D ga)— Y daq)

qER+i {q,¢'}YCR+i g€R {¢.¢}CR
+ > 9@+ D dad)-D> g9@- > daq))
qERA+j {99’ YCR+j gER {¢.4'}CR
=og(i) +og(j) + o Y _di,q) + 0y d(jq)
qeER q€ER

Therefore |R|A;;(R) < o(B;(R)+ B;(R)) because g is non-negative and d is non-negative
o-semi-metric.
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e Ifi,j € R, we have
[R|Aij(R) = [R[(f(R+i+j) = f(R+i—j)— f(R—i+j)+ f(R—i—)))

= RO g+ > da.d)- D g@o- D, daq)

geER {¢,.4'}CR gER—] {¢,¢'}CR~j
- > gl — D> dled)+ D> g+ > da.qd)
qeER—1 {¢,¢'}CR—1 qeER—i—j {¢,¢'}CR—i—j

We also have
o(Bi(R) + Bj(R)) = o(f(R+1i) — f(R—i)+ f(R+j) — f(R—1))

oY 9@+ D dgd)- > gl@- D dlgq)

qeER {¢,4'}CR qER—1 {¢,9'}CR~i
+Y 9@+ Y. dgd)- D 9@— D dg,q)
geER {3, }CR qER—j {$,d'}CR—j
= og(i) +09(j) +20d(i,j) +0 Y diq)+0 Y d(q).
qeER—i—j qeER—i—j

Therefore |R|A;;(R) < o(Bi(R) 4+ Bj(R)) because g is non-negative, d is non-negative
o-semi-metric, and o > 1.

e If i € Rand j ¢ R, we have
[R|A;(R) = |RI(f(R+i+j) - f(R+i—j)— f(R—i+j)+ f(R—i—]))

=IRI(Y g+ Y. dad)-> 9@ >, da.q)

qER+j {¢,.4'}CR+j gER {3,9'}CR
- > gl- > dgd)+ > g+ D dla.d)
qER—i+j {¢,4'}CR—i+j gER—1 {¢,¢'}CR—i
= |R|d(i, j).

We also have
o(Bi(R) + Bj(R)) = o(f(R+1) — f(R—1) + f(R+j) — f(R—1))

oY 9@+ D dgd)- > gl@- > daq)

gER {¢,4'}CR gER—1I {¢,4'}CR—i
+ > 9@+ D ded)-d g@— D> daq))
qER+] {¢:4'}CR+j qER {¢.¢}CR
= og(i) +0g(j) +od(i,j) +o > di,q)+0 > dq).
qeR—1 qeER—1

Therefore |R|A;;(R) < o(Bi(R) 4+ Bj(R)) because g is non-negative, d is non-negative
o-semi-metric, and o > 1.
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O

Another property is that every proportional submodular function (cf. Borodin et al [13]) is
1-meta-submodular.

Proposition 11. Any monotone propotionally submodular function is 1-meta-submodular.
Proof. The proof is by case analysis.
e If i,j ¢ R then using weak submodularity property we have
(IR[+2)f(R) + (IRDf(R+i+7) < (Rl + 1) f(R+ i) + (IR + 1) f(R+ ),
which means
IRl (f(R)+ f(R+i+)) = f(R+1i) = f(R+))) < f(R+14) + f(R+]) = 2f(R).
Hence
f(R+i+j) = f(R+i—j)=f(R+j—1)+ f(R—i—j)

= J(R+i+7) = [(R+1) = [(R+]) + [(R)

_ R0 = f(B) + [(R+]) — [(R)

= 7]

J(R+8) = J(R =)+ f(R+]) ~ f(R-])
7 |

e If i, j € R then using weak submodularity property we have
(IR =2)f(R) + (IR f(R—i—j) < (IR = 1) f(R—14)+ (IR] - 1) f(R—j),
which means

IR (f(R)+ f(R—i—j)— f(R—i)— f(R—j)) <2f(R) — f(R—1) — f(R—j).
Hence

FR+i+4)~ f(R+i—j)~ f(R+j—i)+ f(R—ij)
= F(R) = (R~ )~ [(R—i) + f(R—i~j)
_J(R) — f(R—i) + f(R) ~ f(Rj)
: 7]
F(R+8) = f(R =) + f(R+3) ~ f(R~j)
A |

e If i € R and j ¢ R then using weak submodularity property we have

(IR =D f(R+j)+ (IR[+ 1) f(R =) < (IR)S(R) + (IR))f(R+j — 1),
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o-Meta-submodular

One-sided o-Smooth Supermodular

Z_semi-metric

2

EHMQZleQ]LQ Submodular «— proportionally submodular

Figure 4.1: The meta-submodular families

which means

(Rl (f(R+J)+ f(R—1) = f(R) = f(R+j—1i) < f(R+]) — f(R—1)
= f(R+j) = f(R=j)+ f(R+i) = f(R—1),

where the equality is correct because f(R) = f(R — j) = f(R +1i). Hence

f(R+i+7) - f(R+i—j)— f(R+j—i)+ f(R—i—])
= f(R+j) = f(R)— f(R+] — i)+ f(R i)
F(R+j) — f(R—i)
7]
FR+1) = f(R=1) + f(R+]) — (R~ j)
7] |

<

O

Given the performance guarantees of continuous greedy for smooth functions, it is natural
to study the smoothness of multi-linear extensions from the meta-submodular families. First,
one can show that if the multi-linear extension of a set function is one-sided o-smooth, then
the set function itself is o-meta-submodular.

Proposition 12. Let f be a set function and F' be its multi-linear extension. If F' is one-sided
~v-smooth, then f is v-meta-submodular.

Proof. Let non-empty R C [n] and 7, j € [n]. Consider the inequality of one-sided y-smoothness
for u =1y ;; and z = Lg:

Ui + Uj

Zuy VB (@) ST,

(uzvlF(:r) + UJVJF(:B))

Since u; = U; = 1, H:EHl = ’R|, VQFZ](x) = A”(R),andVZF(x) + VJF(I) = Bl(S) + BJ(S)
we obtain the y-meta-submodular inequality. O
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The converse is not necessarily true however: the multi-linear extension of a o-meta-
submodular function is not always one-sided o-smooth. Hence, we prefer to use a different
parameter v when referring to meta-submodularity. In other words we speak of ~-meta-
submodular set functions and write G,. One may think of y as a discrete smoothness parameter.
In the next section, we investigate the smoothness of y-meta-submodular functions.

4.1 One-Sided Smoothness of y-Meta-Submodular Functions

The following result shows that a set function’s multi-linear extension is one-sided smooth
whenever a stronger probabilistic version of is satisfied. We call this the expectation
inequality , where R ~ x denotes a random set that contains element ¢ independently with
probability z;.

Lemma 10 (Expectation Inequality). Let f be a non-negative, monotone set function and F
be its multi-linear function. Let x € [0,1]" and v > 0. If for any i,j € [n] we have

Er~e[|R]] - Erno[Aij(R)] < 0 - (Epea[Bi(R)] + Er~a[Bj(R)]), (4.4)
or equivalently (by Lemma ,
2|1V} F(x) < v(ViF(z) + V;F(z)),
then F' is one-sided 2vy-smooth at x.

Proof. We have

u'VAF()u =Y uu VEF(x) Ileh Zzuzuj ViF(z)+ V;F(z))
i=1 j—1 i=1 j—1
i=1 j=1 i=1 j=1

- ﬁ(z wViF () (Y ug) + D ui(Y_u;ViF ()
=1 Jj=1 i=1  j=1

T (lully Y- ) ¢l Y 95 F )
=1

— 2y (”“Hl> (WTVF(z)). .

1Edif

O

We have proved that this inequality holds (modulo a constant factor) in the supermodular
case, i.e., for the intersection of supermodular functions and y-meta-submodular functions. To
prove it, we need the next lemma.
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4.1. One-Sided Smoothness of v-Meta-Submodular Functions

Lemma 11. Let f : 2"l — R be a non-negative, monotone, supermodular, y-meta-submodular
set function. Let x € [0,1]" \ {0} and R C [n] such that 1 < |R| < ||z||1. Then for alli,j € [n]
we have

Bi(R+e)+ Bj(R+e
(lalh — B A (Bpa(B) < 2y 3 (PEFALBELED) (g y)
ecn]\R | ‘+

Also, for the empty set,
(l2lh) Ay (0)po(0) < 2(v +1) > (Bi({e}) + Bj({e}))p=({e})-
e€n]

Proof. Let |R| = r. Note that » < n because |R| = r < ||z||;. Also, note that if . = 1 for
some e € [n] \ R then py(R) = 0, which means that the left hand side is zero. In that case,
the inequality holds because f is monotone and the right hand side is non-negative. Hence, we
assume that z. < 1 for all e € [n] \ R. We know that

> ze = |l
e€(n]
Therefore, because each z, < 1,

Y ze=llzll =)z > lzlli = Y1 =|lell — |RI.

e€n]\R eER eER

Hence, since 0 < 1 —z, <1 for all e € [n] \ R, we get
([][1 = [RD A (R)po(R) < D weAij(R)pa(R)
e€[n]\R
Te
< Y - Ay(R)p.(R)

1—x,

e€n]\R
= > A (R)p(R+e).

ce[n\R
Moreover, 2|R| > |R| + 1 because |R| > 1, and we have
R|A;;(
Z Aij(R)pz(R+e) <2 Z | |‘i pz(R +e).
e€n]\R n\R

Using the y-meta-submodularity and supermodularity we have

: ¥ UAAR), (<2 3 BOVEB, oy

= |+1 o R |R| +1
B;
< 3 Bi(R+e) + (R+e)px(R+e)
e€n]\R ‘R|+1
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4.1. One-Sided Smoothness of v-Meta-Submodular Functions

Combining all of these inequalities yields the first part of the lemma. For the second part of
the lemma, we consider the set {i,j,e}. By Lemma 3 and the y-meta-submodularity, we have

f{i,g,e}) = Bi({j,e}) + Bj({e}) + f({e})
= Aij({e}) + Bi({e}) + Bj({e}) + f({e})
< (v+D)(Bi({e}) + Bj({e})) + f({e})-

Also, by Lemma [3, we have
f{ig.e}) = Bi({j,e}) + Bi({e}) + f({e})
= Aic({7}) + A5 (0) + f({i}) + B;({e}) + F({e}).

Therefore

Aie({7}) + A (0) + fF({i}) + Bi({e}) + f({e}) < (v + 1)(Bi({e}) + Bi({e})) + f({e})-

Hence, because f is non-negative, monotone and supermodular, it follows that

Aij(0) < Aie({5}) + Aii(0) + F({i}) + Bi({e}) < (v + D(Bi({e}) + Bj({e})). (4.5)
Moreover, because f is non-negative and monotone, we have
A4i4(0) = F(G,3D) = FED = FETH + 10) = Bi({ih) — F({5))
< B;j({i}) + Bi({i}) < (v + D)(B;({i}) + Bi({i})),
and
A4ig(0) = F(G,3D) = FED = FETD + 10) = B} - 74
< Bi({7}) + B;({s}) < (v + (B:i({s}) + B;({j}))-

If z. = 1 for an e € [n] then p,(0) = 0 and the inequality holds because the left hand side is
zero and the right hand side is non-negative (since f is monotone). Therefore, we assume that
ze < 1 for all e € [n]. Combining the above inequalities, we have

(12]11)Aij (0)po(@) = D weAij(@)pa(0)

To Aij (w)px(w)

= > Ay(O)p.({e})

e€[n]

< (v+1) Y (Bil{ed) + Bi({e}))pa({e}),

e€[n]

where the last inequality follows from (4.5). This completes the proof.
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4.1. One-Sided Smoothness of v-Meta-Submodular Functions

Now using this, we conclude the following.

Lemma 12. Let f be a non-negative, monotone, supermodular, v-meta-submodular set function
and F be its multi-linear function. Then for any x € [0,1]"\ {0} and i,j € [n],

2|1 V5 F(2) < (max{3y, 2y + 1})(ViF(2) + V;F(x)).

Proof. By using Lemma [11] for all the sets of size less than ||z||1, we can write

(2l A @p= @)+ >~ ([l — [RDA;(R)pa(R)
RC[n]
1<|RI<] 2]y

< (v+1) Y (Bil{e}) + Bi({eh)pa({e})

e€n]

Bi(R+e)+ Bj(R+e
+2y > > | |R|+1( Dpa(R+ )
RC[n]  e€[n]\R

L<|R|<]|=[ |y
=(y+1) Y Bil{e) + Bi({epa{e) +2v Y (Bi(R) + Bj(R))p.(R)
e€(n] RC[n]

2<|R|<]|]l1+1
<max{y+1,2y} > (Bi(R)+ B;(R))p«(R)
RC[n]
= max{y + 1,27} (V;F(x) + V;F(x)), (4.6)

where the equality follows from a simple counting argument, and in the last inequality we used
the monotonicity of f (i.e., the B;’s are non-negative).
By ~-meta-submodularity, we also have that

Y RIAGRp(R) + Y (Ilzll) Ay (R)ps(R)

1§\%|g<[ﬁ]x|\1 \RIFZQIEZ}Hl

< > |RIA;;(R)p(R) < > v(Bi(R) + Bj(R))p=(R)
|R|>1 |R|>1

< > Y(Bi(R) + Bj(R))pa(R) = v(ViF (z) + V; F(x)). (4.7)
RC[n]

By adding (4.6)) and (4.7)), we conclude that

[|z[1 Z Aij(R = |21V F(2) < max{2y + 1,3y }(ViF(2) + V;F (2)).

Th following theorem is a direct consequence of Lemma |10 and
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Theorem 15. Let f be a supermodular function in G, and F be its multi-linear extension.
Then F is one-sided (max{6~, 4y + 2})-smooth.

We conjecture that this also holds even without the supermodular condition.

Conjecture 1. Let f € G, and F be its multi-linear extension where v > 0. Then F is
one-sided O(7y)-smooth.

While we do not have the continuous greedy available to us for the general family G,
ironically one may use a weakened smoothness property to analyze a local search algorithm for
the discrete problem max f(S) : S € M. The weakened property asks for f to be one-sided
smooth on a subdomain which dominates some integral point 1g.

Theorem 16. Let f € G, and F be its multi-linear extension. Let « > 1 and S C [n] be
non-empty. Then F' is one-sided 2ary-smooth on {z|x > 1g, ||z||1 < «|S|}.

Proof. Let y € {x|z > 1g, ||z||1 < ¢|S|}. First, we show that

19l11 V5 F(y) < 4e(ViF (y) + ViF(y)).
We know V%F(y) = > Rrcn Aij(R)py(R). Since y > 1g, py(R) = 0 for any R that is not a
superset of S. Therefore, V%F(y) = > rcps Aii (SUR)py(SU R). We have

IwIhVEFW) =yl D> Ai(SUR)p,(SUR) <¢lS| Y Ai(SUR)p,(SUR)
RE[\S RC[\S

velS|
< . .
< RCE[ . SUR| (Bi(SUR)+ Bj(SUR))py(SUR)

< Y eBi(SUR)+ B;j(SUR))p,(SUR)
RC[n\S
<ye(ViF(y) + V;F(y)).

Now, by Lemma we conclude that F' is one-sided (2¢7)-smooth at y. O

This sub-domain smoothness property is used in a technical analysis to analyze a local
search algorithm for maximizing y-meta-submodular functions subject to matroid constraints.
We discuss this in the next section.

4.2 Local Search for Maximizing Meta-Submodular Functions
under Matroid Constraints

In this section, we give a very general answer to question (Q2), and for constant values of v we
obtain a new tractable parameterized class of functions. We show that a local search algorithm
can be used for maximizing y-meta-submodular functions subject to matroid constraints. We
first need the following lemmas.
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Lemma 13. Let f be a non-negative, monotone, v-meta-submodular function, F be its multi-
linear function, R C [n], and x € [0,1]" such that ||z||1 < |R|. Let u=1rV x — 1. Then for
0<e<1

u'VE(1g + eu) < 2 VF(1R)
Proof. By Theorem we know that F' is one-sided 4y-smooth on A = {yly > 1g,|ly|1 <
2|R|}. Therefore F is one-sided 4y-smooth on B = {y|lgr + eu > y > 1gr} because B C A.
Therefore, the desired result yields by Lemma |4l ]

Lemma 14. Let f be a non-negative, monotone, y-meta submodular function and F be its
multi-linear extension. Let R C [n] such that |R| > 2. Then

32+ 1157

1VF(Lr) =Y Bi(R—i) < (=55

i€ER { 2 J( 2 -‘
Proof. Partition R into two sets of size L@j and of size (@1 like S and T'. Using Theorem
we know that F is one-sided (2(['2&“[@} + 1)7)-smooth on {y|lyr <y < 1p} and it is one-
sided (2([@]/['% + 1)y)-smooth on {y|lg <y < 1g}. Let c = 2(['2&1/“—};” +1)y. We show

that
> Bi(R—i) < cf(R).

i€T
Let h(t) = F(lg+tlr) and g(t) = 1LV F(1g+tlr) where 0 < ¢ < 1. Note that g(t) = h/(¢) and
1IV2F(1g + t1r)1r = ¢'(t). Since F is one-sided c-smooth at any given point 1g <y < 1g,
we have

+2)7+2)f(R) < (97 +2)f(R)

| 17|12

"(t) = 1EV2F(1g + t1p)1p < ¢(—1—— 12—
g() T ( S T) T > (||HS+tHT|’1

JAFVF(1s + 117)) < et g(t).

Therefore, tg'(t) < cg(t). Integrating both sides, we get

1 1
/0 tg/ (t)dt < /0 co(t)dt.

Applying the integration by parts formula to the left hand side, we get

1 1 1
0/0 g(t)dt < C/O g(t)dt.

1
1-g(1) = 0-g(0) = 1EVF(15 + 17) = 1LV F(1Rg) ZB ) < (c+ 1)/ g(t)dt.
€T 0

tg(t)

It follows that

By using g(t) = h/(t) we have

S BiR (c+1) /01 W (t)dt = (c+ 1)(h(1) — h(0)) = (c+ 1)(F(1s + 17) — F(1g))

€T
<(c+1)F(1g) = (c+1)f(R).
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This means that

S Bk i) < 2 1y 405,
€T

With the same argument we can conclude that

R
S Br - < UM s,
€S
and combining these inequalities yields the lemma. O

We now present the main theorem of this section.

Theorem 17. Let f € Gy and M = ([n],Z) be a matroid of rank r. Let A € T be an optimum
set, i.e., A € argmaxper f(R), and S € T be an (1 + ~5)-approvimate local optima, i.e., for
any i and j such that S —i+j €L, (1+:5)f(S) > f(S —i+j), where e > 0 is a constant.
Then if v = O(r), f(A) < O(12")f(S) and if v = w(r), f(A) < O(*2)f(S).

Proof. Since f is monotone, we assume that |S| = |A| = r. Given the exchangeability property
of matroids, there is a bijective mapping ([70]) g : S\ A — A\ S such that S —i+g(i) € Z
where 7 € S\ A. Since S is a (1 + -5)-approximate local optima, for all i € S\ A we have
(14 :5)f(S) = f(S —i+g(i)). That is, -5 f(S) + Bi(S — i) > By;)(S — 7). Using this we get

Byiy(S —i) + Bi(S — i)
r—1

By (S) = By (S — 1) + Ajg(iy (S — i) < By (S — i) +(

2y +r—1 L €y +r—1)
< ﬁBi(S_Z) Wf( )s

where the equality follows from Lemma |3 and the first inequality from y-meta-submodularity.
Therefore,

)

S By 2“”77”11 S Bi(S — i)+ o(1) £(9).

r —
i€S\A i€S\A

Now, by Taylor’s Theorem, Lemma and the above inequality, we have
f(SUA)=F(1gV14)=F(lg+ ]lA\S) =F(lg)+1 \SVF(]IS—FG ﬂA\S)
< F(1s) +2Y10, g VF(1s) = F(Ls) + 2" > By(S
i€S\A
< (1+2Y o(1)f(5) + 2T = 1om 3 B
- r—1
1€S\A

Therefore, using the monotonicity of f and Lemma |14 we get

2v+r—1
-1

2Y7(9y +2) + 1+ 2 - o(1)] £(9).

FA) S FISUA) < (1429 0(1))f(S) +

=

27(9y + 2) £(S)

2v+r—1
r—1
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Algorithm 4.1: Local search under matroid constraint

1 Input: A set function f, a matroid M = ([n],Z) with circuits of minimum cardinality ¢, and
e > 0.

2 Sp argmaxy, ,/yex f({l),’t)/})

3 S < a base of M that contains Sy

a4 while S is not an approximate local optima do

5 Find i € S and j € [n] \ S such that S —i+j € Z and f(S —i+j) > (1+;5)f(S5)

6 S« S—i+j

7 Create a complete weighted bipartite graph G with node sets S and [n] \ S, and edge weights
w(i, ) := A;;(S) for each i € S and j ¢ S. Find a maximum weighted matching M in G of
(edge) cardinality 5%, and let S’ denote the node set of M.

Return argmax{f(S), f(S')}

]

One important question is whether such a local search algorithm is polytime. We show that
if the algorithms starts from the best pair, it performs a polynomial number of swaps. First we
need the following the following lemma.

Lemma 15. Let f be a non-negative, monotone, y-meta submodular function and M = ([n],T)
be a matroid of rank r. Let A € T be an optimum set, i.e.,

A € argmax f(R),
ReT

and

Sy € argmax f({v,v'}).
{v'}eT

Then f(A) < O(r(y +1)"?)f(So)-

Proof. Let A ={ay,...,a,} and A; = {ai1,...,a;} for 1 <i < r. By definition of Sy we know
that f(A2) < f(So). Now by induction we show that for any 2 < i < j < n, By (4A;) <
O((y + 1)1 f(Sp). The base case is i = 2. By definition of f(Sp), monotonicity and meta
submodularity of f, we have

Baj (A2) = Baj (Al) + Aaza]’ (Al) < Baj (Al) + ’Y(Baj (Al) + Ba2 (Al)) < (27 + 1)f(SO)
< O(y+1)f(S0)-

Now assume that for k < j < n, we have By, (4;) < O(+*71)f(Sy). We want to show that for
k+1<j<n,wehave By, (Ary1) < O(v*)f(So).

Y
Baj (Ak-i-l) = Baj (Ak) + Aak+1aj (Ak) < Baj (Ak) + %(BakJrl (Ak) + Baj (Ak))

< (14 21)0((y + D) f(s0) < Oy + 1) £(S0)

We know that

r

FA) = F(A2) + 3 Bu(Aima) < £(S0) + 3 O+ 172)f(S0) < Or(y + 1) )£ (50)

=3 1=3
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Using this we can bound the number of swaps that the approximate local search algorithm
needs.

Proposition 13. Local search algorithm (Algorithm/|4.1) runs in O(n*(log(r) + rlog(y+1)/€)
time on a y-meta submodular functions and a matorid of rank r.

Proof. Cost of finding Sp is O(n?). Also, each iteration of the while loop costs O(n?). Let S
be the solution after k iterations and A be an optimum solution. By Lemma [15, we know

F(Sk) < (145" F(S0) < F(A) < Or(y + 1)) £(S0).
Taking the logarithm, we have
kln(1 + %) < O(n(r) + (r — 2) In(y + 1)).
Noting that mT_l < Inz for any = > 0, we have

€ n?+ e
k(—)/(—=5—) < O(n(r) + (r — 2)In(y + 1)).

This yields the result. ]

As with the continuous setting (Theorem , one can improve the performance ratios by
requiring additional (discrete smoothness) conditions on higher order (first derivative) terms.
We discuss this in the next section.

4.3 Local Search for Second-Order-Submodular
v-Meta-Submodular Functions

As we have seen the discrete analog of V,;F is the marginal gain set function B;(S). The
following result shows that if these set functions are submodular, then the exponential factor
from Theorem [17| improves to a quadratic factor. We remark that submodularity of the B;’s
is just the notion of second-order-submodularity introduced in [52], and is also equivalent to
the non-positivity of the third-order partial derivatives of the multi-linear extension. We first
provide a key lemma for bounding the Taylor series expansion of multi-linear extension of
second-order-submodular functions.

Lemma 16. Let f : 2" — R be a non-negative, second-order-submodular set function and F be
its multi-linear extension. Then for any R C [n], >, cp Bu(R) < 2f(R). If f is also monotone
then x € [0,1]", 2T V2F (2)x < 2F ().

Proof. For the first part, without loss of generality, let R = [k] (we can always relabel the
elements so that this is true) and R; = [i]. By Lemma 3, we have

k k

Y Bi(R) =Y (f({ih) + Y Aij(Rj-1)).

i€R i=1 j=1
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Since B;(R;) = Bi(R;_1), and f(Rp) = f(0) = 0 we have

k k 7
2f(R) =2 Bi(Ri) =2 (f({i}) + > Aij(R;1)).
=1 =1 J=1
Moreover, note that
k kK k i
Z Z AU (RJfl) <2 Z Z AZJ (ijl)
=1 j=1 =1 j=1
since
k k k j—1 j—1
Z Z Aij(Rj-1) = ZZAZ](RJ— ) = Z Aji(Rj-1)
i=1 j=i+1 j=11i=1 j=11i=1
k j—1 kJ
< Z Z AJ%(RZ'—I) - Z Z Aﬂ(RZ—l)
7j=11i=1 7j=11i=1
k i
=Y > Ay(Rj-),
i=1 j=1

where the second equality follows from the fact that A;;(S) = A;;(S) for all 4,5 € [n] and
S C [n], and the third equality from the fact that A;(S) = 0 for all ¢ € [n] and S C [n]. The
inequality follows since R;_1 2 R;_1 and f is second-order-submodular.

By non-negativity we also have that 2f({i}) > f({i}). This yields the first part of the
lemma.

We now discuss the second part. By the Taylor’s Theorem, non-negativity, monotononicity
and second-order-submodularity, we have

1 1 1
F(x) = F(0) + 2T VF(0) + §xTV2F(ex)a: > ixTV2F(ex)x > §$Tv2F($)$.

O]

In order to achieve a sub-quadratic approximation factor in Theorem we also require
the function to be supermodular. Moreover, the local search algorithm must be significantly
adapted and find a maximum matching in the last step.

Theorem 18. Let f be a y-meta-submodular function which is also second order submodular
(that is, f’s marginal gains are submodular). Let M = ([n],Z) be a matroid of rank r and
minimum circuit size c. Let A € T be an optimum set, i.e., A € argmaxpc7 f(R), and S €
Z be an (1 + ﬁ)—approximate local optima, i.e., for any i and j such that S —i+ j € I,
1+ 5)f(S) = f(S —i+j), where € > 0 is a constant. Then f(A) < O(y + Z,:)f(S) So
. . 2 . . . .
Algomthm gives an O(y + 1-)-approzimation. If f is also supermodular then Algomthm

. . 2
gives an O(min{y + -, 1=

) < O(v*/?)-approzimation.

65
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Proof. Since f is monotone, we assume that |S| = |A| = r. Given the exchangeability property
of matroids, there is a bijective mapping ([70]) g : S\ A — A\ S such that S —i+g(i) € Z
where 7 € S\ A. Since S is a (1 + -5)-approximate local optima, for all i € S\ A we have
(14 :5)f(S) = f(S —i+ g(i)). That is,

;%ﬂ&+IMS—®ZBWﬂS—U (4.8)

Using this we get
Bg(i)(S — 1)+ Bi(S —1)

Byiy(S) = By(iy(S — 1) + Aigiy(S — 1) < Byy (S — i) +( o )
<P -+ ) = (2 1) sy + )

where the first equality follows from Lemma 3| the first inequality from ~-meta-submodularity,
and the last equality from B;(S) = B;(S — ) for all i € [n] and S C [n]. Thus,

> B < (2 +1) ¥ B wlshal T g

i€S\A i€S\A (
< () B ;ﬁijgﬁ
" i€S T - 1)

< (2 424 0m) - (5.

where the second inequality follows from monotonicity (i.e. B;(S) > 0), and the last one follows
from Lemma

Now, by Taylor’s Theorem and the submodularity of the marginal gains of f (i.e. the non-
positivity of the third order marginal gains), v-meta submodularity, and the above inequality,
we have

fA) S f(SUA)=F(lgV1a)=F(ls+1ags)
< F(1g) + 1% gVF(1s) + 1]1 T GV2F(15)1 4\

VAN S|
5]

< F(Lg) + (1 + )ILT\SVF(ILS) < F(Ls) + (1 +7)1% g VF(Ls)

2
= F(1s) + (1+7) Y Byy(S) < (fj +7(i1+2+o( ))+3+o(1))f(5)
i€S\A

2

=0(L-+7) (9.

Now, we assume that f is also supermodular. Let SNS’ = {a1,...,a,} and '\ S = {b1,..., by}
where {a;, b;}’s are the edges of the matching. Also, let T; = {a1,...,a;} and R; = {b1,...,b;}.
Then since M is a maximum weighted matching, we have

2.5\ 4] & o
Z AZH(Z)(S) < C|_\1|2Aazb1(s) < c_
i=1

i€S\A

- D Ag,(9). (4.9)
=1
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We also have that

p p
F(8) =3 (F(TUR) — f(Tic1 URi-1)) = Y (Bay(Ti—1 U Rim1) + By, (Ti—1 U Ri—1 + a;))

i=1 i=1
p % i—1

ZZ(BQ( ict URi_1) + f({bi}) +2Aba] 1) +2Abb i-1+a;UR;_ 1))
i=1 Jj=1 Jj=1
p

=3 (Ba(Tia URi1) + Ay, (Tin) + F({Bi})
i=1
i—1 -

+ AbaJ(T] 1 Z bb T 1UR] 1+az))
— —
]p Jp

> ZAaibi(nfl) > Aup(5). (4.10)
i=1 i=1

where the third equality follows from Lemma |3, the first inequality from monotonocity and
supermodularity (i.e. all the B; and A;; terms are non-negative), and the last inequality from
second-order-submodularity and the fact that T; C S for any i = 1,...,p.

Hence, by combining (4.9) and (4.10), we get

Z Azg(l)(s Z Azg

i€S\A i€S\A

Z 2r 1f(S’) (4.11)

Using Taylor’s Theorem

fA) < f(SUA)=F(1gV 1y) —F(]ls—i-llA\S)
< F(ls) + 1\ sVF(1s) + 5 ]lA\szF(ﬂS)]lA\S

< F(ls) + (1 + W) 1£\SVF(J1S) < F(1g) + (1 +7)1}sVF(1s)
- F(RS 1 +7 Z B z)
1€S\A
=f(S) + L+ D Bypy(S—i)+ D, Aigiiy(S =
ieS\A ieS\A
< &)+ (T f©S) + 3 BilS i)+ (8"

1€S\A
< $(8) + () (L5 f(8) 4 24(8) + = (5)) < O( ) max{£(5), £(5).

where the second inequality follows from second-order-submodularity (i.e. the non-positivity of
the third order derivatives), the third inequality from «-meta submodularity, the fifth inequality
from (4.8) and (4.11)), and the second to last inequality from Lemma [16]
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We then have that if » < /7 then yr < 32 and if r > VY then 1—2 +~ < ~43/2. Therefore,

F(A) < O(*?) max{f(S), f(S")}.
O

Let S, denote the class of functions f € G, which are also supermodular and 2nd-order-
submodular. Note that S, properly contains the family O, of discrete quadratic functions
which are one-sided y-smooth. By Theorem |18 there is an O(+%/?)-approximation factor for
functions in Sy, and hence this class provides our most general answer to question (Q1).

4.4 Future Work

We conjecture that the maximization of general y-meta-submodular functions admits a cubic
approximation in terms of . This is one of the main questions that can be addressed in future
research. Another interesting avenue is to investigate the smoothness of multi-linear extension
of meta-submodular-functions. We conjecture that for v > 0, it is one-sided O(7)-smooth (see
Conjecture [1)).
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Chapter 5

Distributed Maximization of
Meta-Submodular Functions

Many problems from different areas of machine learning and data mining can be modeled
as an optimization problem that tries to maximize the sum of a sum-sum diversity function
(which is the sum of the distances between all of the pairs in a given subset) and a non-
negative monotone submodular function. Such a function is in the class of 1-meta-submodular
functions. Examples include query diversification problem in the area of databases [26, 59],
search result diversification [5, 29], and recommender systems [83]. The size of the datasets
in these applications is growing rapidly, and there is a need for scalable methods to tackle
these problems on huge datasets. Inspired by these applications, we propose an algorithm for
approximately solving this optimization problem with a theoretical guarantee in distributed
and steaming settings. Borodin et al. [14] presented a 0.5-approximation for this optimization
problem in the centralized setting in which data can be stored and processed on a single machine.
In this paper, we consider this problem for big data settings where the data cannot be stored
on a single machine, or the processing time is too high for a single machine. We show that
our algorithm achieves a 1/31-approximation. Note that solving this problem in a distributed
or streaming setting is strictly harder than solving it in the centralized setting because, in the
aforementioned settings, the algorithm does not use all of the data. As a result, our algorithm

is @ times faster in the distributed setting and it needs \/d/ikr times less memory in the
streaming setting compared to the centralized setting, where d is the size of the ground set
(for example, the number of features in the feature selection problem), and k is the number
of machines (in the distributed setting) or is the number of partitions of the data (in the
streaming setting). Therefore, our algorithm gives a worse approximate solution compared to
the centralized method of Borodin et al. [14] but it is much faster and needs less memory. This
trade-off might be interesting and useful in some applications.

One of the problems that can be modeled as such an optimization problem and is in need
of scalable methods in modern applications is multi-label feature selection. The diversity part
controls the redundancy of the selected features and the submodular part is to promote features
that are relevant to the labels. A multi-label dataset is made up of a number of samples,
features, and labels. Each sample is a set of values for the features and labels. Usually, labels
have binary values. For example, if a patient has diabetes or not. Multi-label datasets can
be found in different areas, including but not limited to semantic image annotation, protein
and gene function studies, and text categorization [45]. Applications, number, and size of such
datasets are growing very rapidly, and it is necessary to develop efficient and scalable methods
to deal with them.
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Chapter 5. Distributed Maximization of Meta-Submodular Functions

Feature selection is a fundamental problem in machine learning. Its goal is to decrease the
dimensionality of a dataset in order to improve the learning accuracy, decrease the learning and
prediction time, and prevent overfitting. There are three different categories of feature selection
methods depending on their interaction with the learning methods. Filter methods select the
features based on the intrinsic properties of the data and are totally independent of the learning
method. Wrapper methods select the features according to the accuracy of a specific learning
method, like SVMs. Finally, embedded methods select the features as a part of their learning
procedure [38]. Decision trees and use of ¢y and ¢; regularization for feature selection fall into
the latter. When the number of features is large, filter methods are a reasonable choice since
they are fast, resistant to over-fitting, and independent of the learning model. Therefore, we can
quickly select a number of features with filter methods and then try different learning methods
to see which one fits the data better (possibly with wrapper or embedded feature selection
methods). However, with millions of features, centralized filter methods are not applicable
anymore. To deal with such huge datasets, we need scalable methods. Although there were
efforts to develop scalable and distributed filter methods for single-label datasets [9, 85], to the
best of our knowledge, there are no previous distributed multi-label feature selection method.

In this paper, we propose an information theoretic filter feature selection method for multi-
label datasets that is usable in distributed, streaming, and centralized settings. In the cen-
tralized setting, all of the data is stored and can be processed on a single machine. In the
distributed setting, the data is stored on multiple machines, and there is no shared memory
between machines. In the streaming setting, although the computation is done on a single
machine, this machine does not have enough memory to store all of the data at once. The data
in our method is distributed vertically which means that the features are distributed between
machines instead of samples (horizontal distribution). Feature selection is considered harder
when the data is distributed vertically because we lose much information about the relations of
the features [10]. However, when the number of instances is small, and the number of features
is large (for example, biological or medical datasets) vertical distribution is the only reasonable
choice. Our work can be seen as an extension of Borodin et al. [14] to distributed and streaming
settings or an extension of Zadeh et al. [85] to multi-label data. However, our results cannot
be derived from these previous works in a straightforward manner. The main results of this
chapter are listed in the following.

e We present a greedy algorithm for maximizing the sum of a sum-sum diversity function
and a non-negative monotone submodular function in the distributed and streaming set-
tings. We prove that it achieves a constant factor approximation of the optimal solution.

o We formulate the multi-label feature selection problem as such a combinatorial optimiza-
tion problem. Using this formulation we present information theoretic filter feature selec-
tion methods for distributed, steaming, and centralized settings. The distributed method
is the first distributed multi-label feature selection method proposed in the literature.

e We perform an empirical study of the proposed distributed method and compare its
results to different centralized multi-label feature selection methods. We show that the
results of the distributed method are comparable to the current centralized methods in
the literature. We also compare the runtime and the value of the objective function
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that our centralized and distributed methods achieve. Note that the centralized methods
have access to the all of the data and can do computation on it. We do not expect that
our distributed or streaming method to beat the centralized methods because it is not
possible. However, we argue that our results are comparable to the results of centralized
methods and our method is much faster (in case of the distributed setting) and needs
much less memory (in case of the streaming setting). We compared our results with the
centralized methods (this comparison is unfair to the distributed setting) in the literature
because to the best of our knowledge there is no distributed multi-label feature selection
method prior to this work.

5.1 Related Work

In this section, we review the previous works on different aspects of the problem including
diversity maximization, submodular maximization, composable core-sets, and feature selection.

Diversity Maximization and Submodular Maximization

Usually, the diversity maximization problem is defined on a metric space of a set of points U
with the goal of finding a subset of them which maximizes a diversity function subject to a
constraint. For example, a cardinality constraint or a matroid constraint. If .S is a subset of the
points, the sum-sum diversity of S is D(S) = 0.5, > csd(z,y) where d(.,.) is a metric
distance. In the centralized setting, a simple greedy or local search algorithm can achieve a
half approximation of the optimal solution subject to |S| = k [1, 40]. TA better approximation
factor is not achievable under the planted clique conjecture [8, 14].

Submodular functions are important concepts in machine learning and data mining with
many applications. See Krause and Guestrin [55] for their applications. A submodular function
is a set function with a diminishing marginal gain. A function f : 2 — R is submodular if
flAUu{z}) — f(A) > f(BU{z}) — f(B) forany AC B C U, and x € U \ B. It is monotone if
f(A) < f(B) and it is non-negative if f(A) > 0 for any A C B C U. Maximizing a monotone
submodular function subject to a cardinality constraint is NP-hard but using a simple greedy
algorithm we can achieve (1 — %) of the optimal solution. A better approximation factor is not
achievable using a polynomial time algorithm unless P=NP [53].

Let U be a set and f(.) be a submodular function defined on U and d(.,.) be a metric
distance defined between pairs of elements of U. Borodin et al. [14] showed that in the centralized
setting, using a simple greedy algorithm, we can achieve half of the optimal value for maximizing
f(S) + A (uvpuwes d(u, v) subject to S C U and S| = k. This result is extended to semi-
metric distances in Zadeh and Ghadiri [84]. Similar problems are considered in Dasgupta et al.
[24] where the diversity part can be other diversity functions. Namely, they considered the
sum-sum diversity, the minimum spanning tree, and the minimum of distances between all
pairs. They showed that the greedy algorithm achieves a constant factor approximation in all
of these cases.
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Figure 5.1: Algorithm operating in big data settings.

Composable Core-sets

In computational geometry, a core-set is a small subset of points that approximately preserve a
measure of the original set [2]. Composable core-sets extend this property to the combination
of sets. Therefore, they can be used in a divide and conquer manner to find an approximate
solution. Let U be a set, f : 2V — R be a set function on U, (T",...,T™) be a random
partitioning of elements of U, and k be a positive integer. Let OPT(T") = arg maxgcr )=k f(5)
where T' C U. Let ALG be an algorithm which takes 7' C U as an input and outputs S C T.
For o > 0, we call ALG an a-approximate composable core-set with size k for f if the size of its
output is k and f(OPT(ALG(T') U--- UALG(T™))) > af(0PT(T ' U--- UT™)) [41]. We call ALG
an a-approximate randomized composable core-set with size k for f if the size of its output is k
and E[f(OPT(ALG(T!) U--- UALG(T™)))] > af (OPT(T! U ---UT™)) [61]. Composable core-sets
and randomized composable core-sets can be used in distributed settings (like the MapReduce
framework) and streaming settings (see Figure [5.1)).
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Composable core-sets first were used to approximately solve several diversity maximization
problems in distributed and streaming settings [41]. It resulted in an approximation algorithm
for the sum-sum diversity maximization with an approximation factor of less than 0.01. This
approximation factor is improved to % in Aghamolaei et al. [4]. Randomized composable
core-sets were first introduced to tackle submodular maximization problem in distributed and
streaming settings which resulted in a 0.27-approximation algorithm for monotone submodular
functions [61]. Then they were used to improve the approximation factor of the sum-sum
diversity maximization from % to 0.25 [85]. The randomized composable core-sets used in the
latter case find the approximate solution with high probability instead of expectation.

There are a number of other works on distributed submodular maximization |7, 62]. More-
over, submodular and weak submodular functions are used for distributed single-label feature
selection [47]. We should note that the discussed objective function in our work is neither
submodular nor weak submodular. This is because of the diversity term of the function. An
advantage of using this diversity function is that it is evaluated by a pairwise distance function.
As a result, it is easy to evaluate our objective function on datasets with few samples. On the
contrary, evaluating the pure submodular functions, that were used for feature selection in the
literature, are quite hard and need a large amount of data and computing power.

Feature Selection and Multi-label Feature Selection

Filter feature selection methods select features independent of the learning algorithm. Hence,
they are usually faster and immune to overfitting [38]. Mutual information based methods are
a well-known family of filter methods. The best-known method of this kind for single-label
feature selection is minimum redundancy and maximum relevance (mRMR) which tries to find
a subset of features S that maximizes the following objective function using a greedy algorithm

1 1
5] Z I(zi,c) — KR Z I(z,z5),

:CiES xi7ijS

where I(.,.) is the mutual information function, and ¢ is the label vector [66]. The proposed
method in this paper can be seen as a variation of mRMR which is capable of being used for
multi-label feature selection in distributed, streaming, and centralized settings.

Although there have been great advancements in centralized feature selection, there are
few works on distributed feature selection, and most of them distribute the data horizontally.
Zadeh et al. [85] was the first work on the single-label vertically distributed feature selection
that considered the redundancy of the features. Their method selects features using randomized
composable core-sets in order to maximize a diversity function defined on the features. Although
there are some similarities between the formulations presented in Zadeh et al. [85] and this
work, we should note that the single-label formulation cannot be applied directly to multi-label
datasets. Moreover, maximization of the functions and the analysis of the algorithms to prove
the theoretical guarantee are completely different.

Most of the multi-label feature selection methods transform the data to a single-label form.
Binary relevance (BR) and label powerset (LP) are two common ways to do so. BR methods
consider each label separately and use a single-label feature selection method to select features
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for each label, and then they aggregate the selected features. A disadvantage of BR methods
is that they cannot consider the relations of the labels. LP methods consider the multi-label
dataset as one single-label multi-class dataset where each class of its single label are a possible
combination of labels in the dataset (treating the labels as a binary string). Then they apply a
single-label feature selection method. Although LP methods consider the relations of the labels,
they have significant drawbacks. For example, some classes may end up with very few samples
or none at all. Moreover, the method is biased toward the combination of the labels which exist
in the training set [45]. Our proposed method does not transform the data to single-label data
and is designed in a way to not suffer from the mentioned disadvantages.

5.2 Formulating the Multi-Label Feature Selection Problem

Let U be a set of d features and L be a set of ¢t labels. We also have a set A of n instances
each of which is a vector of observations for elements of U U L. The goal of multi-label feature
selection is to find a small non-redundant subset of U which can predict labels in L accurately.
In order to quantify redundancy it is natural to use a metric distance d over the feature set
to measure dissimilarity. In our application (feature selection) we are particularly interested in
the following metric distance. For any w;,u; € U, we define

I(u;, u,)
d(uj,uj) =1 - H(Tujj)
1 erui,yEUj p(.%‘, y) log pﬁ’(fg;l;z@)

- ZmEUhyGHj p(xv y) logp(a;, y) ’

where H(.,.) is the joint entropy and I(.,.) is the mutual information. This distance function is
called normalized (values lie between 0 and 1) variation of information and it is a metric [65].
In Zadeh et al. [85], this distance function plus a modular function is used for single-label feature
selection.

In order to quantify the predictive quality of the selected features, we define a non-negative
monotone submodular function ¢ : 2 — R which measures the relevance of the selected features
to the labels. For any positive integer p, we define

9(8) =Y maxP{MI(z,0)},
leL

where maxP,cg{MI(z,0)} is the sum of the p largest numbers in {MI(x,¢)|x € S}. Here

MI(z,0) = % is the normalized mutual information where H(.) is the entropy function
x

and the value M I(.,.) lies in [0, 1]. Note that if we only have one label (i.e., |[L| = 1), and p =d
(the number of all features of the dataset) then g will be exactly the modular function used
in Zadeh et al. [85]. Therefore, our formulation is a generalization of theirs. Using the max?
function, this formulation tries to select at least p relevant features for each label. In order to
understand the importance of maxP function, we discuss two extreme cases: p =1 and p = d.
If p = 1 then a feature that is somewhat relevant to all the features can dominate the g(S) and

74



5.2. Formulating the Multi-Label Feature Selection Problem

prevent other features, that are highly relevant to one or few features, to get selected. If p = d
then a label that has a lot of relevant features can dominate g(.S) and prevent other labels to
get relevant features, while a few features would be enough for predicting this label with a high
accuracy. In the following lemma, we show that g has the nice properties we need in our model.

Lemma 17. g is a non-negative, monotone, submodular function.

Proof. Clearly g is non-negative and monotone. Since the sum of submodular functions is
a submodular function, We only need to show that maxP,cg{MI(x,¢)} is submodular. We
assume that max®,cg{MI(z,£)} =0. Let SCT C U and a € U\ T. We show that

mrenszgi‘;}{MI(x O} — maxp{MI(:c 0)}

> maxP {MI(z,0)} — maxp{MI(:U 0)}.
x€TU{a}
We have two cases. If MI(a,?) is not among the p largest numbers of {I(x,¢)|x € SU {a}}
then both sides of the above inequality are zero. If MI(a,?) is among the p largest numbers of
{I(z,0)|x € SU{a}} then the left hand side of the inequality is equal to MI(a,l) — MI(b,{)
where b is the p’th largest number in {I(z,¢)|x € S}. The right hand side is equal to
max{0, MI(a,l) — MI(c,¢)} where c is the p’'th largest number in {I(z,¢)|x € T}. The
p’th largest number in {I(x, )|z € T} is greater than or equal to the p’th largest number in
{I(z,0)|x € S} because S C T. Therefore, in this case MI(a,¢)—MI(b,¢) > max{0, MI(a,l)—
MI(e,0)} and the inequality holds. O

If we define f(S) = g(S) + > ¢, 1es5 d(u, v), then our feature selection model reduces to
solving the following combinatorial optimization problem.

max f(s) = max{g Z d(u,v) (5.1)
|S|=k |S| k {uples

where d(.,.) is a metric distance and ¢(.) is a non-negative monotone submodular function.
Moreover f is 1-meta-submodular. In the actual feature selection method we are free to scale the
relative contributions of the diversity or submodular parts, since both metric and submodular
functions are closed under multiplication by a positive constant. Hence, we use a weighted
version of the objective function in our application.

The problem is NP-hard but Borodin et al. [14] show that Algorithm [5.2|is a half ap-
proximation in the centralized setting. Note that this is a greedy algorithm under the objective
where ¢(5) is scaled by % On the other hand, Algorithm is a standard greedy algorithm
for and in the next section we show it is a constant factor randomized composable core-
set for any functions f which are the sum of a sum-sum diversity function and a non-negative,
monotone, submodular function. Combining these we conclude that Algorithm [5.3/is a constant
factor approximation algorithm for maximizing f. Moreover, Algorithm can be used both
in distributed and streaming settings, as illustrated in Figure [5.1.

In our experiments, to select k features, we use the following function.

k(k
hS)=(1-)) (2|L| S)+A > dlwi, ). (5.2)
xi,x; €S
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Algorithm 5.1: Greedy
1 Input: Set of features U, set of labels L, number of features we want to select k.

Output: Set S C U with [S| = k.
S« {argmax,eyy g({u})};
forall 2 < i<k do

u* < argmax g(SU{u}) —g(S)+ > d(z,u);
ueU\S zes

// This argmax has a consistent tiebreaking rule (see Definition 1).
Add u* to S;

7 return S;

N

(S BN Y]

Algorithm 5.2: AltGreedy
1 Input: Set of features U, set of labels L, number of features we want to select k.

Output: Set S C U with |S| = k.
S« {argmax,eyy g({u})};
forall 2 < i<k do

u* e argmax 1(g(SU{u}) — g(8) + X d(,u);
ueU\S zes

Add u* to S;
7 return S;

[SL" VR M

(=]

As discussed, the first term of h(.S) controls redundancy of the selected features and the second
term is to promote features that are relevant to the labels. The term kg;'_;‘)
coefficient to make the range of both terms the same. Also, A is a hyper-parameter which

controls the effect of two criteria on the final function.

is a normalization

5.3 Maximizing the Sum of a Sobmodular Function and a
Diversity Function

Let f(S) = D(S)+g(S) be a set function defined on 2V where g(S) is a non-negative, monotone,
submodular function and D(S) is a sum-sum diversity function, i.e. D(S) = > ¢, 1egd(u,v)
where d(., .) is a metric distance. In this section, we show that Algorithm 5.1|is a constant factor
randomized composable core-set with size k for f. We also show that running Algorithm |5.3
which is equivalent to running Algorithm [5.1] in each slave machine and then running Algo-
rithm [5.2/in the master machine on the union of outputs of slave machines is a constant factor
randomized approximation algorithm for maximizing f subject to a cardinality constraint.
Our proof follows from two key lemmas which bound the diversity and submodular portions
of an optimal solution. We use O to denote a global optimum. To state the lemmas, we need
the following notations. Let OPT(T") = argmaxpcp f(R) subject to |R| = k. Let U be the
set of all elements (for example, the set of all features for the feature selection problem) and
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Algorithm 5.3: Distributed greedy

1 Input: Set of features U, set of labels L, number of features we want to select k,
number of machines m.

Output: Set S C U with |S| = k.

Randomly partition U into (T3)!";

forall 1 <7 <mdo
‘ S; < output of Greedy(T;, L, k);

S «+ output of AltGreedy(J",S;, L, k);

Return S;

i I = N SR NV R )

(TY,...,T™) be a random partitioning of the elements of U.
We use the following key concept of a S-nice algorithm from Mirrokni and Zadimoghaddam
[61] throughout our analysis.

Definition 6. Let f be a set function on 2V. Let ALG be an algorithm that given any T C U
outputs ALG(T) C T. Lett € T \ ALG(T). For 3 € R, we call ALG a [3-nice algorithm if it has
the following properties.

o ALG(T) = ALG(T \ {t}).
o f(ALG(T) U {t}) — f(ALG(T)) < pLUALED).

The intuition behind the first condition is simply that by removing an element of T" which is
not used in the algorithm’s output, we do not change the output. This is effectively a condition
on how we perform tiebreaking. The second condition helps to bound f(ALG(T') U O) where O
is a global optima. Our analysis heavily relies on the following theorem.

We use the following Theorem and techniques from a number of papers [4, 41, 61, 85] to
prove the key lemmas. Even in cases where some parts of proofs are similar to previous work
we include a complete proof for the sake of completeness. We should note that our analysis is
not a straightforward combination of the ideas in the mentioned papers.

Theorem 19. Let k > 10. Algorithm|5.1] is a 5-nice algorithm for f(.) = D(.) + g(.). Also, if
ALG is Algorithm T CU, and t € T\ ALG(T), then 5 f(ALG(T)) > 3, c argery A1, 7).

Proof. Let ALG be the Algorithm [5.1, T C U, t € T\ ALG(T'), and 1, ...,y be the elements
that ALG selected in the order of selection. Also, let S; = {x1,...,2;} and Sy = 0.

For the first property of S-nice algorithms it is enough to have a consistent tiebreaking rule
for ALG. It is sufficient to fix an ordering on all elements of U up front. If some iteration finds
multiple elements with the same maximum marginal gain, then it should select earliest one in
the a priori ordering.

Now we prove the second property of the S-nice algorithms for ALG. Because of the greedy
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selection of ALG, we have the following inequalities.

A(.rl,So) Z A(t,SO)
A(ZL'Q,Sl) d(l’Q,l’l) > ( l’l) —I—A(t Sl)

2 2
A(xs, S2) + Y d(ws, ;) Z (t, ;) + A(t, Sa)
=1 i=1
k—1 k—1
A(zg, Sp—1) + Z d(xg,x;) > Z d(t,x;) + A(t, Sk—1)
i=1 i=1

Adding these inequalities together gives the following inequality.

k—1 k—1 k—1
9(Sk) + D(Sk) = D (k—d)d(t, ) + > AL S) =Y (k= )d(t, x:) + kAR Sk),  (5.3)
i=1 i=0 i=1

where the second inequality holds because of the submodularity of g. Note that

FALG(T) U {z}) — F(ALG(T)) = A(t,ALG(T)) + Y d(a.t). (5.4)

zEALG(T)

One may thus note that if the right-hand side coefficients in (5.3) were all k/2 (instead of k — 1)
we would have 2-niceness of the algorithm. Our strategy is to achieve this by shifting some of
the “weight” from coefficients where k — i > k/2 to coefficients < k/2. This uses the metric
inequality since d(zy—;,x;) + d(x;,t) > d(zk—;,t). Hence if we added d(zy—;, ;) to both sides
of , then we may increase the coefficient of d(t,z;_;) by 1 at the expense of reducing the
coefficient of d(t,z;) by 1.

We use this idea to fix all of the “small” components in bulk by adding a batch of distinct
distances to both sides of . Since these distances are distinct, we increase the left-hand
side by at most D(Si). In particular, the new left-hand side will be at most 2(g (Sk) + D(Sk)).

The batch of distances we add to both sides of the inequality is Z k141 Zz L3)-1 d(z;, ;).

Clearly these distances are distinct so we now need to make sure that the strategy produces
the desired coefficients of terms d(¢, z;). More formally, we claim that the following inequality
holds.

Claim 1.

=

-1

o
(k- idta) + S das i) > S5 = d(t, 1)

1 =841 J=1 i=1

.
I

We prove this claim later. Using this we have the following.
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kooi-l5)-1
2(g(Sk) + D(Sk)) > g(Sk) + D(Sk) + > d(xi, ;)
i=[E]+1  J=1
k-1 kooi-l5]-1
> (k—d)d(t,z) + EA(LSK) + Y d(zi, )
i=1 i=[E]+1 J=1

ok k
> (151 = Dt z:) + ([5] ~ DA )

=1

where the second inequalities holds because of the metric property, i.e. triangle inequality, and
monotonicity of g. By using the above inequality, non-negativity of ¢, and (5.4) we have

2 2
[%1 — lf(ALG(T)) = ’—gw 1

We can easily see that for k > 10, % > fﬁ12 T and 25 > 2 Therefore, ALG is a 5-nice
.

k
algorithm for f and because of monotonicity of g, 2% f(ALG(T)) > SoF Ld(t, x;). O
Now we prove Claim [1] to conclude Theorem
Proof of Claim |1. Note that k = [%1 + L%J and LgJ +1> [%1 First, we show that

o
(51 - Ddlta) = > D ditay). (55

In the right hand side of , d(t, ;) appears in the inner summation when i — L%J —-1>7
or equivalently, when ¢ > j+ 5| + 1. We know that k > i > [5] 4 1. We also know that j > 1.
Hence, j + {%J +12> (%l + 1. Therefore, d(t,z;) definitely appears in the inner summation
when k > i > j+ | %] + 1. This means that d(t,z;) appears k — j — | 5] = [5] — j many times
in the right hand side of . Moreover, note that the index j in the right hand side of (1)

ranges between 1 and k — | 5] — 1. Hence (5.5) holds. Let
k k—|%]-1 i
A= k— i)d(t, ;) + 1 0)d(t, z).
iz_:m( )d(t, i) 2 (I51 = 1d(t, zi)

By decomposing Zf;ll(k: —1)d(t, x;) to three summations, noting that (k — k)d(t, zx) = 0, and
using (5.5)), we have
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k—1 k k=15]-1
(k—dd(t,zi)= Y (k=ddt,z)+ Y ([5]-1)d(tz)
i=1 i=k—| %] i=1
k—|&]-1 K k—|&]-1 i
+ ) (k—i- [S1+1Dd(t,z;) = A+ (l5) =7+ Dt 2;)
j=1 j=1
k—[5]-1 1 kooimls)-l
> A+ (51 = Ddtx) = A+ > d(t, z;)
Jj=1 i=[E]+1  J=1

k-1 kooi—lE]-1 R ikl
(k - Z)d(t7 332) + Z d(wlv x]) > A+ Z d(tv x])
i=1 i=[E]+1 =1 i=[E]+1 J=1
kooi—-lE]-1 kooi-lE]-1
+ Z d(xzamj) :A+ Z (d(t,.l?j)‘{‘d(l'“.l?]))
i=[&]+1 J=1 =k =1
ko oi-lE]-1 k
> A+ Z d(t, ;) = A+ (i — 5] = D)d(t, i)
1:’—51‘5‘1 J=1 i= %]—&—1
r k. k
> A4 S (- 5] - D) + (T3] - 5]~ (e, aps)
i=[51+1
k k k—|%]-1
=A+ ) (i— |3 -Ddtz) = > (k—i)dt,z)+ (51— 1)d(t, z;)
i=[5] i=h—(4] =1
k
+ Y (= 5] = Dd(t, =)
i=k—| %]
k k—|5]-1 k:
= Y k—iwi- L) - Dda) Y (] - Dd()
Z:k—ng i=1
k i k—|%5]-1 i Eg
= > U -Ddte+ Y (1= D) = S (1] - Dd(t, )
i=k—| %] i=1 i=1

This yields the result.
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Our main result is that Algorithm is a constant factor approximation algorithm.

We now proceed to bound the diversity part of the optimal solution. We re-use the key
ideas from Aghamolaei et al. [4] to achieve this. Let O be an optimal solution for maximizing
f(S) subject to S C U and |S| = k. Let O = T"N O, Q" = O*\ S*. So Q° are the elements
of O on machine I that were “missed” by S. Intuitively, we bound the damage to optimality

by missing these elements by finding a low-weight matching between Q' and S°. The following
f(sH
o )
Let G'(O'US*, E) be a complete weighted graph. For u,v € O"US*, we use d(u,v) as the edge
weight in our matching problem.

normalization parameters are used in the next two lemmas: r; = and r = max;—1,. m 7i-

Lemma 18. There exists a bipartite matching between Q° and S* in G* with a weight of at
most %2|Q|r that covers all the Q.

Proof. The number of all maximal bipartite matchings between @° and S is W Any of

these matchings covers Q' because |Q!| < |S?|. Each edge {q,z} with ¢ € Q" and z € S is in
G

=raTl of these matchings. Hence the total weight of all matchings can be expressed as

d( £(SY)
’Ql 'qgc; x%;l v |QZ ) Z
IQz )! Z < )

(k 1)! |QZ|4 .5k
(K IQzI)
k! ;
- = iomi 29
The first inequality is from Lemma |19 and the second by the definition of r. It follows that
there exists a matching with a weight of at most 4?5|Qi|r. O

We are now in position to upper bound the diversity portion of an optimal solution in terms
of f(OPT(UMSY)).

Lemma 19. Let ALG be Algom’thm and S = ALG(T?). Then D(O) < 8.5f(0PT(U,S%)).

Proof. Let M be the maximal bipartite matching between Q' and S* with a weight of less than
or equal to £2|Q’|r. It exists because of Lemma Let M = U, M*. Note that S;’s are
disjoint and Q*’s are disjoint. This implies that M*’s are disjoint. Therefore, M is a matching
between U™, Q" and U™ S" that covers all of U™ ;Q" with a weight of less than or equal to
LY Q< B2 100 = Sk,
Let e : O — U;"lsZ be a mapping which maps any o € O N (U;”lsz) to itself and any
€ (U,Q") to its matched vertex in M. The weight of this mapping is less than or equal to
the weight of M since d(o,0) = 0. Note that each vertex in the range(e) is mapped from at
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most two vertices in O. We use this fact in the second inequality below and use the triangle
inequality in the first inequality. We have

> d(u) < Y (d(u,e(u)) + dle(u), e(v) + d(e(v), )

{u,w}eO {u,w}€0

=([0]=1)> dlo,e(0)) + Y dle(u),e(v)) < (k- 1)ﬁkr + 4D(range(e))
u€O {u,v}€0

<45 <];>7“ + 4f(0PT(UT™,SY) < 8.5f(0PT(UT,SY))

O]

Now, we proceed to bound g(O) and the proofs of the next two lemmas follow those found
in Mirrokni and Zadimoghaddam [61]. Let o1,...,0r be an ordering of elements of O. For
x = 0; € O define O, = {o01,...,0,-1} and O,, = 0.

Lemma 20. g(O) < 6f(0PT(U™,5%) + >, >zeonrivsi (A2, 0g) = Az, 05 U SH).

Proof. Note that g(O) = g(ON (U2, S ))—{—ero\ um 5 A(z,0,U(0ON (U;”lSi))). Therefore,
using submodularity and monotonicity of ¢ and 5-niceness of Algorithm we have

9(0) < F(OPT(UL S+ D A(,0,)

zeO\@yzlsn

= f(OPT(UT,SY) + Z > (A(@,0,US) + Az,0,) — Az, 0, U S))
1=1 zeONT#\S*

< FOPT(UZ S+ ) > (A, S) + Az, 0.) — Az, 0, U SY))
=1 zeONT*\S*

< SEPTURS) Y S A8+ A, 00) ~ Alw, 0, US)

=1 zeONT#\S*

< F(OPT(U™ ,57)) +Z 3 (zf(OPT(UmlSZ))—i—A(x,Oa;)—A(w,OzUSi))

i=1 zeONT\ St

< F(OPT(U,S) + 5A(0PT(UZS)) + > Y (A(z,0.) — Az, 0, USY))
=1 zeONT*\S*

<6F(OPT(UZ,S)) + Y Y (A(2,0,) — A(2,0, U SY))
=1 zeONT*\S*
0

In the next Lemma, we use the randomness of the partitioning of the data over machines
and the first property of S-niceness.
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Lemma 21. B[} 37, conpisi(A(z, Oz) — A2, 0, U 8%))] < E[f(0PT(UZ, 57))].

Proof. We show that E[3 1" 37, congi gi(A(z, Oz) — Az, Oz U SH)] < %g(si)] and the

statement of the lemma follows from the fact that z:;"%g(si) < f(oPT(U™,S%). We first
establish an inequality

A::E[i > (A@,0,) - A(z,0,US"))| < —B

=1 zeONT*\S*

1
m
where .
B:=E[)_ > (A(z,0.) — Az,0,US)].
i=1 z€0
Let ALG be Algorithm 5.1l For 7' C U and z € U, let ¢(z,T) = A(z, O;) — A(x, O, UALG(T)).

Let PJ.] be the probability mass function for the uniform distribution over m-partitions P =
(T, ..., T™) of U, and let 1[z ¢ ALG(T U {z})] be a 0,1 indicator function. Note that

ﬂw:ﬂztbmu_%wHﬂ
PIT' =T U {a}] = (- )T+(1 — U=
Therefore i i
P[Ti:TU{x}]:P[T :T]+Z[LT :TU{a:}]' (5:6)
We have that
A= Z P[T" = T U {z}]1[z ¢ ALG(T U {z})]q(x, T U {z})

B=Y (PIT" = TU {a}lg(e, T U {x}) + PIT" = Tlg(e, 7))

=Yy Uz ¢ ALG(T U {e})lq(z, T U {e})(P[T" = T U {x}]

+ P[T" = TY)).

The last inequality holds because ¢(.,.) is a non-negative function and multiplying it by
1[x ¢ ALG(T'U{x})] can only decrease the sum value. Also, q(z,T) is replaced by q(xz, TU{x}).
It does not change the sum value because when 1[z ¢ ALG(TU{x})] = 1, q(z,T) = q(z, TU{z}).
We now deduce A < B/m from .

Now note that > .o A(z,0, U SY) = g(O U S — g(S), and >, o A(z,0;) = g(O).

Therefore, because of the monotonicity of g, we have for any i

> Az, 0.)-A(2,0, U SY)
z€O
=9(0) —g(0OUS") +g(5") < g(5").
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Hence B < %ﬂ(si)] and the lemma follows. O
We now have the following follows directly from Lemmas [20, and

Lemma 22. Let ALG be Algorithm and S* = ALG(T?). Then g(O) < 6f(0PT(U™,S")) +
E[f(0PT(UZ,57))]-

Now using Lemmas [19 and [20, we can prove the following theorem.

Theorem 20. Let k > 10. Algorithm gives a %—approximate solution in expectation for
mazximizing f(S) subject to |S| = k.

Proof. Lemma [19 and 22/ immediately yield f(O) < 15.5E[f(0PT(U™,S?))]. Based on Borodin
et al. [14], we know that Algorithm is a half approximation algorithm for maximizing f.
Therefore, if ALG’ is Algorithm then f(OPT(UM™,S%)) < 2f(ALG’ (U™,S)). Hence f(O) <
31E[f(ALG’ (U, S%))] which is exactly the statement of the theorem. O

In the next section, we evaluate the empirical performance of our algorithm for the dis-
tributed multi-label feature selection problem.

5.4 Empirical Results for Distributed Multi-Label Feature
Selection

In this section, we investigate the performance of our method in practice. In the first experiment,
we compare our distributed method with centralized multi-label feature selection methods in
the literature on a classification task. We show that our method’s performance is comparable
to, or in some cases is even better than previous centralized methods. Next, we compare
our distributed and centralized methods on two large datasets. We show that the distributed
algorithm achieves almost the same objective function value and it is much faster. This implies
that the distributed algorithm achieves a better approximation in practice compared to the
theoretical guarantee.

Comparison to Centralized Methods

As mentioned in Section [5.1, most of the multi-label feature selection methods convert the multi-
label dataset to one or multiple single-label datasets and then use single-label feature selection
methods and then aggregate the results. Binary relevance (BR) and label powerset (LP) are the
two best known of these conversions. Here, we combine these two conversion methods with two
single-label feature selection methods which results in four different centralized feature selection
methods. We considered ReliefF (RF) [50, 69] and information gain (IG) [86] for single-label
methods. These methods compute a score for each feature and for aggregating their results
in Binary Relevance conversion, it is enough to calculate the sum of the scores of each feature
and use these scores for selecting features. These methods are used before in the literature for
multi-label feature selection [23, 27, 72-74].

For comparison, we selected 10 to 100 features with each method and did a multi-label
classification using BRKNN-b proposed in Xioufis et al. [82]. We did a 10-fold cross validation
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with five neighbors for BRKNN-b. We evaluated the classification outputs over five multi-
label evaluation measures. They are subset accuracy, example-based accuracy, example-based
F-measure, micro-averaged F-measure, and macro-averaged F-measure [45, 74].

Let n be the number of samples in the dataset, L; be the set of labels for sample ¢ that are
1 in the dataset, and L] be the set of labels for sample ¢ that we predicted to be 1. Then the
subset accuracy of the learning method is equal to

1 n
- ZH(LhL;)
=1

where I(, ., ) is a 0, 1 indicator function and is equal to 1 when set L; is equal to the set L/, and
it is 0 otherwise. Ezample-based accuracy is equal to

Example-based F-measure is equal to
Z 2|L; N L]
|Lil + 1L
These evaluation measures are example-based. Micro-averaged F-measure and Macro-averaged
F-measure are two label-based measures for multi-label classification. Let ¢t be the number of

labels in the dataset, E; be the set of examples that their i’th label is equal to 1, and E/ be the
set of example that we predicted their i’th labels to be 1. Then Micro-averaged F-measure is

equal to
Z 2|E; N E]|
| Bl + |E7|
Macro-averaged F-measure is equal to

2 Z§:1 |E; N Ej
Sy B+ B

We used the Mulan library for the classification and computation of the evaluation mea-
sures [79]. We used a synthesized dataset and five real-world datasets. Their specifications
are shown in table The synthesized dataset made up of eight labels. Each label has two
original features that repeated 50 times. One of the features has the same value as its label
in half of the samples, and the other one has the same value as its label in a quarter of the
samples. The results of this dataset show that our method outperforms other methods on a
dataset with redundant features. The results of this experiments are shown in Figures and
We named our method distributed greedy diversity plus submodular (DGDS) in the plots.
The other methods are named based on the conversion method they use (i.e., BR or LP) and
the feature selection method they use (i.e., RF or IG). In the experiments, we used A = 0.5
and max!'? for our method. Results of the distributed method fluctuate more compared to
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Table 5.1: Specifications of the datasets.

Dataset Name # Features # Instances # Labels Reference

Synthesized 800 256 8 -
Corel5k 499 5000 374 [30]
Eurlex-ev 5000 19,348 3993 [32]
CAL500 68 502 174 [80]
Delicious 500 16,105 983 [78]
Scene 294 2407 6 [15]

Table 5.2: Comparison of the distributed and the centralized algorithms. “h” and “m” means
hour and minute.

Distributed  Centralized A .
Dataset # Selected Algorithm  Algorithm Distributed ~Centralized

Name Reference # Features # Instances # Labels Features # Machines Objective Objective Algorl.thm Algorl_thm Speed-up
Runtime Runtime
Value Value
10 69 22.7 22.6 2.8m 1h 33m 33.2
50 31 618.7 616.4 10.8m 2h 30.0m 15.1
56 /

ROVIV2 50, 47,236 6000 101 100 22 2468.2 2490.7 20.3m 3h 39m 10.8
200 16 9338.7 10,016.0 47.0m 6h 16.8m 8.0

10 71 22.8 22.6 4.6m 2h 32.5m 334

E ) . 50 32 620.0 615.6 24.2m 6h 24.7m 15.9

TMC2007 (3] 49,060 28,596 2 100 23 2510.0 2487.7 59.5m 11h 6.2m 11.2
200 16 10,104.3 10,001.4 2h 41.3m 20h 49.8m 7.7

other methods. The reason is that, for every number of features, we did the feature selection,
including the random partitioning, from scratch. This caused more variation in its results but
also showed that the method is relatively stable and does not produce poor quality results for
different random partitionings.

As discussed, we compared our method to centralized feature selection methods because
there is no distributed multi-label feature selection method prior to our work. We should note
that this comparison is unfair to the distributed method because it uses much less of the data
compared to centralized methods. For example, it does not use the relation (or the distance)
between the features in different machines. The advantage of the distributed method is that it
is much faster and scalable.

Comparison of Distributed and Centralized Algorithms

Here, we compare the performance of our proposed algorithm (Algorithm |5.3) with the cen-
tralized algorithm introduced in Borodin et al. [14] (Algorithm on the optimization task.
We compare the runtime and the value of the objective function the algorithms achieve. We
select 10, 50, 100, and 200 features on two large datasets. If there are d’ features in a machine,
and we want to select k of them then the runtime of the machine is O(d’k). Therefore, if
we have ﬂ/ﬂ} slave machines then each of them has O(v/dk) features and its runtime is
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equal to O(kvVdk), where d is the total number of features. Also, the master machine will
have O(v/dk) features, and its runtime is O(kv/dk) which means the runtime complexity of the
master machine and the slave machines are equal. If we increase or decrease the number of
slave machines, then the running time of the master machine or the slave machines will increase
which results in a lower speed-up. Hence, we set the number of slave machines equal to [/d/k].
The results show that in practice our proposed distributed algorithm achieves an approximate
solution as good as the centralized algorithm in a much shorter time. The results are summa-
rized in Table Moreover, we compared the distributed and the centralized algorithms on
the classification task. Results of this experiment are shown in Figure 5.4

Effect of A\ hyper-parameter

To show the importance of both terms of the objective function, redundancy (diversity function)
and relevance (submodular function), we compared the performance of the method for different
A value. We select 20, 30, 40, and 50 features on the scene dataset [15]. As shown in Figure
the best performance happens for some A between 0 and 1. This shows that both terms are
necessary and it is possible to get better results by choosing A carefully.

5.5 Future Work

In this chapter, we presented a greedy algorithm for maximizing the sum of a sum-sum diversity
function and a non-negative, monotone, submodular function subject to a cardinality constraint
in distributed and streaming settings. We showed that this algorithm guarantees a provable
theoretical approximation. Moreover, we formulated the multi-label feature selection problem
as such an optimization problem and developed a multi-label feature selection method for
distributed and streaming settings that can handle the redundancy of the features. Improving
the theoretical approximation guarantee is appealing for future work. From the empirical
standpoint, it would be nice to try other metric distances and other submodular functions for
the multi-label feature selection problem.
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