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- ABSTRACT

This thesis describes the desigh of a magnetometer
for recording geomagnetic micropulsations. The nuclear
magnetic resonance phenomenon ¢of hydrogen nuclei:in
water is utilized in the sensing unit of a feedback
system, the feedback current being recorded as a measure
of the geomagnetic variation. The thesis establishes the
feasibility of a feedback system magnetométer.

The syétem_transfer function is derived and from it
the sensitivify, stability, steady statg error and
dynamic range are determined. Thé_dispérsion mode signal
of nuclear magnetic resonance obtained experimentally is
shown and compared with that predicted theoretically.

The advantages of a feedback system are indicated. The
difficulty in closing the feedback loop is discussed and

methods for overcoming this problem are suggested.
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INTRODUCTION

In recent years much attention has been focused on
the fine structure_of‘geomagnetié field variations(l)(2)<3),
Of special interest are micropulsations which have periods
in the range 0.1 seconds to 10 mihutes, The amplitudes
fange from a fraction of a gamma (y)* to, on occasions, as
much as several tens of gammas. »More theoretical and ob-
servational work is required before a satisfactory ex-
p}angtion of the origin of micropulsations can be given,
although the source appears to lie in the interaction of
sbiar corpuscular radiation with the geomagnetic field.
World wide simultaneous observations with magnetometers
of similar characteristics will greatly facilitate the
theoretical analysis Qf micropulsations. A maggetometer
with a constant frequency response from DC to above 10
cip,é. and sensitivity better than one gamma would be
extremely useful as a monitor of micropuléations since
an accurate comparison of the amplitudes of various. .
fundamental frequencies could be made. If the Qynamic
range extended up to several hundred gammas,:magnetic
storms could also be recorded and interesting comparisons

with micropulsations would be possible. The magnetometer

constructed by the author was designed to fdlfill, in part,

*1 ¢ = 10~° gauss = 10~9 weber /m2.
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these desirable characteristics.

Ekisting methods of measuring micropulsations are the
fluxgate (saturable_reactor) magnetometef(4), inductive
coils(s) and conventional variometers with high amplification.
The high ffeéuency response and sensitivity of €ariometers
are limited because of the comparatively large mechanical
time constant of the magnet. The«fluxgate'magnefometer is
an excelleht device capable of wide frequency response and
high sensitivity, although the instability Gf the core
material to mechanical shock, and a steady drift of the base
line due to the electronic circuitry, limit the absolute
caiibration and sensitivity of the magnetometer. Inductive
coils have very high sensitivity but their frequency |
response is not linear and they give the derivative of the
geomagpetic field variation. |
The well known proton free precession magnetometer(e)(7)
gives an averaged reading of the geomagnetic field flux
density over a period‘from 0.25 seconds to several seconds,
and readings can only be taken at four second or longer
intervals. Therefore, it is not suitable for observing
micropulsations.

As in sevéral measuring devices(s)(g), it is also
possible to apply feedback system designs to magnetometers.
A feedback system fluxgate magnetometer was successfully

(10)

constructed by A. Maxwell in 1951 . A variometer is

also being used for the sensing unit of a feedback system



magnetometer now under consideration in Japan(ll),

(12)

~ The
application of nuclear magnetic resonance of protons to
measure geomagnetic field variations was suggestedlby

J. M. Rocard* in 1958 and the design of a feedback system

and construction of the apparatus was undertaken by the
author in 1959. A survey of feedback system theory is given
in Appendix B and other topics pertinent to the discussion
of nuclear'ﬁagnetic‘resonance phenomenon aré given in
Appendix A.

"The units widely used to measure geomagnetic flux
density are the gauss and gamma (vy) where one gammais
defined as 10‘5 gauss. The symbol v is also used to denote
the gyromagnetic ratio but in all cases the context will
indicate which meaning is intended. Although the m.k.s.
system of units is preferred, the system of practical
c.g.s. units is used throughout in order to avoid the trouble-
‘some conversion of units to obtain the flux density in

gauss.

-

—_— T —— =

* Now at Texas Instruments Inc., Central Research
Laboratories, Dallas, Texas, U.S.A.



CHAPTER I
PRINCIPLE OF OPERATION

1.1 Feedback Systems

__C}osedvloop\measuring devices utilizing feedback system
pripciples'are increasing in number,» Thevreason for this.
increase is apparent when the advantage of a closed loop
system over an open loop system is determined. Consider an
idealized open loop measuring system as shown in Fig. (1),

'mInitiallyAthe system is calibrated agéinst a suitable
reference, The unknown voltage is then comnected to the
systém_and the result suitabiy displayed.

Since
VZ = Kovl 3
it follows that, assuming V1 constant,

Zle = VI'ZBKO .

Obviously anyvvariatiqn in gain due»to chpopent
.variation'hgs a direct bearing on the displayed result.
Therefore ffequent checks on calibration are required for
:delicate open 1popvmeasuring Qevicesl

uThe'peerrmance of a élosed loop systeﬁwis_relatively
indgpgndent_qf component variations,' Consider an idealized

measuring device, shown in Fig. (2), utilizing a closed



loop systenmn.

Since

and
V., = K.V

by eliminating V,, the following expression is obtained:

Vi = Zlvs{xé +K; *%’ <ii_' 1>}
. c”1. c“2 3
For bvery large Kc,
L Z
V3 ~ - z—B V1,
1 .
H§n¢e amplificatiop is independent;of Kc'provided Ke is
sufficieptly large, and any small deviation in K, will not
affect the measuring-system. Therefpre for a closed loop
system to be reliable, only Zy and Z3 need be stable.
IdeﬁtiCal characteristics of performance can be obtéined
from several devices based on a closed 1oop system desigh
by keeping onl& the components constituting Z; and Zg to
close tolerances. |
An example of a potentiometer based on feedback system

principles is shown in Fig. (3). The modulator amplitude

modulates the carrier frequency according to the magnitude
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unknown \4] — V2'
Jo———>amplifier display
;T] v{;;xo' »
\
| Vy; = input voltage
- Vo, = output voltage
reference S
b K, = gain constant
. Fig. (D)

- Open Loop Measuring System.

unknown ‘

o - ! i .

|
. % . . —< .Zs <
vV oy, S .
1 = v . \'A

<%%}—e» Zq 2 amplifier ‘ 3 -
S S & .| display

%ziv 'Vl = input voltage to the system

Vo = input voltage to the amplifier

KEZ__reference V3 = output voltage
Zy, Zg & Zy = impedances

K

c = gain'constant

Fig,.(Z)

Closed Loop Measuring System.
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i~Vp

| modulator > A.C. Amp. > demodulator

—

motor controller

power
6, = output, shaft position

V; = input_vo;tage to systen
vV, = potentiometef voltage
E = error voltage

Fig.‘(S)

Feedback System Potentiometer.

error detector

9

G(s)

H(s). <

forward transfer function

G(s)

H(s)

feedback transfer function
Fig. (4)

Equivalent Block Diagram of the Potentiometer.
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" The Nuclear Magnetic Resonance Proton Magnetometer.
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and polarity of the error voltage E. E is the difference in
voltage between input voltage V1 and potentiometer voltage

Vv After amplification and demodulation, the motor is caused

R’
to rotate according to the magnitude and polarity of E. The
motor shaft rotates the moving arm of the variable resistor
R in such a way as to reduce E to zero. Thelfinal\shaft
position gives the magnitude of the voltage V1° ’

In terms of feedback system analysis the block'diagram
of the system shown in Fig. (3) is given in Fig. (4). The
transfer function of the system is givén by*

G(s)

¥(s) = 1+G(s)H(s)

where s corresponds to the complex angular frequency jw and
the equation given is in the Laplace transform space. The

output is given by

8, (t) = 171 {v (s)Y(s)}

1.2 Block Diagram

A block diagram of the proton resonance magnetometer
is shown in Fig. (5). Briefly, it is a carrier feedback
system where the magnitude of the geomagnetic field F is

maintained essentially at a constant value throughout the

t

* See Appendix B, Sec. 4.
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water sample by the feedback system. The carrier is supplied
by the precessing protons, and modulation of the carrier
accomplished by the variation of the geomagnetic field through
the mechanism of nuclear magnetic resonance ™.’

The modulated carrier is amplified thrbugh a narrow
band A.C. amplifier and the demodulator (phase sensitive
detector) detects the magnitude and polarity of the geo-
magnetic field variation. The detected output is then ampli-
fied by a D.C. amplifier, the output cPrrént of which_is
passed through a Helmholtz coil systemito cancel the vari-
ation of the geomagﬂetic field, thereby closing thé”negative
f;eé;£6k loop. The magnitude of fhe feedback currént is
fééofdeﬁ as an indication of the geomagnetic field variation.
Tgé;quartz crystalloscillator supplies the reference to the
éemo;ulator and also provides a linearly gscillating field._
ﬁp through the polarising Helmholtz coil system to produce
tyé nqclear magnetic resonance phenomenon of the hydrogen
protons'in thé"water sample.

1.3 Signal

A model of Bloch, Hansen and Packards' (13)

crossed coil
nuclear induction apparatus is shown in Fig. (6). The
proton resonance magnetometer has a similar configuration,

as in Fig. (5).

* See Appendix A, Sec. 2.
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energy levels

my=-% ——4-\—-——;;—— high

oW = - ZmFF
m=+% : \I' —— low
| Fig. (7)
Energy States of Protons..
A
z
AW
y

Fig. (8)

No x and y Components of M .
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_The sgmple in the case of the magnetometer is wgter, a
diam@gneticmsubstance. The oxygen 16 nucleus hag Zero
gfféctive magnetic moment and the nuqleus of hydrogen, the
proton, has a magnetic moment T. Th;ogghou@ this thesis,
for convenience, the hydrogen nucleus will be simpiy referred
to as the proton. .The.electrons contribute no net magnetic
moment. Because of the relatively large internuclear distance
and electron to nucleus distance, it is reasonable«to assumé
that the proféns age.essentially.nbn;interaeting free parti-,
cles, and in the ébsence of any external magnetic field, .the
magnetic momeﬁts.are oriented randomly so that no net maénetic
moment exists for the sample. |

When an external magnetic field F is applied, the proton
magnetic moments T tend to align along the F direction. Due
to quantization, protons have maénetic quantum numbers
my = i;%,tand only two quantuﬁ_states'are allowed as indicated
in Fig. (7). The physically 6bservab1e component of m, is’
given by

- F
mp = ——
F
For # proton, where the gyromagnetic ratio is pdsitive, the
favqurable (lower) energy state is my = +-%. The requirement
of thermal équilibrium,between the spin system agd "lattice"
prevents part. of the proton magnetic.moments from assuming
the m, = + § state, and the‘eqﬁilibrium condition established

is the Boltzmann Distribution:
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N(m, = +%) AW) ZmFF
N(m, = -%)

where AW = ;ZmFF, the energy difference of the two states
N(mﬁ)-é the.ﬁumber of protons in energy state my
.k = Boltzmann's. Constant
T = absolute temperature of ‘the "lattice"
and EE§E-N(mn—:2)-— the excess number of protons in
V m, = +%]energy state.

Obviously any change in the external magnetic field or
temperature will be met by dissipation or absérptionvéf
energy by the proton assembly as a whole}and-a new equi-.
libriﬁm state will be eventually established. The mechanism
of transfer of energy to and from the‘ppotohs is known as
the longitudinal, thermal or spin-lattice relaxation effect
and a time constant T, is associated with this effect. T4
is a measure of the time required for the protons to es-
tablish thermal equilibrium with the "lattice™.

Since the proton has an intfinsic spin, the external
magnetic field F acting on the magnetic moment ™ of the
proton causes m to precess about ¥. The angular velocity
W of precession is given by

"W'=-'y'f‘-
where m = va

the gyromaghetic ratiof

2
i

|
0

and the angular momentum of a proton.

* For pfdtons'y =‘(2.67528 i'0.0000G) x 10% sec™ ! gaués"l.
Throughout this thesis v will be considered as positive.
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The Larmor precession frequency f is then

1
f | e F .
2 Y

At thermal equilibrium the magnetic moments precess about
F with incoherent phase at frequency f£f. Since there is a

slight excess of protons in the m =.+% state, a macroscopic

n
resgltant magnetization vector M exists along the direction
of F. Because of fhe incoherent phase.of érecession of the
excess proton magnetic moments, all compdnents in directions
perpendicular to F cancel, as in Fig. (8), and no signal is
induced in the receiver coil aligned along the y axis.
Consider the crossed coil system shown in Fig. (5).
An oscillating magnetic field_ﬁb = Zﬁi cos w.t is applied
along the x agis, perpendicular to the external magnetic

field F which is parallel to the z axis. For convenience

let H be expressed by two counter rotating magnetic fields

P
given by
HX = H1 cos wrt
(1-1)
Hy = H1 sin wrt )
and
Hx = H1 cos wrt
(1-2)

Hy =—Hl sin wrt

Referring to Fig. (8), if F approaches the resonance value

ﬁr where
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the rotating component (1-2) of H, will become synchronus

1Y
with the precessing proton magnetic moments m of the sample.
Tﬂen, it can be readily shown that the difference in the
number of protons in the two m, = T3} enefgy states is de-
creased because of the "flipping" of the magnetichmoments
into the higher mp = ~% energy state™. Energy is absorbed
by the proton from the polarizing field ﬁp in the proceSS.
Thus the resultant macroscopic magnetization M in the z
axis direction is reduced.

In addition, the precessing proton magnetic moments

experience a torque T expressed by

@ _

T=—&1—:'=mXH1

where H, is the rotating component of ﬁp. Consequently,

1
as shown in Fig. (9), the macroscopic resultant magneti-
zation vector M is tipped away from, and precesses about,

the z axis. 1In effect, H, tends to tip the magnetic

1
moments as well as group them together so that they precess
with coherent phase, and the result pro&uces the precessing
macroscopic magnetization vector. Thus there are now com-
ponents My and My of the macroscopic magnetization vector
in the xy plane. The My component induces, in the re-

ceiving coil, an e.m.f. which is the nuclear magnetic reso-

nance signal of protons in the sample.

* See Appendix A, Sec. 2
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incoherent phase precession coherent phase precessiog
Fig. (9)

Magnetic Resonance Prpduc?ng yx_and My.

u o
*Umax
- OF)pax ,
‘ F
+(Z§F)max
“Ynax ] ‘
Fig. (10)

u-mode Signal Amplitude.
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The effect of the fotating component (1-1) of ﬁp is
negligible in most cases(14).
| The magnitude of My depends on two equilibrium con-
"ditions of the resultant_magnetization vector‘ﬁ. The first»
is the‘spinelattice relaxation efféct, discussed previously,

with asSociated time constant T The second is the trans-

1
vgrsé, or spin-spin relaxation effect with associated-time
constant_Tz*. Spin;spin relaxation takes place through the
interaction of the precessing proton magnetic moments, by
the éxchange ofvenepgy‘among themselves, Thé inhompgeneity
of F.over the sample also contributes to the'spin;spin |
relaxation by prodgcing minor»differences in the precession
frequency pf the protons‘ip the_sample.f In other words T;‘
is a measure Qf'the”time taken»fpr_avgroupvbf precgssing
magnetic moments }nitially in phase with each other to
become out of phase.

It is readily shown that for a constant external

magnetic(field'T, the macroscopic magnetization vector

My is given by*

My = ~(u sin w.t + v cos wrt) (1-3)

where

H1M(yT2" )2
u = — ¥ 7 ) (1-4)
1 + (yH1)“T1Tg + (yT9 )“(F-H,)

* See Appendix A, Sec. 3
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H, MyT,*
v = _ P 1* 2 s 0 (1-5)
1 + (yH))®T Ty + (yTo )“(F-H))

v.= gyromagnetic ratio
M = magnetic moment per unit volume, M = XH,
X = baramagnetic susceptability Qf protons
Hf = maggitude of external field where magnetic
resqnagce takes place |

‘HI = % maximum value of the polarizing field H

P
F = external magnetic field
-Tl'é spih lattice.relaxation_time
’and T£k= transverse relaxation time ,

(15)

Bloch ~ has p01nted out that for time dependent variation

~of F, equatlon (1-3) still holds provided

d w-wr> :
EE( Hy < vEp

where w = «F
and. Mr T Ve

In other words,

2

‘ y <K 'yH1 (1-6)

must be_sat;sfied, _In Chapter III it is shown that this con-
ditien is sat;sfied.

The‘magnetic flux ® thHrough a éolenoidal coil of cross
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section area A, with N turns is
& = 47 NAMy é -4r NA (u sin wpt + Vv cos wpt) .

AssuminglthatzSF'=_Fer is almost qonstant SO thatJits”time
derivative is negligible*, the induced e.m.f. V, across the

terminals of the coil is given by

Vl =_—— = = = 4v NAw,. (u cos wft - v sin wrt)

where ‘¢ = velocity of light:
However, in practice the coupling between the polarizing
T bt datA S e e b i “+78
coil‘system and receivegMCOil is not zerq_and some 1eakage
pffﬁp_pqcurg. The léakagé component)along the y axis is

expressed as

Hy = h cos w,.t ,

where h is a constant factor dependent on the geometry of
the coil system. Therefore, the signal induced in the

receiver coil is actually,

vy = % 47 NA L {u cos wrt —(v~-h) sin wrt} (1-8)

The effect of the leakage Hy will be considered in Chapter IV.

1.4 Error Detectqr Modulator

In 1.1 the magnetometer was referred to as a carrier
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feedbagk system. The modulated carrier is the signal appear-
ing‘acrqss the receiver coil, expresséd by equation (1-8).
Since the demodulator is insensitive to quadrature éomponents*
either of the two sinusoidal terms in equation (1-8) may be
selected**. To detect the magqitude and difection of the

variation of the external magnetic field T, the u cos wt term

must be choseh, Consider the‘signal

HiM (VTZ*)Z{F(t)QHr} cos Wpt
1 + (yH))2T To* + (yTo*)2{F(t)-H} 2

Su = u cos wt

(1-9)

which is referred to as the u-mode signal. Inspection of
equation (1-8) and (1-9) shows that the carrier frequency f,

is

w
f ==
¢ 2T

and that the amplitude u of the carrier cos w,t is a function

of
AF = F(t)—Hr .

At resonance, F = H,, and Su =0 .

The general form of the amplitude u as a function of

AF is shown in Fig.;(lo). It is readily shown that***,

See 1.6

**¥ Note that we have a linear system and, therefore, the
Superposition Principle holds and any signal may be
treated term by term.

*¥* See Appendix A, Sec. 3
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u = upx = (1-10)

when

o ) |
ap =t {1+ (yay) 21,1, } 2 (1-11)

It is apparént that the direction of the deviation Qf_F
from the resonance value Hr_iS'expressed by the u-mode signal,
and although non-linear, the magnitude of the deviation of F
is also contained as the amplitude in the u-mode signal. There-
fore, the u-mode signal of the proton resonance provides the
érror detector and amplitude modulator required of a carrier
feedback system. The non-linearity of the amplitude modu-
lation is not sérious since the negative feedback allows only
a small portion of the curve in the neighbourhood of AF = 0
to be used which can be considered linear. The manner in
which amplitude modulation takes piace is shown graphically
in Fig. (11). The error détector and moddlator have an as-
sociated transfer function approximately equal to a constant
gain factor Kl' Thé approximation will be discussed in
Chapter III.

The block diagram in Fig. (5) can now be redrawn as

shown in Fig. (12)..

1.5 A.C. Amplifier

The A.C. amplifier (carrier amplifier) is a narrow band

"



-23-
amplitude

LAAAAE
VV~VVVVU

carrier signal

amplitude

time

D.C. signal

amplitude

—~ .

- Ty <

[}

'/\ /\ F\ time
VRAVEZ

S // .

—

modulated carriér Signal -
Note the abrupt
180° phase change
o where F = H,..
 Fig. (1) = |

Operation gi the Modulator,




' nuclear magnetic resonance

1 u-mode signal
- -—- - = =
error :

. -
mixer. | detector

|
| .
modulator I >| A.C. Amp. > |demodulator s>| D.C. Amp. S
K1 : - Ko K3 . K4
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amplif;er‘with center frequency fc approximately equal to
the Larmor precession frequency of_the»protons subjected
to'the main geomagnetic field. The form of the frequency
response of the amplifier is shown in Fig. (13). 1In order
to prevent the "ringing'" of the high quality factor re-
sonance -filters by 60 c.p.s. noise; 60 c.p.s. rejection
"Twin T circuits are inserted. The rejection circuits
cause the dip at 60 c.p.s. in Fig. (13).

For simplicity consider~the case where the carrier
signal cos w.t is modulated by A cos Wt. The modulated

carrier signal is,

A cos Wt cos w,.t = A cos (W+w,)t + cos (W-wp)t .
2 .

' w
Since the carrier frequency f, = X is absent in the

27
modulated carrier signal, it is referred to as a
"suppressed carrier signal". The frequencies of geomagnetic
variations that are to be detected extend from O to 20 c.p.s.

Therefore, sidebands of the modulated carrier over the range

fg = £, £ 20 c.p.s. must be amplified satisfactorily. - For

b i

c .= 2000 c.p.s., fg will be 2020 c.p.s. and 1980 c.p.s.,

only one percent to each side of fc. Therefore, no diffi-
culty is encountered when simple parallel resonance circuits
are employed.

| The trénsfer function of the A.C.- amplifier becomes a

constant gain factor K2 since the amplifier itself has zero
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gain at low frequencies, and the ffequency response within
one percent of the center frequency fe isbessentially
constant. Freqﬁencies higher than 20 c.p.s; will be
attenuated by the filter associated with the demodulator,
if not attenuated by the A.C. amplifier. - At most, the A.C.
amplifier contributes a ﬁhase shift to the_signal of geo—

magnetic variation.

1.6'Demodu1ator

- The function of a demodulator (phase sensitive detector)
is to operate upon an amplitude modulated carrier signal to
providé a voltage that is proportional to the amplitude of
modulation and the polarity of the modulation applied to
the carrier signal. The phase of the modulated carrier
signal is comparedbwith that of an unmodulated reference
éignal at éarrier frequency. The output is a D.C. voltage
which is of}one polarity.when the modulatéd carrier and
reference afe in ﬁhaée, and of opposité polarity when they
are 180° out of phase. If the.two are 90° out of phése the
output is Zero, as shown below. -

Allldemodulatoré and modulators can be considered as
switching devices with suitable filters. Consider the'
idealized full wave demodulator in Fig. (14). The ideal
switching operation can be expressed by a train of square
waves shown in Fig. (15) and expfessed in terms of a

Fourier series as
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SHES

- o 1 1
g(t) = (}os w.t - 3 cos 3 wrt,+‘§ cos 5 wpt -.+_..i>

where W =

3 |

, and T is the period of the reference frequency.

The input vj is a carrier modulated»signal expressed by

vi(t) = f(t)bcos (Wrt_+ )

where f(t) iS‘the amplitude modulation and cos-(wrt + @) is
the éérrier signal. v;(t) is essentially in phase with the
switching operation. 0@ accounts forvthe phase diffegence
between the reference and carrier signal, In practice e is
Ygried through a phése.shift network so that.the u—modé signal
is chosen aécurately. The output from the switch is then,

neglecting the attenuation by internal resistance Ri;

- - 4f (t) '
£(t) cos (wpt + Q)g(t) = A£(t) {.cos w.t cos (w,t + ©)
_ T
~-1/3 cos 3w,t cos(wrt+9)
- +1/5 cos 5wt cos (wt+8)

-t e }

2f
(t) { cos © + cos (2wrtv+ o)

T

-1/3 cos (4wrt + @) + cos (2wt - 9)

+1/5 cos (6w,.t + @) + cos (4w.t - @)

-+ ... }

After passing through a low pass filter the output
becomes

C 2 §
vo(t) =~ ; Kz cos @ £(t) .
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‘K3 is the gain constant associated with the demodulator as

a whole. It is apparent now that, if the phase difference

@ between the carrier and reference is * 906, the output

is zero. in 6ther words the deﬁodulator is insensitive to

quadfature components in the carrier signal. Forvdetection

~of the u-mode signal, @ is set to zero and the result is

The operation of the demodulator is shown graphically in
Fig. (16).

The demodulator configuration given is usually referred
to as a phase sensitive detector in the sense that it
detects the abrupt 180° phase change of the carrier and
gives the'polarity of the modulation signal f£(t). The
filter is designed to eliminate all high frequencies. The
time constant Ts.is relatively large and will have effects
on the low frequencies. Therefore, the transfer function

of the demodulator is given.as-

K3
Ya(8) = ———
' lST3 + 1

where Tz = RzC3 is the time constant of the demodulator.

The derivation is discussed in Chapter III.
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1.7 D.C. Amplifier;and”Feedback Coil System

The D.C. ampl;fier_hgs“a constant frequency response
from 0 to several thousand c.p.s. Therefore, the transfer
| functioniis-a-gain constant K4. The output of the D.C.
amplifier is in'tefms of current and‘this is recorded as
an indication of the geqmégnetic‘variation_WZSF.

A Heimho;tz coil system closes the-negative feedback
loop by generating a magnetic field to cancel out DF
throughout the sample.vahe induétance of the cqil is
negligible,-since the frequency of.interestpis very -low.
Thus the transfer function of the feedback coil system is

a constant K5.

1.8 Summary .
The magnetometer is.a'carriér feedback system with a.

fbrward transfer function(bf the form
Lo I | L

where Gg(s) = , and a feedback transfér function Ks.

sTg+1
‘ The error detectorvand quulatqr have a special form

due to the nature of the nuclear magnetic resonance effect.

The error signal vl(t) is‘given by the error.detector‘and

modulator as,

HiM(yTo )2 { F(£)-H.} -
1+ (yH ) 2T, T} + (yT, M2 {F(t)-H,] 2

vi(t) = - 4r NAw,, cos wyt
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The closed loop transfer function is

v(s) = —2EEL
1 + K_KG(s)

and the current recorded is given by
it) = L™ {F(s) &)

where F(s) is the Laplace transform of F(t).
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CHAPTER II

DESCRIPTION OF APPARATUS

The basic circuit diagram of the magnetometer is shown
in'Fig;x(17). Sketches of the crossed coil system, rack
mounted units and power supply are given in Figs. (18), (19),
and (20) respectivély. Detailed description of the apparatus
is given in the technical manual,fwhich has been written in
conjunction with this thesis, and 6ﬁ1y points of interest

" are discussed here.

2.1 Power Supply

In order to minimize noise, the power sﬁpply is con-
structed as a separaée uhit and placed at a distance from
the rack mounted units. MoSt of the vacuum tubes are
connected in series and energized by a 300 mA>320 V stabi-
lized source. Vacuum tubes not included in the series
heafer arrangement and the crystal oven are energized by
low voltage D.C. sources. Therefore, in the electronics
system proper no 60 cps mains power appears, thus elimi:
nating the time COhsuming effort of "hum tracing" which is
usually required in high gain circuits. There are three
independent high voltége regulated power supplies and a(
regulated bias power supply. By using separate high

voltage supplies to the quartz crystal oscillator, phase



_!/ PeCeiving =

polariz /'na coil

e

O\

coil

quartz crystal -
0S¢, 948 cps

l

*

feedback coil

~ T F

Q 2=/ooki ]
Q’ .

E88CC

Seox i

NL bmp

Demodulatonr

(

J)

&) .

( 2=/00K
(000 Jvemn
oo

\ £ [

/ \

AMA—L
Yy a

Y
+250v

. _'vg—

H

X 12RUY

fhase

shifter

;*




-35-

vCU\‘}erin Adjusmenfs
{lor Rcdllvi Coils
(BGkCIH'C)

Ba ko_:l ite
Nut and Shaft

s

Feeclback
Coil ( Plywood)

Co:' | Sample . v : ’ . :

P')/WOOCI

Feedback Coil )

Fig. (18-a)

Crossed Coil -System.



-36-

Centerin
djvstme

< feedback Coil

. o Plywood
N |~
Pl wood : B — |
Ry ;. \ 1 0, e 0 A, %I(\“‘S;nj
e.CCI\/Iﬂg CO” .
oil and
SQm‘plc, ) y
A . %j:u:\tx\]:’n‘f
A - 111
m B | Feedback -Coil
' S le ight
| <t ATEE, e
P’)/WODJ . Brass)
|
\ °f

Plywood ¢

E Brass

Fig.

Crossed Coil System.

(18-b)




Oscillater Unit__

-37-

Ps lar iz'\nﬁ F‘QH
Control

Democlulator a

DL. Amplifier
Unit

Power

UnH-___/ o\o o
L [QY ‘

o

R‘eﬂmp“%&r‘ o
Phose Shitter (Unke

igh Voltoge
H'S Pl’lD? A,I%H—s

Injection
Phase and
Amplitude Controls

r"ec@ex ence

to Polarizin
Cail r% _

,1 Phase Shift Con‘h‘ol
( r%‘};}! .

Fig. (19)

Rack Mounted Units.



Hiﬁ‘h VoH-aje. Silicon Kectifiers

Thevrma| Dc'.a)/ Re)o«ys

lvon s-@ormer‘s TV‘OV\S?orme,r-

|
w
00

[

Moin Switch

Fuse Holders

Fig. (20-a)

Transformer Unit.



}4@h VbHuae
Filter Chokes '
- to Rock- Mounted Units

Low Vol ’raae

~Gilicon Rectifiers

Filter Condensers

L i/
A Low \/olfnge.

- Friter Chokes

Vorioble | ,.
Resistor | ‘
Housins : , [~
Filter Condenselrs= / i | 0
‘ p
J = L/ Rotection Bar
// ’
/
e o ° o
Fig. (20-b)

3 o » ’ :
| " \/\J/ - Filter Unit.

/ to Tronsformer Chosis




-40-

sensitive detector, A.C. amplifier and D.C. amplifier, inter-

actions among the sections are prevented.

2.2 Polarizing Coil System

~ An oven stabilized quartz crystal oscillator of frequency
2446 cps is-employed for the generation of the polarizing.
magnetic field ﬁb. The frequency stability is better than one

6 and an additional filter is included to reduce

part in 10
harmonics. The temperature control of the oven is accomplished
by a transistorised servo system which provides a smooth con-
trol of temperature and eliminates the switching noise gener-
ated by conventional bimetallic controls.

~ The polarizing coil is a low impedance system in order
to achieve good geometrical symmetry. It is of the Helmholtz
configuration employing two ring like coils of meén diameter
58.5 em. Thirty-four turns of No. 14 wire are wound in two
layers. The sensitivity of the coil is given by

H_32 1 N

— =z == — — = = 1,04 (gauss/ampere) (2-1)
i 5/5 10 r

where H = field intensity at the center of the
ébii éyééém iniéauéé
r = radius in cm

n = number of turns

and i current in amperes.

The inhomogeneity of the field across the sample is

L,
v
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considered negligible in practice.

The coil system is oriented so that the planes of the
coils are contained inbthe geomagnetic meridian., To cancel
the leakage of the polarizing field a phase shift network
with»an,amplitude control is employed to injecf.a‘small
signal into the A.C. amplifier from the quartz crystal

oscillator.

2.3 Receiving Coil and A.C. Amplifier

The reééiving coil is also of low impedance in order
to achieve good geometrical symmétry. The mean diameter is
18.5 cmland the length 23 cm. It has a total of 240 windings
in two layers using 49 conductor "Litz" wire. As a Faraday
shield an extra layer of No.'lz enamél‘covered solid wire is
wound with only one end connected to ground. The inductahce
of the coil is approximately 40 millihenries and is tuned to
2446 cps by condensers connected across the coil. The coil
bobbin is constructed ofvplastic and_fiberglass and is:also
a watertight container. 'Theréfore, the water sample is very
closely coupled to the receiver coil.. The volume of the
sample is 5.8 liters, which_is"large compared to usual
nuclear magnefic resonance experiments. The réceiving coil
is oriented sdlthat the coil axis is contained in the geo-
magnetic meridian and intersects the main géomagnetic field

at right angles. 'A mechanical device is provided for ad-

Jjusting the receiving coil' position in order to have minimum
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coupling with the polarizing coil system.

The firstAstage amplifier is a cascode circuit emplqyipg
a typeiESSCC special quality;vacuum.tube in order to_achieve
a good Signal/to’noise ratio. The second and third_stages_
have'high Q factor parallel resonance circuits with resonance
frequency at 2446 cps. "Twin T" rejection filters are in-
serted to prevent the 60 cps noiSe from "ringing" the parallel
resonance circuits. Most of‘the extraneous noise is greatly
attenuated by the two stages. Thé following stages up to the

demodulator are reéistor and capacitor coupled.

2.4 Demodulator

The demodulator»receives the carrier signal and reference
signal through identical pushpull amplifiers with transformers.
The circuit employed is known as the "Ring Demodulator."(-ls)_
aﬁd Qperates as é full wave demodulator. For_each ﬁalf cycle
- of the reference the two pairs of diodés on the left and on
the right conduct alternately. Therefore, point A or B is
set to potential Bf eacﬁ half c&cle, compléting the switching
action described in Chapter I, Section 6: The phase shifter

varies the phase of the reference signal so that the u-mode

signal is selected.

2.5 D.C. Amplifier and Feedback Coil System

17

The D.C. amplifier.consists of differencé'amplifiers

with high common mode rejection to minimize the effects of
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‘power suﬁply noise. The output tubes have high transcon-
bducténce and can deliver a maximum of 25 mA to a low re-
sistance load.

The féedback coil is a large Helmholtz coil system
with a mean radius of 60.5 cm and 34 turns of enamel covered
No. 14 wire in two layers on each coil. The sensitivity of

the coil is

)=

= 0.505 gauss/ampere

Other windings are also provided on the coil for various
purposes which will be mentioned in Chapter IV. The
orientation of the coil is such that its axis coincides

- with the main geomagnetic field.
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CHAPTER 111

THEORETICAL PERFORMANCE

3.1 Approximations and Component of Geomagnetic’

Variations Measured

’>The configuration of the magnetométer coil system is
shown in Fig. (21). The expression for the u-mode signal
 which is detected is |

B M(yTo )2 { F(t)-H,} cos wyt
1+ (yHD2T T + (v 2{F(t) - H)?

v1(t) =_i. 47 NAw,, (3-1)

where it is assumed that the variation of F is in the
direction of the z axis. In practice this will not be the
case and it must be shown that equétioﬁ <3-1) is a good
approximation for the u-mode signalfactually observed. vThe
value of the main field at the University of'British '
Columbia, Vancouver, Canada, is approximately 0.5‘gauss and
the maximum variation of the geomagnetic field ?; rarely
bexceeds 200 v-at the site;‘.Therefore, the maximum angle «

between the initial value H, and the final value F' of F

is of the order

a = arc sin =4 x 10

Fig. (22) shows the relative positions of the macroscopic
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o \=

Fig. (23)‘

Magnitude of Error fo of Recorded Component f,.
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magnetic moment M, the polarizing magnetic field H = Zﬁlcosv&t,

P.
and the geomagnetic field F, before and after the change

AF = F(t)Qﬁr. The receiver coil is sensitive only to the com-
ponents of M along the y axis. Therefore, the magnitude of the

signal after the variation AT is,

=t

Hy M (cos2 deTz*)z {Fh(t)—Hr] cos wpt

Vl(t) =
1 + (yHy cos a)2T1To*+ (y To*)2{F" (t)-H,} 2

47rNAWr

Cc

Since a % 4 x-lO'3 is the largest angle expected,

and the equation is a good approximation.

The negative feedback is applied along the axis of the
feedback coil system which is parallel to the main geo-
magnetic field and thé magnitude of the'field is maintained at
the resonance value H,. The relations between the initial
main field A,, the final main field F', the variation &F,
énd the feedback fr, are shown in Fig.'(ZS), on a greatly
ékaggerated scale.

From the preceding discussion it is apparent that F'*>Hr.
The symbol ff is the actual coﬁponent of AF along the main
field, and the recorded signal f,. contains an error fe such

that
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Referring to Fig. (23),“the following relations are apparent:

fe = (RS) =(PS) tan a/2 = AF sin)ﬁ‘tan.a/z

"LORQ=180° - a

(0 Q) sin A = AF sin @

and  (0Q) sin A =F' sina = H sin a .
Therefore,
gin q@ = 2F sin g
sin a =
Hy

For small @ (in our case a ~ 4 x 10'3)
sina ~ a
and ~ tan /2 ~ a/2

It follows that
. : 2 Hr

ahd

e - 2F2 sin? g
e 2 H, ’
The maximum recorded error expected is then, for
AF = 200 v
g. = 90°
.= 4
R
f = - = 0.2
e 2 x 5 x 104 v : v

Tbgg; the error is of reasonable magnitude and the com-

ponent f;'that ié-reéorded,is a good representation of
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the component of AF along the main geomagnetic field.

3.2 Sensitivity of the Receiving Coil

The u-mode signal as a function of AF = F(t) - H, is

H1M(_fyT2*)2AF cos Wyt

°

Sy = * * ' .
14 (y B2 T T+ (y To) 2(aF )2

The first derivative of S, With respect to AF is

Sy {1-GT") 2P 2 + (yED 21T | HMGy Ty Peos Wit
dep) U {1+ GED? 1Ty + (1% e ?) ©

The g;aphical forms of the amplitudes of S, and Sdgare given

in Fig. (24). The maxima and minima of the amplitude of S,

i
are

+ H)M y_Tg”
{1+ (yap 2mymy* ) 2

(Su)ﬁax =

and occurs when

| 1 2 )
= (AF = * 1 H,)“T,T
F ( ) max ﬁ"zsr { + (v 1‘) 1te }

The maximum amplitude of SUT occurs at AF = 0 and is

given by

s*) = HyM(yTg) 2
u ‘max. . 3. (VHl)ZTsz*'

Since the negative feedback attempts to maintain the resonance
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condition, AF = 0, in order to have.high_sensitivity'the
amplifude of Suf at the origin, (Suj“)max must be large. The
graph of (8,%);.x as a function of H; is shown in Fig. (25).
 The constants that.determine.the valﬁe of (Su*)max are Tq,
Tz* ahd Hl' The relaxation time constants are fixedeor:av
given sample. Therefore, H; hust be varied fo bbtain{the_
optimum sensitivity. If is readily shown that (Su*)maxj

reaches a maximum value when
T,T
The magnitude of the signal across the receiving coil

is

HlM(yTz*)ZAF.cos Wt
1+ (YHl)leTék+'(VTzf)zoﬁF)z

vi(t) = % 47 NAw,

For very small AF, vl(t) can be expanded in terms of a
Taylor Series and the following épproXimation'for vl(t) is
obtained,

H)M(yTg*)2

vy (t) %% 41 NA W, s <
‘ 1+(yH;)“T T

AF cos wrt‘ .

This approximation is reasonable because the negative feed-
back will keep the variation of AF within a very small
range. The sensitivity of the receiving coil is then

' *
vy (t) 1 H1M(yT2 )2

" AF c 1+(7H1) T,T

% ‘ (3—2) ’
2
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Optimum sensitivity is obtained when H; satisfies equation

(3-1), and equation (3-2) then becomes

*
vy (t) 1l 1 To
L - —4r NMAWp M-y TS [

‘For ordinary distilled water, the relaxation times T; and
| (18)

ngare_approximately 2.8 seconds , and the optimum
sensitivity is then

vi(t) 1 1
AF 4T NAw, XH, C 3 v Tg = 2.8 mV/gauss

where ¢ = 3 x 1010 cm/sec

N = 240
A = 269 cm?
W, = 2446 cps

X .= 3.4 x 10710 paramagnetic susceptibility of the .
hydrogen nuclei in water

H = 0.575 gauss ”

C =5.8 x 103 cm% the volume of the sample

and vy = 2,675 x 104/sec gauss.

3.3 System Transfer Func¢tion

To determine the characteristic of the magnetometer it
is necessary to determine its transfer function. A
simplified block diagram of the nuclear magnetic,résonance

phenomenon which acts as the error detector and modulator
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is shown in Fig. (26). The transfer function of the modu-
lator is obtained from the sensitivity of the receiving

coil, where the input is the geomagnetic variation AF and
the output is the voltage vl(t) acioss the receiving coil.

From the- preceding section the sensitivity of the coil is

given by
v, (t) = K; AF(t)
where
2
1l
K, = = 4rNA HyM(yTo )
c 2 *
l+(yH1) T1T2

It follows immediately that the transfer function is

L {wviw)]
—_— T = Kl .
L {aF(t)
The A.C. amplifier has a constant gain factor K,
where

k. o L {va(®)] _ Va(s)
Xy - -

L {vl(t)} Vi(s)

and‘vz(t) is the amplitude of'the output voltage of the
| A.C. amplifier.

The demodulator has a low pass filter, as shown in
~Fig. (27), which contributes the dominating time -constant
of the system; Referring to Fig. (27), we have as the
input voltage

K3V2(s) = I(s) 2R3 +;E;
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and as the output voltage

- 2
V3(s) = I(s)Sc3 .

.

The symbol K3 is the gain constant of the switching section

of the demodulator. The transfer function is then,

V3(s) 1
2= K3 —-——-—-——i

where

The D.C. amplifier has a constant gain factor K ; where -

_I(s)

K ==
4‘ V3(s)

and L1 {I(s)} is the output current which is to be recorded.

The forward transfer function 'is then,

~ Vi (s) Vo(s) V3(S) I (s)

(3-3)
L{aF] Vi (s) Vy(s) Vg(s)

= K KoK,K
1» 27374 sT3+1

where Kf = K1K2K3K4 .
Using 2.8 mV/gaﬁss as the sensitivity of the receiving coil

and by determining the gain of the amplifiers experimentally
Kf is found to be approximately equal to 2.8 mA/75 The time

constant T3 is switched in steps over the values 0.001, 0.01,

0.05, 0.2, 0.4 and 0.8 seconds in order to vary the frequency
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response of the syétém.

The feedback transfer function is a constant K5 given
by the féedback Helmholtz coil system, where the input is
the current I(s) and the output is a magnetic field f.(s).

K5 is calculated to be

K5 = 0.505 gauss/amp . (3-4)

From the forward transfer function (3-3) and feedback
transfer function (3-4) the overall feedback system trans-

fer function Y(s) is obtained. From feedback system theory

wé have
' 1
Y(s) = KfG(S) - Kf ST3+1
: sTy +1
It follows that
Y(s) = r—— (3-5)
K T
where K = £ and T = ___Q__
1+K'fK5 1+KfK5

Since K, = 2.8 mA/y and Kz = 0.505 gauss/amp, for T; = 0.8

sec we have,

20 pA/y
s 5.6 x 1075

Y(s) =
sec+1
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3.4 Stability

" The closed loop transfer function or the system trans-

- fer function of the magnetometer is given by

K
(s) sT+1 : _ ¢
The stability of the response of the system to transients
is revealed by the inverse Laplace transform of Y(s), viz:
-1 IR § Xy
L { Y(s)} K 2 exp ( T) .
Since T is positive, as t increases_L'll{Y(s)} tends to
zero. Thérefore, the system is stable.
To determine the degree of stability the block
diagram éf'the magnetometer is redrawn in Fig. (28) to show
the feedback magnetic field £, as the output.

The loop transfer function of the magnetometer is
then
K1 KoK3K4K5

s1é+-1

KOGO(S) =

.The decibel gain amplitude and phase angle, plotted against
1ogarithmic frequency, generally known as the Bode Diagram,
of K,Go(s) is given in Fig. (29). Reading from the Bode

Diagram, the phase margin is at least 90° for all frequencies

and there is no question of inétability.

S o T R T T
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reference o ‘ , , 7 .
’ . _ ' - | feedback
modulator 1 A.C. Amp. idemodulat D.C. Ampj coil
feeaback
Fig. (28)

Magnetometer Block Diagram_wifh Recorded Component as Qutput.
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db amplitude

e asymptotic approximation
20 'log K, - —
slope =-6db/oct
o % | -:
1 . \ ng w
w =‘ —
AT3
vphasé
+90° T
o log w
-90° T

Fig. (29)»

.. Bode Diagrams of the Magnetometer.
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3.5 Response to Some Input Functions

In order to obtain informatioh to compare the theo-
retical and operational performaﬁce,,the response to some

input functions of interest are computed below.

Sinﬁsoidal.Function:

K
sT + 1

I(s) = L {'sin Wt}.y(s) = zw 5 -
ST s“+W

Referring to tables of Laplace transforms(lg)(zo)

, we.
obtain

' - ' 1 1. .
i(t) = L 1{I(s)} =_-I’{}"l —1—;{7—2 {'exp (-7%)+% /;2 +Wzsin(wt—9)}

1 wr.

The steady state response, where t is large, is

i(t) = ——— sin (Wt -~ @)
1+ (WT) 2 ' -

Ramp Function ¢
A ramp function is given by

» -0 t<0
r(t) = | At tz0
, where A is a constant, and

- A
L = Ty - .
tr®} -3

Then
AK
T

-
STl

I(s) = 22 *Y(s) =
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Applying the convolution theorem, we obtain
i(E) = L",l{ I(s)} =_AK{Texp(-t/T),+ ¢ - T}
For'iarge t,.we have -
1(t) = AK (t-T) . | - (3-8)

" Step Function:

A step function is defined'as

where A is a constant, and L {u(t)} =’§ .

Obviously the condition.given by equation (1-6) in

Chapter I, Section 3,
dF 2
— | Ly H
‘dtl ~Y R

for the validity of the éxpression of the macroscopic
magnetic moment My = ~(u sin w. t + v cos w,t) is not
satisfied. However, as a point of interest the response.

is derived.

fey JEA_L (1 1
(&) = T s ¢ - s
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For large t,

i(t) = K u(t) .

3.6 Sensitivity of the Magnetometer

Provided that the variations Z;F,take place within' the
-1limits of the condition eipressed by equation (1-6), the
sensitivity of the system isvgiyen by the conetant'factof
of the closed loop transfer fﬁncfion Y(s)f Therefore, the

expected sensitivity is,

K = 20 pA/y .

3.7 Steady State Error

0

Ohe method of expressing the quality pf performance _
of a feedback system is to give_the‘magnitude of the steady
stete'error of the system to a ramp'function input. This
method is well suited for the magnetometer since the geo-
magnetic variations of'inferest are below 20 e.p.s. and
step function inputs are ﬁnlikely to occur. Consider the

‘response to the ramp function input given by,

0 St <o

F(t) = {hz x 10° (y/sec)t t20

. The choice is based on the maximum frequency of interest,
20 c.p.s., and the maximum amplitude of the expected

variation which is 200 y. The steady state error, when t
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is large, is obtained from equatioh (3-6) in the preceding

section, i.e.

£.(t) = 2 x 10° (y/sec) K, KT = 1.1 v .

‘The magnitude of the error is negligible, since for t =1 sec,

F=2x10%y.

3.8 Dynamic Rangé

The dynamic range of the system will be restricted by -

‘the half line width of the u-mode signal given by

(AF) 5 = 'Y—'%; il + (731)2'1"1'1'2*} %’

and the time constént T of the closed loop transfer»function

as well as the ma#imum output current of the D.C. amplifier.
| The maxiﬁum output current of the D.C. amplifier is

25 mA which produces a magnetic field of magnitudeA

1.26 b4 103 v, which is more than'adequate to cover any geo-

magnetic variations.

- The time constanf T must be small enough to allow the
feedback system to applybthé compensating field before the
variation exceeds the half line width. If the half line
width is exceeded by the variation, the operating point of
the efror detector will be shifted to the negative slope
region of the u-mode curve and the negative feedback will

become a positive feedback. The result will be an oscil-
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The maximum rate of change expected isrof the'ordgr

4 x 103 v/sec, as shown in the previous seétibﬂ, and the
largest time constant of the system is T = 5.6 x 10~3 séc.
Assuming that the system requires 2T = 11.2 x 10~° sec. to

apply sufficient feedback the variation will reach

F =4 x 10° (y/sec) 2T = 44.2 v .

At the optimum sensitivity of'the.receiving coil when

1 1
H =y O S

we have
.and for T5= = 2.8 seconds,
N
(AF)maX + 1.87 vy .

It appears that the dynamic range is not sufficient for
the intended application.  If Ty = 0.001 Sec is used we
have |

7.1 x 1078 sec

e
i

and

F

]

4 x 103 (y/sec) 2T =0.57 v.

Therefore,'it is still possible to satisfy the required

dynanic range.
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3.9 Response to Very Fast Variations

In Chapter I, section 3, it was mentioned that for the
validity of the expression for the macroscopic magnetic

moment the condition
dF | . 2
‘dt <3L Y. H1

must be satisfied. The order of the maximum rate of change
expected. is 4 x 103 v/sec and H, for optimum sensitivity
of the receiving coil is given by H1 = 1.3 v. The maximum

rate of change is of the order

dF

dt

= 4 x 103 y/sec

and

H 2 = 2Q67 X 104 X 1.32 /sec = 4,51 x 104 /sec.
Y21 Y Y

The ratio is approximately 10 to 1 and the condition can. be
ggggidered as satisfied since the order of the rate of

- change is a maximum estimation.

3.10 Summary

The théoretical sensitivity of the magnetometer is
20 yA/y. The dynamic range ekceeds 200 v.

However, the line width and slope at AF = 0 of the
u-mode signél amplitude will depend on tﬁe degree of con-

tamination of the water sample by paramagnetic substances,
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such as oxygen molecules, and the inhomogeneity of the geo-
magnetic field across the sample as well as the quality of
the demodulator that is employed. It remains to determine

the operational performance of the magnetOmetér.



BT
CHAPTER IV

OPERATIONAL PERFORMANCE

4,1 u-mode Signal

In order to 1océte the nuclear magnetic resonance
signal the D.C. amplifier is used as a sweep amplifier to
- provide a slowly varying magnetic field over the range
from 0 to 1300 v in approximately 90 seconds. The sweep
signal is generated by a multivibrator. An extra winding
of 160 turns on the feedback Helmholtz coil is used to
apply a biasing field in order tdvbring the total magnetic
field approximately to the resonance fieldvvalue'Hr, which
in our case is 0.573 gauss. The sensitivity of the extra
winding is 240 y/mA. A cathode follower is connected to
the demodulator output and an "Esteriine Angus'" chart
recorder is driven by the cathode follower. The necessary
circuit conversions are shown in Fig. (30). The nuclear
mégnetic resonaﬁce signal isbfound‘by systematically
sweeping ihe.total field magnitude over the range from
0.4 gauss to 0.6 gauss in 1000 ¢ steps, allowing for the
overlapping of each sweep. .

Initially no Signalvwas observed because of the high
60 c.p.s. noise pickup in spite of the three "Twin T"
rejectioﬁ filters, By enclosing the crossed coil system

in a plywood box lined with aluminum sheets,‘the 60 c.p.s.
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noise was greatly reduced. However, the eddy'qurrents in-
“duced in the aluminum sheets. caused a large leakage of the
»éolarizing field into the receiving coil and it was necéssary
to inject a strong out of phase signal from the quartz crystal
oscillator into the first stage of the A.C. amplifier in order
to reduce the leakage amplitude. Otherwise, because of
saturation of the third and fourth stages of the A.C. ampli-
fier, as well as the demodulator, it was impossible to ob-
‘serve é signal.

An example of the nuclear magnetic resonance u-mode
 signal obtained is shown in Fig. (31). The half 1ine width
is approximately 500 v compared to the optimum 1.87‘7
predictedvtheoretically. The sensitivity at the recorder is
read from the gréph as 7.2 pA/y. The current gain of the

cathode follower is given by (Z1)

e, ¥ 3
Aeg

where A ij = incremental plate current

zxeg = incremental grid voltage

]

&m transcondugtance
and for the vacuum tube 12AT7,

gp = 5.5 mA/V.

Therefore, at the demodulator output the sensitivity is
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1.3 x 10™3 V/y. Multiplying this by the D.C. amplifier gain
constant K4 = 100 mA/V, we find the sensitivity of the open

loop system K, to be equal to 0.13 mA/y, compared to 2.8 mA/y

b
predicted theoreticaliy. However, for this open loop sensi--
tivity the expected feedback system sensitivity is K =~ 17 pA/y
compared to the theoretical prediction of 20 pA/y, and the

' advantage-of.a feedback. system: is clearly indicated.

4.2 Effects of the Leakage of the Polarizing

Magnetic Field.E%.

~The open loop sensitivity obtaihed in the prévious
section is very low compared to the theoretical value
2.8 mA/y. The main cause of the loﬁ operational sensitivity
is the strong leakage of the polarizing magnetic field into
the receiving coil. In order to avoid saturation, the A.C.
amplifier gain is kept low since the cancellation by in-
Jjection of an out of phase signal is not perfect. Also
the inhomogeneity of the magnetic field across the sample
ié relatively large for a sample of 5.8 1iters and con-
sequently T;‘is short thereby reducing the slope of the
u-mode signal.

The components comprising the amplitude control and
phase shifting network of the injection circuit are ex-
tremely sensitive to electrical and mechanical shock and
are also temperatﬁre dependent. Thereforé, a rapid drift

of the base line is present and frequent adjustments of
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the injection controls are required. It was found impractical
to attempt to ciose the feedback loop, much to the authdr's

regret.
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CHAPTER V

CONCLUSIONS AND SUGGESTIONS

It has been shown that it is possible to obtain a
nuclear magnetic resonance signal at é iow-field value of
0.52 gauss. Sincé the feedback theory predicts a stable
operation, therproposed feedback sjétem'will function as
designéd, prbvided that there is nd drift in'the base line
of the.demoddlator output. A sensitivity of the order |
ZOvuA/y can be'expecfed. An increase in this figufe can
be realised by reducing the sensitivity of the feedback
Helmholtz coil. The main cause of the drift of the base
line is the variation of the phase and amplitude of the
injection from the quartz crystai oscillator. ‘There ére
two méthods that can be applied without too much compli-
cation to reduce the drift to an_aéceptable level.wuthé
first is to choose an experimental site with a minimug;
of 60 c.p.s. noise. This may be impractical since the
magnetometer is designed to operate from 60:c.p.s. A.C.
mains, but ponversion to operation from batteries is not
- difficult because of recent advances in transistorized
D.C. to D.C. converters. Such a site would make oper-
ations without a Faraday Shield possible and the leakage
can be reduced to a minimum. The second method is to

enclose the coil system into a large Faraday shield con-
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sisting of wire mesh so that the pdlariziﬁg'field will not
be‘éffectéd by eddy curfents;

| An extremely Simple"systemdto avoid saturation is
possible. Consider the block diagram shown in Fig. (32).
The u-mode signal is demodulated after a single stage
amplification, The D.C. signal obtained is then filtered
to eliminate the nuclear ﬁagnetic resonance carrier
frequency.andnfed into a modulator with a suitable carrier
frequéncy. The modulated carrier signal is then amplified
to a suitable level and demodulafed. The system is free
of saturation from the leakage. The sectioﬁ after the
ﬁiyst demodulator can be a commercial high gain chopper
dmplifier which would greatly simplify.the coﬁstruction of
a nuclear magnetic‘résonance magnetometer. ‘

An interesting experiment td carry out would be the
use of liquid hydrogen as the sample in the place ofi
water. The population ratio of the two energy states of
proton magnetic moments is a_Boltzménn Distribution:

N(m, = +3) 2mF 2mF

=lexp —| X 1 + — .
N(m, = -3) kT | KT

Obviously the number of excess magnetic moments in the

lower m, = +% energy states is given by

'l-{——.'v,N(mn =‘—%) .
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Therefore, at the temperature of liquid hydrogen,,which.is
approximately 30°K, the macroscbpic ﬁagnetickmoment per
unit.volume is at least greater‘by‘a factor of 9. The
density of free protons is lower by a factor ot 0.67 com-
pared to that of water. Thus an increase in‘sensitivity
. by a factor of 6 can be expected. - | |

By applying some-of the suggested improvements it
vshould.be possible td cbmplete the magnetometer as a
feedbéck s&stem and'obtain a constant frequency respthe
beyond 10 c.p.s. with'sensitivity down fo 1 yﬂwith a

dynamic range in excess of 200 .
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APPENDIX A -

NUCLEAR MAGNETIC RESONANCE

A.1 A General Precession Theorem

A charged'particle with angular momentum & has an

associated magnetic moment m givén'by,
W=yd . (A-1)

_where v is a constant known as the gyromagnetic ratio.
When the charged particle is placed in a magnetlc field F,
a torque T acts on the magnetic moment m, and the angular

momentum changes at a rate equal to the torque; that is
~AxF=4yaxF. . (A-2)

To‘sh0w>that the magnetic mdmenf‘ﬁ precesses about the 
‘magnetic field F, equation (A-2) must be solved. Assuming
that F is parallel to the z axis of a Cartesian coordinate

system, equation (A-2) can be expresséd as follows:

d . .
;a‘t—:x:‘ =« F ay ' ‘ (A-3)
aa,
ﬁ _(-iT = -y F a, (A-4)
da ' 3 ’
S - e
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Eqﬁatibn'(A-S) shows that'az, the componeﬁt of the angular
bmomentum'i along the z axis, is constant. Therefore, the

angle «a between & and the magnetic field F is constant, and
az = a cos a . . (a-6)
It follows from equations (A-3) and (A-4) that

a2

+ (y F) =0
at2 i ax\. :

This‘haS~a solution of the form

ay = A cos (-y Ft + 8) (A-7)

"where € is a constant dependent on initial conditions.
Similarly the component along the y axis of & is given by
ay = A sin (-y Ft + 8) . . . (A-8)
Since -
 32? + ay2 = a2 = (a sin d)2 ,

equations (A-7) and (A-8) together with (A-6) give

~ax‘=‘a sin @ cos (Wt + 9)

]

ay = a sin a sin (wt + Q) . (A-9)

i

ay a cos a

where W = -y F. Equation (A-9) is a solution of the vector
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equation (A-2). Thevprecession of the aﬁgular momentum'i

about the z axis is clearly shown, and from equation (A—l)
»1t is seen that the magnetic moment m also precesses about
the z axis. Figure (a-1) shows the_relatlon between the

various vectors.

A.2 Magnetic Resonance

If there are no relaxation forces present, the equation
of motion for a particle with angular momentum & and
magnetio moment T in a magnetic field F is given by

equationl(A-z).

gy

=y ax ¥ S | - (A-2)

‘;Asrﬁas shown previously,’i and”ﬁ precees,about ?.with,angular
'velocity w = -y F .

The effect of a rotating magnetic field on the pre-
cession is readily determined by)tren;fe:ring to a rotating

coordinate system. The operator’equation

32 =-§€ +.W}x , | _ (A~10)
expresses the transformation of a first order derivative of
e Vector‘from a 1aboratory coordinate s&steﬁ to a_;otefing
ooordinate.syStem.‘vThe~symbol ﬁ}fepresents the angular
Velocity of fhe rotating system, relative to the laboratory

‘system. Applying equation (A-10) to (A-2), the following



Fig. (a-1)

General Precession.

Z
A
T

12 TN

//// T A
x ’ 4

Fig. (a-2)

Magnetic Resonance.
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expression is obtailned:

N - -]
o | P]

=yEax F+2r) ' (a-11)
Y . i
i Equation (A-11) shows that in the rotating cbordinate system

the apparent magnetic field is

= F‘+.E£
Y

s

and the apparent angular velocity of precession

e |

W o= oy F o+ W) .

If W = —y F , then H' and'ﬁf are both zéro, and the angular
mbmentum'i'and.magnetic moment T do:not precess in the
rotating coordinaté system. For cOnvénience,'assuMe that

a rotating magnetic field H' is applied in such a manner

that it apﬁears parallel to the x axis of the rotating co-
ordinate.system, The resultant magnefic.field;ﬁ;ff'in the
rotating coordinate system is the vector sum bf H; and H', as
shown in Fig. (a—z); The magnetic momeht m now precesses

about ®'gpy With angular velocity -y H'ype. When W = Wy,

%YE , and m will precess

'ﬁ;ff becomes equal to H; since F =
about the x axis of the rotating coordinate syétem. ‘There-
fore,.the projection of MW on to ?, the physically obserVable
part mp of the magnetic moment, will_seem\to vary'between

+mp and -mp, where, in the case of protons, -mp is the
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higher_energy state and +my the 1ower_energy state. Obviously .
for an aSsémbly of‘non—interacting protons the precession
aboﬁt ﬁ'e £f is a forced resonance phenome'gqh, known as
magnetiéfresonance, whose observable amplitude is a maximum
- when the angular freqﬁency Wr 6f the fotating magnetic:field
is equal»td the Larmor precession frequenéy w =Y—y,? of the
pf6t6né,- | .. |

- When placed in a magnetic field ¥, because of quanti-
Zation; protdns aie allowéd only two energy states which are
determiﬁed by the magnetic quantum numbers m, = ié. In
actual experiments, where'reiaxation forces are present, the
requirement of thermai equilibrium betweén the spin system |

and "lattice" prevents part of;the‘proton magnetic moments

from assuming the lower m, = +§ state and the equilibrium

by

condition established is a Boltzmann Distribution N

‘The rofatihg mﬁgnetic field, in effect, induces transitions

‘bétween the fwo'energy'states by forcing the magnetic

moments to "flip" ffom one state.td'the other. Statistically,
»fhe transition probabilities.from the my = +4 state to the

mﬁ = -4 state and from the,mn'%”—é state td the mp = +3
state, are equal. Since, the lower m = +% state has a

ﬁigher popﬁlation, the numbér of,transitions from the lower

state to the higher'state exceeds the transitions from the

higher state to the lowér state. The higher m, = -1 state

‘popﬁiation increases until an eduilibrium is achieved

between the energy dissipation to the'lattice_from the
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proton assembly, and the energy input to the assembly from
the rotating magnetic field. To maintain the equilibrium
‘condition the rotatiﬁg magnetic'fiéld must be applied
continuously. As a result of the ﬁagnetic resonance effect
the macrdscopic magnetic moment'ﬁ ofvthe proton assembly is
reduced.in magnitude. This is due td'the-smallér population.

difference. of the two_energy”stateé.

A.3 The Bloch Equations
':Consider a paramagnetic substance sub jected to a

'.magnetic fie1d F which is applied parallel to tﬁe z axis
of a‘Carteéian coordinate system. 'According to the Curie-
Langévin'Theofy(zi) the macroscopic magnétic moment M mﬁst
ultimately attain an equilibrium value M, = XF (X = nuclear
paramagnefic susceptibility) élong the.direCtion of the |
_magpétic field'F,'aﬁd the x and y components of M will.
:-vanish. Therefore,‘nucléér magnetic moments such as the
'pfotons in hydrogen cannot.beicohsidered'as an assémbly of
‘hon-interacting magnétiq mbments free frombexternal effects
and several factors affectiﬁg their equi}ibrium_condifion '
must be taken into account. There are three main factors
to be-donsidered:

(1) Atomic or molecular magnetism

(2) Spin=1attice interaction
and (3) Spin-spin interaction. |

The factor (1) is generally avoided by the use of
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dia@agneticvsubstances such as watér.

AAThe'faétor (2) accounté for the thermal motions of the
nuclear spin system. Dissipation of énergy»takes place _
through the,interactibn of the spin system with the "lattice'.
If M, is the instantaneéus z éomponent of M in the steady
;magnetic field F,,éhen the'energj of the nuclear spin sysfem
. . ,

W= -MF .
But according to the Curie-Langevin Theory the equilibrium
energy'is |

W= -MF .

Therefore, M, will tend to the equilibrium value M, at a
rate determined by the degree of thermal motion. 1If a
simple expohential law is assumed, the dynamic condition
can be expressed by

dm, 1

= —— - A-12
il e o a-12)

wheré Tl is the spin-lattice relaxation_time or the
Jongitudinal relaxation.time. It is a measure of the time
required for ¥ to éttain thermal equilibrium with the lattice,
when the z component of‘ﬁ_becomes equal to the equilibrium

value M,." The solution of equation'(AQIZ) is of the form

M, é M, {l-exb(-i%*):}



-85-

where the initial value of M, is taken to be ZQro.

The third factor (3) accountq»for the interaction”amdng
_the»nuclear'magnetic moments of the spin system,'_It isw
méinly the components Mx_and My of the maéroscopic magneti;
zation ¥ that are affectedlbecause of the tendency of the
spin;spin intéractiOn to make the nuclear magnetic'moments
precess with incoherent phaée abbutithe magnetic field F,
which is parallel to the z axis. The approach to the

equilibrium value, zero, by M* and My can be. expressed as,

([ dMy My |
a Ty .
! i . (A-13)
dMy My
. dt To

'where T2 is the spin-spin relaxation time or the transverse
relaxation time. It is a measure of thé time requiféd for
a group of.preceséing magnetic moments, initially in phase
With each other, to become out of phase. The iﬁhomogeneity
of F #cross the sample will also contribute to.thé phase
incoherence of the pfecessing magnetic moments; When this

: _ . ' *
effect is also taken into account, Ty is written as Tg .

Solutions. of equation (A-13) are of the form

My = My(0) exp (=)
‘ 2

- . t
and My = My(O) exp ( EE) .
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The equation expressing the dynamical condition of a
particle with angular momentum 3 and magnetic moment m-

subjected to a magnetic field F is given by

da =mxF (A-2)
dt o | «

~ Since m = ya, equation (A-2) becomes

dm - - . ’

—_— = F . A-1
dt mx ( 4)
By analogy, thejdynamical condition of the macroscopic

magnetic_moment'ﬁ can be expressed as

where relaxation effects are assumed to be absent. To
include the effects of relaxation forces, equation (A-15)

is combined with equations (A-12) and (A-13) to obtain the

expression
dN M, My _ (Mg - M) - -
—+-_{-—§+ J__y-*-{-k_iu_z___;u_o_.=rnyF (A_16)
~dt T9 - Tg Ty : .
If a rotating magnetic field, given by
Hy = Hy cos w,t
( - (A-17)
H. =

is superimposed on the magnetic field ¥, which is parallel
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to the z axis, equation (A-16) becomes

dd _ M M _ M, - M)
_._+1_-}.{-* +3_X*+ku
Tg™ Ty Ty

=y ¥ x (T H cos w,t - J Hy sin w.t + kF)

(A-18)

In terms of its components, equation (A-18) can be written,

aiy X
—_— + = v M, F + Hy sin w,t A-19
a1 Y v ¥ (9
du M ’ ' v
— L =y M, F + v M H cos w,t (A-20)
- dt Ty
d - o
d::dz + Mz T1M° =-y Mgz Hy sin wyt + y My Hy cos w,t (A-21)

Equations (A-19), -(A-20) and (A-21) are known as the Bloch

Equations.

The Bloch equations can bé simpiified by transforming

from the laboratory Cartesian coordinate system to a

rotating Cartesian coordinate system which has angular

velocity -w , relative to the laboratory system, and z axis

r

coincident with the laboratory system. Referring to

Fig.

magnetic moment M, in the rotating system are'givén by

and

(a~3), the components u and v of the macroscopic

u = My cos wpt - My sin w,t

v = =(My sin w,t + My cos W,t)

(A-22)

(A4-23).
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z Z
u o My
_ e — g = = —— -— —_— >
x! Wt {{wrt y
O
NV
v N
N ,
\
y
Fig. (a-3)

Components gf yz_anduyx ig Rotating Coordinates.
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It is readily shown that

M, ; u cos w.t ;vv sip Qrt . (A—24)
and M& = ;(q sin w?t + v cos w.t) (A-25)
septying aqustion (b-26) snd (A25) o the Bloch sauations

(A-;Q), (A-20). and (A—2l), the fbllowing expréssions are

obtained:

du._ _ . T u ’
— ==y F - W) v - — . A-26
— = (y F ~-w,) u-—%-vH M (A-27)
at Ty -

and am, M - M, = |
at Ty Lo T | ( ~28)

For simplicity let the magnetic field F be constant. Then
the nucleqr_Spin.system can be considered to be in thermal

equilibrium, and

It follows that, putting w. = v Hyp,

(A;29)

|
=
=
~
<

O x
u=-Ty" vy (F

. -
Hy My v. T2 (A-30)

V = =
1+ (y T2(F-H) 2
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 and
1 + (v To"2(F - Hp)?

+ L 5 (a-31)
1+ (y B2 TS + (v T 2(F - B?

M, = M,

o

Substituting equation (A-31) into (A-30) the solution for

v is obtained:

v = f§*H1 Mo v T2_ 5 5 (A-32)
1+ (y BT To* + (v ToM “(F - H)
Substituting equation (A-32) into (A-29) in turn gives the
solﬁtion‘for u: |

u = Hy MO (j/ Tg* )Z(F - H.) : . (A—é3)

Since the expression for-My,isvgiven by equation (A-25) as

M, = -(u sin wpt + Vv cos Wrt);,

the sigpal.detected‘bngrqésed 9Qi1 nuclear magnetic_

resonance experiments is now known. 
The'génera1 $hapes of‘u'and v as a_fupction of

Asrié_F.— H. are shown in Fig. (a;4). Differentiating

equation (A-33) with respect to AF gives

au MGGy O {1+ (vapPm TS - (1 E(F - 1P

- , (A-34)
d(eF) {1+ EPZ T+ (v TH2(F - 8?2 )2

Therefore the maxima and minima of u are given by
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AF

Fig. (a-4)

The Graphical Form of u and y.
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: *
Upax = +3. v HiTg M,
: 2p ok
{1+ (v mp21yTS) z

when -
AF = (aF) =+ {14 (nr) T7X) %
AFpax =+ =1+ (HY T,Ty 2
'y Ty '

_TheJmagnitudgtoﬁ Upax increases monotonically with Hl

but tends to an;asymptotic value

(umgg)max - 5 EE—&'

g Tz*);

The magnitude of v reaches the maximum value

‘ x
HiMp v Tg

v =
1+ (y H)2T,T,*

max

at AF = O,j The magn;tude of vpax increases at first as

k3

H; increases and reaches a maximum value

*\ %
mssdnns - 2 (1)

. when
(v BD?1 Ty =1 .

and v can attain are

Thqs the maximum values that Upax nAX

equal, B _ _ »
Bloch has shown.that the solution of the Bloch. .
equations obtained, thus far, also hold for slow‘variations'

of F (22) (23 ), provided


file:///t-j_
file:///T.j_
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d (F -
dt Hy

Uhder this condition if caﬁ be regarded that the steady
state of thermal equilibrium is attained at eachfinstant.
Therefore th¢,sngtiop will continue to be valid with F.
now répnesénting the instantaneous valué of the magnefic
field applied..

In the appliéation of nuclear magnetic resonance to
the-maggetometer,Tthe¢u§mode-sighgl-is utilized. Since
the variation of the geomagnetic field magnitude is-
generally kept -to.less than 0»1%-of the»mainw£ie1d'by the
feedback;éystem3sit is found convenient-to-assu@e that the
thermal»equilibrium value of the macroscopic magnetization

My, is equal to

My = M = X H

where X is the nuclear paramagnetic susceptibility and H,.
thg_resonance-value of F. Fpraprotons 1n.wafer at room

temperature X is given by the Curie formula‘24)'

p 2 L
n'SE;i_il .E_ = 3.4 x 1of10

x = -
31 - kT

‘where n = 6.9 x 1022/cm3, the number of hydrogen atoms
- per-unit Yolumetip water.

%, the nuclear .spin number.

-
]

m= 1,4 X'10'23 c.g.s., the magnetic moment of a
' proton.
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k = Boltzmann's constant

“and T = 291° K.
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APPENDIX B

FEEDBACK SYSTEM ANALYSIS*

'B.1 Classification of Systems

Definitions:

Linear System:
A system'whgse,state can be_éxpreSsed by a linear

_differential equation of the form'

. dx '~'wvl '
_a_n —('.1—1.:?1-4- n-1 :‘-t-ﬁ:-r+...+a X(t)

amg - dm‘lf
—.b EEE + bmel 'dtm

Foeus + by £(E)

where x(t) is the response, output or dependent variable

and.f(t) is‘the.input-orAdriving function. The symbol t

is the independent: variable and usually denotes time. In
most physieal,systems;ai,.(; = 0,1,2,...n) and by,

(r = 0,1,2,...m) are constants.

Feedback System

A system where some functlon of the output, or the
output of part of the system, is reintroduced as a
secondary driving function so as to modify the output.

A block diagram of such a system is shown in Fig. (b-1).

* A list of references is given at the end of the thesis.
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Servo System:

.A feedback system where the output is compared with the
inpgt, which is Ehe désiredvoutput,vand'the drivihg element
or amplifier is activated by the difference between the two
quantities.  A block diégram_of such a-sYstem ig shown in
Fig. (b=2). -

It ;s,readily seen that a servo system is a Special
case of a feedback system. The'term<"servoméchahism" usually.
refers_to servo systems_invqlvihg mechanical elements where
~ such elements introduce the dominating time constant of the
" system.. _ |

A simple remote control system with zero feedback is
_sometimes:kndwn as.é "s1a§e~servp",-or'more épprépriatelyi
an "open lqoprsystem“. Cénsequent}&»a $ystem;with feedback
is fermed a "closed'léop systgm"¢ »ItlShou1d be>nqted.that
depending on the viewpoint takén, all'the ferms~given\above‘

may be applied-fo the same system.

B.2 Laplace Transforms

A conveniegt method of solving linear differential
equations'with constant cqgfficients is the Lapléce trans-
fopm method. Thq'method also lends itself readily to the
nanalysis of feedback systens.

‘The Laplace transform of g(t) is defined as

+00

G(s) = L{g(t)} =)-\11;(‘:} S g(t) exp (-st).dt
-» A -
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mixer
amplifier 3 amplifier
primary tout
: _ outpu
‘-in ut - | feedback
A | . path . '
| secondary
1+ - input:
- Fig. (b-1)
“Feedback S&sfem._
" mixer
- (subtractor)
e amplifier }T
input output

feedback path

Fig. (b-2)

Servo System.
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where A > 0, g(t) = A exp (a t) and g(t) = 0 for t<O.
Thé'syqbo;s A and a gye'positive constants. For simplicity

‘the transform is usually written without the limit sign as

follows: e OO

SR (S
Ge) = L{s®] = Fyat) &7 at .
R R o o - I
. Of’immediate interest is the”application of the,trans_

form to the solution of linear differential equations

-Con81der the differentlal equatlon .

dnx: R L

an, an + an-l‘E;E:T + 0o + ag x(t)

dms | o
— 4+ ... + by f t. . (B-1) .
dtm ( ) 4

‘Since
| n T L oo
L { %E§¥}_= sBF(s) - s2-1F(0) - ... - F(®)(0),

-1f zero initial conditions are assumed, which will be the

case in most‘eledtrical‘Syétemg, equgtion'(B—i) yieldé,
';ansn + a3 gh-1 +oeee + 8g) L'{x(t)}
;_(éhsm + cee b,) L.{f(t)} .b
Putﬁiné

bms™ + ... + bg

—= ,
aps” + ... + 85

Y(s) = (B-2)
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we.obtain
L {x®] =¥ L {£®] . (8-3)

The‘output,AOr reSpOnse'x(f) is found by flnding the inverse

_.taplace transform of the right hand_sidevof,eqﬁation (B-3).

#

B.3 Inverse Laplace iransformg_'

The inverse Laplace transform of G(s)fis_defined as

PO - le+JOO ;
_g(F) = -1 {G(s)} '?‘3%3' - G(s) exp (st) as
: | &1 Joo

~ where aij>‘c‘andzthe path of integration is the Bromwich
_ Contour whlch ‘extends from a; - joo to al + Joo in the :
complex plane

Thus s 1s a complex number.' In ‘most cases it is
possible to resolve the Laplace transform of G(s) into
»partsawith recognlzable inverses. When G(s) has a
"complicated'form,‘ﬁefhods of complex:variable theory must

- be applied.

B.4 Transfer Function

The transfer function (system function, immitance
function or transmiss1on ratlo) of a- system is - defined

as follows

The transfer function of a system is the ratio
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'of the system output'to the system input provided
that theﬂsystem.input, output and all currents and
voltages are initially equal to zero. | |
The term transfer functlon is not normally assoclated

with expressions of the input and output function. in" the
timeidomgin since,their ratio does.not_oocup naturally in
‘the integroedifferentiélQequatiou_deSCribiug a physical

systém: Equation (B-2) gives the transfer fuuction of a

-systemtsince_from (3—3)

L { x(t)} . X(s)
L{f(t)} F(s)

Y(s) =

The ¢;osed loop or system transfer function of a
feedback system is obtained.by considering'the-block dia-
gram of»a genera1ized'foedback syétem shown in Fig.»(bﬁs).
The symbol G(ss is}the,forward-(open 100p) transfer-‘
funct1on and H(s) is the feedback transfer function. The
loop transfer function is -the. product G(s) H(s) of the two
transfer functions. Referring to Fig. (b-3), from the
definition of a transfer function we have, o |
Vo (s) | Ve (8)

o] ] .
) M4 HE) =T

o

G(s) =

Hence,

Vo(s) = E(s)G(s) and Ve (s) = V,(8)H(s) ,
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and also

E(s) = Vy(s) - Vo(s) H(s) .

Therefore, the feedback system transfer function is given
by

() ;‘Vo(s) _ E(s) G(s) A
Vi(s) E(s) +V,(s) H(s)

" Dividing by E(s) we obtain

G(s)
1 +.H($) G(s)

Y(s) =

’ Note that the mixer is defined. as a subtracting device,

thereby produ01ng the negatlve feedback effect. If the

 mixer is defined as an adding device, the feedback will be

p051tive.

- When H(s) = 1, the system transfer function becomes

- _G(s) -
¥(s) 1+ G(s)

A system with such a transfer function, where one hundred

percent feedback is performed, is known as a servo system.

It is a special case of a feedback system.

B.5 Transient Analysis

~The[response of a system to impulse inputs is
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G(s)_' 9
ﬁ(s) _ I,Vo(s)
3

Vi(s) = input to the feedback system
= feedback |

m <
~ Hb
0n o~
N 14)]
L
[} i

error input to the forward amplifier
Vé(é),= output of the feedback system
Fig. (b-3)

FeedbaCk’System.
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revealed by the inverse Laplace transform of the system
“transfer function, since for a unit impulse é(t) the

response is

xo) = 173 {rre) -t {v@},

where
ty | |
§()dt=1, t; and t2>0 ,
-t |

and o
L{S(t’)} =1.

.Therefore, the stability of a system is known when the
inverse Laplace transform of the sys;emgtransfér function
is determined. ' The usual form of a transfer function is

a rational function which can be expressed as

(S-' 7\1)(8 - 7\2‘).f.(s - 7\n)
(8 - a, )(S - a, )... (S - @)

Y(s) = K

where m > n . The symbols Ay, A2 ... A and a3, ag ...
@, are constants termed as. the zeros and poles of Y(s)

respectively. From complex variable theory we have

L "3Y(s), = - N (5 - ) '.

27 j m)

Cauchy's residue theorem is useful in obtaining the in-
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verse and states that

~1 F(s)
2rJ (s=a)n

ds = F(n-l)'(s) s = a

It is readily shown that the position of the poleS'ql,‘aé
ee. @p-in the gomplex plane determines. the stabilityfof
thé;systém‘sinée thé‘exponent of'the'exponéntial function
is given by the poles. in other.words, poles with.négative
feal'parts willlgive“a response that will decay asﬁt
increases but poles with positive real parts will give a
response. that incpeaseg with t and cause an unstable'.
response;-:Tpeamethod known as-the»Rogt;LocuS»method is
used'to detenhine the degree of_sﬁability of a system and

‘its dependence on the system parameters.

B

_B.6 Steady State Analysis

The method of analysis by the steady staté response .
of a system to,a.sinusoidal inputbhas‘two advantagéé-over
the transient response analysis: |

(1) - The application of the‘method is simple for

transfer functions with many zérOS an& poles.

(2) Design steps to improve the system are readily

.applied.
When.fhe'complexjvariable s in the system transfer
.function G(s) is ;eplacedzby.sw=~jw,;wheie.w is the. . .

angular frequency, the transfer function is called the
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frequehcy transfer functien. It is identified as the trans-
fer fugction repreeepting the steady state relation between
a continuous sinusoidal input and output, and leads to the
representation.Qf theuresponse of‘a system as a Fourier

Spectrum. It is readily shown that for an input of the form

) Tk o
vy (t) = z: anefjwnt

n=1
the steady state output of a linear system is

vy (t) = 2:1 an G(jw,) eI¥nt , (B-4)
. . n= : _

where G(s) is the system transfer function. 1In order to.

find the eteady state response it is'necessary to know the
nature of G(Jw) the frequency .transfer function.

- From .equation (B—4) it is seen that if G (3w) is plotted
against frequency w, a representation of the gain;of the
system to sinusoidal inputs with unity gmplitude will be
obtained. Considerea loop transfer function of 'a negative
feedback system which has the form |

(JWT1+1) (JWTg+1). .. (JWTg,, 1+1)

GGIW) = K(GWT ' . . (B-5)
" o (JwTp+1) (JWT+1) ... (GWTgp 13 1)

where r .and K are. constants and each Ty (i 01,2 3,...) is
a real constant known as the time constant associated with

a group of elements in the system which produce the
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'papticular pole or zefo. Rewriting equation (B-5) in polar
form using
a+ 3= (@ + 22 exp (i$)

we obtain

G(jw)%rx{wexp(JE)}r {orry P+ 1) Bexp (391) [(wr3)% 1} Zexp(3g3) . . .
2] {(wT2)2+1}%exp(j¢2){(WT4)2+l}éexp(j¢4)..5

where ¢i = arc tan w¥j .

Taking the natural logarithm of both sides

1n G(jw) = 1nK + rinw+ 1In { (wT1)2+ 1}%4- «.otln {(wT2n+1)2+1}%
- 1ln ~Y(le)2 + 1} %'-'....e in {(WTém)z + 1} 3
+jr%: + J arc tan wTy + ... + J arc tan wTgn,

- J arc tan sz - +46 = J arc tan WTZm

Essentially we have
1n G(jw) = 1n A(w) + j¢(w) (B-6)

where_A(w)‘is the amplitude of G(jw) and @(w) is the phase
angle. Since G(jw) is the loop transfer function, equation
(B-6) shows that if the pﬁase angle, which represents the
phase shift of a sinusoidal input after it has passed
through the System, is lﬁrger than in-at'some frequency,

the intended negative feedback will become a positive feed-
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back and the system will oscillate. However, if the amplitude
A(w) of the system is less than unity at tﬁe‘frequency of 7
phase shift, oscillations will not take place. Therefore, a
graphical representation of the amplitude A(w) of G(jw) and
the. phase angle ¢(w)'with'respect to frequency wil}_réveal
the stabiiity of a system. To represent graphicaliy the
ampiitude and phase ang;e of G(jw) against frequency w it is
convenient to convert-the natural logarithm to the decibel
(db).magnitude~which is defined as
db.amplitude‘= 20 log ﬁg
_ Ay
- where A; and Ay are the input and output amplitudes of

sinusoidal functiohs,- Since
1n x = 2.30 log x

we have

~db |G(Jw)| 20 log A(w) = 1n A(w) .

2.30
The diagrams produced by plotting the decibel amplitude,
db IG(jw)I ; of the loop transfer function and phase angle
¢(w) against logarithmic frequency log w, are known as
Bodé Diagrams. The asymptotic approximations which are
readily derived, simplifj the plotting of Bode Diagrams.

Consider the nth order zero and pole at the origin. We
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have

ln(,jw)in = +n 1ln w + jn

NI

Hence,

, +n
-db amplitude = 20 log |(jw)- I =+ 20 n log w

and the phase angle istrlgi. -The slope of the decibel
amplitude plotted against logarithmic frequency is

approximately 6ndb/octave since .
Adb = 20n log 2w - 20n log w = 20n log2 =~ 6n .

The{Bode”Diggfam of a first order pole and‘zero'at the
origin is shown in Fig. (b-4), together with the plot of
the constant gain factor K.

The Bode Diagram of an nth order real zero and pole

are derived in a similar manner. We have
1n(jwT+1)E? = +n1n {(,ij)2 + 1} é_—t jn arc tan wT

'Therefore,

db amplitude = 20 log | GWT + 1)i_n|=_4: 20n log{(;ij)2+1}%

and the phase angle is *n arc tan wT. Asymptotic approxi-

mations are;

for wlT « 1 db amplitude %+ 20n log 1 = 0

and  for wT > 1  db amplitude » + 20n log WT

which has a slope 16n db /oct.



-109-

Also when w = 1/T,
- +20n log { (jwT)2 + 1} 3 - +20m log,/2v+ n 3db.

The Bode Diagrams of a first order pole and zero at a point
on the real axis are given in Fig. (b-5). In Fig. (b-6) the
plot ofma duadratic zero and pole is shown. Since equation
(B-6) is an arithmetical sum of.simple,terﬁs it is readily.v
seen that any system is easily analysed by the Bode Diagram.
The Bode Diagraﬁ offers two conveniént parameters forv
expressing thevdegree of stability of a feedback system;
Géin margin:-
The db gain below O db of the loop transfer function
at the frequency where the ﬁhase shift approaches
*r.
Phase margin:
The smaller of the differences betﬁeen 4mr and the
phase shift 6f the loop transfer function where

the db gain is zero.

The analysis of the magnetometer is carried out by

the method of steady state analysis.

e
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Zero

slopé-é +6db/oct

log w
0db .
w=2
K
. slope = ~-6db/oct
N ' '
+180°
+90° zZero
log w
-90° - - - pole
~180°
Note: K has been incorporated
with |jw|. '
i.e., 20 log Kljwl = O
when w = 1
' K
Fig. (b-4)

Bode Diagram of First Order Pole and Zero at the Origin.
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/;ero
an

'//slope = +6db/oct

log w

slope = 6db/oct

\\iile

: zero
W= log w
‘\\ 1 : &
\\
T e B S 4
pole

Bode Diagram of‘First Ofder Real Pole and Zero.
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db

+40

+30

’

/ 2 . '
- zero: T9s“+2uTs+1

+20 db amplitude
+10 =_{(1~W2T2)2+4u2w2T2}é
0
-10
wT
'10
-\’. p°1e 2 9 1 —~
A T s“+2uTs+1
¢ ) S
phase
+40° +200°-]
».00 +1600_\ -T Zero
: o 2uwT
D phase = arc tan T30
=-40° +120° 4 o 1-w4T
. =80° +80°-
o “ ™
©=120° +40°- \
~160°  0°4 \\\”
pole zero : \\\;‘——‘j pole wT
- 0.1 1.0 10
Note: p = 0.5
“ Fig. (b-6) o

- .

Bode Diagram of Quadratic Pole and Zero.
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