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ABSTRACT

The purpose of this study was to investigate the effects
on recall of varying sentence complexity, sentence type, and
age of the subjects. The measure of sentence complexity used’
was Martin and Roberts' (1966) adaptation of ¥Yngve's (1960)
depth. The six sentence types involved were kernel (K), neg-
ative (N), passive (P), negative-passive (NP), passive trun-
cated (Pp), and negative-passive truncatedi(NPp).

One hundred twenty children, and one hundreddtwenty
adults, were exposed, ten at a time, to an orally-~presented
example of each sentence type. . After hearing the six senten-
ces, the subjects were instructed to write as many as they
could recall, 3Six such trials were effected with each subject,
Twelve sets of six sentences each were used such that six sets
were of the lesser mean depth (1.29) and six sets were of the
greater mean depth (1.71). Sixty subjects of each age were
exposed to one of elther the six sets of sentences having
mean depth 1.29, or to one of the six sets of sentences having
mean depth 1.71. |

The data supported two of three stated hypotheses, that 1is:

1) The likelihood of recall of a sentence is inversely re-
1ated to the mean depth of that sentence when both children and
adults are subjects.

1) More sentences of all types and of either depth are re-

called by adults than by chlildren,



A third hypothesis that::

1i1) Kernel sentences are recalled better than non-kernel
sentences by children and adults, was not supported by the data.
It was found, rather, that both adults and children correctly
récalled sentences involving the negative better than those
which did not. This finding, although supported by neither
psycholinguistic theory nor by the experimental literature,
was interesting. 1t was suggested that a study be performed
in an attempt to reproduce these results, and that an investi-
gation be made to determine if a tendency to respond éorrectly
more often to negative stimull 1s a culturally-determined
factor. Further, it was suggested that study be made of the
significance of the mean depth factor,'of transformations,

and of thelr interaction.
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CHAPTER 1
INTRODUCTION

In recent years, considerable interest has arisen over
changes in descriptive linguistics designed to provide psy-
chologists with more adequate descriptions of language than
were previously available. The present study is an attempt
to provide findings which may contribute to an understanding
of language behavior. In order that the problem to be dis-
cussed may be understood by those who are unfamiliar with the
psycholinguistic domain, certain importaht principles will
first be introduced.

Noam Chomsky is generally acknowledged as having piloneer-~
ed the psycholinguistic movement in the 1950's by introducing
his principles for a generative grammar. Essentially, Chomsky
proposed that a grammar "can be viewed as a device of some sort
for producing the sentences of the language under analysis"
(Chomsky, 1957, ps 11). The grammar establishes a small set
of rules from which are generated an 1nfiﬁite number of gram=-
matical sentences of the language and no non-sentences. Chomsky
proposed that there are three broad classes of rules that can be
established. The present study 1s chiefly concerned with the
following two: (a) formation rules-~from which the terminal
strings underlying the kernel of baslc sentences are derived, -

and (b) transformation rules-- which convert terminal strings



2
to various sentence types which are derivatives of the underlying
kernél.

Miller (1962, p. 749) described how Chomsky's formation
rules can be used to derive the terminal string underlying the
sentence,. "Bill hit the ball®, The constituent units used im
the analysis are symbolizeddas follows: T = article; N = noun;:
NP = noum: phrase; W= verb; VP = verb phrase; S = sentence.

Figure 1 illustrates how a small fragment of English
grammar might be expressed in this manner. The basic

axiom is S. The rewriting rules Fl-7 permit us to form

the sentence "Bill hit the ball" in a sequence of steps.
First S is rewritten as NP + VP,. according to rule Fl.

Then we can rewrite NP as "Bill" according to rule F4,

Since there is not any rule available for rewriting "Bill",
we are forced to stop at this point. We can, however, re-~
write VP according to rule F3, thus getting "Bill" + Vi + NP,
In this way we can proceed as indicated by the tree graph on
the right until the desired sentence 1s derived...

The set of rewriting rules on the left of Figure 1 can be
conveniently referred to as the grammar, and the set of
sentences that the grammar generates defines the language.

It is an important feature of this kind of grammar that

there are terminal symbols that cannot be rewritten, and

these comprise what we ordinarily recognize as the vocab-
ulary of the language. According to this way of repre-
senting it, the vocabulary is included:< in the grammar,

Such rules as are used by Miller in the preceding quotation
are called “phrase structure" rules by Chomsky (1957), and may
only be used to rewrite single symbols, never strings of symbols,
Transformation rules, however, are used to write a string of sym-
bols so that it may be transformed into another kind of string.
Chomsky (1957) proposes a variety of transformation rules, each
applying to strings of certain specified structural descriptions.

Clifton and Odom (1966, p. 2) give an example of how one kind of



transformation rule may be applied:

The passive transformation specifies that a string of
symbols (morphemes or names of classes of morphemes)
having the structural description NP, - Aux: - V/ - .
can be rewritten as NPy - Aux - W - ﬁPZ en - V= By +
XNPj. The transformation can be used to rewrite the
string of symbols that underlies, for instance, the
sentence "John hit the ball" into the string that
underlies "The ball was hit by John".

S
s:

Fl. S—NP + VP /// \\\

F2, NP —> T + N NP VP

F3, VP —> V- + NP ///

F4, NP —>Bill, John

AN
Bill v NP
T./

N
F6. N —>boy, girl, ball '
the ball

F5, T —>the, a hit

F?. V —hit

FIG. 1. A fragment of English grammar, phrased in terms of
rewriting rules, illustrating a generative grammar.
(Miller, 1962, p. 749)

Although there are different forms of transformation

rules, a detailed description falls outside the scope of this

paper. What is important is to explain the role played by

what Chomsky has described as the "terminal strings" underlying

"kernel" sentences (Chomsky, 1957). Phrase=structure rules plus

the appropriate transformation rules together will generate‘ter-

minal strings which, Chomsky states, are the fundamental basis

of the simplest form of sentence, the kernel. A kernel sentence

is commonly referred to in English usage as a simple active, dec-
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larative sentence such as "Bill hit the ball". According to
Chomsky, application of various transformation rules to the
terminal string underlying any kernel sentence will generate
strings underlying more complex sentences. These complex sen-
tences-~-the passive (P), the negative (N), the negative-passive
.(NP)f the question (Q), the negative question (NQ), the nega-
tive-passive question (NPQ), the passive question (PQ), along
with the kernel (K)-- go to make up sentence families. Miller
(1962, p. 760) graphically represents the relationships between
the members of a sentence family in a way which parallels
Chomsky's description. Miller's interpretation of these re-
lationships is presented in Figure 2.

The transformation theory proposes that, as the string
underlying the K also underlies the other sentence types, vary-
ing numbers of transformations must be made upon the underlying
string in order to generate the other sentence types. The
closeness of the relationship between any two sentence types
is indicated in Figure 2 by the number of lines in the shortest
path connecting them. Thus, to move from a K to a P requires
apparently one transformation, whereas to move from a K to a
NP requires two. The step-wise property of transformational

grammar is clearly indicated in this diagram.

* Throughout this paper, NP refers to noun phrase
whereas NP refers to negative passive sentence
typeo -



FIG., 2. Graph indicating relations among eight types of
sentences formed by negative (N), passive (P), and interro-
gative (Q) transformations. (Miller, 1962, p. 760)

Miller hypothesizes that:

«.sWhat people remember is the kernel sentence, but that

when you ask them to recite the original sentence exactly,

they supplement their memory of the kernel with a foot-

note about the syntactic:ostructure (Miller, 1962, p. 760).
The results of a number of current studies seem to corroborate
this hypothesis (Mehler, 1963; Menyuk, 1963; Gough, 1965;

Slobin, 1966). The apparent simplicity of the K, along with
the implication that 1t is easier to recall than any other sen-
tence type, will be shown later in this paper to be questionable,

Certainly there is more than one theory regarding the deriva-
tion of sentences. Lees (1960), as well as Katz and Postal (1964)
suggest that the kernel, the passive, and the negative have sep-
arate derivations, Katzrand Postal argue that there are certain
morphemes which are “universal", To be "universal", they say, a
morpheme must be specified by a general theory of linguistic de-
scriptions, rather than being a morpheme specific only to certain

languages. The negative morpheme, the passive morpheme, and the

question morpheme are examples of "universal morphemes", as they
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are most likely included in the underlying structure of many
languages, Thus, Katz and Postal see the relationships between
sentences as depending upon the number of universal morphemes
separating them. The active and the passive, differing in only
one universal morpheme, are supposedly very closely related.

The hypothesis that the kernel, the negative, and the passive
have separate derivations has been exposed to very little ex-
perimentation (Lees, 1960; Katz and Postal, 1964) in comparison
with the transformation hypothesis put forth by Chomsky (1957).
Nevertheless, as this question of derivation has as yet not been
settled, both hypotheses have heuristic value.

A brief description of another interpretation of modern
linguistic theory should provide sufficient background from which
to explore the problem to be investigated in this paper. In 1960,
Victor Yngve described "A model and an hypothesis for language
structure" which dealt with generative grammar in a different
manner, and with different emphasis than did Chomsky's model.
The differences, being of a philosophical nature, will not be
dealt with here. What is important, is to describe what Yngve
calls the ;depth hypothesis"™ (Yngve, 1960; 1964) and the manner
in which depth of sentences is assigned. Yngve states (1964)§

It seems, that as we speak, we incur commitments to.

finish our sentences in certain ways in order to make

them grammatical. As an example of what these commit-

ments are, take the following sentence: "“When the presi-

dent spoke, the people listened". As we start this sen-
tence with the word "“"when" we have two commitments, one

to finish a dependent clause “when the president spoke",

and the other to follow this with an independent clause

"the people listened". Then, as we start to fulfill the
first commitment with the word "the", we have two new
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commitments making a total of three: the original one,
that is to finish up with an independent clause,. another
to finish the subject of the dependent clause we started
with the word "the", and the third to follow this with a
predicate like "spoke". Apparently we cannot cope with
more than about seven such commitments at any one time
without forgetting what it was we were going to say...
The maximum number of commitments at any one time in a
sentence is called the depth of the sentence.
To complete Yngve's depth analysis of the sentence "When
the president spoke, the people listened", observe that when
the speaker says "president" he commits himself to finish up
with an independent clause, as well as to supply a predicate
for the dependent clause., Thus, "president" can be said to be
embedded in this sentence to the depth of 2. Upon saying "spoke",
however, the speaker is committed only to compieting the sentence
with an independent clause, so that "spoke" is embedded to the
depth of 1, But, upon saying "the", the speaker commits himself
further. He must furnish a subject of the independent clause,
as well as follow this with a predicate, thus involving "the"
to the depth of 2. "People" requires only that a predicate fol-
low, and so is embedded to the depth of 1, and "listened", being
that predicate, finishes the independent clause, so fulfilling
the final commitment of the spgaker. Voice intonation indicates
that there is nothing to follow the independent clause, and the
speaker's commitments are met. Therefore, "listened" is embedded
to the depth of O.

The words of the sentence "When the president spoke, the

people listened"™ can thus be sald to possess the ¥Yngve numbers
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2,3.2,1,2,1,0, respectively. (By definition (Yngve, 1960; 1964),
the depth of this sentence is 3.) Martin and Roberts (1966)
proposed that the mean of the Yngve numbers be taken as being a
measure of the “"structural complexity" of the sentence as a
whole., Thus, the "mean depth", or structural complexity of the
sentence "When the president spoke, the people listened" is 1,.57.

Always, when determining depth of words in a sentence,
phrase~-structure rules must be applied to discover the constit-
uents involved. For example, Figure 3 represents the formal
analysis of the sentence "When the president spoke, the people
listened". The figure assumes the form of a phrase-structure
tree which was first presented by Lukaslewicz and Tarski (1930)
and later adopted by Chomsky (1957), Yngve (1960), Miller (1962)
and other contemporary psycholinguists to diagram the constitu-
ents of English sentences. The principal units are written on
the horizontal "nodes"™ of the tree, and appropriate examples of
the sorts of words represented by these units are written at the
bottom of the vertical "branches". Yngve states (1960, p. 455)
that the English language works in such a way as to 1limit depth.

The mechanism that English uses to limit depth is a

restricted relabeling scheme involving sentence,

clause, noun phrase, primary attribute (adjectival),

secondary attribute (adverbial), and tertiary attri-

bute (adverbial).
Secondary units in the system are verb phrases, verbs, adjec-

tives, adverbs, articles (labeled "T" on the tree), and coor-

dinators (Co). Coordinators serve the function of joining what



S
Cl , Cl
Co Cl
NP VP NP VP
T N T N
Whem the president spoke the people listened’

(2) (3) (2) (1) (2) (1) (0)

FIG. 3. Phrase-structure analysis and Yngve's measure
of sentence depthe.
are analysable as two separate sentences. For example, in the
sentence "She hit him when he laughed", “when" is the coordina-
tor (symbolized as Co on the tree). Tertiary attributes, secon=-
dary attributes, and primary attributes are involved in sentences
such as "When very neatly dressed:children rose, she smiled",
The tertiary attribute is "very",. which modifies the adverb
"neatly". The secondary attribute comprises "neatly", together
with the tertiary attribute. The primary attribute comprises
the secondary attribute plus the adjective "dressed". This pat-
tern of subsuming constituents under broader constituents 1s
what Yngve means by a "restricted relabeling scheme". It is
possible to determine the depth of a sentence by counting off

the number of principal constituents involved in its makeup.
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As can be seen in Figure 3, the principal constituents involved
In the example sentence are marked off by nodes labeled S
(Sentences), CL (Clause), NP (Noun phrase). Thus, the depth of
this sentence is 3. The mean depth is computed by summing the
depths for each word and dividing this sum by the number of
words in the sentence (11/7 = 1.57).

Yngve, after introducing his concept of depth, hypothesized
"that there would be an easily observable effect of the depth
limitation in the grammar of English." Explicitly, he expands
this hypothesis thus (Yngve, 1960, p. 452):

a) Although all languages have a grammar based on
constituent structure,

b) the sentences actually used in the spoken language
have a depth that does not exceed a certain number

¢) egual or nearly equal to the span of immediate
memory (presently assumed to be 7 t 2),

d) The grammars of all languages will include methods
for restricting regressive constructions so that
most sentences will not exceed this depth,

e) and they will include alternative constructions of
lesser depth that would maintain the power of
expresslion of the language.

f) For all languages, much of the grammatical complexity
over and above the minimum needed for the signaling
function can be accounted for on this basis.

g) When languages change, depth phenomena will frequently
be involved, and will often play an important role.

Yngve goes on to state that constructions of lesser depth
are expected to be preferred over equivalent constructions of

greater depth. This is a very exciting hypothesis, for it
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predicts what transformation theories do not. Specifically,
Yngve's hypothesis would predict that, given two sentences of
the same type, but of different depths, the sentence of lesser
depth would be more likely, say, to be spoken by a speaker or
recalled by a listener. Transformation theories (ie., Chom-
sky's transformational grammar) predict ease of one sentence
type over another, but make no predictions concerning the ease
of recall of a sentence of a glven type over another sentence
of the same type.

In order to investigate the possibility that depth rather
than sentence type might be the significant factor in a sen-~
tence recall situation, Martin and Roberts (1966) devised an
interesting study. 120 college students were randomly assigned
to one of two treatment conditions. The first condition involv-
ed the recall of sets of sentences of mean depth 1.29, whereas
the second involved the recall of sets of sentences of mean
depth 1.71. Each set of sentences included one each of six
sentence types: Kernel (K), Negative (N), Passive (P), Negative-
Passive (NP), Passive Truncated (Pp), and Negative-Passive Trun-
cated (NPp). (A Pp sentence is one in which the agent 1s not
specified, as in "Lights are turned off in the evening"). Sen-
tence length was held constant. A set of sentences of elther
mean depth was read to a group of ten subjects, who were then
instructed to write down as many of the sentences as they could

remember. This procedure was repeated with the same set of sub-
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Jects and sentences until six free-learning trials were effected.

Martin and Roberts found that sentences of lesser mean depth
were recalled significantly more often than were sentences of
greater mean depth, regardless of sentence type. Further, kernel
sentences were less easlly remembered than were non-kernel sen-
tences. The conclusion that the likelihood of recall of a sen-
tence was inversely related to mean depth of that sentence strong-
1y corroborates Yngve's depth hypothesis. However, the conclusion
that kernel sentences were harder to recall than non-kernel sen-
tences is directly opposed to the results discussed earlier
(Mehler, 1963; Menyuk, 1963; Gough, 1965; Slobin, 1966) which
seemed to corroborate Chomsky's transformation hypothesis.
Further, Martin and Boberts' finding of no differences between
the various non-kernel sentence types is curilous, in light of
the results mentioned in the previous sentence.

Consldering the conflicting results to be found in the data
with respect to both the depth hypothesls and the transformation
hypothesis, as well as the paucity of data regarding thelr inter-
action, further investigatlion seemed merited. It is posslble
that investigation along these lines could contributé to a better
understanding of language development., If this goal is to be
achieved, data must be gathered regarding both children's and
adult's language behavior. Some of the gquestions which might

be answered by such research are:
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l. 1Is there any one sentence type which is easier
than others for adults to recall?

2. Is there any one sentence type which is easier
than others for children to recall?

3. Is sentence mean depth a significant factor in
sentence recall when adults are subjects?

L, 1Is sentence mean depth a significant factor in-
sentence recall when children are subjects?

5. What is the effect of the interaction of mean
depth and sentence type on recall of sentences
by both adults and children?

6. Will adults correctly recall more sentences
than will children?

With respect to questions 1 and 2, one would expect,
after considering the wealth of supportive data, that Kernels
would be the simplest sentences to recall for both adults and
children. This prediction would have to be made, 6 at least un-
til Martin and Roberts' (1966) results were replicated.

Considering Yngve's depth hypothesis and the results of
Martin and Roberts' study, one would expect that sentences of
a lesser mean depth would be recalled more often than those
of a greater mean depth regardless of the subject's age.

As answers to any or all of the above questions would be
illuminating, the present study was proposed to investigate
the effects on recall of varying sentence mean depth and sen-
tence kind when sentence length is controlled. Two age groups
were considered in order to determine if, in the controlled
situation described, there were age differences in recall of

sentences at two mean depths and of varying kind.
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It was hypothesized that:

l. The likelihood of recall of a sentence is inversely
related to the mean depth of that sentence when
both children and adults are subjects.,

2. Kernel sentences are recalled better than non-kernel
sentences by children and by adults.

3. More sentences, regardless of depth, are recalled by
adults than by children.



CHAPTER 1I
METHOD

On each of six free-learning trials, the same six sen-~
tences were read to the subjects (Ss), who then proceeded
immediately to recall them as best they could. The experi-
mental design was a 2 x 2 X 6 factorial design comprising
six sehtence types and two age groups within Ss, and two

levels of sentence depth between Ss.

Materials

Twelve sets of six sentences each were constructed such
that any one set contained the following six sentence kinds:
kernel (K), passive (P), passive truncated (Pp), negative (N),
negative-passive (NP), and negative-passive truncated (NPp).
The sentences were all seven words long and within each set
were unrelated in meaning in the judgment of the investigator,
The twelve sets of sentences appear in Appendix A,

The Thorndike-Lorge (1944) counts for all sets of sentences
was uniformly high so as to maximize fhe probability of the
words' being equally familiar to all Ss. The words of all sen-
tences appear in the Copp-Clark readers, Grades 1 through 3,
which are used in the British Columbia schools.

Of the twelve sets of sentences, six were made up of sen-

tences each of which had Yngve numbers 1,3,2,1,1,1,0 for the
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seven words, hence mean depth 1.29. The other six sets had
Yngve numbers 1,4,3,2,1,1,0, and hence mean depth 1.71.

Depth of each word was computed according to the phrase~structure
rules described by Yngve (1960). Mean depth of each sentence was

computed according to the method described by Martin and Roberts
(1966).

Subjects

The Ss were 120 children who were attending either Morley-
Brantford Elementary School or Kitchener Elementary School in
Burnaby, B.C., during the school year 1966-67 and 120 adults who
were attending su;mer school at the University of British Columbia
during July and August, 1967. All the Ss were at least second-
generation Canadlans Who spoke English as a first language. The
children's parents were all either engaged in professional work
or skilled labour. No child was classified by his school as
being in need of remedial work in any subject. The mean age of
the children was 9 years 5 mohths, and the mean I.Q. was 115,

All the adults were teachers in either the British Columbia ele-
mentary or secondary school systems. The mean age of the adults
was 30 years 3 months. I.Q. data were available only for younger
Ss.

Ss were run in groups of ten. Ten Ss from each age group
were randomly assigned to each of the 12 sets of sentences. Al-
together, there were four main groups of 60 Ss each., The groups

were named according to the age of the Ss as well as the mean-
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depth of the sentences being presented to that'particular group.
Thus, the groups were named: 9 (1.29); 9 (1.71); 30 (1.29);

30 (1.71).

Procedure
Ten Ss at a time were seated in standard classroom desk
chairs in an otherwise empty room (except for the experimenter's
table). Each S was given one sheet of blank paper and the fol-
lowing instructions were read aloud by the experimenter (E)Q
I am going to read six ordinary English sentences
to you. When I am finished reading, I will say "“start"
at which time I want you to write or print as many of
these sentences as you can remember. Don't write before
I say "start". 1 am not interested in how you spell the
words or in your handwriting. If you don't know how to
spell a word, write it down the way it sounds, and that
will be fine, If I don't understand it, I will ask you
later to explain. Are there any questions?. Are you ready?
Following the instructions, the E read six sentences aloud
to the Ss, after which they wrote them on their papers, taking
as much time as they wished. As soon as an S finished writing,
the E picked up the sheet on which the recalled sentences were
written., After all ten Ss had finished, fresh sheets of paper
were distributed, and the following instructions were read to
the Ss by the E¥
I am going to read the same six sentences again,
This time they will be in a different order, but that
doesn't matter. I want you to listen to them and when
I say "start", write down as many of them as you can

remember. We will do this 4 more times after this.
Are there any questions? Are you ready?:
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In all, six trials were effected with each group of ten

Ss. A Latin square was used to regulate ordering of sentences.
As a result, every sentence occured in such ordinal position
over six trials, and no sentence followed another in the same

order twice.



CHAPTER III
RESULTS

Correct recalls

For each comblination of sentence mean depth, sentence type,
‘and age, the mean number of correct recalls over six trials per
group of Ss was computed (see scoring procedures, Appendix B).
These results are presented in Table 1. Each mean correct
recalls score represents 60 Ss.

A2 x 2 x 6 analysis of variance was performed (age X mean
depth X sentence type) with repeated measures on sentence type
(see Winer, 1962, p. 337). It was found that older Ss made sig-
nificantly more correct recalls, regardless of the depth or the
kind of sentence, than did younger Ss (F = 35.92, df = 1/236,
p<.0001). It was also found that all Ss recalled significantly
more sentences, regardless of kind, at mean depth 1.29 than they

did at mean depth 1.71 (F = 47,904, 4f = 1/236, p ¢.0001)., Fur-

ther, sentence type was significant (F = 12,102, 4f = 5/1180,
P < .0001), as was the interaction between age and sentence type
(F = 4,749, 4f = 5/1180, p<.001). The interaction between mean
depth and sentence type, however, was not significant (F = ,918,
df = 5/1180, p ) +25).

Figure 4 represents the age X type interaction and indicates
that sentences vary in thelr availability for immedlate recall,

depending upon the S's age. Simple Negative sentences were re-



TABLE 1
MEANS AND STANDARD DEVIATIONS
OF CORRECT RECALL SCORES N=60

GROUP

Sentence Tvpe

K
X SD

N PT N PT P
X SD X SD X SD P SD

NP
X SD

9(1.29)

2.97 1.87

3.83 1.78

2.62 1.89

3.32 1.85

2.83 1.85

3.,0 2.08

9(1.71)

1.97 1.81

2.93 1.62

2.17 1.91

2.22 1.94

1.80 1.57

2.50 1.91

30(1.29)

3.97 1.70

L.28 1.4k

3.43 1.60

L.27 1.39

3.93 1.45

4.72 1.50

30(1.71)

3.12 1.81

2.75 1.81

2.52 1.70

3.38 1.67

2.98 1.73

3.45 1.63
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FIG: 4. Mean correct recalls of 9 year old and 30 year

old Ss for 6 sentence types n = 120,
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called correctly most often by 9 years old Ss (mean correct re-
calls = 3.40), whereas Negative-Passive sentences were recalled
correctly most often by 30 years old Ss (mean correct recalls =
k.09).

In ;1ew of the significance of sentence types a Tukey (b)
test on ordered palrs of correct recall scores for each sentence
type was computed (see Winer, 1962, p. 87). The results of the
Tukey analysis are presented in Table 2. Negative~Passive and
simple Negatlive sentences were recalled significantly more often
than Passive Truncated, Passive, and Kernel sentences (p ¢.01).
Negative-Passive Truncated sentences were recalled significantly
more often'than were Passive Truncated sentences (p< .0l) or
Passive sentences (p<.,05). There were no significant differ-
ences 1n ease of recall of K vs. NPT;'K vs. P; K vs, PT;

N vs, NPp; N vs, P; or NP