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Let \( f(x) = \sum_{k=0}^{\infty} f_k x^k \) be a function which is analytic at the origin with a radius of convergence \( R > 1 \) and with \( f(1) = 1 \).

Let \( f^n(z) = \sum_{k=0}^{\infty} f_{nk} z^k \) \( (f_{00} = 1; f_{0k} = 0, k > 0; f_{1k} = f_k) \). The matrix \( F = (f_{nk}) \) is known as a Sonnenschein summation matrix.

If \( f(z) \) is entire the summation method based on this matrix sums the geometric series in the domain \( D = \{ z : |f(z)| < 1 \} \).

In this thesis we consider the methods corresponding to the functions \( f(z) = (1-r) + rz \), \( f(z) = (1-r) + rz^2 \) and \( f(z) = (1-r)z + rz^3 \), \( 0 < r < 1 \). The summation method for \( f(z) = (1-r) + rz \) is the well-known Euler-Knopp or \((E,r)\) method.

Simple recursion relations are developed for the various rows of the matrices \( F \) obtained from the functions \( f(z) \) and the domain \( D \) is described in detail. More generally, the \((E,r,\alpha,\beta)\) methods are defined corresponding to the functions \( f(z) = (1-r)z^\alpha + rz^{\alpha+\beta} \), \( \alpha,\beta \) positive integers. Some theorems holding for the \((E,r)\) method \((= (E,r,0,1)\)
method) are generalized to this class.

Let \( a(z) = \sum_{k=0}^{\infty} a_k z^k \) be an arbitrary function, analytic at the origin. A well-known theorem in analytic function theory allows the construction of a domain \( D(a) \) in which a given summation method sums this series, from a knowledge of the domain \( D \) in which that method sums the geometric series. In Chapter II \( a(z) \) is taken as the solution to the two-body problem and the summation methods used are those corresponding to the three functions \( f(z) \) above. If the parameter \( r \) is chosen properly, the domain \( D(a) \) will contain the interval \( [0, \pi] \). The above three methods are shown to be progressively more effective in obtaining the solution on \( [0, \pi] \) and, in particular, are all much more effective than a technique used by V. A. Brumberg (1964).

In Chapter III these methods are applied with more limited success to the regularized three-body problem. An interesting numerical result is derived there concerning the width of the strip about the real axis in which the solution to the regularized three-body problem is analytic. Finally, a theorem is proved concerning the problem of the motion of a heavy rigid body
about a fixed point, showing that it can be treated with summation techniques in the same manner as the problems above.
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ABSTRACT

Let \( f(z) \) be a complex-valued function of the complex variable \( z \) which is regular at the origin, has radius of convergence \( R > 1 \), and satisfies the condition \( f(1) = 1 \). If we write \( f(z) = \sum f_k z^k \) and \( f^n(z) = \sum f_{nk} z^k \), \( n=0,1,2,\ldots \), the matrix \( F = (f_{nk}) \) leads to a summation method generally known as a Sonnenschein method. The utility of these methods lies in the fact that much can be said about them simply from a knowledge of the function \( f(z) \). In the present work we are concerned with the three methods associated with the three functions \( f(z) = (1-r) + rz \), \( f(z) = (1-r) + rz^2 \) and \( f(z) = (1-r)z + rz^3 \) where \( r \neq 0 \) is an arbitrary complex parameter (generally, \( 0 < r < 1 \)). The method based on the function \( (1-r) + rz \) leads to the well-known Euler-Knopp method which has already been extensively studied. We show that there exist simple recursion relations between the various rows of the matrix \( F \) and we make a detailed study of the domain \( D_r \) on which these methods sum the geometric series \( \sum z^k \). A more general sub-class of Sonnenschein methods called the \((E,r,\alpha,\beta)\) methods is then defined and some of the well-known theorems applicable to the \((E,r)\) method are shown to hold for this sub-class.
The practical application of the above three methods to the two- and three-body problems of classical mechanics forms the major portions of Chapters II and III. Much use is made in these chapters of a theorem, stated in Chapter I, which allows us to construct a domain $D_r(a)$ on which one of the above methods sums an arbitrary function $a(z)$ regular at the origin.

On the limited intervals for which the above methods are applicable, it is shown that they provide effective methods for obtaining the solution to the two-and three-body problems. Comparison is always made with similar results obtained by V. A. Brumberg and it is shown that the methods used here have certain advantages over his.

The Sundman series for the three-body problem are also set up and utilized. Although the series are not very effective, the convergence is not as bad as is generally supposed. An interesting argument based on numerical evidence shows that the width of the strip about the real axis, in which the solution to the regularized three-body problem is known to be analytic, is not as narrow as Sundman's estimates give.

Finally, a theorem is proved for the problem of the motion of a heavy rigid body about a fixed point showing that this problem can be treated in the complex plane in
the same way as the two-body problem and regularized three-body problem.
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Summation Methods in the Two-and Three-Body Problems

Introduction

The motivation for this thesis comes from a recent paper by V. A. Brumberg [1] in which he attempted to get solutions for the two-and three-body problems of classical mechanics valid for all real values of the independent parameter. Such a program however is extremely ambitious and, of course, subject to practical limitations. In order to apply Brumberg's technique it is necessary to know i) the Taylor series coefficients of the solution functions and ii) the entries $g_{nk}$ of an infinite matrix $G = (g_{nk})$ known as a summation matrix. With this information one is able to calculate a sequence of polynomials which, depending on the independent parameter used, converges to the solution for all real values of this parameter.

The idea behind the present work is to consider matrices $G$ which are more limited in nature, i.e. for which the sequence of polynomials above converges to the solution for all values of the parameter within a certain finite interval. In Chapter I it is shown that these matrices correspond to certain of a fairly large class of summation methods known as Sonnenschein methods. Associated with each such method is a function $f(z)$, regular at the origin, from which the corresponding matrix $G$ is derived. For the most part we shall take
\[ f(z) = (1-r) + rz \, , \, f(z) = (1-r) + rz^2 \, \text{or} \, f(z) = (1-r)z + rz^3 \]
where, in general, \( r \) is allowed to assume any complex value.

It is pointed out that the Sonnenschein method for
\[ f(z) = (1-r) + rz \] is the well-known Euler-Knopp or \((E,r)\) method while the methods corresponding to the other two functions \( f(z) \) do not seem to have been discussed anywhere in the literature to date.

Having outlined the methods in Chapter I, Chapters II and III are involved with their application to the two- and three-body problems respectively. It will be shown that on their limited interval of convergence these methods can be more effective than Brumberg's. Moreover, our methods are easier to apply since the matrix \( G \) is much simpler to evaluate. Finally, the practical limit to Brumberg's method does not seem to extend too far beyond our limited interval of convergence.
CHAPTER I

Sonnenschein Methods

1.1 Summability and Analytic Continuation

The notions of summability and the related concepts of generalized sum and generalized limit as well as the detailed treatment of many summation methods are expounded in Cooke [1], Dienes [1], Hardy [1] and Knopp [1] as well as in the works of many other authors. For completeness, let us briefly review some of the main ideas below.

If \( \{s_n\} \) is an arbitrary sequence and \( F = (f_{nk}) \) \((n,k=0,1,2,\ldots)\) an infinite matrix the sequence \( \{t_n\} \) known as the F-transform of \( \{s_n\} \) is formally defined by

\[
(1.1) \quad t_n = \sum f_{nk} s_k \quad (n=0,1,2,\ldots)
\]

(Assume the index \( k \) runs from 0 to \( \infty \) unless otherwise specified.) If \( \{t_n\} \) converges whenever \( \{s_n\} \) does, and to the same limit, and if \( t_n \rightarrow s \) for some divergent sequence \( \{s_n\} \), we can assign to this sequence the limit \( s \) called its generalized limit by \( F \) and we write \( s_n \rightarrow s(F) \). In such a circumstance the matrix \( F \) is said to be regular; well-known necessary and sufficient conditions on a matrix \( F \) in order that it be regular are...
1) \[ \sum |f_{nk}| < M \] for each \( n \), where \( M \) is independent of \( n \),

(I)

ii) \( f_{nk} \to 0 \) as \( n \to \infty \) for each \( k \), and

iii) \( \sum f_{nk} \to 1 \) as \( n \to \infty \).

Again, if \( \sum u_k \) is an arbitrary sequence and \( G = (g_{nk}) \) \((n,k=0,1,2,\ldots)\) an infinite matrix, the sequence \( \{t_n\} \) in this case is formally defined by

\[ t_n = \sum g_{nk} u_k \quad (n=0,1,2,\ldots) \tag{1.2} \]

If \( \{t_n\} \) converges whenever \( \sum u_k \) does having a limit equal to the sum of the series and if \( t_n \to s \) for some divergent series \( \sum u_k \), we can assign to this series the sum \( s \) called its generalized sum by \( G \) and write \( \sum u_k = s(G) \). As above, \( G \) is called regular. Necessary and sufficient conditions for a matrix of this type to be regular are

(I) \[ \sum |g_{nk} - g_{nk+1}| < M \] for each \( n \), where \( M \) is independent of \( n \),

(II)

ii) \( g_{nk} \to 1 \) as \( n \to \infty \) for each \( k \).
More fully the matrices $F$ and $G$ above are referred to as regular sequence-to-sequence and series-to-sequence summation matrices respectively and the two notions are not unrelated. Thus from any regular sequence-to-sequence matrix $F = (f_{nk})$ one can obtain a regular series-to-sequence matrix $G = (g_{nk})$ by putting

$$g_{nk} = \sum_{m=k}^{\infty} f_{nm},$$

while from any regular matrix $G = (g_{nk})$ the matrix $F = (f_{nk})$ with $f_{nk} = g_{nk} - g_{nk+1}$ will also be regular if, in addition, $\lim_{n \to \infty} \lim_{k \to \infty} g_{nk} = 0$. If $G$ provides a generalized sum for the series $\Sigma u_k$, $F$ will provide a generalized limit for the sequence $\{s_n\}$ of partial sums of this series and vice-versa.

The above ideas are utilized in analytic function theory as follows: Let $a(z)$ be an arbitrary function of the complex variable $z$ which is analytic at the origin so that

$$a(z) = \sum a_k z^k.$$  \hspace{1cm} (1.3)

If a regular series-to-sequence summation matrix $G$ is applied to series (1.3) (here $u_k = a_k z^k$) there results a sequence of functions $\{t_n(z)\}$ with
(1.4) \[ t_n(z) = \sum g_{nk} a_k z^k \quad (n=0,1,2,\ldots) \]

and, if the radius of convergence of (1.3) is \( R \), we have \( t_n(z) \to a(z) \) at least for all \( z \) satisfying \( |z| < R \). But in fact this limit may hold on a larger domain than that given by \( |z| < R \). Thus we are led to a representation of the function \( a(z) \) outside its circle of convergence, that is, we are in possession of a means of analytically continuing the function \( a(z) \).

It is worthwhile noting that very often the matrix \( G \) will be row-finite (each row has finitely many non-zero entries). In this case the expressions (1.4) are all polynomials, a result which is obviously desirable for practical purposes. We also note at this point that while most matrices \( G \) which are used in practice are regular, this is in general an unnecessary restriction. By this is implied that there do exist matrices \( G \) which are not regular but for which sequence (1.4) exists and converges to \( a(z) \) on a domain extending beyond the circle of convergence of the Taylor series.

In these cases however the sequence may fail to converge at points inside the circle of convergence.

To illustrate the above ideas consider the well-known Euler-Knopp, or \((E,r)\) summation method (Knopp [2], [3]; Agnew [1]). The corresponding matrices
\[ F(r) = (f_{nk}(r)) \text{ and } G(r) = (g_{nk}(r)) \text{ depend on a parameter } r \neq 0 \text{ and are defined by } \]

\[
(1.5) \quad f_{nk}(r) = \binom{n}{k} r^k (1-r)^{n-k} \quad (k=0,1,\ldots,n) \\
= 0 \quad (k > n)
\]

and

\[
(1.6) \quad g_{nk}(r) = \sum_{m=k}^{n} \binom{n}{m} r^m (1-r)^{n-m} \quad (k=0,1,\ldots,n) \\
= 0 \quad (k > n)
\]

The matrices are regular if and only if \( 0 < r \leq 1 \).

For \( r=1 \) \( F(1) \) is the identity matrix while \( G(1) \) is the lower semi-matrix

\[
(1.7) \quad \begin{pmatrix}
1 & 0 & 0 & \cdots \\
1 & 1 & 0 & \cdots \\
1 & 1 & 1 & \cdots
\end{pmatrix}
\]

and thus the method is equivalent to ordinary convergence (usually considered a regular method).

For \( a(z) \) let us consider the function \((1-z)^{-1}\) so that series (1.3) becomes the geometric series \( \sum z^k \). Then if \( G(r) \) is applied to this series (or \( F(r) \) to its sequence of partial sums) we get the sequence \( \{g_n(z)\} \) where
(1.9) \[ g_n(z) = \frac{1-z[(1-r)+rz]^{n}}{1-z} \]

which will converge at all points inside the circular domain

\[ D_r = \{ z : |z-(1-r^{-1})| < |r|^{-1} \} \]

to the function \((1-z)^{-1}\). Note that the boundary of \(D_r\) always passes through \(z=1\) and that for \(r \notin (0,1)\), \(D_r\) does not contain the unit disk and consequently \(G(r)\) (and \(F(r)\) as well) cannot be regular.

We conclude this section with a lemma and a theorem which relate the domain on which a given summation method with matrix \(G\) sums the geometric series to the domain on which it sums an arbitrary function \(a(z)\). Let the former domain be \(D\). Thus if \(G = (g_{nk})\) and if \(g_n(z)\) is defined by

(1.10) \[ g_n(z) = \sum g_{nk}z^k \quad (n=0,1,2,...) \]

we have \(g_n(z) \to (1-z)^{-1}\) as \(n \to \infty\) for each \(z \in D\).

Let us further assume in all that follows that \(D\) is star-like with respect to the origin. Consider the function \(a(z)\) given by (1.3) and construct for \(a(z)\) the domain \(D(a)\) as follows:
For each $\theta$, $0 \leq \theta < 2\pi$, let $r_\theta = \lim \inf \{r : r > 0, z = re^{i\theta} \text{ a singular point of } a(z)\}$. Take $r_\theta = \infty$ if $z = re^{i\theta}$ is always a regular point of $a(z)$. For all $\theta$ for which $r_\theta$ is finite define $D(\theta)$ by

$$D(\theta) = \{z : z = z^' e^{i\theta}, z^' \in D\}$$

and finally define $D(a)$ by

$$D(a) = \bigcap \{D(\theta) : 0 \leq \theta < 2\pi, r_\theta < \infty\}.$$

It is easy to check that $D(a)$ will also be star-like with respect to the origin. Moreover, if $D$ is the principal star of $(1-z)^{-1}$, $D(a)$ will be the principal star $A(a)$ of $a(z)$. (The principal star of $a(z)$ is that domain which remains when all the half-lines originating at a singular point of $a(z)$ and extending radially outward to infinity are deleted from the complex plane.)

We now have the following lemma (Hille [1, p. 70]):

**Lemma 1** With the notation as above let $\Delta$ be a compact subset of $D(a)$. Then there exists a "scroc" (simple closed rectifiable orientable curve) $C_\Delta$ in $A(a)$ containing 0 and $\Delta$ in its interior such
that for each \( z \in \Delta \) and \( \zeta \in C_\Delta \) the point \( z/\zeta \in D \). In fact \( K = \{ w : w = z/\zeta , z \in \Delta , \zeta \in C_\Delta \} \) is a compact subset of \( D \).

The following theorem is basic for the work that follows. It constitutes a generalization of the corresponding one found in Hardy [1, p. 190] while that found in Hille [1, p. 71] seems slightly in error.

**THEOREM 1** Suppose the matrix \( G \) sums the geometric series to the limit \( (1-z)^{-1} \) for every \( z \) in a domain \( D \) which is star-like with respect to the origin and that the convergence of the sequence (1.10) is uniform with respect to \( z \) on compact subsets of \( D \). Then \( G \) also sums the series (1.3) to the function \( a(z) \) in the star \( D(a) \), uniformly with respect to \( z \) on compact subsets.

**PROOF.** For any compact set \( \Delta \subset D(a) \) determine the "scroc" \( C_\Delta \) provided by Lemma 1. Since \( C_\Delta \subset A(a) \), Cauchy's integral formula gives

\[
(1.13) \quad a(z) = \frac{1}{2\pi i} \oint_{C_\Delta} \frac{a(\zeta)}{\zeta} \frac{1}{1-z/\zeta} d\zeta
\]

for each \( z \in \Delta \). Consider the function \( t_n(z) \) defined by
(1.14) \[ t_n(z) = \frac{1}{2\pi i} \int_{\Gamma_n} \frac{a(\zeta)}{\zeta} g_n(z/\zeta) d\zeta \quad (n=0,1,2,\ldots) \]

where \( g_n \) is given by (1.10). This integral exists since by the lemma \( z/\zeta \in D \) and \( C_\Delta \subset A(a) \). Now (1.10) is a Taylor series and since \( g_n(z) \to (1-z)^{-1} \) for \( z \in D \), its radius of convergence must be at least as great as \( \lim \sup \{|z| : z \in D\} \). Thus \( K \) in Lemma 1 lies interior to the circle of convergence of \( g_n(z/\zeta) \). Replacing \( g_n(z/\zeta) \) by series (1.10) in (1.14), interchanging summation and integral signs (which the above argument allows) and recalling that \( a_k = \frac{1}{2\pi i} \int_{\Gamma_n} a(\zeta) d\zeta \)

we finally obtain

\[ t_n(z) = \sum_{n=0}^{\infty} g_n(z/\zeta) a_k \]

i.e. we obtain sequence (1.4). However, from (1.13) and (1.14) we get the estimate

(1.15) \[ |a(z)-t_n(z)| \leq \frac{1}{2\pi} \int_{\Gamma_n} \frac{|a(\zeta)|}{|\zeta|} |(1-z/\zeta)^{-1}-g_n(z/\zeta)| d\zeta \]

\[ \leq M \max_{\zeta \in C_\Delta} |(1-z/\zeta)^{-1}-g_n(z/\zeta)| \]

since \( \zeta \) is bounded away from zero and \( a(\zeta) \) is bounded on \( C_\Delta \). But the points \( z/\zeta \) lie in the compact set \( K \)
and thus for sufficiently large $n$ the above maximum can be made arbitrarily small, which proves the theorem.

1.2 Sonnenschein Matrices and their Construction

If any summation method is to be used practically, that is for actual calculations in computing machines, it would be desirable if it possessed the following two properties. Firstly, one would hope that the individual rows of the matrix $F$ or $G$ used in the method could be easily calculated, either explicitly or recursively. Secondly, it would be desirable if, without too much difficulty, one could obtain the domain $D$ on which the method sums the geometric series. Fortunately these two properties generally hold for a class of methods known as Sonnenschein methods. The methods themselves were outlined by J. Sonnenschein [1] in his doctoral thesis in 1946 and were later detailed in his papers [2] and [3]. In his treatment of the subject Sonnenschein adopts a functional analytic point of view. Below we shall attempt to establish his ideas more specifically in the realm of analytic function theory and to develop some specific methods which will be applied in later chapters.

We begin by remarking that the application of a summation matrix $G$ to the geometric series or a matrix
F to its sequence of partial sums very often leads to a sequence \( \{g_n(z)\} \) where \( g_n(z) \) can be obtained in the closed form,

\[
g_n(z) = \frac{1-z f_n(z)}{1-z}.
\]

The simplest example of this is when \( F \) is the identity matrix or \( G \) is the matrix (1.7) so that \( g_n(z) \) is just the \( n \)-th partial sum of the geometric series, that is

\[
g_n(z) = \frac{1-z z^n}{1-z}.
\]

Further examples are given by

1) the Euler-Knopp or \( (E_r, r) \) methods (Section 1.1) where \( g_n(z) \) is given by (1.8),

\[
g_n(z) = 1 - z \int_0^1 [1 - (1-z)u]^n dq(u)
\]

with \( q(u) \in BV[0,1] \) and \( q(0) = 0, q(1) = 1 \) (note that when \( 0 < r < 1 \), i) is a particular case of ii) with \( q(u) = 0, 0 \leq u \leq r, q(u) = 1, r < u \leq 1 \),
iii) the Borel or (B) method [see Hardy [1, p. 79])

where

\( g_n(z) = \frac{1-ze^{-n(1-z)}}{1-z} \) ,

iv) and more recently, the Lototsky or (L) method (Agnew, [2]) where

\[ g_n(z) = \frac{1-z(z+1)\cdots(z+n-1)/n!}{1-z} \]

The obvious conclusion to be drawn in all these cases is that \( g_n(z) \to (1-z)^{-1} \) on \( D \) if and only if \( f_n(z) \to 0 \) on \( D \). Comparing (1.10) and (1.16) we obtain

\[ g_n(z) = \sum g_{nk}z^k = \frac{1-zf_n(z)}{1-z} \]

In any useful method of analytic continuation the domain \( D \) on which \( g_n(z) \to (1-z)^{-1} \) must extend beyond the unit circle. This implies that the series in (1.20)

must converge in some circular domain \(|z| < R, \, R > 1\)

which contains \( D \). But this in turn implies that \( f_n(z) \) must be analytic in the domain given by \(|z| < R\) and, in order that the expression on the right hand side of (1.20) does not have a pole at \( z = 1 \), that \( f_n(1) = 1 \) for all \( n \).
One of the simplest ways of obtaining a sequence of functions \( \{ f_n(z) \} \) satisfying the conditions of the last paragraph would be to start with a fixed function \( f(z) \) (which, loosely translating Sonnenschein, will be called a displacement function (fonction de glissement)) satisfying

\[\text{a)} \quad f(1) = 1 \]
\[\text{b)} \quad f(z) \text{ is analytic for } |z| < R, \quad R > 1.\]

Let \( D \) be defined by \( D = \{ z : |f(z)| < 1, |z| < R \} \) or, if \( f(z) \) is entire, by \( \{ z : |f(z)| < 1 \} \). Putting \( f_n(z) = f^n(z) \) we do in fact obtain a sequence of functions tending to zero on \( D \). It is to be noted that \( z = 1 \) is always a boundary point of \( D \) and by the maximum modulus principle, no deleted neighbourhood of \( z = 1 \) could lie in \( D \). To obtain the matrices \( F \) and \( G \) let us write

\[(1.21) \quad f^n(z) = \Sigma f_{nk} z^k, \quad |z| < R\]

and form the Sonnenschein matrix \( F = (f_{nk}) \). If \( F \) is applied to the partial sums of the geometric series we obtain

\[g_n(z) = \Sigma f_{nk} \frac{1-z^{k+1}}{1-z}
= \frac{1}{1-z} \Sigma f_{nk} - \frac{z}{1-z} \Sigma f_{nk} z^k = \frac{1-zf^n(z)}{1-z}\]
since \( f(1) = 1 \) by a). Consequently, \( F \) is indeed the type of matrix we wished to construct and the series-to-sequence matrix \( G = (g_{nk}) \) can be obtained from \( F \) by putting \( g_{nk} = \sum_{m=k}^{\infty} f_{nm} \). Notice at this point that examples i) and iii) above are examples of Sonnenschein methods with displacement functions corresponding to \( f(z) = (1-r) + rz \) and \( f(z) = e^{(1-z)} \) respectively.

Let the displacement function now be taken to be a polynomial

\[
(1.22) \quad p(z) = p_0 + p_1 z + \cdots + p_\lambda z^\lambda
\]

which we shall henceforth call a displacement polynomial. The condition \( f(1) = 1 \) here implies \( \sum_{i=0}^{\lambda} p_i = 1 \). \( R \) is now + \( \infty \) while \( D \) is the lemniscatic region given by \( \{ z : |p(z)| < 1 \} \) (which may not be star-like with respect to the origin). The matrix \( F = (f_{nk}) \) has the form

\[
(1.23) \quad \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 & 0 & \cdots \\
p_0 & p_1 & p_2 & \cdots & p_\lambda & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{pmatrix}
\]

Since \( f^n(z) = p^n(z) \) is a polynomial of degree \( n\lambda \) the \( n \)-th row of the matrix will have \( n\lambda + 1 \) entries which are in general non-zero. In fact it is not difficult
to see that the entry \( f_{nk} \) can be given explicitly by

\[
(1.24) \quad f_{nk} = \sum \frac{n!}{b_0!b_1! \cdots b_\lambda!} p_0^{b_0} p_1^{b_1} \cdots p_\lambda^{b_\lambda}, \quad (0 \leq k \leq n\lambda)
\]

\[
= 0 \quad \quad (k > n\lambda)
\]

where the above sum is taken over all permutations of the non-negative integers \( b_0, b_1, \ldots, b_\lambda \) satisfying

\[
\sum_{i=0}^{\lambda} b_i = n \quad \text{and} \quad \sum_{i=0}^{\lambda} i b_i = k.
\]

Use of (1.24) to compute the entries \( f_{nk} \) is, however, not practical. A more useful method of computing these entries is to obtain them recursively by noting that

\[
p^{n+1}(z) = p^n(z) \cdot p(z)
\]

so that

\[
(1.25) \quad f_{n+1,k} = \sum_{i=0}^{\lambda} p_i f_{n,k-i} \quad (0 \leq k \leq (n+1)\lambda)
\]

\[
= 0 \quad \quad (k > (n+1)\lambda).
\]

This formula remains valid for all \( n \) and \( k \) provided \( f_{nk} \) is taken to be zero if \( k \) is a negative integer.

The series-to-sequence matrix \( G = (g_{nk}) \) can now be obtained from the relationship

\[
g_{nk} = \sum_{m=k}^{\lambda} f_{nm}.
\]

We see \( G \) is also row-finite with the \( n \)-th row having in general \( n\lambda + 1 \) non-zero entries. If one uses the above sum to define \( g_{nk} \) for negative values of \( k \), one obtains
(1.26) \[ g_{nk} = 1 \quad (k < 0) \cdot \]

With this convention

\[
(1.27) \quad g_{n+1,k} = \sum_{m=k}^{(n+1)\lambda} f_{n+1,m} = \sum_{m=k}^{(n+1)\lambda} \sum_{i=0}^{(n+1)\lambda} p_i f_{n,m-i} \\
= \sum_{i=0}^{(n+1)\lambda} p_i f_{n,m-i} \\
= \sum_{i=0}^{(n+1)\lambda} p_i g_{n,k-i} \\
= 0 \quad (0 \leq k \leq (n+1)\lambda) \\
= 0 \quad (k > (n+1)\lambda) 
\]

which is a recursion relation identical with (1.25) for the \( f_{nk} \). We notice that \( g_{n0} = 1 \) for all \( n \) and to initiate the recursion relation

\[
(1.28) \quad g_{1k} = \sum_{i=k}^{\lambda} p_i \\
= 0 \quad (0 \leq k \leq \lambda) \\
= 0 \quad (k > \lambda) .
\]

### 1.3 Certain Explicit Methods

In this section we shall outline several Sonnenschein methods obtained by taking special displacement polynomials and we shall note the domain \( D_r \) involved in all cases.

1) As a first example let us reconsider the method with displacement polynomial
(1.29) \[ p(z) = (1-r) + rz \quad (r \neq 0) \]

In this case \( p_0 = 1-r \) and \( p_1 = r \) so that the recursion relation (1.27) becomes

(1.30) \[ g_{n+1,k} = (1-r)g_{nk} + rg_{nk-1} \quad (0 \leq k \leq n) \]
\[ = 0 \quad (k > n) \]

For \( 0 < r < 1 \) the matrix \( G \) is regular and the domain \( D_r \) is the circular region given by (1.9). It is interesting to observe that as \( r \to 0 \) the domain \( D_r \) approaches the left half-plane given by \( \text{Re}(z) < 1 \).

2) Consider now a displacement polynomial of the form

(1.31) \[ p(z) = (1-r) + rz^2 \quad (r \neq 0) \]

Here \( p_0 = 1-r \), \( p_1 = 0 \), and \( p_2 = r \) so that the recursion relation becomes

(1.32) \[ g_{n+1,k} = (1-r)g_{nk} + rg_{nk-2} \quad (0 \leq k \leq 2(n+1)) \]
\[ = 0 \quad (k > 2(n+1)) \]

If we take \( 0 < r < 1 \), then \( p(z) \) has roots at the points \( \pm i\mu \) where \( \mu = [(1-r)/r]^{1/2} \). Since \( p(1) = p(-1) = 1 \) both \( z = \pm 1 \) lie on the boundary of \( D_r \). When \( z \) is pure imaginary, \( p(z) \) is real.
and \( z = \pm i \xi_L \), and we find \( p(z) = -1 \) for 
\[ \xi_L = \left\{ \frac{(2-r)}{r} \right\}^{1/2} = (\mu^2 + 1)^{1/2} > \mu. \]

Thus \( \pm i \xi_L \) are also points on the boundary of \( D_r \). If we put 
\[ z = \xi \cdot e^{i\varphi}, \]

it is an easy matter to calculate that points on the boundary of \( D_r \) satisfy the polar equation

\[(1.33) \quad \xi^2 = (\mu^4 \cos^2 2\varphi + 2\mu^2 + 1)^{1/2} - \mu^2 \cos 2\varphi. \]

Hence for a given \( \varphi \) there is only one positive solution for \( \xi \) and thus \( D_r \) is star-like with respect to the origin. We note \( (1.33) \) gives \( \xi = \pm \xi_L \) for \( \varphi = \pm \pi/2 \).

We note also that as \( r \to 0 \) \( \mu \) and \( \xi_L \to c. \) In an attempt to find the limiting domain as \( r \to 0 \) let us restrict \( \varphi \) to the interval \( 0 < \varphi < \pi/2 \) and let us take \( \mu \) large. For \( 0 < \varphi < \pi/4 \), \( (1.33) \) can be written as

\[ \xi^2 = \mu^2 \cos 2\varphi \left[ (1 + \frac{2}{\mu^2 \cos^2 2\varphi} + \frac{1}{4 \mu^2 \cos^2 2\varphi})^{1/2} - 1 \right] \]

or, after applying the binomial theorem, as

\[(1.33) \quad \xi^2 = \sec 2\varphi + o(1), \quad \mu \to c. \]

Thus for \( 0 < \varphi < \pi/4 \), \( \xi \to \sqrt{\sec 2\varphi} \) as \( \mu \to c. \) \( r \to 0 \).

On the other hand, for \( \pi/4 < \varphi < \pi/2 \), \( (1.33) \) gives
\[ \xi^2 = -\mu^2 \cos 2\varphi \left( 1 + \frac{2}{\mu \cos^2 2\varphi} + \frac{1}{\mu^2 \cos^2 2\varphi} \right)^{1/2} + 1 \]

or

\[ (1.33)' \quad \xi^2 = -\mu^2 \cos 2\varphi + O(1), \quad \mu \to 0 \]

and therefore \( \xi \to 0 \). The limiting domain is shown cross-hatched in Fig. 1 as well as the domains \( D_r \) for \( \mu = 1 \) and \( \mu = 2 \). The summation method based on this displacement polynomial will be of use in latter work.

3) Continuing in this direction we find that another displacement polynomial leading to a useful method is the polynomial

\[ (1.34) \quad p(z) = (1-r)z + rz^3 \quad (r \neq 0). \]

For \( 0 < r < 1 \) this polynomial has roots at \( z = 0 \) and \( z = \pm i\mu \) where \( \mu = \left( (1-r)/r \right)^{1/2} \) as above.

The recursion formula is now

\[ (1.35) \quad g_{n+1,k} = (1-r)g_{n,k-1} + rg_{n,k-3} \quad (0 \leq k \leq 3(n+1)) \]

\[ = 0 \quad (k > 3(n+1)). \]

The points \( z = \pm 1 \) are again on the boundary of \( D_r \) and if \( z = \xi e^{i\varphi} \) the polar equation of this boundary is given by
Figure 1. Limiting domain for $p(z) = (1-r) + rz^2$ and the domains $D_\mu$ for $\mu = 1$ and $\mu = 2$. 

\[ z^2 = \sec 2\phi \]

\[ x^2 - y^2 = 1 \]
(1.36) \[ \xi^2 (\xi^4 + 2\xi^2 \mu^2 \cos 2\varphi + \mu^4) = (1+\mu^2)^2 \]

which for \( \varphi = \pi/2 \) becomes

(1.37) \[ \xi(\xi^2 - \mu^2) = \pm(1+\mu^2) \]

It suffices to consider the roots of this equation taking the positive sign since the roots for the negative sign are the negative of these. Hence the equation becomes

(1.38) \[ \xi^3 - \xi \mu^2 - (1+\mu^2) = 0 \]

which has one root at \( \xi_L > \mu \) while the cubic has a relative maximum at \( \xi = -\mu \sqrt{3} \) and a value \( 2\mu^3 / 3\sqrt{3} - \mu^2 - 1 \) at this value. This value is positive for all values of \( \mu \) greater than \( \mu_L = 2.910684 \). Thus equation (1.38) has only one real root provided \( \mu < \mu_L \), that is, provided \( r > r_L = (1+\mu_L)^{-2} = .065387 \). The shape of the domain \( D_r \) is as follows: For small values of \( \mu \) it is similar to that in Fig. 1 with \( \mu = 1 \). As \( \mu \) increases, the domain gets pinched in above and below the real axis, while for still larger values of \( \mu \) the domain \( D_r \) breaks into three distinct ovals (Cassini ovals). When \( \mu = \mu_L \) we have the limiting case where the three ovals just meet. While the domain \( D_r \) is not star-like with respect to the origin even
for values of $\mu < \mu_0$, it is true however that the
largest sub-domain of $D_r$ which is star-like with
respect to the origin will contain that segment of
the imaginary axis from $-i\xi_L$ to $+i\xi_L$ provided
$\mu < \mu_0$.

4) Consider finally displacement polynomials of
the form

$$p_\lambda(z) = 1 - r(1-z)^\lambda$$

where $r$ is any complex number $\neq 0$. Let us make the
transformation $w = 1 - z$ so that $p_\lambda(z)$ becomes

$$q_\lambda(w) = p_\lambda(1-w) = 1 - rw^\lambda.$$  

If we now put $w = re^{i\nu}$ and let $E = \{w : |q_\lambda(w)| < 1\}$,
it is not difficult to show that points on the boundary
of $E$ satisfy the polar equation

$$r^\lambda = \frac{2}{r} \cos \lambda \nu.$$  

Specifically, the curve (1.41) is a lemniscate which
has $\lambda$ loops if $\lambda$ is an even integer and $2\lambda$ loops
if $\lambda$ is an odd integer. Thus if we define $D_r$ by
referring to (1.40) we find \(|p_\lambda(z)| < 1\) for all \(z \in D_r\).

By (1.42) \(D_r\) is simply the lemniscate given by (1.41) rotated through an angle \(\pi\) and translated to the point \(z = 1\) from the origin. For \(\lambda > 1\) (\(\lambda = 1\) reduces to the \((E,r)\) method) it is clear that \(D_r\) never contains the unit disk and consequently the matrices \(F\) and \(G\) derived from this displacement polynomial can never be regular.

1.4 The Methods \((E,r,\alpha,\beta)\)

It is possible to obtain a generalization of the \((E,r)\) method and parts of some of Agnew's proofs [1] relating to it by considering the sub-class of Sonnenschein methods for which the displacement polynomial is given by

\[
p(z) = (1-r)z^\alpha + rz^{\alpha+\beta}, \quad \alpha, \beta \text{ positive integers.}
\]

Let us denote by \((E,r,\alpha,\beta)\) the method obtained from (1.43). Thus, in this context, the \((E,r)\) method is equivalent to \((E,r,0,1)\) while our two previous methods corresponding to \(p(z) = (1-r)z^2 + rz^3\) and \(p(z) = (1-r)z + rz^2\) become \((E,r,0,2)\) and \((E,r,1,2)\) respectively. Note that \((E,r,\alpha,0) = (E,0,\alpha,\beta)\). It is easy to see that the matrix \(F = (f_{nk})\) obtained from (1.43) will be given by
From (1.44) we see that

\[(1.45) \quad \sum |f_{nk}| = (|r| + |1-r|)^n \quad (n=0,1,2,\ldots)\]

and that this sum is bounded if and only if \(0 \leq r \leq 1\).

However, for \(\alpha = 0\) and \(r = 0\), (1.43) becomes \(p(z) = 1\) and for such a displacement function the method is certainly not regular. It is now only a simple matter of checking i), ii) and iii) of Section 1.1 to obtain

**THEOREM 2** For \(\alpha = 0\), the \((E,r,\alpha,\beta)\) method is regular if and only if \(0 < r \leq 1\) and for \(\alpha > 0\), if and only if \(0 \leq r \leq 1\).

Let us point out that Sonnenschein [3] has shown that sufficient conditions for the regularity of any Sonnenschein method are that \(f(z)\) satisfy \(\alpha)\) and \(\beta)\) (see Section 1.2) and
Thus for any \((E,r,\alpha,\beta)\) method (aside from the case \(\alpha=0\), \(r=0\)), the conditions are necessary as well.

The next two theorems follow from equivalent ones by Agnew with only a change of subscript and consequently the proofs will not be given in detail. The product of two summation methods can be defined as the method obtained by applying the methods in succession; in terms of matrices it corresponds to the usual matrix product of the two matrices. If such a product is denoted by "\(*\)" we can prove

\textbf{THEOREM 3} \quad (E, r)*(E, s, \alpha, \beta) = (E, rs, \alpha, \beta).

For an arbitrary sequence \(\{s_n\}\), if \(\{t_n\}\) denotes its transform by \((E, r, \alpha, \beta)\) then, using (1.44),

\begin{equation}
(1.46) \quad t_n = \sum_{k=0}^{n} \binom{n}{k} (1-r)^{n-k} r^k s_{\beta k+\alpha n}.
\end{equation}

Assuming \(r \neq 0\) application of \((E, r^{-1})\) to \(\{t_n\}\) yields the sequence \(\{\sigma_n\}\) with

\begin{equation}
(1.47) \quad \sigma_n = \sum_{k=0}^{n} \binom{n}{k} (1-r^{-1})^{n-k} r^{-k} t_n.
\end{equation}

By theorem 3, \(\{\sigma_n\}\) can be obtained by applying \((E, 1, \alpha, \beta)\) to \(\{s_n\}\); but this yields
For any positive integer \( \gamma \), let us say a method permits omission of \( \gamma \) elements if summability of 
\[ s_0, s_1, s_2, \ldots \] implies summability of 
\[ s_\gamma, s_{\gamma+1}, s_{\gamma+2}, \ldots \]
to the same value and permits adjunction of \( \gamma \) elements if summability of 
\[ c_1, c_2, \ldots, c_\gamma, s_0, s_1, \ldots \] implies summability of 
\[ c_1, c_2, \ldots, c_\gamma, \] to the same value where \( c_1, c_2, \ldots, c_\gamma \) are arbitrary constants. (For Agnew's definitions \( \gamma = 1 \)).

**THEOREM 4** If \( \beta = 0 \), \( \alpha \neq 0 \), the \((E, r, \alpha, \beta)\) method permits omission and adjunction of \( \alpha \) elements. 
If \( \alpha = 0 \), \( \beta \neq 0 \) the \((E, r, \alpha, \beta)\) permits omission of \( \beta \) elements if \( r \neq 0 \) and permits adjunction of \( \beta \) elements if and only if \( |1-r| < 1 \).

The first part is immediate for then \( p(z) = z^\alpha \) from (1.43). If \( \{s_n\} \) is an arbitrary sequence its transform under the \((E, r, \alpha, 0)\) method is then \( \{t_n\} \) where \( t_n = s_\alpha n \). The omission of \( \alpha \) elements produces the sequence \( \{t'_n\} \) where \( t'_n = s_\alpha(n+1) \) while the adjunction of \( \alpha \) elements \( c_1, c_2, \ldots, c_\alpha \) produces the sequence \( \{t''_n\} \) where \( t''_0 = c_1 \), \( t''_n = s_\alpha(n-1) \), \( n=1, 2, \ldots \) Thus \( t_n = t'_{n-1} = t''_{n+1} \) and the proof holds.
The second part follows the corresponding theorem by Agnew. It is essential in this proof that one be able to obtain $s_{\beta k}$ in terms of $t_0, t_1, \ldots, t_k$; this follows from (1.48).
CHAPTER II

Application to the Two-Body Problem

2.1 The Two-Body Problem

In the classical two-body problem of celestial mechanics we are interested in the motion of two particles about one another when each is influenced by the gravitational field of the other and by no other forces. Usually the equations of motion are set up for the relative motion of one of the particles about the other. Since such motion is known to take place in a fixed plane, it can be suitably described in relation to a set of rectangular Cartesian axes situated in this plane with the origin at one of the two particles. If proper initial conditions exist, the second particle will then move in an elliptic path with the origin (the first particle) at one of the foci.

The standard equations of motion for the elliptic two-body problem have been reduced to the following (see Danby [1, Chapter 6])

\begin{align}
\tag{2.1} 
& x = a \cos E - ae, \\
& y = a\sqrt{1-e^2} \sin E \\
\tag{2.2} 
& M = E - e \sin E = n(t-T)
\end{align}

where the symbols used are
\textbf{x, y} rectangular coordinates of the moving particle,
\textbf{a} length of semi-major axis of ellipse,
\textbf{e} eccentricity of the ellipse,
\textbf{E} eccentric anomaly,
\textbf{M} mean anomaly,
\textbf{n} mean motion,
\textbf{t} time,
\textbf{T} time of perihelion passage.

The left hand equality in (2.2) gives the well-known Kepler equation. Since \( a \) occurs as a multiplicative constant in (2.1) there will be no loss in generality if we take it equal to 1 hereafter. The solution is obtained when x and y are known functions of \( M \) (thus by (2.2) known functions of \( t \)). F. R. Moulton\cite{1} has shown that these solutions possess singularities in the complex plane at the points

\begin{equation}
M = 2n\pi + \Omega \quad \quad (n=0, \pm 1, \pm 2, \ldots)
\end{equation}

where \( \Omega \) is given in terms of the eccentricity by

\begin{equation}
\Omega(e) = -\sqrt{1-e^2} + \ln[(1+\sqrt{1-e^2})/e] .
\end{equation}

It is not hard to verify that \( \Omega(0) = +\infty \) and \( \Omega(1) = 0 \) and that \( \Omega(e) \) is a monotone decreasing function of
e on the unit interval. Table I gives the values of \( \Omega(e) \) for \( e = .05 (.05) 1.00 \) (i.e. as \( e \) varies from .05 to 1.00 in steps of .05).

Let the solutions of (2.1) and (2.2) be given by

\[
(2.5) \quad x = x(M), \quad y = y(M).
\]

Consideration of (2.3) shows that the singularities of these functions nearest the origin are those at \( \pm i \Omega(e) \) so that the Taylor series for these functions, written as

\[
(2.6) \quad x(M) = \sum x_k M^k, \quad y(M) = \sum y_k M^k,
\]

converge if \( |M| < \Omega(e) \). If we are given a series-to-sequence summation matrix \( G = (g_{nk}) \) which sums the geometric series to \( (1-z)^{-1} \) on \( D \), using (2.3) again we can form the domains \( D(x) \) and \( D(y) \) for the functions (2.5) according to the method outlined in Section 1.1 (here \( D(x) = D(y) \)). Referring to Theorem 1, the functions \( x_n(M) \) and \( y_n(M) \) defined by

\[
(2.7) \quad x_n(M) = \sum g_{nk} x_k M^k, \quad y_n(M) = \sum g_{nk} y_k M^k,
\]

will then converge to \( x(M) \) and \( y(M) \) respectively at all points \( M \) inside \( D(x) = D(y) \). In order to evaluate the functions occurring in (2.7) it is evident that we will need to know the Taylor series coefficients.
### TABLE I

Values of \( \Omega(e) \) for \( e = 0.05(0.05)1.00 \)

<table>
<thead>
<tr>
<th>( e )</th>
<th>( \Omega(e) )</th>
<th>( e )</th>
<th>( \Omega(e) )</th>
<th>( e )</th>
<th>( \Omega(e) )</th>
<th>( e )</th>
<th>( \Omega(e) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>2.6895</td>
<td>0.30</td>
<td>0.9199</td>
<td>0.55</td>
<td>0.3698</td>
<td>0.80</td>
<td>0.0931</td>
</tr>
<tr>
<td>0.10</td>
<td>1.9982</td>
<td>0.35</td>
<td>0.7741</td>
<td>0.60</td>
<td>0.2986</td>
<td>0.85</td>
<td>0.0589</td>
</tr>
<tr>
<td>0.15</td>
<td>1.5959</td>
<td>0.40</td>
<td>0.6503</td>
<td>0.65</td>
<td>0.2361</td>
<td>0.90</td>
<td>0.0313</td>
</tr>
<tr>
<td>0.20</td>
<td>1.3126</td>
<td>0.45</td>
<td>0.5437</td>
<td>0.70</td>
<td>0.1814</td>
<td>0.95</td>
<td>0.0108</td>
</tr>
<tr>
<td>0.25</td>
<td>1.0952</td>
<td>0.50</td>
<td>0.4509</td>
<td>0.75</td>
<td>0.1339</td>
<td>1.00</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

### TABLE II

Degree of Polynomials in the \((E,r)\) Method Giving About 8 Decimal Places of Accuracy for \( e = 0.05, 0.25, 0.50, 0.75, 0.95 \)

\( r/r_L = 0.35(0.05)0.65, \ M' = 0.50 \) and \( \Omega \).

<table>
<thead>
<tr>
<th>( r/r_L )</th>
<th>( M' = 0.35 )</th>
<th>( M' = 0.40 )</th>
<th>( M' = 0.45 )</th>
<th>( M' = 0.50 )</th>
<th>( M' = 0.55 )</th>
<th>( M' = 0.60 )</th>
<th>( M' = 0.65 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Omega = 0.05 )</td>
<td>31</td>
<td>25</td>
<td>23</td>
<td>22</td>
<td>20</td>
<td>19</td>
<td>17</td>
</tr>
<tr>
<td>( \Omega = 0.25 )</td>
<td>31</td>
<td>25</td>
<td>23</td>
<td>22</td>
<td>20</td>
<td>19</td>
<td>17</td>
</tr>
<tr>
<td>( \Omega = 0.50 )</td>
<td>31</td>
<td>25</td>
<td>23</td>
<td>22</td>
<td>20</td>
<td>19</td>
<td>17</td>
</tr>
<tr>
<td>( \Omega = 0.75 )</td>
<td>31</td>
<td>25</td>
<td>23</td>
<td>22</td>
<td>20</td>
<td>19</td>
<td>17</td>
</tr>
<tr>
<td>( \Omega = 0.95 )</td>
<td>31</td>
<td>25</td>
<td>23</td>
<td>22</td>
<td>20</td>
<td>19</td>
<td>17</td>
</tr>
</tbody>
</table>
in (2.6). For ease of computation a weight factor \( \chi \) is introduced so that \( x_k = \chi^k x_k^* \) and \( y_k = \chi^k y_k^* \). The series (2.6) can now be written

\[
(2.6)' \quad x(M) = \Sigma x_k^*(\chi M)^k, \quad y(M) = \Sigma y_k^*(\chi M)^k.
\]

From (2.1) and (2.2) it is an easy matter to obtain the differential equations

\[
(1-e^2-ex) \frac{dx}{dM} = \frac{-y}{\sqrt{1-e^2}} \quad (2.8)
\]
\[
(1-e^2-ex) \frac{dy}{dM} = \sqrt{1-e^2} (e+x)
\]

and the initial conditions \((M = 0)\)

\[
(2.9) \quad x(0) = x_0^* = 1 - e, \quad y(0) = y_0^* = 0.
\]

When \((2.6)'\) is substituted into \((2.8)\) we obtain the recurrence relations

\[
(1-e)x_n^* = \frac{1}{\chi} \left( \frac{1+e}{1-e} \right)^{1/2} x_1^*,
\]

\[
(1-e)x_n^* = -\sqrt{1-e^2} y_{n-1}^* + e \chi \sum_{k=1}^{n-1} (n-k)x_k^* x_{n-k}^*, \quad (n=2,3,4,\ldots)
\]

\[
(1-e)ny_n^* = \sqrt{1-e^2} x_{n-1}^* + e \chi \sum_{k=1}^{n-1} (n-k)x_k^* y_{n-k}^*.
\]
In this chapter the weight factor $\chi$ is always taken equal to $\Omega^{-1}(e)$. We note that with the weight factor $\chi$ involved the expressions (2.7) now become

$$(2.7)' \quad x_n(M) = \sum g_{nk} x_k^*(\chi M)^k, \quad y_n(M) = \sum g_{nk} y_k^*(\chi M)^k.$$ 

### 2.2 The $(E,r)$ Method in the Two-Body Problem; Brumberg's Results

The matrix $G(r) = (g_{nk}(r))$ for the $(E,r)$ method was discussed in Section 1.3 and a recursive formula for the entries $g_{nk}(r)$ used in the expressions (2.7)' was given there by (1.30). It remains therefore to determine some suitable value for the parameter $r$ and to construct the domain $D_r(x) = D_r(y)$ which is dependent on this parameter and in which the functions $x_n(M,r)$ and $y_n(M,r)$ in (2.7)' converge. Hereafter, we take $0 < r < \infty$. Since the functions $x(M)$ and $y(M)$ are periodic in $M$ of period $2\pi$ and since $x(\pi+M) = x(\pi-M)$, $y(\pi+M) = -y(\pi-M)$ (see (2.1) and (2.2)), let us consider the problem of determining $r$ so that the interval $[0,M']$, $M' < \pi$, lies inside $D_r(x)$. Referring to the construction of $D_r(x)$ as outlined in Section 1.1, for every singular point in (2.3) of the form $2n\pi \pm i\Omega$, $n \neq 0$, the corresponding domains $D(\theta)$ contain $[0,2\pi]$, and hence $[0,M']$. On the
other hand, the domains \( D(\pi/2) \) and \( D(3\pi/2) \) corresponding to the singularities \( i\Omega \) and \(-i\Omega\) respectively will contain \([0, M']\) if and only if \( r \) is chosen so that (see Figure 2)

\[
\Omega(\frac{2}{r} - 1)^{1/2} > M',
\]

i.e., if and only if

\[
0 < r < r_L = \frac{2}{1 + (M'/\Omega)^2}.
\]

We note in passing that if \( M' = \Omega \), then \( r_L = 1 \) and if \( M' > \Omega \), then \( r_L < 1 \). Consequently, in choosing the parameter \( r \) we require \( 0 < r < r_L \). However, if \( r \) is taken too small, while it is true that the expressions (2.7)' still converge on \([0, M']\), the effectiveness of this convergence will be reduced. This will be pointed out in the following paragraphs where we shall obtain the estimate \( r = .5r_L \) for the most suitable value for \( r \).

The basis for this estimate is as follows: Let \( K \) be any compact subset of the \( z \)-plane which can be contained in some circular domain \( D_{r_o} \), \( 0 < r_o < \infty \), corresponding to a given \((E, r_o)\) method. Then for \( 0 < r < r_o \), \( K \subset D_r \). If \( d_r(z) \) represents the
Figure 2 The domain $D(\pi/2)$.

Figure 3 The domain $K$. 
distance from the center of the circle \( D_r \) to an arbitrary point \( z \), define \( d_r(K) \) by

\[
(2.12) \quad d_r(K) = \lim \sup_{z \in K} d_r(z).
\]

Finally, if this quantity is divided by the radius of the circle we obtain the ratio

\[
(2.13) \quad \xi(r,K) = r d_r(K)
\]

which is a measure of the relative distance of the compact set \( K \) from the center of the circle \( D_r \). Let \( \{g_n(z,r)\} \) represent the sequence of polynomials which arises from the \((E,r)\) method and converges to \((1-z)^{-1}\) in \( D_r \). Then it is easy to check that the polynomial \( g_n(z,r) \) can be obtained by constructing the Taylor series for \((1-z)^{-1}\) about the point \( 1 - \frac{1}{r} \), i.e. about the center of \( D_r \), truncating this series after \( n \) terms, expanding the expressions \( \{z-(1-1/r)\}^k \), \( k=1,2,\ldots,n \), by the binomial theorem, and rearranging the resulting double series in powers of \( z \). Thus the sequence \( \{g_n(z,r)\} \) is a sequence of polynomials arising from a truncated Taylor series with circle of convergence \( D_r \) and \( K \) lies interior to this circle.
Consequently, the best $r$ value should be that for which the relative distance from $K$ to the center of the circle is a minimum, i.e. for which $\xi(r,K)$ is a minimum.

Returning to the two-body problem with a given $(E,r)$ method, we must first reconsider (1.15) of Chapter I where the function $a(z)$ is now replaced by the function $x(M)$ of the two-body problem, the functions $a_n(z)$ by $x_n(M,r)$ and $g_n(z/\zeta)$ by $g_n(M/\zeta,r)$. The compact set $\Delta$ is now taken to be the line sequent $[0,M']$. This equation can now be written

\begin{equation}
|x(M)-x_n(M,r)| = \frac{1}{2\pi} \left| \int_{C_\Delta} \frac{x(\zeta)}{\zeta} \left\{ (1-M/\zeta)^{-1} - g_n(M/\zeta,r) \right\} d\zeta \right|
\end{equation}

where $C_\Delta$ lies in the principal star of $x(M)$ and contains the origin and $\Delta$. The point set $K(C_\Delta)$ defined by

$$K(C_\Delta) = \{ z : z = M/\zeta, M \in \Delta, \zeta \in C_\Delta \}$$

is a compact subset of the $z$-plane and $K(C_\Delta) \subset D_r$ provided $0 < r < r_L$. Furthermore, it is not difficult to prove that once $C_\Delta$ is determined any other simple closed rectifiable orientable curve lying in the principal star of $x(M)$ and containing $C_\Delta$ in its interior can
replace $C$ in Lemma 1. Moreover, the difference in (2.14) is not affected by using this larger curve. However, as the curve is taken larger and larger the point set $K(C^\Delta)$ shrinks onto the point set

\[(2.15) \quad K = \{ z : z = M/\zeta, M \in \Delta, \zeta \text{ a singular point of } x(M) \} . \]

Using (2.3) we see that $K$ consists of all radial line segments issuing from the origin and ending at a point $M'/(2\pi r + i\Omega)$, $n = 0, +1, +2, \ldots$ (see Figure 3). We note further that $K$ is dependent only on $M'$ and the singularities of $x(M)$ and not on $C^\Delta$. Let us now assume that, as a function of $r$, the left-hand side of (2.14) attains its minimum value whenever the bracketed quantity inside the integral on the right-hand side does, $M/\zeta$ being taken in $K$. From the last paragraph, this will occur when $\xi(r, K)$ is a minimum.

It is not difficult to show that, except for very small values of $\epsilon (< .0001)$, the quantity $d_r(K)$ in (2.12) is obtained by taking the maximum of the distances from the center of the circle $D_r$ to either the point $\frac{M'}{-i\Omega} = \frac{\lambda M'}{-i\pi}$ or the point $\frac{M'}{2\pi - i\Omega} = \frac{M'}{\pi}(-\frac{2\lambda^2}{1+4\lambda^2} + \frac{\lambda}{1+4\lambda^2})$ where $\lambda = \frac{\pi}{\Omega}$. The perpendicular bisector of
the line joining these two points intersects the real
z-axis at \(-\frac{M'}{\pi} \lambda^2\). Thus

\[ d_r(K) = \{ (1 - \frac{1}{r})^2 + \left( \frac{M'}{\pi} \right)^2 \}^{1/2}, \quad -\frac{M'}{\pi} \lambda^2 \leq 1 - \frac{1}{r} \leq 0 \]

, i.e. \( \frac{1}{1 + \frac{M'}{\pi} \lambda^2} \leq r \leq 1 \),

\[ = \{ (1 - \frac{1}{r} - \frac{M'}{\pi} \frac{2\lambda^2}{1+4\lambda^2})^2 + \left( \frac{M'}{\pi} \lambda^2 \right)^2 (1+4\lambda^2)^2 \}^{1/2}, \]

\[ -\infty < 1 - \frac{1}{r} \leq -\frac{M'}{\pi} \lambda^2 \]

, i.e. \( 0 < r \leq \frac{1}{1 + \frac{M'}{\pi} \lambda^2} \).

If we now form \( \xi(r,K) = rd_r(K) \) we can use elementary
calculus to show that, since \( 0 < M' \leq \pi \), a minimum
for \( \xi(r,K) \) occurs when

(2.16) \[ r = \frac{1}{1 + (M'/\Omega)^2} = .5r_L. \]

The validity of this estimate is illustrated very
well in Table II. In the calculation for this table
\( M' = .5\Omega(e) \) and \( \Omega(e) \) so that \( r_L = 1.6 \) and \( 1.0 \)
respectively. The quantities \( x_n(M',r) \) and \( y_n(M',r) \)
were calculated recursively for e-values \( .05, .25, .50, .75 \) and \( .95 \) and for \( r/r_L \) ratios \( .35(.05).65 \).
until an n-value giving around 8 decimal places of accuracy was obtained. This n-value (the degree of the polynomials $x_n(M',r)$ and $y_n(M',r)$) was then listed in Table II where it is noted that it is minimal for the $r/r_L$ ratio 0.5.

If $M' = \Omega$, then (2.11) gives $r_L = 1$ and, according to the last paragraph, the best $r$-value is 0.5. With $r$ set equal to 0.5 the quantities $x(M)$ and $y(M)$ were calculated to about 8 decimal places of accuracy for $e = 0.05(0.05)0.95$ and $M = 0.1\Omega(0.1\Omega)\Omega$ and these values were listed in Table III. The corresponding degree of the polynomials $x_n(M,r)$ and $y_n(M,r)$ necessary to obtain this accuracy was noted as well, and these results were compiled in Table IV.

We note from this table that there is an improvement in the rate of convergence for larger values of $e$. It is clear that the degrees of the polynomials as listed in Table IV could be lowered if the $r$-value was adjusted to each value of $M$ used above instead of being fixed at 0.5. This essentially involves a recalculation of the matrix $G(r) = (g_{nk}(r))$ for each $M$ value. The above program was instituted, however, and, for each $M$ value, $r$ was put equal to $0.5r_L$ where $r_L$ is given by (2.11). The values obtained for $x(M)$ and
$y(M)$ were identical with those in Table III up to 7 decimal places and often in the 8-th. The corresponding polynomial degrees were entered in Table V where a comparison shows them to be much lower than those in Table IV for small values of $M$ and, of course, equal for $M = \Omega$. Moreover, because of the simplicity of calculation of the matrix $G(r)$ and the reduced degrees of the polynomials the computer time in both cases was roughly the same.

For the sake of comparison let us consider the methods and results of V. A. Brumberg [1] pertaining to the two-body problem. His first method is based on a summation matrix $G = (g_{nk})$ which sums the geometric series in its principal star. While such a method has obvious advantages over the methods used in this chapter when applied to the three-body problem (see Section 5.1), it is not as effective when applied to the two-body problem. As an example we note from Brumberg's tables that in order to obtain the values of $x(M)$ and $y(M)$ for $M = \Omega$ and $e = .05(.05).95$ with the same accuracy as ours above, his polynomials are roughly of degree 150 which exceeds the degree of our polynomials by 3 to 5 times (see Table IV, also Tables VII and IX to come). We note in passing that his values for $x(\Omega)$ and $y(\Omega)$ agree with ours at least to 7 decimal places and often in the 8-th.
### TABLE III (First part)

Values of $x(M)$ and $y(M)$ from the $(E,r)$ Method for $\epsilon = 0.05(0.05).95$ and $M = 1.0(1.0).100$

<table>
<thead>
<tr>
<th>$M/\epsilon$</th>
<th>$0.05$</th>
<th>$0.10$</th>
<th>$0.15$</th>
<th>$0.20$</th>
<th>$0.25$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1\Omega$</td>
<td>0.91024775E00*</td>
<td>0.87549766E00</td>
<td>0.83246209E00</td>
<td>0.78659904E00</td>
<td>0.73938225E00</td>
</tr>
<tr>
<td>$2\Omega$</td>
<td>0.79477206E00</td>
<td>0.80369947E00</td>
<td>0.78088068E00</td>
<td>0.74710216E00</td>
<td>0.70804574E00</td>
</tr>
<tr>
<td>$3\Omega$</td>
<td>0.61431136E00</td>
<td>0.68947116E00</td>
<td>0.69819684E00</td>
<td>0.68352120E00</td>
<td>0.65746322E00</td>
</tr>
<tr>
<td>$4\Omega$</td>
<td>0.38493987E00</td>
<td>0.54013659E00</td>
<td>0.58884271E00</td>
<td>0.59888934E00</td>
<td>0.58985574E00</td>
</tr>
<tr>
<td>$5\Omega$</td>
<td>0.12590363E00</td>
<td>0.36454773E00</td>
<td>0.45818577E00</td>
<td>0.49688247E00</td>
<td>0.50791608E00</td>
</tr>
<tr>
<td>$6\Omega$</td>
<td>-0.14255914E00</td>
<td>0.17215206E00</td>
<td>0.3110718QE00</td>
<td>0.38143954E00</td>
<td>0.41453135E00</td>
</tr>
<tr>
<td>$7\Omega$</td>
<td>-0.40103392E00</td>
<td>-0.27770211E-01</td>
<td>0.15586757E00</td>
<td>0.25645026E00</td>
<td>0.31255458E00</td>
</tr>
<tr>
<td>$8\Omega$</td>
<td>-0.6322189E00</td>
<td>-0.22664578E00</td>
<td>-0.48562583E-02</td>
<td>0.12553926E00</td>
<td>0.20464656E00</td>
</tr>
<tr>
<td>$9\Omega$</td>
<td>-0.82172900E00</td>
<td>-0.41690203E00</td>
<td>-0.16550232E00</td>
<td>-0.80556318E-02</td>
<td>0.91380659E-01</td>
</tr>
<tr>
<td>$1.0\Omega$</td>
<td>-0.96846887E00</td>
<td>-0.59209381E00</td>
<td>-0.32201609E00</td>
<td>-0.14153065E00</td>
<td>-0.19762759E-01</td>
</tr>
</tbody>
</table>

* $E + nm$ is equivalent to multiplication by $10^{+nm}$.
### TABLE III (Second part)

<table>
<thead>
<tr>
<th>$m$</th>
<th>$x$-values</th>
<th>$y$-values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M = .30</td>
<td>M = .35</td>
</tr>
<tr>
<td>.10</td>
<td>0.69139905E 0 0</td>
<td>0.64293510E 0 0</td>
</tr>
<tr>
<td>.20</td>
<td>0.6659046E 0 0</td>
<td>0.62204943E 0 0</td>
</tr>
<tr>
<td>.30</td>
<td>0.62489809E 0 0</td>
<td>0.58822386E 0 0</td>
</tr>
<tr>
<td>.40</td>
<td>0.56981718E 0 0</td>
<td>0.54278748E 0 0</td>
</tr>
<tr>
<td>.50</td>
<td>0.50280374E 0 0</td>
<td>0.48735272E 0 0</td>
</tr>
<tr>
<td>.60</td>
<td>0.42606319E 0 0</td>
<td>0.42364990E 0 0</td>
</tr>
<tr>
<td>.70</td>
<td>0.34177608E 0 0</td>
<td>0.35339077E 0 0</td>
</tr>
<tr>
<td>.80</td>
<td>0.25197741E 0 0</td>
<td>0.27817380E 0 0</td>
</tr>
<tr>
<td>.90</td>
<td>0.15848813E 0 0</td>
<td>0.19943031E 0 0</td>
</tr>
<tr>
<td>1.00</td>
<td>0.62888169E-01</td>
<td>0.11840318E 0 0</td>
</tr>
<tr>
<td></td>
<td>0.12484556E 0 0</td>
<td>0.11115346E 0 0</td>
</tr>
<tr>
<td></td>
<td>0.24666738E 0 0</td>
<td>0.21992662E 0 0</td>
</tr>
<tr>
<td></td>
<td>0.36270208E 0 0</td>
<td>0.32414244E 0 0</td>
</tr>
<tr>
<td></td>
<td>0.47064896E 0 0</td>
<td>0.42198521E 0 0</td>
</tr>
<tr>
<td></td>
<td>0.56877991E 0 0</td>
<td>0.51208638E 0 0</td>
</tr>
<tr>
<td></td>
<td>0.65955258E 0 0</td>
<td>0.59353708E 0 0</td>
</tr>
<tr>
<td></td>
<td>0.73156841E 0 0</td>
<td>0.66584484E 0 0</td>
</tr>
<tr>
<td></td>
<td>0.79545085E 0 0</td>
<td>0.72885971E 0 0</td>
</tr>
<tr>
<td></td>
<td>0.84776627E 0 0</td>
<td>0.78269141E 0 0</td>
</tr>
<tr>
<td>1.00</td>
<td>0.88891174E 0 0</td>
<td>0.82763226E 0 0</td>
</tr>
<tr>
<td>M-e</td>
<td>.55</td>
<td>.60</td>
</tr>
<tr>
<td>-----</td>
<td>----------------</td>
<td>----------------</td>
</tr>
<tr>
<td>.1Ω</td>
<td>0.44663443E 00</td>
<td>0.39722247E 00</td>
</tr>
<tr>
<td>.2Ω</td>
<td>0.4366854E 00</td>
<td>0.38899582E 00</td>
</tr>
<tr>
<td>.3Ω</td>
<td>0.42047554E 00</td>
<td>0.37562217E 00</td>
</tr>
<tr>
<td>.4Ω</td>
<td>0.39861892E 00</td>
<td>0.35755780E 00</td>
</tr>
<tr>
<td>.5Ω</td>
<td>0.37178313E 00</td>
<td>0.33535708E 00</td>
</tr>
<tr>
<td>.6Ω</td>
<td>0.34070386E 00</td>
<td>0.3061610E 00</td>
</tr>
<tr>
<td>.7Ω</td>
<td>0.3061033E 00</td>
<td>0.28092599E 00</td>
</tr>
<tr>
<td>.8Ω</td>
<td>0.26868523E 00</td>
<td>0.24984043E 00</td>
</tr>
<tr>
<td>.9Ω</td>
<td>0.22904155E 00</td>
<td>0.21685697E 00</td>
</tr>
<tr>
<td>1.0Ω</td>
<td>0.18771338E 00</td>
<td>0.18240944E 00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>M-e</th>
<th>.10</th>
<th>.20</th>
<th>.30</th>
<th>.40</th>
<th>.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>.1Ω</td>
<td>0.68462281E-01</td>
<td>0.59584387E-01</td>
<td>0.51157819E-01</td>
<td>0.43105218E-01</td>
<td>0.35366425E-01</td>
</tr>
<tr>
<td>.2Ω</td>
<td>0.13591698E 00</td>
<td>0.11835487E 00</td>
<td>0.10166343E 00</td>
<td>0.085695209E-01</td>
<td>0.07033492E-01</td>
</tr>
<tr>
<td>.3Ω</td>
<td>0.2014136E 00</td>
<td>0.17556563E 00</td>
<td>0.15091940E 00</td>
<td>0.12729798E 00</td>
<td>0.10454093E 00</td>
</tr>
<tr>
<td>.4Ω</td>
<td>0.26426351E 00</td>
<td>0.23059307E 00</td>
<td>0.19842571E 00</td>
<td>0.16751844E 00</td>
<td>0.13767926E 00</td>
</tr>
<tr>
<td>.5Ω</td>
<td>0.32379827E 00</td>
<td>0.28296390E 00</td>
<td>0.24380292E 00</td>
<td>0.20605670E 00</td>
<td>0.16951821E 00</td>
</tr>
<tr>
<td>.6Ω</td>
<td>0.37965252E 00</td>
<td>0.33235986E 00</td>
<td>0.28679567E 00</td>
<td>0.24271078E 00</td>
<td>0.19990168E 00</td>
</tr>
<tr>
<td>.7Ω</td>
<td>0.43160732E 00</td>
<td>0.37860326E 00</td>
<td>0.32726108E 00</td>
<td>0.27736760E 00</td>
<td>0.22874216E 00</td>
</tr>
<tr>
<td>.8Ω</td>
<td>0.47958709E 00</td>
<td>0.42163207E 00</td>
<td>0.36514894E 00</td>
<td>0.3099813E 00</td>
<td>0.25600859E 00</td>
</tr>
<tr>
<td>.9Ω</td>
<td>0.52362510E 00</td>
<td>0.46147221E 00</td>
<td>0.40047942E 00</td>
<td>0.34058502E 00</td>
<td>0.28171287E 00</td>
</tr>
<tr>
<td>1.0Ω</td>
<td>0.56383137E 00</td>
<td>0.49821150E 00</td>
<td>0.43332232E 00</td>
<td>0.36921607E 00</td>
<td>0.30589715E 00</td>
</tr>
</tbody>
</table>

TABLE III (Third part)
<table>
<thead>
<tr>
<th>( x )</th>
<th>( .80 )</th>
<th>( .85 )</th>
<th>( .90 )</th>
<th>( .95 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>.1Ω</td>
<td>0.19891877E-00</td>
<td>0.14923143E-00</td>
<td>0.99513017E-01</td>
<td>0.49767996E-01</td>
</tr>
<tr>
<td>.2Ω</td>
<td>0.19571404E-00</td>
<td>0.14695311E-00</td>
<td>0.98069264E-01</td>
<td>0.49080102E-01</td>
</tr>
<tr>
<td>.3Ω</td>
<td>0.19049703E-00</td>
<td>0.14324329E-00</td>
<td>0.95717847E-01</td>
<td>0.47959513E-01</td>
</tr>
<tr>
<td>.4Ω</td>
<td>0.18343576E-00</td>
<td>0.13822019E-00</td>
<td>0.92532985E-01</td>
<td>0.46441295E-01</td>
</tr>
<tr>
<td>.5Ω</td>
<td>0.17473462E-00</td>
<td>0.13202761E-00</td>
<td>0.88604970E-01</td>
<td>0.44568105E-01</td>
</tr>
<tr>
<td>.6Ω</td>
<td>0.16461359E-00</td>
<td>0.12482042E-00</td>
<td>0.84031062E-01</td>
<td>0.42359162E-01</td>
</tr>
<tr>
<td>.7Ω</td>
<td>0.15329124E-00</td>
<td>0.11675251E-00</td>
<td>0.78907956E-01</td>
<td>0.39940445E-01</td>
</tr>
<tr>
<td>.8Ω</td>
<td>0.14097267E-00</td>
<td>0.10796836E-00</td>
<td>0.73326436E-01</td>
<td>0.37274618E-01</td>
</tr>
<tr>
<td>.9Ω</td>
<td>0.12784264E-00</td>
<td>0.98598190E-01</td>
<td>0.67368422E-01</td>
<td>0.34272106E-01</td>
</tr>
<tr>
<td>1.0Ω</td>
<td>0.11406271E-00</td>
<td>0.88755944E-01</td>
<td>0.61105575E-01</td>
<td>0.31432132E-01</td>
</tr>
<tr>
<td>( y )</td>
<td>( .80 )</td>
<td>( .85 )</td>
<td>( .90 )</td>
<td>( .95 )</td>
</tr>
<tr>
<td>.1Ω</td>
<td>0.27893862E-01</td>
<td>0.20649347E-01</td>
<td>0.13601830E-01</td>
<td>0.67257832E-02</td>
</tr>
<tr>
<td>.2Ω</td>
<td>0.55491238E-01</td>
<td>0.41090700E-01</td>
<td>0.27073463E-01</td>
<td>0.13390234E-01</td>
</tr>
<tr>
<td>.3Ω</td>
<td>0.82520489E-01</td>
<td>0.61133486E-01</td>
<td>0.40295595E-01</td>
<td>0.19937141E-01</td>
</tr>
<tr>
<td>.4Ω</td>
<td>0.10875420E-00</td>
<td>0.80618152E-01</td>
<td>0.53168346E-01</td>
<td>0.26319451E-01</td>
</tr>
<tr>
<td>.5Ω</td>
<td>0.13401968E-00</td>
<td>0.99423540E-01</td>
<td>0.65615863E-01</td>
<td>0.32501432E-01</td>
</tr>
<tr>
<td>.6Ω</td>
<td>0.15820057E-00</td>
<td>0.11746797E-00</td>
<td>0.77587009E-01</td>
<td>0.38459858E-01</td>
</tr>
<tr>
<td>.7Ω</td>
<td>0.18123159E-00</td>
<td>0.13470564E-00</td>
<td>0.89053088E-01</td>
<td>0.44178585E-01</td>
</tr>
<tr>
<td>.8Ω</td>
<td>0.20308951E-00</td>
<td>0.15112019E-00</td>
<td>0.10000385E-00</td>
<td>0.50655415E-01</td>
</tr>
<tr>
<td>.9Ω</td>
<td>0.22378313E-00</td>
<td>0.16671775E-00</td>
<td>0.11044313E-00</td>
<td>0.54891255E-01</td>
</tr>
<tr>
<td>1.0Ω</td>
<td>0.24334373E-00</td>
<td>0.18152024E-00</td>
<td>0.12038461E-00</td>
<td>0.59892559E-01</td>
</tr>
</tbody>
</table>
### TABLE IV

Degrees of Polynomials in \((E,r)\) Method Giving About 8 Dec. Places of Accuracy for \(e = .05(.05)95, M = .10(.10)\), \(r = .5\)

<table>
<thead>
<tr>
<th>e/M</th>
<th>.10</th>
<th>.20</th>
<th>.30</th>
<th>.40</th>
<th>.50</th>
<th>.60</th>
<th>.70</th>
<th>.80</th>
<th>.90</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>.05</td>
<td>28</td>
<td>30</td>
<td>32</td>
<td>33</td>
<td>35</td>
<td>37</td>
<td>39</td>
<td>41</td>
<td>44</td>
<td>50</td>
</tr>
<tr>
<td>.10</td>
<td>26</td>
<td>28</td>
<td>30</td>
<td>31</td>
<td>33</td>
<td>36</td>
<td>36</td>
<td>36</td>
<td>41</td>
<td>46</td>
</tr>
<tr>
<td>.15</td>
<td>26</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>34</td>
<td>35</td>
<td>40</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>.20</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>28</td>
<td>30</td>
<td>33</td>
<td>35</td>
<td>39</td>
<td>44</td>
<td></td>
</tr>
<tr>
<td>.25</td>
<td>26</td>
<td>27</td>
<td>27</td>
<td>29</td>
<td>29</td>
<td>32</td>
<td>34</td>
<td>38</td>
<td>43</td>
<td></td>
</tr>
<tr>
<td>.30</td>
<td>25</td>
<td>26</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>32</td>
<td>34</td>
<td>38</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>.35</td>
<td>25</td>
<td>26</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>31</td>
<td>33</td>
<td>37</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>.40</td>
<td>25</td>
<td>25</td>
<td>26</td>
<td>26</td>
<td>27</td>
<td>30</td>
<td>33</td>
<td>36</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>.45</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>27</td>
<td>30</td>
<td>32</td>
<td>36</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>.50</td>
<td>24</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>27</td>
<td>30</td>
<td>32</td>
<td>36</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>.55</td>
<td>24</td>
<td>25</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>29</td>
<td>32</td>
<td>35</td>
<td>39</td>
<td></td>
</tr>
<tr>
<td>.60</td>
<td>24</td>
<td>25</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>28</td>
<td>31</td>
<td>34</td>
<td>39</td>
<td></td>
</tr>
<tr>
<td>.65</td>
<td>23</td>
<td>24</td>
<td>24</td>
<td>25</td>
<td>25</td>
<td>28</td>
<td>30</td>
<td>34</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>.70</td>
<td>23</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>25</td>
<td>28</td>
<td>30</td>
<td>34</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>.75</td>
<td>23</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>25</td>
<td>28</td>
<td>30</td>
<td>33</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>.80</td>
<td>22</td>
<td>23</td>
<td>23</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>27</td>
<td>29</td>
<td>32</td>
<td>36</td>
</tr>
<tr>
<td>.85</td>
<td>22</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>24</td>
<td>24</td>
<td>26</td>
<td>28</td>
<td>32</td>
<td>35</td>
</tr>
<tr>
<td>.90</td>
<td>21</td>
<td>22</td>
<td>22</td>
<td>23</td>
<td>23</td>
<td>23</td>
<td>25</td>
<td>27</td>
<td>30</td>
<td>34</td>
</tr>
<tr>
<td>.95</td>
<td>20</td>
<td>21</td>
<td>21</td>
<td>21</td>
<td>23</td>
<td>22</td>
<td>24</td>
<td>26</td>
<td>29</td>
<td>32</td>
</tr>
</tbody>
</table>

### TABLE V

Degrees of Polynomials in \((E,r)\) Method giving About 8 Dec. Places of Accuracy for \(e = .05(.05)95, M = .1 (.1)\), \(r = .5r_L\)

<table>
<thead>
<tr>
<th>e/M</th>
<th>.10</th>
<th>.20</th>
<th>.30</th>
<th>.40</th>
<th>.50</th>
<th>.60</th>
<th>.70</th>
<th>.80</th>
<th>.90</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>.05</td>
<td>9</td>
<td>12</td>
<td>15</td>
<td>18</td>
<td>22</td>
<td>27</td>
<td>32</td>
<td>37</td>
<td>42</td>
<td>50</td>
</tr>
<tr>
<td>.10</td>
<td>8</td>
<td>11</td>
<td>15</td>
<td>18</td>
<td>21</td>
<td>26</td>
<td>30</td>
<td>35</td>
<td>41</td>
<td>46</td>
</tr>
<tr>
<td>.15</td>
<td>8</td>
<td>11</td>
<td>14</td>
<td>17</td>
<td>21</td>
<td>25</td>
<td>29</td>
<td>34</td>
<td>39</td>
<td>45</td>
</tr>
<tr>
<td>.20</td>
<td>8</td>
<td>11</td>
<td>14</td>
<td>17</td>
<td>21</td>
<td>24</td>
<td>29</td>
<td>33</td>
<td>39</td>
<td>44</td>
</tr>
<tr>
<td>.25</td>
<td>8</td>
<td>11</td>
<td>13</td>
<td>17</td>
<td>20</td>
<td>24</td>
<td>28</td>
<td>33</td>
<td>37</td>
<td>43</td>
</tr>
<tr>
<td>.30</td>
<td>8</td>
<td>11</td>
<td>13</td>
<td>17</td>
<td>20</td>
<td>24</td>
<td>28</td>
<td>32</td>
<td>37</td>
<td>42</td>
</tr>
<tr>
<td>.35</td>
<td>8</td>
<td>10</td>
<td>13</td>
<td>16</td>
<td>20</td>
<td>23</td>
<td>27</td>
<td>31</td>
<td>37</td>
<td>42</td>
</tr>
<tr>
<td>.40</td>
<td>8</td>
<td>10</td>
<td>13</td>
<td>16</td>
<td>19</td>
<td>23</td>
<td>27</td>
<td>31</td>
<td>36</td>
<td>41</td>
</tr>
<tr>
<td>.45</td>
<td>7</td>
<td>10</td>
<td>13</td>
<td>15</td>
<td>19</td>
<td>23</td>
<td>26</td>
<td>31</td>
<td>36</td>
<td>41</td>
</tr>
<tr>
<td>.50</td>
<td>7</td>
<td>10</td>
<td>13</td>
<td>16</td>
<td>19</td>
<td>22</td>
<td>26</td>
<td>31</td>
<td>35</td>
<td>40</td>
</tr>
<tr>
<td>.55</td>
<td>7</td>
<td>10</td>
<td>13</td>
<td>15</td>
<td>18</td>
<td>22</td>
<td>26</td>
<td>30</td>
<td>35</td>
<td>39</td>
</tr>
<tr>
<td>.60</td>
<td>7</td>
<td>10</td>
<td>12</td>
<td>15</td>
<td>18</td>
<td>22</td>
<td>26</td>
<td>29</td>
<td>34</td>
<td>39</td>
</tr>
<tr>
<td>.65</td>
<td>7</td>
<td>10</td>
<td>12</td>
<td>15</td>
<td>18</td>
<td>21</td>
<td>25</td>
<td>29</td>
<td>33</td>
<td>38</td>
</tr>
<tr>
<td>.70</td>
<td>7</td>
<td>10</td>
<td>12</td>
<td>15</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>29</td>
<td>33</td>
<td>38</td>
</tr>
<tr>
<td>.75</td>
<td>7</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>28</td>
<td>33</td>
<td>37</td>
</tr>
<tr>
<td>.80</td>
<td>7</td>
<td>9</td>
<td>12</td>
<td>14</td>
<td>17</td>
<td>20</td>
<td>24</td>
<td>28</td>
<td>32</td>
<td>36</td>
</tr>
<tr>
<td>.85</td>
<td>7</td>
<td>9</td>
<td>12</td>
<td>14</td>
<td>17</td>
<td>20</td>
<td>23</td>
<td>27</td>
<td>31</td>
<td>35</td>
</tr>
<tr>
<td>.90</td>
<td>7</td>
<td>9</td>
<td>11</td>
<td>14</td>
<td>16</td>
<td>19</td>
<td>23</td>
<td>26</td>
<td>30</td>
<td>34</td>
</tr>
<tr>
<td>.95</td>
<td>6</td>
<td>8</td>
<td>11</td>
<td>13</td>
<td>15</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>28</td>
<td>32</td>
</tr>
</tbody>
</table>
A second more effective method investigated by Brumberg involves the so-called Sundman series. In this method the strip of width 2Ω about the real M-axis is mapped conformally onto the unit disk in the θ-plane under the Poincare transformation

\[
\theta = \frac{\exp(\pi M/2\Omega) - 1}{\exp(\pi M/2\Omega) + 1}
\]

in which the real M-axis is mapped onto the real θ-interval (-1,+1). The solutions of the two-body problem as functions of θ on (-1,+1) are then given directly by their Taylor series. A comparison of the effectiveness of this method with the (E,r) method as illustrated in Table V shows them to be approximately equivalent, the (E,r) method being somewhat more effective for higher values of e. Of course, with the (E,r) method there is the disadvantage of having to calculate the matrix G(r), but, on the other hand, it gives the solution directly in terms of M.

2.3 Application of the Methods (E,r,0,2) and (E,r,1,2)

Let us first consider the (E,r,0,2) method based on the displacement polynomial \( p(z) = (1-r) + rz^2 \) where the matrix \( G(r) = (g_{nk}(r)) \) is obtained with the aid of the recursion formula (1.32). The domain \( D_r \)
is illustrated in Figure 1 for \( \mu = 1 \) and \( \mu = 2 \) where \( \mu = \{(1-r)/r\}^{1/2} \). As in the \((E,r)\) method it is clear that one need only determine \( r \) so that the domains \( D^{(\pi/2)} \) and \( D^{(3\pi/2)} \) contain \([0,M']\), \( M' \leq \pi \), in order for this interval to lie in \( D_r(x) = D_r(y) \). We note that for this method \( D^{(\pi/2)} = D^{(3\pi/2)} \). From Section 1.3, the above will hold provided

\[
M' < \Omega = \Omega(2r^2+1)^{1/2}
\]

or, since \( \Omega = (2r^2+1)^{1/2} = \{(2-r)/r\}^{1/2} \), provided

(2.18)

\[
0 < r \leq r_L = \frac{2}{1 + (M/\Omega)^2}
\]

where we notice that \( r_L \) is given by the same expression as in the \((E,r)\) method. Unfortunately, the problem of determining the best \( r \)-value between these bounds seems rather difficult. Indeed, as opposed to the \((E,r)\) method, the best \( r/r_L \) ratio varies with the choice of \( M' \). This is pointed out in Table VI which is equivalent to Table II for the \((E,r)\) method. In the former table the values of \( x(M) \) and \( y(M) \) were calculated to around 8 decimal places of accuracy for \( M = .5\Omega \) and \( M = \Omega \), \( e = .05, .25, .50, .75 \) and \( .95 \) and \( r/r_L = .55(.05).85 \). Table VI clearly shows that
for $M = .5\Omega$ the best $r/r_L$ ratio is .60 while for $M = \Omega$ it becomes .70. The table also shows on comparison with Table II that the dependence of the rate of convergence on the parameter $r$ is more crucial with the present method.

There is however a geometrically intuitive reason for supposing that this method will provide better convergence than the $(E,r)$ method. Note that the condition $[0,M'] \subset D_r(x)$ is equivalent to the condition $K \subset D_r$ where $K$ is the point set given by (2.15) and illustrated in Figure 3. From Figure 1, we see that, if $0 < r < r_L$, the domain $D_r$ of the present method fits symmetrically about the point set $K$ which is not the case in the $(E,r)$ method. Consequently, $K$ lies closer to the "center" of $D_r$. On the strength of this argument, the values of $x(M)$ and $y(M)$ were calculated with the same accuracy as in the $(E,r)$ method for $e = .05(.05).95$ and $M = .1\Omega(.1\Omega)\Omega$. In these calculations, since $M = \Omega$ and, therefore, $r_L = 1$, the value of $r$ was fixed at .70 according to the results of Table IV. The actual values for $x(M)$ and $y(M)$ agreed with those in Table III; the degrees of the polynomials necessary to obtain these values were listed in Table VII. These results are very interesting in that they show the rate of convergence
TABLE VI
Degree of Polynomials Giving About 8 Dec. Places of Accuracy in 
(E, r, 0, 2) Method for \( e = 0.05, 0.25, 0.50, 0.75, 0.95 \), \( r/r_L = 0.55(0.05) \), \(0.85\) and \( M = 0.50 \) and \( \Omega \).

<table>
<thead>
<tr>
<th>( M^* )</th>
<th>0.05</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>0.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55</td>
<td>28</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>22</td>
</tr>
<tr>
<td>0.60</td>
<td>22</td>
<td>20</td>
<td>18</td>
<td>18</td>
<td>16</td>
</tr>
<tr>
<td>0.65</td>
<td>24</td>
<td>22</td>
<td>20</td>
<td>18</td>
<td>16</td>
</tr>
<tr>
<td>0.70</td>
<td>32</td>
<td>28</td>
<td>26</td>
<td>24</td>
<td>22</td>
</tr>
<tr>
<td>0.75</td>
<td>40</td>
<td>36</td>
<td>34</td>
<td>32</td>
<td>28</td>
</tr>
<tr>
<td>0.80</td>
<td>52</td>
<td>46</td>
<td>42</td>
<td>40</td>
<td>36</td>
</tr>
<tr>
<td>0.85</td>
<td>68</td>
<td>60</td>
<td>56</td>
<td>52</td>
<td>46</td>
</tr>
</tbody>
</table>

TABLE VII
Degree of Polynomials Giving About 8 Dec. Places of Accuracy in 
(E, r, 0, 2) Method for \( e = 0.05(0.05)0.95, M = 0.10(0.10)\Omega \) and \( r = 0.7 \).

<table>
<thead>
<tr>
<th>e/M</th>
<th>0.10</th>
<th>0.20</th>
<th>0.30</th>
<th>0.40</th>
<th>0.50</th>
<th>0.60</th>
<th>0.70</th>
<th>0.80</th>
<th>0.90</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>32</td>
<td>32</td>
<td>34</td>
<td>34</td>
<td>32</td>
<td>36</td>
<td>38</td>
<td>38</td>
<td>38</td>
<td>42</td>
</tr>
<tr>
<td>0.15</td>
<td>32</td>
<td>32</td>
<td>34</td>
<td>34</td>
<td>32</td>
<td>36</td>
<td>38</td>
<td>38</td>
<td>38</td>
<td>38</td>
</tr>
<tr>
<td>0.20</td>
<td>30</td>
<td>30</td>
<td>32</td>
<td>34</td>
<td>34</td>
<td>34</td>
<td>34</td>
<td>34</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>0.25</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>28</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>34</td>
</tr>
<tr>
<td>0.30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>28</td>
<td>30</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>34</td>
</tr>
<tr>
<td>0.35</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>28</td>
<td>30</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>34</td>
</tr>
<tr>
<td>0.40</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>28</td>
<td>30</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>34</td>
</tr>
<tr>
<td>0.45</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>28</td>
<td>30</td>
<td>32</td>
<td>32</td>
<td>34</td>
</tr>
<tr>
<td>0.50</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>32</td>
</tr>
<tr>
<td>0.55</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>32</td>
</tr>
<tr>
<td>0.60</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>32</td>
</tr>
<tr>
<td>0.65</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>32</td>
</tr>
<tr>
<td>0.70</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>32</td>
</tr>
<tr>
<td>0.75</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>32</td>
</tr>
<tr>
<td>0.80</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>32</td>
</tr>
<tr>
<td>0.85</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>32</td>
</tr>
<tr>
<td>0.90</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>32</td>
</tr>
<tr>
<td>0.95</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>28</td>
<td>28</td>
<td>28</td>
<td>32</td>
</tr>
</tbody>
</table>
for a fixed \( r \) to be almost independent of \( M \) in \([0,\Omega]\). Indeed, for \( e = .60 \) and .65 the degree of the polynomial is 30 for each \( M \)-value. Comparing this table with Table IV for the \((E,r)\) method we note that for smaller values of \( M \) the \((E,r)\) method is more effective while for larger values of \( M \), and in particular for \( M = \Omega \), the latter method is.

Finally, let us consider the \((E,r,1,2)\) method based on the displacement polynomial \( p(z) = (1-r)z + rz^3 \) whose matrix is determined from (1.35). For such a polynomial, \( r_L \) is given as the solution of \( M = \Omega \) where \( \xi \) satisfies the cubic equation (1.37) with \( \mu = \{(1-r_L)/r_L\}^{1/2} \).

Consequently, \( r_L \) does not have the simple form of the previous two methods. In order to determine a best \( r \)-value for \( M' = \Omega \), \( x(\Omega) \) and \( y(\Omega) \) were calculated with the usual accuracy for \( e = .05, .25, .50, .75, .95 \) and \( r = .45(.05).85 \). The degrees of the polynomials necessary to obtain these results are listed in Table VIII from which we see \( r = .60 \) is the best value. With \( r \) fixed at .60, Table XI was then prepared giving the degrees of the polynomials \( x_n(M,r) \) and \( y_n(M,r) \) necessary to obtain the usual accuracy for \( e = .05(.05).95 \) and \( M = .1\Omega(.1\Omega)\Omega \). Comparing this table with Table VII we note a further general improvement in the rate of
### TABLE VIII

Degree of Polynomials Giving About 8 Dec. Places of Accuracy in (E,r,1,2) Method for e=.05,.25,.50,.75,.95, M=.45(.05).85 and M=Ω

<table>
<thead>
<tr>
<th>r</th>
<th>e</th>
<th>.05</th>
<th>.25</th>
<th>.50</th>
<th>.75</th>
<th>.95</th>
</tr>
</thead>
<tbody>
<tr>
<td>.45</td>
<td>.48</td>
<td>42</td>
<td>39</td>
<td>39</td>
<td>33</td>
<td>30</td>
</tr>
<tr>
<td>.50</td>
<td>42</td>
<td>39</td>
<td>36</td>
<td>33</td>
<td>30</td>
<td>27</td>
</tr>
<tr>
<td>.55</td>
<td>39</td>
<td>36</td>
<td>33</td>
<td>30</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>.60</td>
<td>36</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>.65</td>
<td>42</td>
<td>39</td>
<td>36</td>
<td>33</td>
<td>30</td>
<td>27</td>
</tr>
<tr>
<td>.70</td>
<td>54</td>
<td>48</td>
<td>45</td>
<td>42</td>
<td>36</td>
<td>45</td>
</tr>
<tr>
<td>.75</td>
<td>72</td>
<td>63</td>
<td>57</td>
<td>54</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>.80</td>
<td>93</td>
<td>81</td>
<td>75</td>
<td>69</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>.85</td>
<td>129</td>
<td>114</td>
<td>105</td>
<td>96</td>
<td>81</td>
<td>81</td>
</tr>
</tbody>
</table>

### TABLE IX

Degrees of Polynomials Giving About 8 Dec. Places of Accuracy in (E,r,1,2) Method for e=.05,.10,.15,.20,.25,.30,.35,.40,.45,.50,.55,.60,.65,.70,.75,.80,.85,.90,1.00, M=.1Ω(1Ω)Ω and r=.60

<table>
<thead>
<tr>
<th>e</th>
<th>.10</th>
<th>.20</th>
<th>.30</th>
<th>.40</th>
<th>.50</th>
<th>.60</th>
<th>.70</th>
<th>.80</th>
<th>.90</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>.05</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>27</td>
<td>30</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>.10</td>
<td>21</td>
<td>24</td>
<td>27</td>
<td>30</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>.15</td>
<td>18</td>
<td>24</td>
<td>27</td>
<td>30</td>
<td>30</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>.20</td>
<td>18</td>
<td>24</td>
<td>27</td>
<td>30</td>
<td>30</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>.25</td>
<td>18</td>
<td>24</td>
<td>27</td>
<td>27</td>
<td>30</td>
<td>30</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>.30</td>
<td>18</td>
<td>24</td>
<td>27</td>
<td>27</td>
<td>30</td>
<td>30</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>.35</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>27</td>
<td>30</td>
<td>30</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>.40</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>27</td>
<td>30</td>
<td>30</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>.45</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>27</td>
<td>30</td>
<td>30</td>
<td>33</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>.50</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>27</td>
<td>27</td>
<td>30</td>
<td>30</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>.55</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>27</td>
<td>27</td>
<td>30</td>
<td>30</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>.60</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>30</td>
<td>30</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>.65</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>30</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>.70</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>30</td>
<td>33</td>
</tr>
<tr>
<td>.75</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>30</td>
</tr>
<tr>
<td>.80</td>
<td>18</td>
<td>21</td>
<td>24</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>.85</td>
<td>15</td>
<td>21</td>
<td>24</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>.90</td>
<td>15</td>
<td>21</td>
<td>24</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>.95</td>
<td>15</td>
<td>21</td>
<td>24</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
</tr>
</tbody>
</table>
convergence in the present method over the \((E,r,0,2)\) method.

In summary, we can conclude that the methods \((E,r)\), \((E,r,0,2)\) and \((E,r,1,2)\) become progressively more effective in obtaining the solution to the two-body problem on the interval \([0,\Omega]\) in the sense that the maximum degree of polynomial necessary to obtain a fixed accuracy is progressively reduced. However, the methods themselves become progressively more complicated and, in particular, the best value of the parameter \(r\) becomes harder to evaluate. Since in the \((E,r)\) method this value can be computed to be 
\[
.5r_L = 1/(1+(M/\Omega)^2)
\]
for any \(M \in [0,\pi]\), this method is particularly useful. The usefulness of the "stability" of the \(r/r_L\) ratio is further illustrated in the next section.

2.4 Analytic Continuation to \([0,\pi]\)

Ideally, as far as the two-body problem is concerned one would like a method which would sum to the solutions on \([0,\pi]\) for all values of \(e\); as pointed out in Section 2.1 symmetry and periodicity would then give their values for all values of \(M\). From Table I we note that for all values of \(e\) treated thus far, \(\Omega(e) < \pi\). Consequently, in order to obtain the same accuracy on \([0,\pi]\) as on \([0,\Omega]\) one would expect the
degrees of the polynomials $x_n(M,r)$ and $y_n(M,r)$ to increase. Moreover, since $\Omega(e) \to 0$ as $e \to 1$, the degree of these polynomials will also increase as $e$ increases.

Table X illustrates the results obtained in attempting to apply the above three methods to obtain the solutions at $M = \pi$. From (2.1) and (2.2) it is easy to see that the exact values of $x(M)$ and $y(M)$ at $M = \pi$ are $-(1+e)$ and 0 respectively. For Table X these results were achieved to at least 8 decimal places of accuracy. The table itself lists the degrees of the polynomials necessary to obtain this accuracy for various $r/r_L$ ratios for the $(E,r)$ and $(E,r,0,2)$ methods and for various $r$-values for the $(E,r,1,2)$ method. However, the polynomials $x_n(M,r)$ and $y_n(M,r)$ were arbitrarily limited to degree 150 and in the cases where this degree was reached before a sufficient accuracy was obtained a dash is registered in the table. In no case were results obtained for $e > .15$. From the table we note that the best $r/r_L$ ratio for the $(E,r)$ method is .55 which still agrees quite well with our estimate of .5. Note that for $e = .05$ and $e = .10$ the maximum degree is again progressively lowered with each method. However, for $e = .15$ the $(E,r)$ method alone gave a result within the allotted range. This may
be due to the fact that not enough $r/r_L$ ratios or $r$ values were tested for the other two methods.

In concluding this chapter let us note that the limitation above to polynomials of degree 150 is completely arbitrary. The only practical consideration in this direction is the time used on the computer which is increased if the degree is larger. Moreover, the time taken to evaluate the $n$-th polynomial varies with $n$ and therefore it grows disproportionately large as $n$ increases. Aside from any academic interest in the above methods, it is for this reason that greater effectiveness is desired.
## TABLE X

Degree of Polynomials Giving 8 Dec. Places of Accuracy for Various $r/r_L$ Ratios and $r$ Values, $e=.05,.10,.15$ and $M=\pi$

<table>
<thead>
<tr>
<th>$(E,r)$ Method</th>
<th>$(E,r,0,2)$ Method</th>
<th>$(E,r,1,2)$ Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r/r_L$</td>
<td>$E$</td>
<td>$r$</td>
</tr>
<tr>
<td>.35</td>
<td>92</td>
<td>.10</td>
</tr>
<tr>
<td>.40</td>
<td>80</td>
<td>120</td>
</tr>
<tr>
<td>.45</td>
<td>71</td>
<td>106</td>
</tr>
<tr>
<td>.50</td>
<td>64</td>
<td>94</td>
</tr>
<tr>
<td>.55</td>
<td>60</td>
<td>84</td>
</tr>
<tr>
<td>.60</td>
<td>62</td>
<td>93</td>
</tr>
<tr>
<td>.65</td>
<td>67</td>
<td>97</td>
</tr>
</tbody>
</table>
CHAPTER III

Application to the Three-Body Problem

3.1 The Three-Body Problem; Brumbergs Method

The three-body problem is concerned with the motion of three particles with masses $m_0$, $m_1$ and $m_2$ attracting one another according to Newton's law of gravitation. A suitable origin for an inertial reference frame in which to describe this motion can be taken at the center of mass of the three particles for, in any inertial frame, this center of mass moves with a constant velocity. Often however the equations are not set up using the coordinates of the particles as the dependent variables, but rather their relative coordinates. Thus if the vector distances between the particles are given by $\mathbf{r}_0 = m_1 m_2$, $\mathbf{r}_1 = m_2 m_0$ and $\mathbf{r}_2 = m_0 m_1$, the equations of motion in relative coordinates can be written

$$\mathbf{r}_i = -fM \frac{\mathbf{r}_i}{r_i^3} + fm_j (\frac{\mathbf{r}_j}{r_j^3} + \frac{\mathbf{r}_1}{r_1^3} + \frac{\mathbf{r}_2}{r_2^3}) \quad (i=0, 1, 2)$$

where $f$ is the gravitational constant, $M$ is the sum of the masses and $r_i = |\mathbf{r}_i|$ ($\cdot = \frac{d}{dt}$). Given $\mathbf{r}_1(0)$ and $\dot{\mathbf{r}}_1(0)$, the solution of the three-body problem would then entail solving the system of
differential equations (3.1) subject to these initial conditions.

In an exhaustive paper on the subject K. Sundman [1] showed that the only singularities in the three-body problem for real time occur when two or all three particles collide. He also proved that if the angular momentum (which is constant during the motion) is not zero, triple collisions cannot take place. Finally he showed that by introducing a new regularizing parameter \( w \) in place of the parameter \( t \), the motion can be analytically continued past any double collision which might occur and consequently that the relative coordinates \( \vec{r}_i, i=0,1,2 \) and the time \( t \) are analytic in a strip of width \( 2\Omega \) about the real \( w \)-axis. The constant \( \Omega \) depends on the initial conditions and the masses of the particles. The choice of \( w \) itself may vary; a usual choice is given by

\[
(3.2) \quad \frac{dw}{dt} = U, \quad w = 0 \text{ when } t = 0,
\]

where \( U \) is the force function

\[
(3.3) \quad U = f\left(\frac{m_1 m_2}{r_0} + \frac{m_2 m_0}{r_1} + \frac{m_0 m_1}{r_2}\right).
\]

If we introduce at this point a weight factor \( \chi \) so that instead of (3.2) we use
(3.2)' \quad \text{d}w = \chi \text{v} \text{U} \text{d}t, \\

then (3.1) can be transformed into

\begin{equation}
(3.4) \quad \bar{r}_1'' + \frac{1}{U} u' \bar{r}_1' = \frac{1}{2U^2} \left[ -rM \bar{r}_1 + rM_1 \left( \bar{r}_2 + \bar{r}_1 + \bar{r}_2 \right) \right] \\
(i=0,1,2)
\end{equation}

where \( \cdot' = \frac{d}{dw} \).

In order to apply any summation methods it is necessary to find the Taylor series coefficients of the vector functions \( \bar{r}_1(w) \). This problem was neatly solved by Steffanson [1] as follows: Let \( \Delta_1 \) and \( \sigma_1 \) be defined by

\begin{equation}
(3.5) \quad \Delta_1 = r_1^2, \quad \sigma_1 = r_1^{-3} \quad (i=0,1,2).
\end{equation}

Then system (3.4) can be reduced to the following system:

\begin{align*}
\Delta_1 &= r_1^2, \quad (i=0,1,2) \\
2\Delta_1 \sigma_1' + 3\sigma_1 \Delta_1' &= 0 \quad (i=0,1,2)
\end{align*}

\begin{equation}
(3.6) \quad \bar{v} \bar{r}_1'' + \frac{1}{2} \bar{v}' \bar{r}_1' = -\frac{rM}{\chi} \sigma_1 \bar{r}_1 + \frac{rM_1}{\chi} (\sigma_0 \bar{r}_0 + \sigma_1 \bar{r}_1 + \sigma_2 \bar{r}_2), \\
(U = f(\bar{m}_1 \bar{m}_2 \sigma_0 \Delta_0 + \bar{m}_2 \sigma_1 \Delta_1 + \bar{m}_1 \sigma_2 \Delta_2), \\
V = U^2, \\
\chi Ut' &= 1.
\end{equation}
The importance of this system is that it is of second degree only in the variables concerned. Consequently, if one assumes power series solutions for these variables of the form

\[
\bar{r}_i = \sum \bar{r}_{ik} \omega^k, \quad \Delta_i = \sum \Delta_{ik} \omega^k, \quad \sigma_i = \sum \sigma_{ik} \omega^k \quad (i=0,1,2)
\]

\[
U = \sum u_k \omega^k, \quad V = \sum \sigma_k \omega^k, \quad t = \sum t_k \omega^k \quad (t_0=0)
\]

the first coefficients are given by

\[
\bar{r}_{10} = \bar{r}_1(0), \quad \Delta_{10} = |\bar{r}_1(0)|^2, \quad \sigma_{10} = |\bar{r}_1(0)|^{-3} \quad (i=0,1,2)
\]

\[
u_0 = f(m_1m_2\sigma_{o0}\Delta_{o0} + m_2m_1\sigma_{10}\Delta_{10} + m_1m_2\sigma_{20}\Delta_{20}),
\]

\[
v_0 = u_o^2, \quad \bar{r}_{11} = \frac{\bar{r}_1(0)}{\chi u_o}, \quad t_1 = \frac{1}{\chi u_o}.
\]

The substitution of (3.7) into (3.6) gives the recurrence relations

\[
\Delta_{ik} = \sum_{j=0}^{k} \bar{r}_{ij} \bar{r}_{ik-j},
\]

\[
\sigma_{ik} = \sum_{j=0}^{k-1} \frac{1}{2k\Delta_{10}} \sigma_{ij} \Delta_{ik-j} (3k-j) \sigma_{ij} \Delta_{ik-j}
\]

\[
u_k = f \sum_{j=0}^{k} (m_1m_2\sigma_{o0}\Delta_{ok-j} + m_2m_1\sigma_{10}\Delta_{1k-j} + m_1m_2\sigma_{20}\Delta_{2k-j}),
\]

\[
v_k = \sum_{j=0}^{k} u_j u_{k-j},
\]

\[
\bar{r}_{ik+1} = \frac{1}{k(k+1)v_o} \sum_{j=0}^{k-1} \left[ -\frac{1}{2}(j+1)(k+1)v_{k-j} \bar{r}_{ij+1} - \frac{fM}{\chi^2} \sigma_{ij} \bar{r}_{ik-j-1} \right]
\]
Using the above ideas V. A. Brumberg [1] outlined a method which can theoretically be used to obtain the solution of the three-body problem at each point of the real $\omega$-axis, at least in those cases where the total angular momentum is not zero. It was noted in Section 2.2 that this method is not the most effective when applied to the two-body problem. Brumberg's basic idea is to construct a matrix $G = (g_{nk})$ which sums the geometric series in its principal star. According to Section 1.1 such a method could then be used to sum the functions $\bar{r}_i = (x_i, y_i, z_i)$, $i = 0, 1, 2$, and $t$ of the three-body problem in their principal stars which, in the regularized problem, contain the entire real $\omega$-axis. In applying his method to the three-body problem Brumberg gives results corresponding to three particular problems which were worked out numerically by Zumkley [1], Strömgren [1] and Burrau [1]. In each of these examples the choice of the weight factor $\chi$ in (3.2)' is practically important for it determines the rate of growth of the coefficients obtained recursively from (3.9); if this rate is too high or too low one is
limited to the number of coefficients the computer will handle. Brumberg uses $\chi^{-1} = 3.25, 16.25 \text{ and } 40$ respectively in the above three examples and gives in these examples the results of employing his method for $\omega = 1$.

3.2 Limitations and Results for Sonnenschein Methods

Because of the simplicity of the methods used in Chapter II and their greater effectiveness in the two-body problem as opposed to Brumberg's method outlined above it would be of interest to try and apply them to the three-body problem. Of course one could never get a solution valid for all real values of $\omega$ because in all cases the domains $D_r$ are finite, and consequently so are the domains $D_r(x_1), D_r(y_1)$, etc. where $\overline{r}_1 = (x_1, y_1, z_1), \ i=0,1,2,$ and the domain $D_r(t)$. What then is the largest interval on which convergence will occur?

To solve this problem let us assume that every point of the form $\omega_0 \pm i\Omega$, $-\infty < \omega_0 < +\infty$ is a singular point of the three-body problem where $\Omega$ is the constant referred to earlier in this section, and let $(-W(r), W(r))$ denote the largest obtainable interval for a specific method and a fixed value of $r$. 
Considering first the \((E,r)\) method one finds that according to the construction of Section 1.1 the interval \((-W(r), W(r))\) must be interior to every domain \(D^{(\theta)}\), \(-\pi < \theta \leq \pi\) where we have put \(\omega_o + i\Omega = re^{i\theta}\). Here \(D^{(\theta)}\) is the interior of the circle passing through \(re^{i\theta}\) and centered at 
\[\Omega\left(\frac{1}{r} - 1\right)(\cot \theta + 1)\] (see Figure 4). It is clear that we need only consider \(0 < \theta < \pi/2\). If the above circle intersects the positive real \(\omega\)-axis at \(W(r,\theta)\) then from the equation of this circle we obtain

\[(3.11) \quad W(r,\theta) = \Omega\left[\frac{1}{r^2} \csc^2 \theta - (\frac{1}{r} - 1)^2\right]^{1/2} - (\frac{1}{r} - 1)\cot \theta].\]

Minimizing \(W(r,\theta)\) as a function of \(\theta\) we find

\[(3.12) \quad \cot \theta = 1 - r.\]

Consequently, as \(r\) varies from 1 to 0, \(\theta\) varies from \(\pi/2\) to \(\pi/4\). Further, \((3.11)\) and \((3.12)\) combine to yield

\[(3.13) \quad W(r) = (2-r)\Omega\]

and therefore as \(r \to 0\), \(W(r) \to 2\Omega\). Thus in the regularized three-body problem the \((E,r)\) method can only be used with confidence on the interval \((-2\Omega, 2\Omega)\).
Figure 4  Domain $D(\theta)$

Figure 5
If the same notation is adopted for the \((E,r,0,2)\) method, use of equation (1.33) easily gives

\begin{equation}
W(r,\theta)^2 = \Omega^2 \csc^2 \theta \left[ (\mu^4 \cos^2 2\theta + 2\mu^2 + 1)^{1/2} - \mu^2 \cos 2\theta \right]
\end{equation}

where as usual \(\mu = (\frac{1}{r}-1)^{1/2}\). Putting \(A(\mu,\theta) = [W(r,\theta)/\Omega]^2\) (3.14) becomes

\begin{equation}
\sin^4 \theta A^2(\mu,\theta) + 2\mu^2 \sin^2 \theta (1-2 \sin^2 \theta) A(\mu,\theta) - (2\mu^2 + 1) = 0.
\end{equation}

Noting that \(A(\mu,\theta)\) takes on a minimum value whenever \(W(r,\theta)\) does, differentiation of (3.15) to determine this minimum gives

\[\cos \theta = 0, \text{ or } A(\mu,\theta) = \mu^2 (4 - \csc^2 \theta).\]

But for \(\theta = \pi/2\) (3.14) yields \(W(r,\pi/2) = \Omega(2\mu^2 + 1)^{1/2}\) which tends to infinity with \(\mu\) (therefore as \(r \to 0\)).

Using the definition of \(A(\mu,\theta)\) and the second condition above, (3.14) now gives

\begin{equation}
\sin \theta = \frac{1+\mu^2}{2\mu^2}
\end{equation}

and therefore \(\theta \to \pi/6^+\) as \(\mu \to \infty\). If \(\mu\) is large (3.14) gives

\[W(r) \approx \sqrt{2} \Omega \mu [(1+\frac{8}{\mu^2} + \frac{4}{\mu^4})^{1/2} - 1]^{1/2}\]
or, using the binomial expansion twice,

\[ W(r) = 2\sqrt{2} \Omega (1+o(1)), \quad r \to 0. \]

Consequently as \( r \to 0 \), \( W(r) \to 2\sqrt{2} \Omega \) and the present method is restricted to the interval \((-2\sqrt{2}\Omega, 2\sqrt{2}\Omega)\).

The above estimates can be improved if the radius of convergence \( R \) of the series in (3.7) for \( \bar{r}_1 \) and \( t \) are taken into account (\( R \) may be taken as the radius of a specific one of these series or perhaps as the minimum of the 10 possible values). Suppose \( R > \Omega \) and that \( \overline{\theta} = \sin^{-1}(\Omega/R) \) (see Figure 5). For the \((E,r)\) method, since \( \theta \to \pi/4^+ \) as \( r \to 0 \) in the above analysis, we see that for \( \pi/4 \leq \overline{\theta} \leq \pi/2 \) the interval \((-2\Omega, 2\Omega)\) remains the limiting interval. If on the other hand \( 0 < \overline{\theta} < \pi/4 \), the value of \( W(r) \) will be obtained solely from the construction of \( D(\overline{\theta}) \), that is \( W(r) = W(r, \overline{\theta}) \). Since \( \csc \theta = R/\Omega \) and \( \cot \overline{\theta} = (R^2-\Omega^2)^{1/2}/\Omega \), (3.13) gives

\[ W(r) = \frac{R}{[1-(\Omega/R)^2]^{1/2}} + o(1), \quad r \to 0 \]

so that as \( r \to 0 \), \( W(r) \to R/[1-(\Omega/R)^2]^{1/2} \). We note for \( \overline{\theta} = \pi/4 \), \( R = \sqrt{2}\Omega \) and (3.18) gives a limiting value of \( 2\Omega \) as before, while for \( \overline{\theta} = 0 \), \( \Omega = 0 \) and \( W(r) \to R \) as expected.
For the \((E,r,0,2)\) method a similar argument to that above shows that the limiting interval remains unchanged for \(\pi/6 \leq \bar{\theta} \leq \pi/2\), while for \(0 < \bar{\theta} < \pi/6\), (3.14) gives

\[
W(r) = W(r,\bar{\theta}) = \frac{R}{[1-2(\Omega/R)^2]^{1/2}} + o(1), \quad r \to 0
\]

and therefore \(W(r) \to R/[1-2(\Omega/R)^2]^{1/2}\) as \(r \to 0\).

Again, if \(\bar{\theta} = \pi/6\), \(R = 2\Omega\) and \(W(r) \to 2/2\Omega\) while for \(\bar{\theta} = 0\) \(\Omega = 0\) and \(W(r) \to R\). We note that no estimates similar to the above were attempted for the \((E,r,1,2)\) method.

Bearing these limitations in mind the above methods were applied to the special case of three-body problem considered by Zumkley and the results were listed in Table XI and XII. In Table XI the degrees of the polynomials giving six decimal places of accuracy are listed for \(\omega = .1(.1) 1.2\) and for various methods. Those spaces with a dash indicate insufficient accuracy with polynomials of degree 150. For the \((E,r)\), \((E,r,0,2)\) and \((E,r,1,2)\) methods, although several \(r\) values were tried, the values \(r = .5\) and \(r = .2\) give representative results. We note that for small values of \(\omega\) the Taylor series is still the most effective but that the range of \(\omega\) values for which it provides convergence is the smallest. Also, for
TABLE XI

Degree of Polynomials for Various Methods in the Three-Body Problem Zumkley's Example. Parameter \( w, x^{-1} \approx 3.25 \), Accuracy Approx. 6 Dec.Places

<table>
<thead>
<tr>
<th>( w )</th>
<th>Taylor Series</th>
<th>( r = 5 )</th>
<th>( r = 2 )</th>
<th>( r = 5 )</th>
<th>( r = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>.1</td>
<td>6</td>
<td>19</td>
<td>51</td>
<td>38</td>
<td>104</td>
</tr>
<tr>
<td>.2</td>
<td>8</td>
<td>21</td>
<td>56</td>
<td>40</td>
<td>110</td>
</tr>
<tr>
<td>.3</td>
<td>11</td>
<td>22</td>
<td>59</td>
<td>40</td>
<td>112</td>
</tr>
<tr>
<td>.4</td>
<td>14</td>
<td>24</td>
<td>64</td>
<td>42</td>
<td>114</td>
</tr>
<tr>
<td>.5</td>
<td>19</td>
<td>27</td>
<td>68</td>
<td>42</td>
<td>116</td>
</tr>
<tr>
<td>.6</td>
<td>25</td>
<td>29</td>
<td>74</td>
<td>44</td>
<td>118</td>
</tr>
<tr>
<td>.7</td>
<td>39</td>
<td>31</td>
<td>80</td>
<td>44</td>
<td>122</td>
</tr>
<tr>
<td>.8</td>
<td>77</td>
<td>34</td>
<td>84</td>
<td>44</td>
<td>124</td>
</tr>
<tr>
<td>.9</td>
<td>-</td>
<td>36</td>
<td>93</td>
<td>46</td>
<td>124</td>
</tr>
<tr>
<td>1.0</td>
<td>-</td>
<td>40</td>
<td>100</td>
<td>52</td>
<td>128</td>
</tr>
<tr>
<td>1.1</td>
<td>-</td>
<td>42</td>
<td>107</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1.2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

TABLE XII

Values of the Time and the Coordinates in the Three-Body Problem Zumkley's Example, for \( w = 1 \).

<table>
<thead>
<tr>
<th>( t )</th>
<th>Zumkley Values Interpolated</th>
<th>Brumbergs Results</th>
<th>((E, r)) Method ( r = 5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t )</td>
<td>1.810016</td>
<td>1.810016</td>
<td>1.810016</td>
</tr>
<tr>
<td>( x_0 )</td>
<td>0.616</td>
<td>0.616707</td>
<td>0.616708</td>
</tr>
<tr>
<td>( y_0 )</td>
<td>3.305</td>
<td>3.306862</td>
<td>3.306862</td>
</tr>
<tr>
<td>( x_1 )</td>
<td>-1.124</td>
<td>-1.123587</td>
<td>-1.123587</td>
</tr>
<tr>
<td>( y_1 )</td>
<td>-2.114</td>
<td>-2.112465</td>
<td>-2.112464</td>
</tr>
<tr>
<td>( y_2 )</td>
<td>0.507</td>
<td>0.506880</td>
<td>0.506879</td>
</tr>
<tr>
<td>( y_2 )</td>
<td>-1.191</td>
<td>-1.194397</td>
<td>-1.194398</td>
</tr>
</tbody>
</table>
the other methods the table does not show a gain in the length of the interval of convergence for smaller values of \( r \). It should be pointed out in this regard that in the \((E,r)\) method the results were printed out for polynomials of degree 149 and 150 at \( \omega = 1.2 \). For \( r = 0.5 \) the values were clearly diverging while for \( r = 0.2 \) they were converging but agreed only to four decimal places. Let us finally note that, subject to the above restriction on the degree of the polynomials, the \((E,r)\) method provides convergence on the largest interval while the \((E,r,1,2)\) method is most effective on \([0,1]\). As a check on the accuracy of the above methods the computed values of the time \( t \) and the relative coordinates \( \overline{r}_i = (x_i, y_i, z_i) \), \( i=0,1,2 \), are given in Table XII for \( \omega = 1 \). Here we are using Zumkleys example where the masses and initial conditions are

\[
\begin{align*}
m_0 &= m_1 = m_2 = 1 \\
\overline{r}_0(0) &= (2.5, 0, 0), \quad \dot{\overline{r}}_0(0) = (0, 2.5, 0), \\
\overline{r}_1(0) &= (-1.5, 0, 0), \quad \dot{\overline{r}}_1(0) = (0, -1.0, 0), \\
\overline{r}_2(0) &= (-1.0, 0, 0), \quad \dot{\overline{r}}_2(0) = (0, -1.5, 0).
\end{align*}
\]

(3.20)

We note the almost exact agreement with Brumbergs results. The same procedure was then applied to
Strömgren's example in which the masses and initial conditions are

\begin{align*}
    m_0 &= m_1 = 1, \quad m_2 = 2 \\
    \vec{r}_0(0) &= (-10,0,0) \quad \dot{\vec{r}}_0(0) = (0,\sqrt{3/10}, 0) \\
    \vec{r}_1(0) &= (-7,0,0) \quad \dot{\vec{r}}_1(0) = (0,\sqrt{3/7}, 0) \\
    \vec{r}_2(0) &= (17,0,0) \quad \dot{\vec{r}}_2(0) = (0,\sqrt{3/10+\sqrt{3/7}}, 0)
\end{align*}

The results closely followed the pattern in Zumkley's example above.

3.3 The Parameters \( \tau \) and \( \theta \)

One could try to avoid the limitations posed in the last section in one of two possible ways. Firstly one could look for displacement polynomials for which \( W(r) \to \infty \) as \( r \to 0 \). The solution to this problem, however, seems remote (if indeed one exists). A more plausible method would be to try to find a suitable conformal mapping taking the real axis into itself or a portion of itself, and transforming the above strip of width \( 2\Omega \) into a domain more suitably adaptable to the present methods. In the case where the real axis is mapped into itself let us note that if any point on the boundary of the above strip is mapped into a point not on the imaginary axis, the \((E,r)\) method is again limited since the line passing through this
latter point and normal to the radial line intersects the real axis. This point of intersection will be an upper or lower bound for $W(r)$.

Consider therefore the mapping

\begin{equation}
(3.22) \quad \tau = \sinh \left( \frac{\mu w}{2\Omega} \right), \quad w = \frac{2\Omega}{\pi} \ln(\tau + (1 + \tau^2)^{1/2})
\end{equation}

which maps the strip of width $2\Omega$ in the $\omega$-plane conformally into the entire complex $\tau$-plane with the exception of the imaginary line segments $[i, i\infty)$ and $[-i, -i\infty)$. The real axis is mapped into itself and the points $\pm i\Omega$ are mapped into $\mp i$. From (3.2) and (3.22) the above transformation can be represented directly by

\begin{equation}
(3.23) \quad d\tau = \frac{\pi}{2\Omega} (1 + \tau^2)^{1/2} U \, dt, \quad \tau = 0 \text{ when } t = 0.
\end{equation}

We note that for this new variable $\tau$ the domains $D_\tau(x_\tau), D_\tau(y_\tau), \text{ etc.,}$ are all given by $D(\pi/2) \cap D(3\pi/2)$ for any of our three methods. Consequently, $W(r) = (2/r - 1)^{1/2}$ for the $(E,r)$ and $(E,r,0,2)$ methods where $W(r)$ has the same meaning with respect to the variable $\tau$ as with the variable $\omega$. Thus $W(r) \to \infty$ as $r \to 0$ for the $(E,r)$ and $(E,r,0,2)$ methods. However, from the arguments in Section 1.3, it is easy to see that $W(r)$ is bounded for the $(E,r,1,2)$ method.
Without actually writing down the system of equations for the parameter \( \tau \) corresponding to (3.6) for \( \omega \) and the recursion formulas for the Taylor series coefficients corresponding to (3.9), let us only remark that the above steps were carried out and that the solutions for \( t \) and \( \bar{r}_i \) (\( i=0,1,2 \)) for Zumkley's example were found. The method, however, turned out to be of little value since the degrees of the polynomials requiring a certain accuracy were very high. Such poor results can be attributed to two causes. Firstly, the exponential nature of the hyperbolic sine function in (3.22) requires large values of \( \tau \) corresponding to only moderate values of \( \omega \). Secondly, if \( \Omega \) is small the above problem is aggravated. Let us note that for Zumkley's initial conditions (3.20) the estimate of \( \Omega \) given in Sundman's paper is indeed very small; in fact \( \Omega \approx 1.1 \times 10^{-5} \). (However, it should be pointed out in this instance that Sundman uses a somewhat different function \( \omega \).) The smallness of this estimate has caused Belorizky [1] to despair using the Sundman series for any practical solution of the three-body problem in the same way that Brumberg used such series in the two-body problem (see Section 2.4). On the other hand, if Sundman's estimates are poor, it may be possible to show that \( \Omega \) is not small and that the Sundman series are usable.
Let us therefore reconsider the parameter $\gamma$ of (2.18) redefined here in terms of the parameter $\omega$ by

$$w = \frac{2\omega}{\pi} \ln \left( \frac{1+\theta}{1-\theta} \right), \quad \theta = \frac{\exp(\pi\omega/2\Omega)-1}{\exp(\pi\omega/2\Omega)+1},$$

keeping in mind that, as opposed to the two-body problem, we do not have an exact knowledge of $\Omega$. Recall that the transformation (3.24) defines a conformal mapping of the strip of width $2\Omega$ in the $w$-plane onto the unit disk in the $\theta$-plane taking the real $w$-axis into the $\theta$-interval $(-1,1)$. Combining (3.2) and (3.24) the parameter $\omega$ can be eliminated yielding the transformation

$$d\theta = \frac{\pi}{4\Omega} (1-\theta^2) \, dt, \quad \theta = 0 \text{ when } t = 0.$$ 

Let us now introduce an arbitrary weight factor $\chi$ and use in place of (3.25) the transformation

$$(3.25)' \quad d\theta = \frac{\pi \chi}{4\Omega} (1-\theta^2) \, dt, \quad \theta = 0 \text{ when } t = 0.$$ 

If we put

$$\kappa = \frac{\pi \chi}{4\Omega}$$

(3.25)' can be rewritten in the form
\( (3.25)' \quad d\theta = \chi (1-\theta^2)U \, dt \), \quad \theta = 0 \text{ when } t=0. \\

Since \( \chi \) is arbitrary, (3.26) shows \( \chi \) is also arbitrary and hence the transformation \( (3.25)'' \) is independent of \( \Omega \). On the other hand, the radius of convergence of the resultant series in terms of the variable \( \theta \) of \( (3.25)' \) is no longer 1 but \( \chi \). But from (3.26) \( \chi = \frac{4\sqrt{3}}{\pi}K \) and since \( \Omega \) is unknown so is \( \chi \).

However, using transformation \( (3.25)'' \), (3.6) can be rewritten as

\[
\begin{align*}
\Delta_i &= r_i^2, \quad (i=0,1,2) \\
2\Delta_i \sigma_i^* + 3\sigma_i \Delta_i^* &= 0, \quad (i=0,1,2) \\
(1-\theta^2)^2 v_r^{**} + \left[ \frac{(1-\theta^2)^2}{2} v^* - 2\theta (1-\theta^2) v \right] r_i^{**} &= \\
(3.27) \quad &= -\frac{f_{\Omega} \chi^2 \sigma_i r_i^* + f_{m_1} \chi^2 (\sigma_o r_o + m_2 \sigma_1 r_1 + \sigma_2 r_2)}{(1-\theta^2) U t^* = \chi}, \\
V &= U^2, \\
(1-\theta^2) U t^* &= \chi,
\end{align*}
\]

where \( * = \frac{d}{d\theta} \). We note again that this system is of second degree in the dependent variables and their derivatives. Proceeding therefore as in Section 3.1 we consider power series solutions of the form.
(3.28) \[ \bar{r}_i = \sum r_{ik} \theta^k, \quad \Delta_i = \sum \Delta_{ik} \theta^k, \quad \sigma_i = \sum \sigma_{ik} \theta^k \] (i=0,1,2)\\
U = \sum u_k \theta^k, \quad V = \sum v_k \theta^k, \quad t = \sum t_k \theta^k \quad (t_o = 0).

From the initial conditions we obtain the initial values

\[ \bar{r}_{i0} = \bar{r}_i(0), \quad \Delta_{i0} = |\bar{r}_i(0)|^2, \quad \sigma_{i0} = |\bar{r}_i(0)|^{-3} (i=0,1,2), \]

(3.29) \[ u_o = f(m_1 m_2 \sigma_{00} \Delta_{00} + m_1 m_0 \sigma_{01} \Delta_{01} + m_1 m_0 \sigma_{20} \Delta_{20}), \]
\[ v_o = u_o^2, \quad \bar{r}_{i1} = \frac{y}{u_o} \bar{r}_i(0), \quad t_1 = \frac{y}{u_o}. \]

Finally, substituting the power series (3.28) into (3.27) we obtain the recursion relations

\[ \Delta_{ik} = \sum_{j=0}^{k} r_{ij} r_{ik-j}, \]
\[ \sigma_{ik} = \frac{-1}{2k \Delta_{i0}} \sum_{j=0}^{k-1} (3k-j) \sigma_{ij} \Delta_{ik-j}, \]
\[ u_k = \sum_{j=0}^{k} f(m_1 m_2 \sigma_{o0} \Delta_{ok-j} + m_1 m_0 \sigma_{1j} \Delta_{1k-j} + m_1 m_0 \sigma_{2j} \Delta_{2k-j}), \]
\[ v_k = \sum_{j=0}^{k} u_j u_{k-j}, \]
\[ \bar{r}_{i(k+1)} = \frac{1}{(k+1)^2 y_v} [2(k-3)(-v_4 + 2v_2 - v_1) \bar{r}_{i3} + \]
\[ + (k-2)(k-3)(v_3 + 2v_1) \bar{r}_{i2} + (k-1)^2 (v_2 + 2v_1) \bar{r}_{i1} + \]
\[ + \sum_{j=0}^{k-5} (j+2)(j+1)(-v_{k-j-1} + 2v_{k-j-3} - v_{k-j}) \bar{r}_{i(j+2)} + \]
\[ + \sum_{j=0}^{k-5} (j+2)(j+1)(-v_{k-j-1} + 2v_{k-j-3} - v_{k-j}) \bar{r}_{i(j+2)} + \]
\[
\begin{align*}
&k-5 \\
&+ \sum_{j=0}^{k-1} (j+1)(k-j)(-\frac{1}{2} v_{k-j} + v_{k-j-2} - \frac{1}{2} v_{k-j-4}) \tilde{r}_{i,j+1} + f M r^2 \sum_{j=0}^{k-1} \sigma_{ik-j-1} \tilde{r}_{i,j+1} \\
&+ f M r^2 \sum_{j=0}^{k-1} (\sigma_{ok-j-1} \tilde{r}_{o,j+1} + \sigma_{1k-j-1} \tilde{r}_{1,j+1} + \sigma_{2k-j-1} \tilde{r}_{2,j+1})
\end{align*}
\]

\[
t_{k+1} = \frac{-k u_1}{(k+1) u_0} t_k + \frac{1}{(k+1) u_0} \sum_{j=0}^{k-2} (j+1)(u_{k-j-2} - u_{k-j}) t_{j+1}
\]

where \( \tilde{r}_{i,t} \) and \( \sum_{j=0}^{t} (\cdot) \) are zero if \( t < 0 \).

Using the recursion formulas (3.30) the Sundman series were calculated for Zumkley's and Strömgren's cases corresponding to the initial conditions (3.20) and (3.21) respectively. (We note that Burrau's example mentioned earlier is never used since in his case the angular momentum is zero and thus the possibility of triple collisions is not eliminated.) In both these examples \( \kappa \) was taken as 1 and with this choice there was no difficulty in obtaining as many Taylor series coefficients as we wished. The results of our calculations are shown in Table XIII. To begin with we note that the method is not as effective as Brumberg's method discussed in Section 3.1. For example, with polynomials of degree 150 Brumberg reaches a \( t \)-value of about 1.81 in Zumkley's example and 33.29 in Strömgren's example. From Table XIII we see these values are respectively about 2 and 10 times our values for the same degree of polynomial. On the other hand it should be noted
### TABLE XIII (First Part)

Values of the Sundman Series for Zumkley's Example and Strömgren's Example of the Three Body Problem. \( \theta = 0.1(0.1)9, \ 0.91(0.01)95, \ X = 1 \), Accuracy of 6 Dec. Places.

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>Deg of Poly.</th>
<th>( t )</th>
<th>( x_0 )</th>
<th>( y_0 )</th>
<th>( x_1 )</th>
<th>( y_1 )</th>
<th>( x_2 )</th>
<th>( y_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>6</td>
<td>0.048558</td>
<td>2.497921</td>
<td>0.121354</td>
<td>-1.499942</td>
<td>-0.048572</td>
<td>-0.997979</td>
<td>-0.072782</td>
</tr>
<tr>
<td>0.2</td>
<td>8</td>
<td>0.098167</td>
<td>2.491515</td>
<td>0.245084</td>
<td>-1.499757</td>
<td>-0.098284</td>
<td>-0.991758</td>
<td>-0.146800</td>
</tr>
<tr>
<td>0.3</td>
<td>10</td>
<td>0.150018</td>
<td>2.480237</td>
<td>0.373861</td>
<td>-1.499410</td>
<td>-0.150434</td>
<td>-0.980828</td>
<td>-0.223428</td>
</tr>
<tr>
<td>0.4</td>
<td>13</td>
<td>0.205633</td>
<td>2.463018</td>
<td>0.511049</td>
<td>-1.498826</td>
<td>-0.206692</td>
<td>-0.964192</td>
<td>-0.304357</td>
</tr>
<tr>
<td>0.5</td>
<td>16</td>
<td>0.267187</td>
<td>2.437930</td>
<td>0.661361</td>
<td>-1.497860</td>
<td>-0.269473</td>
<td>-0.940070</td>
<td>-0.391887</td>
</tr>
<tr>
<td>0.6</td>
<td>21</td>
<td>0.338183</td>
<td>2.401412</td>
<td>0.832181</td>
<td>-1.496216</td>
<td>-0.342708</td>
<td>-0.905196</td>
<td>-0.489473</td>
</tr>
<tr>
<td>0.7</td>
<td>29</td>
<td>0.425092</td>
<td>2.346254</td>
<td>1.036662</td>
<td>-1.493205</td>
<td>-0.433731</td>
<td>-0.853050</td>
<td>-0.602931</td>
</tr>
<tr>
<td>0.8</td>
<td>43</td>
<td>0.542510</td>
<td>2.255092</td>
<td>1.302810</td>
<td>-1.486875</td>
<td>-0.559194</td>
<td>-0.768218</td>
<td>-0.743616</td>
</tr>
<tr>
<td>0.9</td>
<td>80</td>
<td>0.738018</td>
<td>2.068842</td>
<td>1.711626</td>
<td>-1.468896</td>
<td>-0.772634</td>
<td>-0.599945</td>
<td>-0.938992</td>
</tr>
<tr>
<td>0.91</td>
<td>86</td>
<td>0.767644</td>
<td>2.037820</td>
<td>1.768859</td>
<td>-1.465258</td>
<td>-0.805067</td>
<td>-0.572562</td>
<td>-0.963792</td>
</tr>
<tr>
<td>0.92</td>
<td>94</td>
<td>0.800808</td>
<td>2.002505</td>
<td>1.831171</td>
<td>-1.460891</td>
<td>-0.841245</td>
<td>-0.541614</td>
<td>-0.989825</td>
</tr>
<tr>
<td>0.93</td>
<td>100</td>
<td>0.838477</td>
<td>1.961798</td>
<td>1.899557</td>
<td>-1.455562</td>
<td>-0.882079</td>
<td>-0.506236</td>
<td>-1.017478</td>
</tr>
<tr>
<td>0.94</td>
<td>110</td>
<td>0.882093</td>
<td>1.914161</td>
<td>1.975280</td>
<td>-1.448916</td>
<td>-0.928827</td>
<td>-0.465245</td>
<td>-1.046453</td>
</tr>
<tr>
<td>0.95</td>
<td>148</td>
<td>0.933837</td>
<td>1.857397</td>
<td>2.059882</td>
<td>-1.440400</td>
<td>-0.983257</td>
<td>-0.416997</td>
<td>-1.076625</td>
</tr>
</tbody>
</table>
### TABLE XIII (Second Part)

<table>
<thead>
<tr>
<th>θ</th>
<th>Deg of Poly.</th>
<th>t</th>
<th>x₀</th>
<th>y₀</th>
<th>x₁</th>
<th>y₁</th>
<th>x₂</th>
<th>y₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>.1</td>
<td>6</td>
<td>0.184259</td>
<td>-9.999778</td>
<td>-0.100923</td>
<td>-6.999072</td>
<td>-0.120620</td>
<td>16.998850</td>
<td>0.221543</td>
</tr>
<tr>
<td>.2</td>
<td>8</td>
<td>0.372312</td>
<td>-9.999095</td>
<td>-0.203924</td>
<td>-6.996210</td>
<td>-0.243689</td>
<td>16.995306</td>
<td>0.447613</td>
</tr>
<tr>
<td>.3</td>
<td>10</td>
<td>0.568445</td>
<td>-9.997891</td>
<td>-0.311351</td>
<td>-6.991167</td>
<td>-0.371969</td>
<td>16.989059</td>
<td>0.683319</td>
</tr>
<tr>
<td>.4</td>
<td>12</td>
<td>0.778092</td>
<td>-9.996049</td>
<td>-0.426180</td>
<td>-6.983456</td>
<td>-0.508955</td>
<td>16.979504</td>
<td>0.935135</td>
</tr>
<tr>
<td>.5</td>
<td>16</td>
<td>1.008965</td>
<td>-9.993356</td>
<td>-0.552636</td>
<td>-6.972192</td>
<td>-0.659595</td>
<td>16.965548</td>
<td>1.212231</td>
</tr>
<tr>
<td>.6</td>
<td>20</td>
<td>1.273326</td>
<td>-9.989419</td>
<td>-0.697435</td>
<td>-6.955735</td>
<td>-0.831723</td>
<td>16.945154</td>
<td>1.529158</td>
</tr>
<tr>
<td>.7</td>
<td>28</td>
<td>1.593547</td>
<td>-9.983428</td>
<td>-0.872829</td>
<td>-6.930732</td>
<td>-1.039565</td>
<td>16.914160</td>
<td>1.912394</td>
</tr>
<tr>
<td>.8</td>
<td>44</td>
<td>2.019180</td>
<td>-9.973394</td>
<td>-1.105948</td>
<td>-6.888949</td>
<td>-1.314414</td>
<td>16.862342</td>
<td>2.420562</td>
</tr>
<tr>
<td>.9</td>
<td>86</td>
<td>2.707618</td>
<td>-9.952166</td>
<td>-1.482881</td>
<td>-6.800947</td>
<td>-1.754478</td>
<td>16.753113</td>
<td>3.237359</td>
</tr>
<tr>
<td>.91</td>
<td>94</td>
<td>2.809647</td>
<td>-9.948496</td>
<td>-1.538714</td>
<td>-6.785784</td>
<td>-1.819122</td>
<td>16.734280</td>
<td>3.357836</td>
</tr>
</tbody>
</table>
that the use of Sundman series requires no summation
matrix G since we are evaluating the Taylor series
directly. A more interesting result is the following:

We note from the above argument that the radius of
convergence of the Sundman series for the parameter θ
of (3.25)" is χ. The numerical evidence of Table XIII
suggests that χ ≈ 1 in both Zumkley's and Strömgren's
example. Since θ was chosen equal to 1 in both
these examples, (3.26) gives the rather surprising estimate

\( \Omega \approx \frac{\pi}{4} \)

which is in marked contrast to the values usually
computed from Sundman's estimate.

Let us now note the following interesting possibility.
On the basis of the result in the last paragraph, the
poor results obtained with the transformation (3.22)
can then be attributed solely to the exponential nature
of the sinh function. Essentially, the transformation
(3.22) takes the lines \( w_o + i\Omega, \infty < w_o < +\infty \), of
the \( w \)-plane and folds them onto the half-lines \([1,i\infty)\)
and \([-1,-i\infty)\) in the \( \tau \)-plane. It was pointed out
earlier that such a "severe" mapping is necessary for
the \((E,r)\) method if \( W(r) \) is to tend to infinity
as \( r \to 0 \). However, such is not the case for the
\((E,r,0,2)\) method. Let us assume it is possible to
find a conformal mapping

(3.32) \[ z = h(w) \]

which takes the lines \( w_0 \pm i\Omega \) of the \( w \)-plane into two curves which lie above and below the two lines passing through the origin and inclined at \( 45^\circ \) to the positive and negative \( z \)-axes. Let us further assume that the strip of width \( 2\Omega \) is mapped into the region between the two curves and that the real \( w \)-axis is mapped onto the real \( z \)-axis. If we now consider the limiting shape of \( D_r \) for the \((E,r,0,2)\) method as illustrated in Figure 1 and refer to the method of constructing \( D_r(x_1), D_r(y_1), \) etc., as outlined in Section 1.1, it is not hard to see that in this case \( W(r) \to \infty \) as \( r \to 0 \). Unfortunately, the author has not yet been able to find a suitable mapping (3.32).

In concluding this chapter, let us make the general remark that the methods used in this work do provide effective means of obtaining the solution to the two- and three-body problems within a limited interval. Moreover, within this interval they are more effective than Brumberg's method as well as being much simpler to use. Furthermore, it is not clear from Brumberg's paper [1] that the practical limit to the interval of convergence on which his method will work extends much
beyond ours. It should be pointed out, however, that our methods require some knowledge of the distribution of the singular points of the solution while in Brumberg's method one need only know whether or not the real axis lies in the principal star of the solution function. Also, the entries in the matrix $G$ of Brumberg's method are of a universal character and thus, once calculated, they can be stored and used for any future problem.

One could possibly broaden and improve our results by considering other displacement polynomials; perhaps polynomials leading to methods outside the class $(E,r,\alpha,\beta)$. In addition one might be able to obtain good results by an appropriate combination of summation techniques and conformal mappings. Other problems might also be tried; for instance let us consider the problem of the motion of a heavy rigid body about a fixed point. The equations of motion for this problem are (see Leimanis, [1, Chapter I])

\[
\begin{align*}
\dot{A} &= (B-C)q r + mg(\beta z_o - \gamma y_o), \\
\dot{B} &= (C-A) r p + mg(\gamma x_o - \alpha z_o), \\
\dot{C} &= (A-B) p q + mg(\alpha y_o - \beta x_o),
\end{align*}
\]

\[
\begin{align*}
\alpha &= \beta r - \gamma q, \\
\beta &= \gamma p - \alpha r, \\
\gamma &= \alpha q - \beta p
\end{align*}
\]
where $A$, $B$, $C$, $m$, $x_o$, $y_o$ and $z_o$ are certain real positive constants, $p$, $q$ and $r$ are the components of the angular velocity vector with respect to a conveniently chosen body-centered set of axes, and $\alpha$, $\beta$ and $\gamma$ are the direction cosines of the fixed $OZ$ axis with respect to these axes. Such a system admits the integrals

\begin{equation}
(3.34) \quad A p^2 + B q^2 + C r^2 = 2(h_1 - x_o \alpha - y_o \beta - z_o \gamma)
\end{equation}

and

\begin{equation}
(3.35) \quad \alpha^2 + \beta^2 + \gamma^2 = 1
\end{equation}

where $h_1$ is also a constant. From (3.34) and (3.35) we immediately obtain

\begin{equation}
(3.36) \quad |\alpha|, |\beta|, |\gamma| \leq 1
\end{equation}

and

\begin{equation}
(3.37) \quad |p|, |q|, |r| \leq \frac{2}{K'}(|h_1| + \sqrt{3}k) = K
\end{equation}

where

\[ K' = \min(A, B, C) > 0, \quad k = \max(|x_o|, |y_o|, |z_o|). \]

Consider now the following theorem due to Cauchy on the existence of solutions of differential equations (see Picard, [1, Chapter XI]).
THEOREM 5  Let  \( Q_j(q_1, q_2, \ldots, q_n) \) be functions which do not contain the time \( t \) explicitly and which are developable in powers of \( q_i - q_{10} \) whenever

\[
|q_i - q_{10}| < q'_i \quad (i=1,2,\ldots,n)
\]

where the \( q'_i \) are certain positive constants. Assume there exists positive finite constants \( Q'_j \) such that

\[
|Q_j(q_1, q_2, \ldots, q_n)| < Q'_j \quad (j=1,2,\ldots,n)
\]

whenever the variables \( q_i \) satisfy (3.38).

Under these conditions the system of differential equations

\[
q_j = Q_j(q_1, q_2, \ldots, q_n) \quad (j=1,2,\ldots,n)
\]

admits one and only one solution which has the property that \( q_i \) tends to \( q_{10} \) as \( t \) tends to a finite value \( t_o \). In this solution, the functions \( q_i \) can be developed in power series in \( t - t_0 \) provided

\[
|t-t_0| \leq T
\]

where

\[
T = \min\left(\frac{q'_1}{Q'_1}, \frac{q'_2}{Q'_2}, \ldots, \frac{q'_n}{Q'_n}\right).
\]
Moreover, if \( t \) satisfies (3.41) the functions \( q_i \) satisfy (3.38).

Let us now write the differential equation (3.33) in the form

\[
\begin{align*}
\dot{p} &= \left( \frac{B-C}{A} \right) qr + \frac{mg}{A}(\beta z_o - \alpha y_o) = Q_1(p, q, r, \alpha, \beta, \gamma), \\
\dot{q} &= \left( \frac{C-A}{B} \right) rp + \frac{mg}{B}(\gamma x_o - \alpha z_o) = Q_2(p, q, r, \alpha, \beta, \gamma), \\
\dot{r} &= \left( \frac{A-B}{C} \right) pq + \frac{mg}{C}(\alpha y_o - \beta x_o) = Q_3(p, q, r, \alpha, \beta, \gamma), \\
\dot{\alpha} &= \beta r - \gamma q = Q_4(p, q, r, \alpha, \beta, \gamma), \\
\dot{\beta} &= \gamma p - \alpha r = Q_5(p, q, r, \alpha, \beta, \gamma), \\
\dot{\gamma} &= \alpha q - \beta p = Q_6(p, q, r, \alpha, \beta, \gamma). \\
\end{align*}
\]

(3.33)'

Assume we are given real constants \( p_0, q_0, r_0, \alpha_0, \beta_0 \) and \( \gamma_0 \) with \( \alpha_0, \beta_0 \) and \( \gamma_0 \) satisfying (3.34). Let us now choose arbitrary positive constants \( a \) and \( b \) and assume

\[
\begin{align*}
|p - p_0|, |q - q_0|, |r - r_0| &< a \\
|\alpha - \alpha_0|, |\beta - \beta_0|, |\gamma - \gamma_0| &< b.
\end{align*}
\]

(3.43)

Since \( p_0, q_0 \) and \( r_0 \) satisfy (3.34) and \( \alpha_0, \beta_0 \) and \( \gamma_0 \) (3.35) we obtain

\[
\begin{align*}
|p|, |q|, |r| &< K + a \\
|\alpha|, |\beta|, |\gamma| &< 1 + b
\end{align*}
\]

(3.44)
and thus, from (3.33)',

\[ |Q_1|, |Q_2|, |Q_3| < L(K+a)^2 + 2tk(1+b), \]

\[ |Q_4|, |Q_5|, |Q_6| < 2(K+a)(1+b) \]

(3.45)

where

\[ L = \max\left(\frac{|B-C|}{A}, \frac{|C-A|}{B}, \frac{|A-B|}{C}\right), t = \max\left(\frac{mg}{A}, \frac{mg}{B}, \frac{mg}{C}\right). \]

If we now define \( T \) by

\[ T = T(a,b) = \min\left(\frac{a}{L(K+a)^2 + 2tk(1+b)}, \frac{b}{2(K+a)(1+b)}\right) \]

(3.47)

we can prove the following

**THEOREM 6** If at some real instant \( t_0 \) we are given the real constants \( p_0, q_0, r_0, \alpha_0, \beta_0 \) and \( \gamma_0 \) satisfying (3.35), then the solutions \( p(t), q(t), r(t), \alpha(t), \beta(t) \) and \( \gamma(t) \) of equations (3.33) satisfying \( p(0) = p_0, q(0) = q_0 \), etc. are analytic functions of the complex variable \( t \) in a strip of width \( 2T \) about the real \( t \)-axis.

**Proof:** Since for arbitrary positive numbers \( a \) and \( b \) in (3.43) the conditions of Theorem 5 are satisfied, we are therefore guaranteed the existence of solutions which are analytic in the disk \( |t-t_0| \leq T \) where \( T \) is
given by (3.47). Let \( t' \) be any value of \( t \) satisfying 
\[ t_0 < t' < t_0 + T. \]
The functions \( p(t), q(t), \) etc. will be analytic at \( t' \) and their values there will satisfy (3.36) and (3.37) since for real \( t \) the functions are real valued. Taking their values at \( t' \) as initial values and using the same \( a \) and \( b \) as in (3.43), the estimates (3.44) and (3.45) are still valid and thus \( T \) remains unchanged. Applying Theorem 5 again we are able to conclude that the functions \( p(t), q(t), \) etc. are analytic in the disk \( |t-t'| < T. \)
It follows that for any real value \( t^* \) of \( t \) the functions are analytic in the disk \( |t-t^*| < T \) and thus they are analytic in the strip of width \( 2T \) about the real \( t \)-axis.

Recall that \( a \) and \( b \) used in (3.43) are arbitrary positive real numbers. Let us therefore define \( \Omega \) by

\[
\Omega = \max_{a>0, b>0} T(a, b).
\]

Determination of the maximum involves the solution of a quartic equation in \( b \) which reduces to a quadratic when \( L = 2 \). Theorem 6 can now be restated with \( T \) replaced by \( \Omega \).
Thus we see that, from the point of view of the
distribution of the singularities, the problem of the
motion of a heavy rigid body about a fixed point bears
some resemblance to that of the regularized three-body
problem. Consequently, the methods which we have
used in this work and that also of Brumberg's can be
applied to this problem as well.
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