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ABSTRACT
This paper is a critical essay on the question "Can
machines think?", with particular attention paid to the articles

appearing in an anthology Minds and Machines, A. R. Anderson

editor. The general conclusion of this paper 1s that those
arguments which have been advanced to show that machines can think,
are inconclusive. |

I begin By-examining rather closely a paper by Hilary
Putnam called ”Minds and Machines" in which he argues that the
traditional miﬁdfbody problem can arise with a complex cybernetic
machine. My argument against Putnam's is that either there are
n§ problems with computers which are analogous to the ones
réised by mental states, or where there are problems with machines,
these problems do not have at bottom the same difficulties that
human experiences raises. | ,

I‘then continue by'showing that a eybernetic machine is
an instantiation of a formal system. This leéds to a discussion
of . the relationship between formality and'predictability in which
I try to show that some types of machine are in principle predictable.
In_the~next section I attempt to prove that any discussion‘of
outward signs of imitative behavior presupposes that some linguistic
theory, such as a type reduction, has been substantiated. The |
force of this argument is that such a theory has not in fact been

substantiated. I offer some general theory about the complexity

of concept-property relations.
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Finally I give a demonstrétion that no tesf or set of
tests can be found that will be logically sufficient for the
ascription of the concept "capable of thoﬁght."  If this is
successful, then I have shown that no test can bé fouhd; which
when a machine is buillt to pass 1it, 1s logiéally adequate for
saying that that machine can think. Thié argument,is,offered‘as:-
further criticism of the Imitation Game which A. M. Turing prb—.
'posed as an adeQuate_test for thinking-subjects. Besides the
specific conclusion that insufficieht evidenéé,has been offered
to say that machines can think, this paper offers a moré general
conclusion that most standafa_problems have at'botfomiailinguistic
difficulty, However this géneral concluéion is a broad speculafive
~one to which the wofk in this paper is only a smali exemplification

and as such reflects mainly the further ambitions of the author.
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SECTION I
~ INTRODUCTION

This 1s a paper on the question "Can machines think?"
aﬁd its general conclusion is negaﬁive. It is difficult to.
give an exact characterization of the problems that philoéophers
are interested in when they discuss this question. However it
would be fairljysafe to say that thé broblems'are those posed by
" the recent édvances in digital and'analogue computers. These
machines have beén built to perform a great Vafiety of huﬁan
tasks and‘the question naturally arises as to whether or not we
must say of some 'super'! computer that it thinks. In this
respect, of course, it is of interest to consider the definition
of a mechanical computer to see 1f there are any limitations
serious enough to justify us in withholding the designation,'
'capable'of thought!'. Before we can decide whether or not a
machine thinks, a great number of secondary problems must be
tackled and these problems are of wide general philosophic
. interest. Furthermore the philosophic importance of récent
developments 1in mathematicé and physics must also be assessed.
S0 potentially the problem "Can machines think?" could lead us
into very general philosophic speculation. However, an article
31 .

by A. M. Turing™ in 1950 sparked a whole series of papers in the

philosophic journals, some of which were collected by A. R.

Anderson, in an anthology called Minds and Machines.2 This
paper is a criticism of the main arguments presented by those
who feel that machines can think with particular attention given

to those articles in Minds and Machines.

There are several conclusions arrived at in this paper.
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The argument in the second section attempts to show that tﬁere
is no serious analogy between meh and machines. That is to say,
no sefious analogy in the sense that those problems which are
roised because of the uniqueﬁess of human experience, are not
raised pith very complicated computers. . In the third section I
show‘that a Turing machine is forﬁal, and as such 1s, in the
important sense, predictable. The fourth section 1s an attacklupon
the possibilipy of building a computer to imitate hﬁmon‘behaviour.
The argument is,lthat until certain things are shown about our
behavioural concepts, then the problem of imitationlcannot arise.
Of couroe the force of this argumeht is thatytheoe things have
not‘beeh shown. Finally in the fifth section I try to show that
no tést can evér be constructed which will logically be adequate
fof_the application of the conccpt, 'capable of thinking‘. This
argument is meant to undercut the 1ong_debate which has gone on
criticizing Turing's "Imitation Game‘”,3 which was proposed as a
test for thinking. B | |

Most of the arguments of this paper are an exemplifi-
cation'of a generol philosophic approach. This appfoach 1s one
in which attention is focused on the concepts that we use; By
doing this'attention is drawn to the complexity of these concepts,
particularly in their logical structure. It‘is argued that too
little attention is given to the complexity of 1anguage,)
particularly with resgpect to oufvbehavioural concepté. At times
it is argued: that until gome problems about the nature of concepts

~.are answéred, then no decision about the possibility
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of constructing robots can be made. So in a sense, I think that
The general nature of the thesis of this paper can be said to be
linguistic. - There is also a larger thesis behind this papef, but
upon which none of the arguments depend. This is the idea that
most questions of philosophic importance can be put in the form
of a problem about the logic of concepts; If this is sd, and a
systematic way can be found for discovering the logic of concepts,
then the main problems of philosophy can be solved withinAa
scienée of language. This paper does not attempt to establish
this thesis but rather 1s meant to Be in some small way an
‘exemplifiéation of it. Thus.the arguménts-of this paper try to
show that the problems connected with thinking machines can all
be given a linguistic interpretatibn; although no attempt is
made to give a method for discovering the logic of concepts.

I should mention, finally, that this paper does not
reiterate in any detail, the"argﬁments which have already been
made in the many papers on this.subject. in fact it is assumed
that the reader is familiar with most\of the arguments and in
particular that the readér is very familiar With somé specific
articles. vIn some‘places this paper 1s anzextension of some
very thorough WoTk by Other philosophefs. But in general the
criticisms of this paper are very broad and are intended to
undercut many of'the standard ideas connected with the problem

Can machines think?"



SECTION II
THE ANALOGY BETWEEN MEN AND MACHINES

ﬁilary Putnam in his paper "Minds and Machines" tries
to draw an analogy between the various states of a complex
cybernetic machine (called a Tﬁring machine) an 4 the correspon—
ding states of a huméh‘being."He maintains tﬁat a machine® uns
has logical and structural sfates, Just as a human has mental
and physical states, and also that those arguments which support
the identity or ﬁonidentity'of mental and physical states also
" show that the same thingAabout logical and physical states. As
~we all know, a machine is capable of a complete mechanistic
(causal) explanation an&,has no hidden or dtherwisé mysterious
parts. Thus if Putnam can‘sﬁstain his analogy between men and
machines,'he thinks that this will go some way (he does not
think it would be conclusive) in substantﬁating a mechanistic
thesis. It is my contention in this section that Putnam fails
to find the analogy‘that he is looking for.

Putnam's thesis rests dn two main claims. He tries to
show that the proposition "I am in-state A if and only if flip
flop 36 is on" is,‘from the machine's point of view, synthetic,
or what is taken to be the same thing, at least embirically'
verifirable. = This ﬁill make 1t analogous to the probositién‘

"I am in pain if and only if C-fibres are stimulated" and will
depend upon there being different methods of verification of
state A and flip flop'36 being on. His other claim is that the
logical-structural distinction is analogous to the ﬁind—body one
in that there can be a logical description of the machine's:

computations just as there is a mental description of human
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activity. I hope to show that even from the point of view of
the machine, the above proposition is not synthetic, and also
that the logical-structural distinction i1s not analogous to the
mind-body distinction.

Putnam considers a Turing machine 'T! which can be in
a nuﬁber of states, -one of which i1s named A. As he says, "a
Turing machine 1s a device wiﬁh a finite number of internal
configurations, each of which involves the machine's being in
one of a finite number of states,..." I presume that any
nparficular state of T is defined as a unique combination of
Certain circuits being activated, certain circuit breakers being
open, and certain vacuum tubes operating and further that other
circults are dead, other circuilt breakers are élosed and other
vacuum tubes are not operating. It may be the case however that
the condition of some components of the machine are irrevelant
in the determination of some state, (say) state A. TFor the
discussion in this section ; let usi define sfate A as that state
off a Turing machine in which flip flep 36 is on and all the
.other circuits are irrevelant. This last clause, "and all the
other circuits are irrelevant® can be expanded into a finite
list. Instead of specifying whether the other components of
the méchine should be closed or non-operational, we can say
if some circuit which is #rrelevant that it can be either open
or closed, either operationél or non-operational. In this way
we can expand the definitiqn of state A into a finite list, stich
as, flip flop 36 is on, flip flop i is either‘on or off, flip
flop 2 is either on oerff, eté{ As I said, this description is

finite because there are a finite number of components in any
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machine. We can now generalize our description of what a state
is by saying that any state of a Turing machine is equilivalent
vto a list of the various components.of the machine stating
either that they are on, off, or either on or off active; inac-
tive or either; actdive or inactive; etc. Thus any particular
state could be pictorially represented by a plan of the machine
showing the éonditions of the various circuits, circuit bfeakers,
tubes, magnetic:fields; relays, etc.6

We could build into T a sub-machine (sub-T) which
could check the‘coﬁdition,of the various components of T and
which would print-out (say) onto the input tépe of T, the results
that it obtained. If we Wish to check for the various states
that T i1s in, it will simplify our job considerably if we
determine what are the ‘Sufficient features of each particular
state whiéh differentiate it from all the other states of T.
Then we could speak of the sufficiént conditions for any partic-
ular staﬁe. There will be many oflthe cﬁnfigurations of state
B which are differént from C or D but not from E or F. But
that configurationss of the various components of T which is
sufficient to differentiate some state from all the others will
be called the sufficient conditions of that state.

Now that we have this machine, we can ask it to verify
the statement %I am in state A when énd only when flip flop 36
is on.™ To give a plausible situétion for this to arise,
imagine that we haﬁ; just built T and theoretically the position
of flip flop 36 should be the sufficient condition for state A.

We ask the machine to check (or as Putnam considers, the machine

itself considers checking) the above statement. The method
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would De theoretiéally simple. The machine enters state A and
sub-T reports.the condition of flip flop 36. The machine then
enters every other state (which is a finite number) and compares
the reports of sub-T on flip flop 36 to the first .report. If
the subsequeht reports are all différent thénlthe first one, the
proposition is true. There 1s however a vast pféctical problem
Qf gétting the machine to go through every other staté,,and
making sure that none are missed. However, this aside, the
statemént Seems opeﬁ to an empirical solutidh, making it
‘synthetic. o |
- qutném wants to say7 that if séme bright pérson raised
the question of ﬁhe identity of state A and flip.flop 36 being

én, the same objectibhs could bé raised against identity in the
machinexcasé as are raised‘in.the case of the identity of being
in'pain and C-fibres being stimulated. In the mind-body case it
1s argued that since there anadifferent ways of knowing about the

states to be identified, the two states could not be identical.

These same considerations_hold in the machine case. The way

that T determines the state of flip flop 36,'is from the reports

of sub-T, and the way that it determines what state it is in,

k!

is from the original input order to enter the state. So there

-are two different ways of knowing about the two states. Thus

state A is not identical with.fiip flop 36 being on. At this’

point Putnam leaves the reader with the chioice of saying either there
is-a 'mind-body' (or logical-physical state) problem with machines

or else the
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human mind-body problem 1s merely linguistic. Before we take
Putnam's choice, let ué go back and see whether or not the
considerations are actually parallel.

I gave an.example edrlier in which the statement "I
am in state A if and only if flip flop 36_is closed" was synthetic.
But the exampie I gave to illustrate tha%, was the case of
checking the operation of some machine which had just been
constructed. . It is a normal assumption in the discussion of
machines that we are only considering !'theoretical! machines;
l.e.y those that never have mechanical failures. I assume that
Putnam is talking about the same machines that Turing,8 Church,9
and Davislo were, and these.ﬁére theoretical machines. If T is
- a theoretical machine then, the case 1 gave to illustrate the
synthetic hature of the statement could not arise. By dealing
with theoretical machines we eliminate the possibility .of
mglfunction in the machine, so the problem of seeing whether or
not the machine functions as designed cannot ardse.

But perhgps there 1s a  funther sense in which the
statement is synthetic. Isn't 1t an emplrlcal question as to
whether or not the positlon of flip flop 36 is the sufficient
condition of state A, i.e. is the position of flip flop 36 the
feature of the infernal condition of the machine which makes the
state A different from ail other states? But this question is
not the original question but rathér the one as to Whether "I
am in state A.;i flip flop 36 is closed." This is of course
rather obvious because the necessary and sufficient conditions
are a complete description of the circuits, circuit breakers,

and tubes being on,off or either, in the proper configuration
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for state A. Thét these configurations are the proper ones is
not an empirical or synthetic question but rather a question of
/naming'or defining just which configuration would be stéte A.
Since th statement "I am in state A if and only if flip flop
36 is closed" is ane about the necessary and sufficient condip}ons‘
of state A, it is a matter only of the way the méchine was set
up; i.e., a matter of the initial stipulatioh.

- That theddefinition- of staté A is a matter of initial

stipulation though, does nqt prevent the question about the
- definition of state A being asked. The machine may consider,
or some programmer unfamiliar with T may consider, the truth of!
the proposal "I am iﬁ state A 1f and only if-flip flop 36 is on'".
This will be a difficul%, but not insoluble problem, but.this
alone will not show the propdsition to be synethic. The initial
assumptions of any system, or the orginal constrﬁctional'
, correSpondenceé of any ﬁachine; méylbe difficulf to determine
but this does nof prevént them from being stipulations (or axioms

or définitions). Thus the fact that there is quite a problem,
which one may faill to solve, in ascertaining thé initial
'stipulations dethe various states of the machine,'does not ‘
show that these correlations (namings, stipulations) are not
aﬁalytic.

The main argument hbwever is, that the ways of determining
state A and the position of'flip flép 36 are different, and thus
'it_seems an entirely contingent matter whether or not the two
%ﬂiﬁgs are identical. !'"For instancg," Putnam says, "the machine might
" be'in state A and its sense organs might report that flip flop 36

was not on." In which case the machine would have to decide
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"whether to say the proposition wés falée or to attribute the
discrepancy to observational error. This_broblem which Putﬁam
poses for the machine could never arise with é Turing machine
because_wefare assuming that the machine functions cOrreétly-
for as long as we want it to. So there is no pbséibility of an
observational error in a Turing machine, and if there was an
'observation' of flip flep 36 being off when the machine was in
state A, then the only conclusion is that the given statement is
false. But if‘the exact problem whiéh Putnam raises'Can¥not
arise, stlll we have the fact that theresare two independent
ways bf verifying each part of the prdposition@ P A
§yxlﬁQﬁim«§ﬂa; The way the machlne determines the p031tlon of
fllp flop 36 is from the. 1nput report of sub T. But how does T
determine which state it is in? The machlne determines this
from the initial inpuf order which was given_it'(or even which
it gaveg;tself.)'lAt no time does the machine directly.observé
that ié is in state A as Putnam élaims.. Thé machine infers
from the evidence of the input order to the actual internal
configuration. Also the machine infers from the evidence of
the input results of sub-T to tﬁe actual internal configuration.
Thus in determining whether it 1s in state A or whether circuit
breaker 36‘is on, the machine.makes an’ inference from evidence
which is presented to it. Although the evidence is different,
the method of verification is the same in both cases.
Furthermore, sincerwe are dealing with theoretical
machines, we assume that no mechanical failures oceur and that
there have been no mistakes in programming. So, for a Turing

machine it is not possible that T be given an order and fail to
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execute it or that sub-T report incorrectly. Thus both the
input order and the report of sub-T become definitional criterion
for state A. Therefore, if the proposition "I am‘in state A"
means thaft the machine has been given the order to enter state
A, either by itself or some programmer, and since .flip flop 36
belng on is a necessary oondltlon for state A, then the
prop081tlon "T am in state A if and only if flip flep 36 1is
on" is analytic for a Turing machine. On both accounts then
the case of the machine is different from the human case. The
proposition "I am in state A if and only if flip flop 36 is on"
is anal&tic whereas the analogous proposition "I am in pain if
and only if my C-fibres are stimulated" is synthetic. ‘The ways
in which the machine verifies botn the state it is in and the
condition of flip flop 36 are the same. Whereas, in the human
case there is an in-principle difference.between the ways of
verifying that one is in pain and that‘one‘s C-fibres are |
stimulated. So Putnam has not built an analogous case with
Turing machines.

Putnam then turns to show1ng that the question of
whether a machlne 'knows' what state it is 1n, is a degenerate
questlon.12 If he can show that it is degenerate in a way that
the similar question about human‘knOWledge of mental states is,
this will add more evidence to the analogy between logical
states of a machine and mental states of a human. So he
compares the two questions "Does the machine 'ascertain' that
it is in state A?" and "Does Jones 'know' that he is in pain® in
order to show that questions about the meéthod of attaining |

knowledge of internal machine states. He hopes to show that
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they afe'both-dégenerate, but I shall argue that the questions
about machine methods are either not degenerate or if they are,
hot for the'same reaéons that questions of method are for mental
states. ‘

There is one obvious sense in which it can easily be
sgid that the machine computed state A, and that is the case
where the machine goes through a series of calculationé which
terminates in state A. But I take it that Putnam is interested
in the case of whether or not'a‘machiné can be said to compute
that it is in state A from state A alone. Before considering
the question though, we must add one more feature to'our‘machine
T, by Supposing that whenever the machine is in one particular
state (say state A), it prints out the words "I am in state AM.
This can be done in two ways: eilther every time we‘give the
machine an instruction to enter staté A, we next give it the
instruction to print out "I am in state A", or else we can have
the machine so constructed that every time it enters state A
it also prints out “T am in state A". The question may now
arise "Does the machine ‘'ascertain' that it is'in state A?M
According to Putnam, 'gscertain' is synonymous with !'compute!
or ‘'work out'; so thelquestion can be rephrased as "Does the
machine 'aécertain' (or compute or work out) that it is fnosbate
A?"l3 If we have a machine in which a further instruction is
given it to print out "I am in'state A", then the anéwer to
the above queétion is yes, and,ﬁhe answer to the further query
about how it ascertains or works-it out is given by showing the
programming required. In this particular case it is a matfer

of the insertion of & sub-routine (granted it is a short one of -
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one instruction) after fhe insfruction to enter state A. BSo
if we*ha?e this type of machine, the question is not degenerate.

But if We.have a machine that has built into it a
programme such that every time it enters state A it prints out
"I am in state A", then the printing out becomeé part of the‘
descriptioﬁ,_and thus a definitional condition of the machine
being in staté?A. (Mechanical errors are theoretically elimin-
ated.)v If this is the case then it 1oseslits analogy with the
human situation of someone 'evincing' "I am in pain®, for the
verbal statement is not:'part of the description of pain and hot
a definitional condition of being in‘pain. 'The gquestion about
the machine ascertaining or computing that it 1s in state A
becomes degenerate because the fact that the machine printed out
"I am in stéte A" is g définitional criterion of the machine's
being in state A. Putnam says that the difficulty of degeneracy
has, in both cases the same cause: "namely, the difficulty is
occasioned by the fact that the verbal report (I am in state A
and I am in pain) issued directly from the state it I’epo:r‘ts...i’:LL+
But the print out "I am in state A" is not a report, but a part
of what is stipulated as beling in stéte A; reports can be
mistaken, but not definitional critefion. The question about the
- machine computing "I am in state A" from state A is a description
because part of what is set’up in'this machine asstate A is a
description of the print-out mechanism printing "I am in state
A", and not as Putnam thinks because "I am in state A" issues
directlylfrom the machine's being in state A. However the
statement’“I am in pain", if it is degenerate, is not:so for»these

reasons. In the human case, a person saying that théy are in
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pain is not avnecessafy condition eifher for them khowing
themselves that they aré in pain nor for someone else knowing
that they are in pain. The relation between the statement "1
am in pain" ahd the pain.is quite contingent, and it is this
fact which gives rise, in the human situation, to the question
éf knowing about the pain in order to 'evince! "I am in pain™.
This analogous situation does not arise in a Turing machine. 8o
the question of how a machine comﬁutes or works out what state
‘it is in,.is not usually degenerate, but when the question is,
it is nétAdegeneréte for the reasons that questions of knowing
paih ki£~those questions ére acfually degeneréte)are.
To)continue his analogy betweén machines and humans, Putnam
shows that there are two types of machine states, logical states
and structural stafes, and that these are analogous totthe mental
and physical states of human beings. As I mentioned earlier,
any theoretical Turing machine is capable of being in a finite
number ofustatés, A, By Cy oy and if the various programmes
of this machine are already in memofy, then the machine will
change froonﬁe state to another according to its pfogramming.
But as Putnam says "a given 'Turing machine! is an abstract
machine which may be physically realized in an almost infinite

w5

number of different ways, and, for any particular manufactured
machine the physical condition of it mayvvary from one condition
to another. Thus any actugl machine may be in é number of
physical or structural statés apd yet may’@till be in the same
logical state. So for any particular'maChine it can be thought

of or described as a finite number of logical stateS‘or'as a

number of structural states, and the functioning of the machine
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éan be expressed either entirely in terms of logical states, or
again, entirely in structural states. This 1s, according to
- Putnam, analogous to the human-situation in which‘the functioning
'of the human can be explained in terms of mental occurrences

(e.g.,Freudian explanation) or in terms of physiological changes
(e.g.,complete behavioural description).

In order to assess this analogy, let us backtract to the
distinction between logicaleand structural states and consider
briefly again just what are logical states. When we set up a
Turing‘méchine, we said‘that it could enter a finite number of
states, A, By Cy; ... etc. These states referred to something
more or less explicit; namely the internal configuration of some
hypothetical machine. These states of the machine, A, B, C,
must be explicit, at least to the extent that we can see that
we can build some machine that will énter.these states. Thus
if the particular state we are téiking abdﬁt is one in which the
'machine places the‘input data ihto_memory space 4683, we must
be able to show that a machine can be built which will fulfil
this function.and consequen?ly'be éble to enter this state. This
éould be done by laying out on the'dréfting‘board the'possible
configurations of circuits, relaYs, and vacuum tubes such that
any machine which was built from these plans would be able to
enter this particular state. This requirement that the states
of a Turing machine refer at least to one possible configuration
of a machine, is absolutely essentiél. Otherwise we would beg
the entire question. If we simply said that the machine could
fulfil such-and-such function and we did not specify how this

could be accomplished mechanically, then we would simply be
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saying that machines can do whatever humans can and I presﬁme
that it is just this question of whethefvmachines can do every-
thinglhumans can do that we are trying to answe;k S0 unless we
beg the question, we must be.ébie to specify at least one
mechanical configuration of a possible Turihg machine for every
state that we attribute to machine T. When we say that the
internal configuration of state A must be specified, we do not
mean that it must be explicitly laid out in evefy.minute detail.
For exampley if in specifying stdate A we say that there must be
a circuit joining the scanner to the memory input compartﬁent,
we do not specify the length of the circuit, nor the chemical
composition of the Wire, nor even for that matter that 1t must
be a wire which carries the impulse froﬁ one to the other. In
fact there is no limit to the various ways that such a circuit
could be set up. (The circuit is specffied by the function, (or
purpose, or goal), and thus there‘are an unlimited number of
actualvmechanigal ways of fulfiliing the particular purpose.

We could also have a messenger boy carry the messagé, but this
would not be a meéh anical solution. But we must show that
there is at least one mechanical solution.)

On the other hand, for any actual méchine\there will be a
complete physical description of the various circuits, relays,
tubes, etc., specifying the actual physical make-up of thé
machine. But these specifications must include at least those
specifications which.were laid down for the theoretical state.
That is, those conditions which we specified for the T machine
to bevin state A must be included in (or deductible from) the

physical specifications of  this actual machine, although these
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physical.specifications will also describe many properties which
were'not included in the theoretical considerations of state A.
Our initial specification'of the properties of state A was
abstfact in the sense that it left open to the engineer building
the machine many other'properties to be specifled before the
machine could be built; But the computer's physical or structural
description of state A will differ from the theoretical or
logioal description of state A only in that it describes more
properties for the machine. Thus if we think of the structural
desoription as designating a set of properties and oonditions of
T, the 1ogical description will be a sub-set of these.

Now it 1s usually thought that the difference between mental
states and physical states is one of a more serious nature than
just that mental states have the same but fewer properties than
physical stetes. It is generally thought that the test for
determining physical properties are not applicable to the
properties of mental states. Most of the philosophical specul-
ation of the last few years hsas been an attempt to find some
identity principle between the'properties of our mental'states
and those. properties which'are objectively attributed to other
people. Putnam doesn't even need an identity principle because
there 1s only one type of property. He hes failed to find two
types of things between which we.need to find some bridge or
connection. FromAa complete physical description of a machine
we can deduce the'theoretical description, but until some
identity principle is afforded by Putnam or someone else, we
cannot deduce the mental description of a person from his

physical condition. This identity principle which would bridge
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the gulf between mental and phyéical étates may yet be found by
. philosophers, nevertheless, what is certainly true is that some
principle is needed. In the case of a Turing machine there is
no principle needed because Putnam has failed to show that there
is a type difference between the properties of logical and |
physical states. Therefore the difference between a logical
and physical-deScription of a machine is not ahalogous to the
difference between a mental and physical description of some
" person's pain (say). Thus i conclude that the logical-structural
distinction with machines 1s not anaiogous to the mental-physical
distinction in the human situation.

The conclusion of this section is not that there are no
'probléms to be answered or distinctions to be made With complex
Turing machines. The éonélusion is raﬁher that the problems
raised or thé questions asked by a Turing machine about itself
are not problems for the same reasbﬁs that similar questions
ébOut humans are. The machine may ask itself questions of the
same form as humané may{ but'the difficulty is‘not the same
difficulty that a human has. Similarly, many distinctions
can be drawn in dealing with cémplexfmachines,‘but theée also,

I cdnclude, are not the’séme distinctions which philosophers

have noted in the human case. Thus the problems which a complex -
Turing machine might face are not the saﬁe as those that humans
try to anSwer, and in thié sense the analogy between_men and

machines fails.
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SECTION III:
FORMALITY AND PREDICTABILITY:

In thls section, I wish to show that a Turlng machine is
a concrete instantiation of a formal system, and as such, is
. predictable. My demqnstration that Turing machines are forﬁal is
not uniqué_but i feel that it is impbrtant that it should be shown
rather explicitly. Mény philoso.phers have argued that if'é Turing
machine is formai then‘Godel's Incompleteness Theorem can help us
to séme interesting conclusions about machines. ‘Some, shch as/Lucas16
have argued that the Theofem refutes mechanism; bthers, such as
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Putpam. and Turing ’hévé argued'thét the Theorem has no bearing
on the interesting philosophic questions. I shall afgué, on the
other hand, only that Turing machines are formal and that in the
importént sense that philosophers have concerned themselves with,
these machines are predictable. |

'Befofe entering the.problem of showing any limitations of
a Turing machine, we must deménstratévrather‘clearly that any Turing
machiﬁe can be represénted as a formal system. My demonstration

of this 1s essentially the one used by‘Martin Davis in the first

chapter -of his book, Computabllltv and Unsolvabllltv19 As T explained

in the flrst sectlon , a machlne can be in. any one of a number of
-conf;guratlons, q1, Ao q3,..; up to some-flnlte limit. A tape,
divided into discreet units, is fed into the machine and in each
~unit there appears a letter of a language comprising a number of
symbols, SO’ S1, 82,... ﬁp to some finite number. Furthermore the
tape is finite, but can be as long as ié needed. Ohe of the essential
functions of a Turing machine is that it is able, upon the receipt

| of a symbol, to change from one state (say) a4 to another state do-

Not only can a Turing machine change states but it can also
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change the symbol on the scanned unit or it can‘move the tape
along so that the next unit is scanned. This possibility of changing
can be represented by a quadruple, such as, q1S162q2. The machine
théf this 1s a quadruple of, will, if it is in state q1,and is
scanning symbol 81, change to state q2,_and erase S1 and put the
'gsymbol 82 in the scanned tape unit. More generally, a quadruple
vstands for a machine built to carry out any instfgction of the
"following form:-when in state arnd the sympol SX is on the tape
unit being scapned then change to state qy (Xz,y'or y>:x) and
either change‘the symbol on the scanned tape unit to‘Sy or else
scan the unit to the fight or left. If a machine 1s capable of
following out aﬁ instruction of that form, then it can be |
represented by a quadruple.” It is important to notiée that after
the machine has carried out this instruction, it is in the orig-
inal position again in that it is in some state with a scanned
unit in front of it. Thus the machine is feady'to}carfy out -
another instruction of the séme'form. However, if there 1is no such
instruction built into the machine, then when it reaches that state
and symbol, the machine will stop. Thus any machine which goes
through a process or series of changeslffom-one position to another
can be represented by a series of quadruples. Since the number of
states and symbols 1is finite, the number of Quadruplés will also
.be finite. Thereforé all the possible mOvements of the machine can
be described by a series of quadrupleé, so that this series

actﬁally defines the machine™s possibilities.
Any particular Turing machine can be represented, then,

by a series of quédruples. But as I said, when the machine has
finished one change it is in a position'to carry out another.

This continuous change of the machine is represented by a series
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of deductiohs. If we take the tape to be given for any
particular machine, then by knowing which unit the machine wili
scan first and the state that the machine is in when it begins,
we can deduce, using the list of quadruples of that machine, the
various stepé that the machine will go through to arrive ét the
answer. So considering the g's and S's as primitive words, and
the original tape as initial axioms, and the quadruples as rules
of inference, we have constructed an axiomatic system which with
the addition of a few more stipulations cén be made quite formal.
And this system represents, in symbolic terms the various'bhanges
that a Turing machinevwould go through in any actual problem.

I shall in what follows; staﬁe this fact rather briefly by sayiné
that a machine is a concrete instantiation of a formal system.g1
Finally, any‘?heorems which apply to formal sysgéms, as formal
systems, will élso apply to Turing machineé.

If we consider a'cdmputer.as a discrete state machine
whose motioﬁ follows some formal system, then 1t seems that
whatever the maéhine does is predictable. If we know the
initial state of the computer and we know its complete list of
quadruples then we can predict what the machine will do once
we see its tape. However, does it follow from the fact that a
machine iS'formal that it isvpredictable, and further, if the
machine is not predictable does this show that it is not formal?
Now there are several reasoﬁs to suggest that a computer is not
predictable} One reason may be that we do:rmt have enough know-
ledge of ‘the machine. For example, we carlidt predict (in general)
when a complicated piece of machinery will break down because

we don't know enough about the manufacture or structural
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compoeition of fhe various parts. But we attribute the inabllity
to predict simply to our lack of knowledge which we feel that we
could get, given enoﬁgh time and laboratory spece. That is, we
hold ﬁhat for these reasons machines are not t'in principle!
unpredicﬁaple. Howevef, there are other reasons for the unpred-
ictability of computers which4stem from our inability fo gef
knowledge. But this inability is not a practical matter but a
theoretical one. I take it-that the implication ef Heizenbergts
Uncertainty principle is»thatvmeasurements below fixed amounts
are not possible, for the more accurately we measure the position
of ajparticle'the ﬁore inaccurate will be our measurement of its
momentum. So much so thet if we ever did measure the position
of a particlevcomﬁletely accurately then we would.neceesarily
have made an infinite error in;its momentum. Thus, considering
measurements of the utmost accuraey, ﬁe must, in principle, have
a finite magnitude of'error, and we are unable to predict

greater '
anything into an accuracyhthan the accuracy of the accumulated
errors. However as I sald, we are dealing with measurements of
great accuracy and of course we will be measuring sub-atomic
structures. For if we want to make e measurement of something
to the greatest accuracy wevwill have to consider the object as
a collection of sub-atomic particles. But if we consider the
object or machine as a macroscopic unit, then using.macroscopic
measuring devices, we can, within experimental error, measure,
test, and.predict the movements of the mechanism. So if we spent
a great deal'of time testing the various parts of some machines,
the above reasons would not be sufficient to show that any
machine 1s in principle ﬁnpredictabie in macroscopic units.

It is generally contended, however, that computers
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which contain rando&ﬁng devices are in principle unpredictable.
I want to examine two types of randomizers, (a) a counter of the
numbefwof radium atoms to have disintegrated in the half—minute
previous and (b) the decimal expansion of T . I také the counter
as an example of a device which we can never; regardless of how
much  knowledge we had,'predict, 1.e. the number which the
counter has on it at any moment i1s in principle unpfedictable.
The reason for our inability to predict may be due to the
variations which affect the disintegration of radium atoms being
of such a small magnitude that the Uncertainty Prinéiple limits
our investigation. (This would only show that we cannot
investigate the lawé go?érning disintegratién although there
may be some.) But granting fhat there are in the world counters
which are unpredictable in the strong sense that no increase in
knowledge will ever avail in predicting them, what can we say
about computers which céntain these devices?

Presumably, a compufer with a random device will work as
follows,4the machine is given the instruction to look at the
tape unit totthe fight and there is no symbol on that unit. The
'symbol is not written on the unit until the tape is ih the
scanner and then the symbol which 1s written on the unit is
détermined by the random device: 1In this way no one could
predict how the machine would operate after this instruqtiqn
because we could not, in principle, know what symbol would be oh'
the ﬁape until thé machine actually did scan the unit. However
this example is Jjust another case of adding more information tp
the maéhine during its calculations. We can certainly build
machines that will do some‘calculations and then come to.a halt

until more information is given to it. This would be the case
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where the machine works out the initial tapevinput, and when it
stops we alﬁer the tape, which ié just the same as giving it a
| new tape. Then the machine will work again this problem. We
4can‘make this more éophisticated by having the machine'itself
add more information to the tape at certain stages of its
Calculafions. And the case of having a randomizing\device in
the machine is an example of adding more information, but the
information can not be predicted. |

Waen we originally thought of the pfoblem of predicting
a computer, we were thinking of a machine which was given some
calculations to do. In terms of the machines fofmal system, the
case of‘predictabilitj arose whére Wé had a finite list of
quadruples and a given series of tape expressions. Then it was
asked whether or not the machine's movements could be predicted.
‘This is all quite analogous to the human situation where we give
someone a. problem and then try to figure out what their behaviour
will be.. But tﬁe original problem was not one of trying to
predict how a}machine would react when given more information
later in the problem, information,whiCh we could not get oursélves.
No one would think that you hadvshown a machine to be unpred-
‘ictable if you proved that we cannot figure.out in advance how
the machine would react when unknown information was fed into it.‘
Ween we ask whether or not machines are predictable we are asking
whether or not, given a machine and the information fed into
it, we can predict the subsequent movements of the machine.

The randomizing device feeds information into the machine
from within_the machine. But I do not think that this changes

- the case at all. The tape that the machine scans i1s changed



25
and that creates a new axiomatic beginning for the machine. The
fact that the source of the information is some device within
the physical bounds of the machine doés not make the case.
different than'the one:where more.information is fed in from
outside. It may be thoughf5'however, that I am prejudicing the
'case by making the randomizing device peripheral to the actual
machine, and that actually the device can be buillt into the
lessential! workings of the machine. I myself cannot see how
.this randomizing effect could be expressed in terms of quadruples
and tape expressions except in a way similar to the one suggested
above. If we build the device into the essential workings of the
machine, then we would not haﬁe a computer but rather just a
super-randomizer. The’purpOse of a randomizer is to supply
randém numbers when the machine requires that type of information,
viz. randgm*numbers; Therefore, a computer with a randomizer
is still quite predictable‘as far as its'movemenfs are concerned
dufing a problem. It is'not predicable, however, if during the
problem more unknown information is fed into the machine, but
then no one ever thought thaf‘a machine was predictable under
those conditioné.

Iﬁsthe type of randomizer is one that selects numbers
successively from fhe decimal expansion of TY , then the computer
is completely predictable. If we build the machine so that each
time it receiﬁes an instruction to 'search!, it selects ‘the
next number successively in the expansion, then the numbers
which the computer selects will be random. However if we know
how many past searches the machine has done, and we know where
in the expansion the computer started, then we can calculate the

next number and we will know which alternative the machine will
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follow. Thus there are machines with randomiéers which ére
together completely predictable. -We can conclude, therefore, from
the diséussién of the two types of randomiZers, that computers with
these devices in them are still predictable in the strong sense.
Furthermore the formality of the machine is not upset, because we
can eésily allow for‘a change in the idnput tape, which we said was
comparablé to the axioms of a formal sysfem. Altering the axioms
of a System does not deétroy thé formality of the system, it just -

makes a new system that has different theorems.
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SECTION IV
WHAT IS BEHAVIOUR?

In his article "The Mechanical Cdncept of;Mind",22

Miéhaei Scriven presents the following argument:
the outward signs-(inclﬁding'speech) are
not infallible indications of consclousness.
It i1s therefore quitg certain that they a;e23
not, ... the same thing as conscilousness.
This argument is meant to show that cénsciousness cahnot
be reduced to outward signs or observable behaviour. Scriven
~seems to have in mind a distinction between the behavioural and
‘the non-behavioural aspects of man. When he talks about two
distinct things, outward sigﬁs and consclousness, Scriven seems
to be distinguishingAbetweeﬁ dutward observable behaviour and
something else which is inner and unobservable. In order to
assess this argument which I have quoted or any ofhers like it,
we must make clea?er fhis distinction between outward signs and
consciousness. In particuléf, it might be asked Jjust what are
the outward signs? . What are the behavioural aspects of man?
More generally, this is Just the qustiOn;“Whét is behaviour?®
When philosophers talk ébout the possibility of there
being mephaniéal robots around, it Seems that they afe also using
the idea of a robot to mark the distinction between thé behavioural
aspects of human éxperience and the non-behavioural aspects. The
robot 1s considered to be able to behave exactly like a person,
even, with some writers, to fhe point of being behaviourally
indistinguishable from other people; -so thét whatever else a

man has besides behaviour, that's what makes him different from

a robot. No one ever considers actually building a robot and
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philosophers are not interested in some supposed future problem
of distinguishing actual people from thelr mechanical robdt
slaves! When we conceive of mechanical robots, we are_just using
a conceptual device to mark the distinction between those things
which have Jjust behaviour and those which have something else
besides. Again, however, before we can consider using this
conceptual device of mechanical robots, it is important to
d%termine just exactly what.is to be considered as behaviour.

It is generally thought that if we could build a robot.
to imitate any human behaviour, that we would not be able to
differéntiate the robot from other people as far as its behaviour
was concerned. Howe&er, even if we grant that a machine could
be built to imitate any human behaviour, this would not mean
that it was indistinguishable from a human. The fact that we
can build a robot to imitate any piece of human behaviour does .
not prove that we can'build a rdbotAto beﬁave the same as a
human. We do not usually equate 'acting like' someone else and
"imitating' them. Take the case where X is said to be imitating
Y. If we could show fhat,X was unaware of what Y was doing,
then we could not say that X was imitating Y. Furthermore ¥ we
are correct in saying that X is imitating Y, then we could
correctly attribute some intention to Xj; namely, the intention
to imitate Y. Whereas when we say that so-and-so is acting like
another person we are implying only coincidence. Confuéing
'acting like' and 'imitating’ is tantaﬁount to reducing coincid-
ental behaviour to conventional behaviour, like confﬁsing similar
and typical. There is certainiy a difference betwéeﬁ on the one

hand, two people having similar enough characteristics to be

-1
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indistinguishable and, on the othér hand, péople having certain
characteristics the same but not having some others. Imitating
is a case of having some characteristics the same as whoever is
being imitated but_not having some furthér characteristics.
Acting like or being alike is a matter of doing similar sorts 5f.
things, things which are comparable enough to be called the same.
‘/So if we alldw that imitation Qf any pilece oflbehaviour is
possible we cén not move immediately to the conclusion that
robots and humans are indistinguishable. Thus if we allow that
robots éan be built that imitate human behaviour, it by no’
means followé that they are indistinguishable, even behaviourally,
from humans. | |

This claim, that if wé allow that imitation is possible
does not prove that men and robots are indistinguishable, is
'quite COmpatible'with the evident fact that during a performance
an actor may be indistinguishable from (say) someone who is
reglly mad. For to say that an actor ié indistinguishable
during a performance is to admit (tacitly) that there is a
definite limit to the similarities betweeﬁ actors and madmen.
But to admit that there are limits is to ackndwledge that ‘actors
and madmen are readiiy distinguishable in a larger context.
However, there may be cases of imitation which are done so well
that one may doubt whether there are any characteristics which
the imitator has faile@ to duplicate; a sort of perfect imitation.
But I find this case generally inconceivable, since imitating
presupposes a (particular) second-order intentionality on the
part of the actor which the person imitated doesﬁot have. Unless

e

one held that intentionality was.entirély non-behavioural, i.e.,

\
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,had.no behaviourél manifectations, then I cahﬁotconceive of'a
case of peffect imitation. However it 1s certainly the case that
if we allow that robots can be built to imitatc any picce of
human behaviour, we can not conclude from thié that they would"
be indistinguishable, even as far as their behaviour itself is |
concerned, fromlhumans.

chever, let me try to make clearer the distinction that
I drew above bctween the problems of similarity and exemplifica-
tion. In problems of similarity we are trying, for exampie, to"
_determine whether some particular piéce of behaviour can be
called a smile. We are .troubled because we dompt have any clear
test for detefmining what constitutes'smiling. Or, we may be in
_doubt about how successful one must be in some proposed test in
order to be said to have smiled.' This is the problem of trying
tc find adequate tests for the application of some characteristics
to given situations. By an adequate test, I mean one that is
successful or positive when we‘say that the situation has the
characteristic, and unsucessful or negative when the situation.
doesmot have the characferistic attributed to it. This means
that the statement of the success of.aﬁ'adequate‘test is
logically necessary and sufficient fcr the Stacement,of the
description of the Characteristic.to the given situation. Thus
when we ralse questions about- adequacy, ‘what is in doubt 1s the
relationshipibetween the characteristics atfributed to some
situation and the tests donevon the  situation.

However, in the other problem of finding typical examples,
we may be in doubt as to whether two subjects have the same

characteristics becéuse the test we have will not apply to one
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of them. Or, 1f we can see that they both have some character-
istic in common, we may try to find some other characteristics
which one has and the other hasﬁota This problem may arise,
thinking now of robots; in which someone says théy haﬁe produced
an examplé of msomething claiming that their product hag=all the
characterisﬁics of the other things. This is the problem of
détermining the characteristicsvof any given situation which one
may select to examine. Thus there are two distinct problems:
thaﬁ of determining the adequacy of tests and that ofddetermining
the Various characteristics of given subjects.

| I do not think that these two problems are unrelated; in
fact I shall argue.thatvone presuppoées that the other‘has been
answered. It can readily be seen, I think, that in order to
answer the question of whether or not some proposed subject is
to be admitted to another class of objects as a typical exampie,
we must have some way of determining the characteristics of the
members'of the group and also of the propbsed subject. ‘If‘the
proposed example has all the charactéristics_of the members of
the group (that are relevant to them being a group), then the
example becomes aAmember. But thié problem coﬁld not be tackled
ﬁntil we have some adéquate,wéy of deciding when tﬁo subjects
have the éame characteristics. And this_duestion of adequacy
is none other than.the first problem we noted, that of determining
successful testé for characteristics. Furthermore,-unless we
thought that the'pfobiem of determining success was at least
capable of solution, then the second problem could not properly
- arise. If we could not in principle find a test for some
characteristic, then we could never test some proposed example

for that characteristic. The proposal to test some exampie for
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a property assumes that there is an adequate test for that
property. Therefore to ask the second question presupposes that
the first one of adequacy can be 'solved. Furthefmore the second
question of'tésting examples could not even arise unless 1t was
at least in principleée possible to find a test. For if we know
a priori that no test could in principle be found, then the |
questions about testing subjects for characteristics could not
arise. Therefore before we can answer any questions about |
building examples with some characteristics, .the prior questibn
of the possibility of finding adequate tests must be answered.

When we talk about robots and their differences from

people, we are wondering whether there are some characteristics
which people have that robots do not. This i1s clearly the second
‘problem; the 6ne of determining the exisfence of characteristics
in various subjects. Slmilarly any discussion of the difference
of the subjects which iilustrate outward signs,'énd others
whiéh may have more characteristics, is again a question of
testing some subjects to see if they have the characteristics
which other given exaﬁﬁles havé; Thus to talk about robots and
péople, or outward signs of behaviour and consclousness, presup-
~ poses that the first queétioh is ‘capable of an-affirmative
answer. That is, it 1s assumed that we can find adéquate tests
of behaviour. In fact I don't think it wouldﬁbe‘going too far
to say that the use of the conceptual device, robot, presupposes
that behaviour, or examples of behaviour, can be adequately
testéd for;. Thus to assess the opening argument‘which was used
b& Scriven, we must examine the possibility of estaglishing

adequate tests for behaviour. .-
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So far I have stated the problem of adequacy in terms of
characteristics and tests, and now I would like to restate it in
a more general form in order to>show the fundamental character
-of thié problem. When we say that some situation has a character-
istic wefaré, speaking more generally, using in a meaningful way,
some concept to talk about the situatfoﬁ. The attribution of
the characteristic 'smile' can be thought of as the‘meaningful
use of the concept 'smile’.  Although I by no means inténd to
eQuateluse and meaning;'I‘do take use to be conclusive evidence
that the concept has a meaning. On the other hand, however,
whén we talk of tests we are, more accurately, talking about
the results of tests whiéh indicate the various ﬁroperties of a
situation. The statement of the result of some succéssful test
is a‘statement saying that a‘given situation has been tested and
found' to have a certaiﬁ property. So the results of a test can
Be considered as the statement that a given situation has a
property. The questiontof édequacy can now be considered more
generally as a problem about the rglationship between the
meaningful uséoof a concept in some situation and the reéults
of vérious tests on that situation. I shall abbreviate the state-
ment of this problem'in'what foiibWssto just the problem of the
relationship between coﬁcepts and properties, but it must be re-
membered that I am talking about the meaningful use of a concept
in some particular situation and the tests which can be done on
that situation. I have used Taylor's24 terminology in télking
initially about the adequacy quéstion in terms of tests, but this
second formulation of the problem in terms of concepts im the one

that Hare uses in his chapter on *Meaning and Criterion’.26
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I want to look at the possible relationships between the

properties of given situations and thé concepts used to talk ébout
these situations. (Note: talk about does not meaﬁ, exclusively,
to describel) There are theoretically quite a number of relation-
ships.and I tend to group them ﬁnder two main headihgs (a) logical
and (b) non-logical. The logical relationships are very numerous:
(i) a propertyA(p) is necessary‘and sufficient for‘tﬁéfconcept (c)
(1i) p is necésséry forvc, (1ii) p is sufficient for c, (iv)seme
group of‘properties (p™) are sufficient and necessary forc, (v)p™.
is necessary for c, (vi) p™ is sufficient for c¢, (vii) some of a
group of properties (pn—k) aré necessary and sufficient for c,

n-K so sufficient for c.

(viii)'pn_K is necessary for c, (ix)p
The general form of‘thqse relationships which are necessary and
sufficient is pq;gc %ﬁé%é k{n and n)J,k}o. Similar geﬁeralforms

can be féund»for the necessary and for the sufficient relation-
ships.- It is therefore‘e%ident thaf there are, in principle, no
limits to the numbér of logicai relatidnshipsAbetween préperties

and concepts. And finally those. properties which satisfy or

belohg to one. of these reiationships, I-sﬁall call a criterion

 for that concept.

. Some properties however are only ﬁormally adquate for.the
aséription of sdme concept. That is to say that when a situation
contains a property, or series of properties, the coricept is
normally-applicable.Théﬁgeneexceptional cases, of‘course, but
generally we are justified in using the concept when these properties
exist in some situation. The relationships between the properties

and the concept 1s not a logical one becuase we are only normally

justified in using the conceptiwhen the given situation exhibits
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these properties. This case may arise wheh the properties aee
good inductive evidence for the use of the concept. Some properties
" may be (say) only sufficient ih normal circumstances, for the
application of the concept. This means that the relationships
betwean the'poncept and,the property is such that we are not
normally justified in using a concept because of the results of
a test. However because it is a sufficlent relationship, we can
" generally conclude fpom the results of a tespf%he applicability
of fhe concept. Furthermore, other prbpertiea may be (say) nec-
essary,-in normal situations, for the application of the concept;
in which case we would be justified in concluding from the
applicability of the cohcept'to the results of some test.

So we can have properties which are, within some normal
fange of situations either necessary or sufficient or possibly
both, for the application of some concept. However the relation-
ships are not logical in the flormal sense because we can notb
specify the range of normal situations, nor specify the ranges
that wili be normal in the future. But in normal situations the
properties could be necessary br sufficient or both. These
properties which are related to concepts, I call (following a
modified version of Scriven)27»indicators. There are thus aa
many relationships between‘indicators and concepts as there are
with criterion, but the normal relationships are not logical.
Therefore it seems that there afe an unlimited number of relations
between concepts and properties,'and even although there are.two
main divisions in the types Qf relations, even within these types
there is an unlimited number ofvposaible relations.

The question now arises quite naturally as to what types

of concepts our behavioral ones are? By behavioral concepts, I
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mean those concepts which we use when talking about now people
behave; such as, smile, smirk, grin, and grimace, to mention only-
a few from the.various facial expressions that people adopt. It
seems to me that many of.the concepts are of a normal type; that
is, that there aré normally justifiablé indications when people
are smiling, but no criterion for smiles. Granﬁing that at leaét
at present some of our behavioral concepts are of a normal type,
it may be thought that they could all be changed to a logical type.
That is changed in type; but the meanings remain thé.same. In
this regard it is interesting to consider, as an example of type

28

reduction a paper "Can Humans 'Feel'?" by Mr. S. Coval in which

‘he argues that our behavioral conéepts may become logical types

as we learn more about the human.grganism. He ‘argues (roughly)
that we will develop behavior concepts, like "tired" which will

be idehtified by the cause of the condition of the human. ' Thus

if we could determine the exact tesﬁsvfor the causes of a piece

of behavior we would have the criterion for the use of that concept.
Now this‘suggests two alternatives, (a) that our present normal
behavioral concepts could all be made logical types by findiﬁg

the tests which are criterion. But here no proof is offeredto

show that this‘is.possible in principle, and I see no reason to
think that all normal type concepts could posibly be made logical
types. Or (b) that if we do develop a set of logical type pehavior
concepts,. We will have two sets which are irreducible, and I do

not know what sort of standard we should use to compare them, as
they are different types. Of course these remarks of mine about

Mr. Coval's ideas are by no means meant as a refutation, but on

the other hand I do not see why, when we are considering the relations



37
between tests and concepts, we should tackle the question with
only one relation in mind, that of logically adequatel However
more importantly, it is evident from an examination of Coval!s
paper, just where a theory is needed in order to succeed in a
‘ reductioh. The reductionist must offer either some principle of

comparison between conceptss which are different in type or else
.prove_a priord that all concepts we presently use'could be made
logical in type without change in meaning. In the absence of either
of these proofé, we can not conclude that all of our behaviorél
concepts which we now employ are reducibié to a logicél type.
Therefbre we can assume in the absence of a feduetive theory, that
. our present.behaviorél concepts do not have criterion.

 where does all this leave‘Mr; Scriven with his mechanical
robots imitating human behavior? Since a roboﬁ 1s a mechanical
device it can beAtalked about.entirely in terms of a logical type.
Nowhere is any proof offéred'eifhér by Seriven or anyone else who
talks about robots that our behavioral chcepts-are all of a logiéal
type. Until they prove that the concepts we use to talk about
how humans behave can be>reducéd to logical type terms, then, I
argue, the question of mechanical imiﬁation cannot even arise.
Every concept that applies to a a machine-is of a logical type;
probably éven of the narfowervclass of logical types called nec-
Aessary and sufficient. Thus if some perfdrmance or movement (or
action) is to be accomplished by a mechanical device, then the

performance must be déscriﬂ%ble in logical concepts. At present
N

we recognize, talk about, and describe human behavior using mormal
type concepts. But the problem of mechanical imitation can o6aly

arise when human behavior is described in logical type terms. Until
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it is shown that all human behavior is descripgble in these type
‘of terms, then the problem of imitation does not and cannot arise.
Furthermore the opening argument about the infallibility of out-
ward signs of consciousness does not show that conscilousness is
something other than behavior, it'only shows -that our concepts
about consciousness are not of a logical type,~but rather are of
a normal typel

Now 1t becomes evident that the fobot—man distinction is
not meant to mark someﬁhing outer vs. something inner, or separate
outward visible signs from inward private feelingsi but rather is
meant to mark the distinction between a description of human
activities in logical type and non-logical type terms. Or perhaps
the robot-man distindion'can be ‘thought of as distinguishing those
behavioral concepts which are logical from those whiech are not.
Here, of course the noﬁ—logigal type of concepts are those that
we use to talkabout consciousness. The question "What is Behavior?"
has become the question ¥What types of concepts do we ﬁse for b

behavior?" and now perhaps»the fly can get out of the fly bottle.
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SECTION v
A TEST FOR THINKING
29

Keith Gunderson tempers some of his previous criticisms with the

At the conclusion of his paper "The Imitation Game",

remarks: .
Neverthless...the general question would
remain unanswered: what range of examples
would satisfy the implicit criterion we use
in our or&@inary characterization of subjects
as "those capable of thought!"?
- A corollary: If we are to keep the question
"Can machines think?" interesting, we cannot
withhold a positive answer simply on the
grounds that it (a machine) does not duplicate
human activity in every respect. The question
"Can a machine think if it can do everything
a human being can do?" 1s not an interesting
guestion....30

However I do not think that these remarks justify Mr. Gunderson

in qualifying his earlier criticisms. . I shall argue that the concept
"capable of thbught" has no logically éufficient criterion; If

this is so fhen he need not worry about our implicit (logical)
criterion for the concept. . -

Mr. Gunderson does not find the question about machines
thinking, interesting, if wé grant that ;achihes can do everything
humané do. But I should think that even if a machine could do
eVerything, we would still have sceptical grounds for withholding
our mental cqncepts. Mééhines»are different fromAhumans and diff-
erent in'a way that other himans do not differ from egch ofher.
Since a machine dsuby définition different than a human, even if a

. machine could do everything a human does, the question'of relevance
of the differences will always arise and I see nO'reason‘to rule it
out a priori as uninteresting. When we build a machine to do <
evefything that humans can, we use different materials to build

with. Evén'when we bulild a mechanical "brain'" we use different
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materials than those the brain is made of. And because a machine
is different from a human in ways that other humaﬁs are not, the
.sceptic,can always doubt the validity of the applicationAof>mental
concepts to machines. 'Whethervor not the sceptic is justified is
another ihteresfing question, but one that can always‘arisé with
: machines despite the fact that they dé everything;

Gunderson's corollary that'we'éannot withhold a positive
answer simplyion the grouﬁdé’that maghines do not duplicate human
adtivity in every respect, seems to me to fail to notice this ever
present sceptical ground. If we could find one activity which no
machine could do and this was a mentél activity,'then together
with the implicit scepticism,4there‘would.be good grounds for
Vwithholding a positive answer. AThis is the reason that‘some
philosophers have been so impressed with Godelis thédrem. Godel
shéwed that_givenvény particular Turing machine, he could‘alwayé
find a ‘theorem which a human could prove was true but the machine
- could hot.' Thﬁs'there was-at‘least one mental acfiﬁity, i{e.,
proving the Godelian statement of that machine, which. the machine
could hot do. When you coﬁple-this fact with the general differences
between'machiﬁes and humans (or even brains), then there are good
‘reasons for withholding mental goncepts (especially thinking) from
machines. | | |

Gunderson felt however that there was a general unanswered
question; namely,what range df'exampleé wéuld satisfy the implicit
ériteria we use in our ordinary characterization of subjects as

"those capable of thought?" It is evident that. we use bhe concept
"capable of thought” with some subjects in some situations and
nop in others. Most people understand the concept and we can use

it;geherally, unambiguously. That is to say, the coﬁcept has a
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meaning which most peoble comprehend. Now granting that a concept
has meaning , and further that the meaning can'be taught to others
I should say, following Wittgensteim that there must be paradigm
instances of the use of the word. There must be some situations
in which the conéebt is Used correctly and we know, generally,
which situations they are. The .concept has been taught to us and
is taught by its use in paradigm situations. However, granting‘
all thié, itAdQés ﬁot follow that there are criteria, either
implicit or explicit, for the use of this concept, More proof
must be offered than the fact that the concept is'learned in order
ta prove that meaningful concepts have logically related criteria.
Yet the attempt to find a test assumes just thilis point, namely,
that there is some test which'satisfieé the criteria of the concept
"capable of thought." There isﬁhowever, no proof offered to show
that the concept‘has criteria. Some people who work with computers
contend that‘théy can program a computer to do any task which any
person coulddo. They may be quite justified ih the&s claim. They
then argue that if we show them what the subjects do when we say
ﬁhat they are capéble of thought, then they will build a computer
to do that Jjob also. However this line of reasoning presupposes
‘that there are a definite number of specific tasks which, when
completéd, the label "capable of thoughﬁ” cannot in logical
cenisl stency, be ﬁithheld. But we cannot allow people to argue that
because we are testing a machine, the concept must be of a specific
type. ~Rather it can only be held that if we are ever going to
_be able to find a test for the application of the concept, then
the concept must havé criteria. HoWever if the concept does not

have criteria then we cannot find a logicélly sufficient test for
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its application.

Scriven thinks that if we refuse to apply our mental
vocabulary, each time they build a computer to do more human
achievements, then we will be making a mistake. He says:

ﬂThellogical trap is this:, no one performatory . -

dchievement willl be erough to persuade us to

apply the human achievement vocabulary, but if

we refuse to use this vocabulary in each case

separately, on this ground, we will, perhaps

wrongly, have committed ourselves to avoiding

1t even when all the achliYements are

simultaneously attained.
Scriven seems to think that there are a definite number, (namely,
all of them) of achievements which one does to qualify for the
human—achlevement vocabulary. If the number is not deflnlte (and
this does not mean the number 1nf1n1te) then there is no logical
trap.32 But where is the proof that all of our human-achievement
concepts aré of a type that have a definite number of criteria?
Scriven does not offer one, and.I intend to show that'noné can
‘be given. I shall aPgue that the concept "capable of thought"
is an evaluative ooncept which does not have any logically
sufficient set of characteristics so that no test for chéracter—
istics of people will éver be found that is logically sufficilent.
In order to prove this;‘however, I must first begih by reviewing

some of the conclusions that have been reached in tlie énalysis

of evaluative languége.

In the fifth chapter of The Language of MoralsS> Hare
reformulates Moorefs criticism of naturalism iﬁ ethics. In doing
so Hare shows that any'attenpﬁ to reduce 6ur evaluativé terms to
the statement of a definite set of descriptive characteristics

must be in principle mistaken. He states:
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Let us generalize. If P is a good plcture""
is held to mean the same as 'P is a picture
and is C! (where C is a group of character-
istics), then it will become impossible to
to commend pictures for beingC: it will be
possible only to say that they are C. It is
important to realize that this difficulty
has nothing to do with the particular example
I have chosen. It is not because we have -
chosen the wrong defining characteristicsy -
it is because whatever -definirig character-
istics we choose, this objection arises,
that we can no longer .commend an object for posse
possess1ng those characteristics.3k

(my parenthesis added)

I sald I accept entlrely Hare's proof that if we are to evaluate

commend various subjects 'for doing or being somethlng,.then

must have evaluative concepts which'are not just equivalent -

an assertion of a definite set of characteristics or properties.

is a fact that we do value and commend, and as longtas we

continue to , we must have value concepts. Thus in the absence

of
to

any proof a priori that at some time humans will stop forever

evaluate, it can be assumed that we must have evaluative eoncepts.

Thus we must have concepts which are not equivalent. to the.assertion

of

a set of characteristics.

The question now arises as to whether or not when we say

"X .can think", we are making an evaluative  judgement. In section

VIIIVOf his paper Gunderson says:

A final point: the stance is often taken that
thinking 1is the crowning capacity or achieve-

~ment1ofv@hemhu@an race, and that if one denies
‘that machines can’thlnk, one in effect assigns
them to some lower level of achievément than
that attained by human being. But one might
‘well contend that machines can't think for
they do much better than that.35

‘ (my italics)

If we often say that thinking is the crowning capaeity, or the

faculty which makes us better; than to say of someone that they
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think is not only to say that they have some capacity but that
. they are commendablé(or-more valuable) becauseythej have it. If
we call some capacity th crowning one we are in-effect sayiﬁg
ﬁhat.whoever has- this capécity is commendable because of it. i -
And to offer a reason for commendation is éimpky to commend someone
for ‘the reason offered. However 1t cannot be de?ied fhat "X has
the crOWning capacity, viz. ability to think" and “X éan think"
are different utteranées. |

It‘is a generally éccepted fact that pebple can think,
and if someone states a fact which everyone knoWs, then it 1is
generally aséumed that he has some'other«ﬁurposé in mind. For
example when I tell my wife, what she already knows, that the
house is d%rty, I am not jJjust stating a fact'butvrather I am (say)
condemning'thié>conditi§n of the'house and thus recommending that
she clean it. So if someéne states fhat people (or some person)
can think and we all generally assume this, then we take it that
they have some other purpose in mind in uttering the sentence.
Now when we remember that we often consider the ability'to think
as a reason for commending people, it is not difficult to see that
4on some occasions at least, the purpose in saying that someone
can think is to commend them. For if it is assumed that Lois
éan think as it generally is and we often recommend people because
they can think, then to say that Lois can thiﬁk is to commend‘her
because she can think. And I think that the sentence "X can think®
has just this use of comméndation on some occasiéns I want to
emphasize that ail I wish to establish is that on some occasioﬁs.
the sentence has this use; while not denying that on other occasions

the sentence has other uses. But part of the meaning of the concept,‘
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-if we judge its mean;ng by its use, is evaluative and as such will
" have the characteristics which Hare noted about evaluative s@ﬁtements;
If we accept the validitykof Hare's analysis of our ordinary uée
of evaiuative concepts, then We must conclude that the concept
"cép&bbé@ bf tihought" is notlequivalent to the statement of a set
' of characteristics about humans.

The quéstion now arises as to whether or not there
is a set of chéracteriétics which are logically sufficient for
the ascription of the concept "cépable of thought?" Since Hare
-has-éhowﬁ thaf there is no‘set which is equivalent, then perhaps -
therejéd@me set of properties which are sufficiént fér ascripti@ﬁh?
In this case we would then set up a series of tests for the
properties and we would have a logically sufficiient group of tests
which, when a machine passed them, would force us (logically) to -
say that the méchine was eapable of thought. Gunderson seems to
thihk that thefe is a set When he asks for the range of examples
which would satisfy the impiicit criteria% of the concept. But
there 1is no neéessity thét meaningful concepts have logicglly
éufficient criteriai. I argued in section IV that there ﬁwgsian
indefinite number of relations between concepts and properties.
some of which were logicél and others not. Granted that these
relations‘are conventional oﬁes,'this does not show that they
must 59 logical. The convention could be that some set of
characteristics ié normally sufficient for the application of the
lconcept, but that we allow exceptional ciroumstahces to
justify the withholding of the concept.As these'circumstances
can be neither specified nor forseen, it is evident, as I

argued in section IV, that the relationship would not be a
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strict or iogical one.
| What is the relationship, then; between an evaluative
concept and the characteristics of situations::?.- Hare argues that
if we evaluate something, then we must be prepared to evaluate
something relevantly similar, the same way, or else offer a
' justification for not domng so. And he says that the "must" is
a 1ogical one in the Sense'that if one refused to similarly . evaluate
without offering a justification, then one would have committed
a ‘contradiction. Thus to fail to offer reasons is to violate the
convention, and this, Hare argues, is ta dhvélve oheself dh a |
logical cOntradiction, but this is far from showing that the
conVentional relation is a logical one. It shows'only that if
one violates or refuses tovparticipate in this language convention
-(aftef entering it byvusing an evaluatite.concept) then one commits
a logiCal fallacy, but the convention itself could just as easily
be a normal one as a logical one. If one uses a concept Which,
as part of its conVention, requires a justification in some cases
and one subsequently refuses to acknowledge the demand for a just-
wification, then one contradicts oneself, even 1f the convention
is only one of a normal reiation oetween the concept and the
characteristics of the situation.

But. Hare's analysis of the actual conventional relation
between evaluative concepts and the various propeities of situations,
was that if an evaluative concept is used to (say) commend a
situation then one must also commend another situation or else
justify why one is withholding the commendation.- That the
situations are both given and numerically distinct is proof enough
- that there are differences between them, but the convention

‘demands- a justification for the relevance of the differences in
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withholding evaluation. Futhermoré the same characteristic may
be relevant in one situaﬁion for an evaluation and not in another
situation for the same evaluation. But a convention in which some
| definite set of characteristics are (say) sufficient for the
ascription of somé concept eicept in exceptionai circumstance,
i.e., those circumstances in which justification can be foand, is
the type of convention i-called normal in sectionIV. The convention
for evaluative terms is that the terms must be reapplied or justi--
fication offered for not reapplying them, which means that normally |
they will be used in the same situatiohs but we allow exceptionally
justifiéd situations to be. exempt. Therefore I con&lude on the
basis of Hare's analysis and theedistinctions I drew in section IV
that evaiuative térmé are of a normal type. Furthermore since
thé concept 'capable of thought" is an evaluative'ohe} it has this
non-logical reiation to the characteristics of situationsj so that
- no set of tests fof the characteristics .of séme broposed subject
could be logicélly sufficient for_the ascription of the concept.
Thus no‘test or set of teéts, could , in principle, be found which
would be logically sufficient to allow us to say ﬂMéchines can |
think.” o

It may be argued that if we eliminaté the evaluative content
from.thé concept of thinking then we shall bé able to find a test.
In the‘case where we find a computer which successfully passes
this test, we will then be ablé to say that it thinks, remembering
that this usé of think is non—evaluétive. There are two replies
to fhis type of criticism. If it is thoughtthaﬁ the-application
of thislnew concept~to'mechanical dévices is‘a step forward in

the problem of applying mental concepts to machines, then it is
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a mistake. By cutting out the troublesome part of the concept,
one does not thereby make gaihs'but rather 0ngonly saves up the
trouble until later. 1In this repect then, to change the concept
is only to by-pass the trouble until later while thinking that
one is making gains. The second réply is ‘that in'considerihg
problems connectedlwith the concept of thinking, the only way to
locate the problem is by considering.our present concept and iﬁs
ordinary usage. When the problem "Can machines think?" was orig-
inally proposed, it was assumed that people were wondering whether
or not they could say'Of machines, what theysay of lots of other
things; namely that they can tﬂink. If the concept of thinking
was not the one ordinarily used and meaning what we ordinarily
mean, then what other possible meaning could it have had? How
should we have been able to find any meaning for the question,
- 1f the words weré not used as we use them in English? If in -
' the solution to the problem, We change the meaning of the question,
how can it be argued that the original question has been answered.
Those people who‘chanée the concept have not answered the question
”Can machines think?" but rather some.other problem that they
have invented.. | |

| Gunderson seems to have thought that his initialicriticisms
of the Imitation Game could be qouhtered if the implicit criterion
of the concept ”éapable of thought" could be found. He had'arguéd
in criticism, that the Imitation Game was only one example, and
a mulfitude of examples were neédéd to'applytthe concept. But
ne thought that a set of tests could be found which, when
satisfactorily Completed,_would be logically édequate for‘ascription

of the concept. However I havevargued'against this, that there
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is rio set of tests which are logically sufficient. Gundersont's
error seems to have been that he mistook the type of concept that
"capable of thought" is. He thought it was a logicél typevconcept,
whereas 1 have argued that it ié anormal or nonAlogibal tYpe. By
type I.mean type of relationship between the concept and the
' properties of Situations. By mistaking the type of @QDCept; some
’philosophers have assumed that itlhad a logically sufficientltest
and set abéutvfinding the test (or tests). However whéen we under-
sténd‘what type of éonéépt Waapable of thought" is, I have argued,

then‘we_cah see that the search for a test is in‘prinéiple futile.
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‘ SECTION VI
CONCLUSION

In conclusion, I should like to restate some of the
Conclusions tentativelj arrived at in the preceeding'sections of
the paper. I have argued in section III that there is good -
_evidence tnat mechanical robots are predictable in the‘important
sense. Furthermors, in section IV, I argued that even using
the idea of a robot as just a conceptual device,lpresupposed
- that certain linguistic pfoblems had‘béen solved which'indeed
have not beén‘solved. In the broceeding @ction,l tried to show
that ne could never in prinoiple find a test which was logically
sufficient for'the utteranoe""Machine X can think." Together
,I think tnat,these oonclusions add up to a rather serious critique
" of the general arguments advanced to show that machines can think.
However 1 think'that there are more far-reaching implications
to be drawn from tne work in this paper.

In ordér to point these implications, let us review the
sources of errors that l suggested'other philosophers had made.
In arguing against thé possibility of imitation, I showed that
 philosophers had made an error by failing to notice a linguistic
question‘which the whole discussion of imitation pfesupposédt
I then went on to illustrate thé'complexity of relations tnat
could existlbetween a concept and tne situations in which they
were used. Finally, I suggested that those philosophers who were
concerned with finding a test for thinking had mistaken the
type of conoept'that.“capable of thought" is. I have, in fact,
- been oontinually trying to show that the source of errors_

have all been of a linguistic nature.
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Thus one of the more general concluéions of this paper ié that far“
more attention mﬁst be given to language and the various lingulstic
~problems that can arise. What 1is needed,is a systematic method for
tackling these pfoblems-of_%anguage once they have been shown to be
behind many 5f the more traditional problems. But even though we
still lack a methodology,‘there is a gréaf heed to focus more
attentiqn upon our language, its.convéntions, and concept types.

There is however anothertwaj ofllooking at the results of
this paper. Much of my work has been in an effert to change the
form of the standard problems assoéiated WithAthe gquestion '"Can
machines think?". For example, I tried to show thét‘the pfoblem of
trying to find a test for thinking is just the problem of deterin-
ing types of cOncepts.‘ In anéther séction, I showed that the problém
of constructing a robot to_imitate humans Was at bottom, the problem
of type reduction, i.e., the‘problem of changing a concept of one
type to another withéut change of meaning. In'making these changes,
I have tried to show thaf'the problems which have bothered |
philosophers in this area are essentially 1inguistip in nature;
_ that is, all the problems can be restéted as linguistic ones.

When I.say that I have restated a traditional or standard
problem; I do not méaﬂ that I have given a synonymous rephrasing
of the problem. I mean either that the 'standard problem can be
shown to have arisen becausé of a lack of careful linguilstic- analysis,
or that the traditional problem presupposes tha€ some linguistic
theories}be4substantiated. Or even that~it can .be shown that the
standard problems have as their main difficulty a confusion in

types of concepts. If a traditional problem is related to a
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linguistic one in one of these ways, then we can chénge it into
a problem in linguistics. As I said, I have tried toAdo just
thiS>reStating df the problems in the area of minds and méchines.
Thé conclusion that I wish to suggest is that if the problems in
this area can be restated, then that is some evidence that ofher
problems may also be restatable in this way. 1 must, however,
grant that this paper is not very substantial evidence‘to suggest
the possible scope of this restating programme. It is my belief
that most tradiﬁional philosohpic problems can be restated as /
linguistic ones. Thus another more general conclusion,of this
paper'ié to suggest;the possibility of a general restatemenp of
traditional philosophic problems.

Besides the more general conclusions, there are the specific
ones in criticism of the arguments for saying that machines can
think. I have argued that‘there is good evidence to doubf the
vp0351b111ty ofal1n1tat1ng robot and even if this evidence were missing,
the whole argument using imitating robots presupposes a linguistic
difficulty which has nqt.been answered. The analogy between men
and robots, I argued;pwasAempty, and I tried to show that no
logicaliy adequate test.ofpthi@king can be found; so that
these examples pf maphines playing games were not conclusive
but rather only persuasive evidence. As Gunderson said:

In the end, the steam drill oﬁtlasted John

Henry as a digger of railway tunnels, but

that did not prove the machine had muscles;

ip ppoved phat muscles wgge not needed for

digging railway tunnels. :
There have béen many ihteresting points made in the arguments
forgthinking machines, and these points have had the effect of

making most philosophers expand their concept of what a
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machine is. Howévér, aside from this merit of the arguments for

the‘affirmétive, I have argued that we are still Jjustified in

saying that machines.canﬁotfthink;
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