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ABSTRACT

A single channel pulse code modulafion (PCM) speech
communication system is described using a binary code with
seven digits per code group and a sampling rate of 8000 per
second.,

A unique feature of the system is the pulse group
synchronization or framing scheme that is employed to co-ordinate
the operations of the coder and the decoder. A method is
Qutlined wherein the system is able to establish correct framing
without the use of auxiliary framing digits. The framing
information is inhefent in the coded signals.

The coder operates on the circulating pulse principle
and is a modified version of a coder previously described by
Hafer. The decoder is basically one of the pulse count type.
The received code pulses produce binary amounts of charge which
are stored as voltages on a capacitor. The voltage on the
capacitor after one cycle of decoder operation is proportional
~to the amplitude of the original sample taken at the coder.

Test results indicate that the performance is adequate
for good quality reproduction of speech., The group synchron-
ization scheme performed perfectiy and correct framing was
achieved in times so short that misframing noise was inaudible,

The proposed framing scheme is adaptable to small PCM
speech systems where simplicity in the instrumentation and

economy in the use of the digits are important.



viii

ACKNOWLEDGEMENT

_Acknowledgement is given to ﬁhe-National Research Council
for sponsoiing this project under Block Term Grant BT-68 and for
~ the Reseérch Assistantship granted to fhe author,

| _ Acknowledgement is gratefully given to Professor F. K.
Bowers, the supervisor of the project, for his guidance and
encoﬁragement throughout the projectes Thanks are also given to
othér'meﬁbers of the staff and to the graduate students for their

helpful ‘suggestions.



TABLE OF CONTENTS

Abstract €0 60000 0000000000 0000600606¢06000s00s00000000c000

List of T11lustrations eceeescseccecscscoscsscsssssoncsos

List of Tables €0 6060006000060 06008060006060 0600600 00s0006000G6S

Acknowledgement...............o;Q---d................

1.

2.

4.

IntrOdUCtiOn [ N NN NN NEREEENENENENEBENENENEENENENEESS]

Some
2.1
2.2
2.3
2.4
2.5

Theoretical Considerations eeecscescecscecse

The Sampling PrinCiple ce0oesessssscs s st e

Bandwidth Requirements 00V OO0 OCOOIIOOIOGIOIOGEORIROOIECETE

Signal Power Requirements R R Xy
Noise in a PCM System 600606000000 000s00v00 000

Information CaPaCity 4vecescscsrsccscessance

A Proposal for Group Synchronization'for a PCM
SpeeCh System 800000600000 000c00006000s000c0s000 0

3.1
3.2
3.3
3.4

4.1

4,2

4.3

Requirements of a Synchroﬂization Scheme ...

A Proposal for Group Synchronization seceees

Evaluation of the Proposal .-o;joocicooooooo.

Misframing Detection and Correction ceeeenns

.System Design 000000000000 080000VE000CCOCIOILOGOIOIOIOIOIEOGEES

The Decoder seceeseviccscscccnccssccsscscccne
4,1.1 The Basic Decoder Circuit ..Q.,......
4,1.2 Operatiop of the Decoder cevececsssee
Operation of the Framing Circuit ceeeeececese

Operation of the Coder Seececenneennneasennnns

System.Tests seer0sessss0sssitosss st to v e

5.1

System Performance esececececcessccccsoccscnae

iii

Page

ii

vii

viii

o

© ® 0 =N =X =

11
12
13
21
27
27
27
31
34
36
39
39



502 Linearity Tests 0G0 0COEOGNIOGOCEOBIROONOISEEOEOBIEOEEOEELETDS TS,

53 Noise and Distortion ececeeccesccocccsccccne

5.4 WavelOormMS eceveecccvccesccccsssosossscacssocses

6. Conclusions GO O 0 0006060 00600006 PO O OO PSS I G E e

Appehdix 1 - Derivation of Figure 3.1 sevcoce ca e

Appendix 2 - Circuit Details of the Decoder ....

Appendix 3 - Circuit Details of the Coder .eees.

References

LR A BB B B 2R BN AR B A AN B X N Y 28 N A A R R K N b BN BN B NI BN AL JE R R 2N BN AN J

Page

/N

41
41
44

46

48
51
64
71

iv



Figure
1.1

3.1
3.2

3.3

3.4

3.7
3.8

4.1
4,2
4,3
4.4
5.1

5e2
53
5.4
5¢5
A-1,1

LIST OF ILLUSTRATIONS

A Typical PCM System 0600000800000 0000ss000000 0

Amplitude Versus Frequency Charactéristic of
Input Signals for Operation of PCM Framing

CirCUit 0000000000000 060060 0600006060 000000060060 00 e

~Maximum Sound Presssures in Various Frequency

Bands for 1/8 Second Intervals of Conversational

SPeeCh €00 0000000000000 06006060600600600600c0000s0s0sre

Effect of Pre-Emphasis in the Amplitude Versus

Frequency Characteristic of Speech seceeccccensce

Power Spectrum of Quantization Noise in Various
PCM Systemsooo.oo.ooooodod)boiooooooooowooooo'oo

Misframing by 1 Digit G900 000000000000 000 OORELE

Input Signal that Crosses the 64 Level With Slope
of Less than 32 Levels/Sampling Period ceececess

Decimal Numbers 70 and 40 Incorrectly Decoded as
12 and 80 or 81 0000 0eVVGPP VOGP OGEOISIOIOGIOEPOBSOIOCTEOEEOINROBTEOROTCRC Y

Time Required for Misframing Error Indication
and Shifting 0000060006060 000060000000000000080s0s0s 0

Basic Circuit of thé Decoder 66000 0svevesss0css e

Block Diagram of Decoder sesecscsccccscccscascns

‘Block Diagram of Framing CAircuits eeeesescccooss

Block Diagram 0f Coder secesececsccscessonssnces

Input Signal PFrequency = Amplitude Characteristic
for Successful Operation of the Framing Scheme .

Linearity Test of the COAET eésesececsccsvasnsss
Linearity Test of the Decoder sesscescasssescens
Noise and Distortion Measurement seceesecescssece
Waveforms 0000.00000000608000600000000000000000000

Assumed Form of Input Signals eseceessesccsccascs

Page

14

14
15

18
21

22
23

25
28
32
35
36

40

42

43
44
45
48



Figure

A-2.1

A-2.2

A-2.3
A-2.4
A-2,5
A-2.6
A-2.7
A-2.8

A—209

A=2.10
A"'2011

A-2012
A“Bol
A-3'2
A-3-3
A-3d4

A-3.5

Input Amplifier, Delay Monostable and Pulse

Generators 00 0000 0006000000080 00000000000000 0

Driven Oscillator, Amplifier and Square Wave

Generator eceececssescssesscscssenccccscccccccces
Count~Down~By-Seven Counter sesesccecevecccns
Current Generator CGl and Storage Capacitor C1
Charge Transfer Gate ceeesecesscscecsccsccces
Discharge Gate ..........................{..;
Lewis Gate, Voltage Comparator, and Diode Gate

(a) Schmitt trigger (b) PGl (c) Delay Mono-
S-ta:ble fOI‘ PG2 (d PG2 000000000.;.;0.0.0‘0'

Pulse Generators: (a) PG3 (b) PG4 .veeeoose
Counter Waveforms and Intervals Defined .e¢e..

Waveforms on Cl’ C2’ C3 Due to Received Values
0of7’43 and 91 * 0000000000 ERCNVBSOEsEIes00s0R0 e

Framing Circuit Waveforms Due to Decoded
Values of 20 and 91 PP SO F L4600 0BP LIS STCTOIEOESE TGOS

(a) Master Clock (b) Frequency Divider (c)
GP1 (d) Delay Monostable %e) GPld .,...;.,.

Pulse Generators: (a) GP2 (b) GP2da (c) GP3 .

Input Amplifier, Diode Gate 1, Schmitt

‘Triggers, Subtractor and Voltage Doubler

Amplifier o..oco;oootéo.‘io&.'o.oo00000'000to

Double Emiiter Follower Gate, Charge Transfer
Circuits, Double Emitter Follower, Diode Gate

Coder Timing Waveforms .seeevecveccocccscacese

Page

53

54
55
56

57
57

58

59
60
61

62

63

66
67
68

69
70

vi



Table

3.1
A-1.1

A-ch

LIST OF TABLES

Conditions and Approximate Probsgble Times for
Misframing Error Indication seececececececcccecss

Table of Frequencies of Input Signal and
quresponding Permissible Signal Amplitudes ...

Data for Current Generators eeessccesccoscsoccscs

vii
Page
24

50
52



A SELF-FRAMING PCM SYSTEM
1. INTRODUCTION

Communiéation by pulse code modulation (PCM) methods is
well known and is described extensively in the 1iterature(1’2’3).
PCM uses binary pulses, and hence, the system needs to sense .
only the presence or absence of the pulses and ignores ihe shape-
and exact timing of the pulses.‘ The use of binary pulses greatly
reduces the system's sensitivity to noise, distortion and cross-—
talk, the signal power requirements,'and simplifies the design
of the repeatefs. Furthermqre, since binary coded signals can
be regenerated at each repeater,‘if'is only necessary that a
repeater be designed to handle the link from'one repeater to
the next, whereas in analog systems, since noise and distortion
are cumulative, each repeater must be designed to requirements
betfer than the requirements of the entire system. It is this
concept of regenerative repeatering that makes PCM so desirable
for long—haﬁi communication systems. The penelsy'that'must be
paid for this feature is the increased chahnel bandwidth and
increased complexity of the terminal equipment. |

A typical PCM system is illustrated in Figureil. The
input signal, after filtering,-is sampled at frequent intervals
by the sampler. The quantiZer reduces the sampled amplitude

values to one of many discfete values and each qﬁantized sample

is then coded into a binary code, according to its amplitude.
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Figure 1.1 A Typical PCM System

The decoder reverses the oﬁeration of the coder. Its function
is to reconstruct the amplitude sample presented tq the coder
by the quantizer. The reconstructed speech waveform is then
obtained by filtering.

It is apparent that a small error results from the fact
that the sample amplitude that is actually cOdéd by the coder is
not exactly the amplitude of the speech waveform at the iﬁstant
of sampling. This is the so~called quantization error. It can
be reduced by increasing the number of discrete values 6r levels
used by the system.

Many methods have been developed to code analog signals‘
into PCM signals and, the reverse operation, to decode the coded
signals back into anaiog signals, Perhaps the most straight-

forward method of coding is the pulse count method as described



by Black. and Edson(4) and by Armstrong(s). This method is of
medium speed but is inherently awkward because of the number of
operations necessary and because of the fact that the output
code is in parallel form and must be converted iﬁto serial form
to be compatible with standard transmission methods. A second
method of coding makes use of electron beam coding-tubes. PCM

(6)

systems embodying coding tubes are described by Sears and by

Meacham and Peterson(7). This method of coding is veryhfast but
the tube requires considerable power, space and maintenance and

- these drawbacks make it unsuitable with transistorized equipment.
A third method involves the use‘of feedback. »Smith(8) describes
the principle of the use of feedback in PCM coders and an
experimental system using feedback is described by Goodall(z?.

A novel approach to coding using feedback methods is déscribgd

by Fedida(g). He makes use of the principle of circulating
pulses and describes a coder using tubes. A similar coder using
transistors is described by Hafer(lo). This method is also of
medium speed but, in spite of its apparent simplicity, is
probably the most difficult methed to instrument. With the
exception of the method using beam coding tubes, analogous
decoders using the methods descriﬁéd have been constructed. An
unsuccessful attempt to construcf a decoder using the circulating
pulse principle is described by Chang(ll).

In PCM, as in other pulse modulation schemes, some means

of coordinating the operations of the coder and decoder must be

provided. This is the function of the synchronization scheme.



The timing circuit at the coder transmits the synchronizing
information which is then -detected by the retiming circuit at the
‘decbder.

The synchronization scheme mustAaccomplish two things.
First, it must make known to the decoder the phase of the basic
pulse repetition frequency. This is the pulse timing problem.
Seéond, it must impart information regarding the pulse group
timing. This operationvis called "framing", or éroup
synchronization. The framing scheme enables the decoder to
select, out of a long train of unifdrmly spaced pﬁlses and sfaces,
the coffect groups of pulses and spaces that represént the sample
amplitudes originally coded at the coder;v The framing information
must be sent at frequent intervais so that any temporary break
in transmission will not advefSely affect the operation of the
system.

Pulse retiming is easily accomplished since the required
information is inherent in the transmitted pulses. The decoder
needs only to detect the time of arrival of the puiéésw The
léading edges of the pulses are then used to pull a local
oscillator or ringing circuit into phase.

5'Perhaps the most obvious way of establishing pulse group
synchroﬁizgtion would be to usé a separaie transmission channel
for the fréming information. But this method is very wasteful,
especially if the overall system utilizes only a feﬁ message

channels., A better method would be to sacrifice the use of one or

more digits in a code group or even an entire code group at

fréquent'intervals to carry the framing information. The use of
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parity checks falls into this category. This method, although

- more ecomonical than the first, is still unsatisfactory for small
systems with three message channels or less. The third and most
economical means of achieving continuous synchronizatioh

involves the use of self-synchronizing codes. Thése are codes

in which the synchronizing information is an inherent feature,
and hence, a minimum of information is sacrificed by the trans-

12) cites the use of such codes.

mission channel. Stiffler(

Ideally, it would be desirable to transmit the
synchronizing information without sacrificing any of the inform-
ation capacity of the systems Obviously, this is iépossible.
Therefore, the problem is to determine the most efficient means
.of transmitting the synchronizing informafion.' If the system is
designed to transmit data at a high information rate, with very
little redundancy in the messages; synchronization by means of
self-synchronizing codes becomes a very serious problem. However,
in the case of speech signals, which are highly redundant in the
information theory sense, self-synchronization is a less serious
problem and may be achieved by relatively simple methods.

This thesis presents a simple solution to some of the
problems encountered in the transmission of speech signals by
PCM. The first phase of the project was the design and
construction of a 7 digit decoder, employing capacitor storage.

It is basically one of the pulse count type. The second phase
was the development of a group synchronization or framing scheme
utilizing the amplitude-frequency characteristic of speech as
its basis. The final phase was the modification of the PCM

coder built by Hafer(10) so that it was compatible with the



decoder. The entire PCM system,; incorporating the modified
codery the decoder, and the group synchronization scheme

developed in this thesis, was then tested.



2. SOME THEORETICAL CONSIDERATIONS!

This chapter outlines a few of the basic theoretical
aspects of PCM and provides background material for subsequent

chapters.
2,1 The Sampling Principle

Nyquist(13) has demonstrated that if a signal of
bandwidth Wo is sampled at a rate ZWO or greater, the samples
will contain all the information in that signal.  This principle
is illustrated in all systems that employ sampling methods.

PCM is one such system,

2.2. Bandwidth Requirements

Nyquist(l3)

has also shown that in order to transmit W
independent pulses per second, the‘transmission.channel must
have a bandwidth of at least W/2. This condition establisheé
the minimum bandwidth for the transmission of pulses with no
intersymbol interference. (Intersymbol interference is defined
as the interference of one pulse due to the transient energy '
of pre#ious pulses). Howeyer,-it is possible to transmit
bulses at the same rate over a channel of 1ésser bandwidth
provided that intersymbol interferencé can be toleréted by the

sysﬁem and that the signal power is increased sufficiently to

override the noise, for it is apparen£ that as the bandwidth



is reduced, there 1is greater énd greater intersymbol inter-
ference and difficulty in recognizing the digits.

However, in‘the design of pulse systems it is usual to
avoid intersymbol interference and transmit W pulses per second
over a channel of bandwidth W/2 cps or greater.

Hence, a PCM system to transmit messages of maximum

frequency VO using n digits to code one sample, would require a
: n(2WO)
2 o*

required is n times the bandwidth. for direct transmission.

bandwidth of W = = nVW In other words, the bandwidth

2.3 Signal Power Requirements

" The signal power for adeqﬁate PCM transmission need only
be such that the decoder can'distinguish the pulses from spaces
in the presence of»channél noise with reasonable accuracy.
Hencey, it is only necessary to set the pulsé height slightly .
higher than twice the height of the peak noise expected over a.
reasonable period and to set the decoder pulse distinguishing
level at one-half the pulse height, This requirement then
establishes the threshold'signal power. This threshold power 1is
very iow——a signal-to-noise ratio of 20 db is more than adequate-
~whereas for comparable‘AM transmission a much higher siénai—
to-noise ratio is required. Given this signal power, the
Quality of the transmitted signal is then limited almost

entirely by noise produced in the encoding process.
244 Noise in a PCM System

A PCM system suffers from one type of distortion or



error which can not be reduced merely by increasing the signal
poﬁer. This is called quantization noise. It results from
the fact that there is a difference between the amplitude of
the true signal and that actually encoded. This difference
appears at the receiver, after decoding, as a random noise very
4simi1§r to white noiée.

v The amplitude of this noise varieé at random_between
O and l/é of a quantizing steps. The r.m.s. émplitudé, An’ of
the quantization noise of an n-digit system is theh given by

1 1 4o Ao

An =:§§ . 5 ;ﬁ = > 2n+1 where AO is the maximum range

of input signals, in voltsjl) The total quantization noise
power, in watts, at any point in the system will be

proportional to Anz, and may be taken as

= A

2 2(n+1)
o = &y 0 /3 x 2

2.5 Information Capacity

The information‘capacity of an ideal channel, limited

in bandwidth to W, is given by Shannon(b£) as

€ =W log, (1 + S/N) bits per second,

-where S is fhe average signal power and N the average noise
powver, |
Signals with information content greater than this can

not be transmitted through such a channel without error. Thus
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for a channel of bandwidth W = oW, and S/N = 100 (= 20 db), the
upper bound to the information rate that can be transmitted is
C = 6.7 nW, bits/sec. |

When such a channel>is used to send binary pulses, as in
PCM; we commonly transmit 2nWO pulses per second, and therefore
only 2nWO bits per seconds It is thus obvious that there is a
great waste in information capacity when a virtually error-free
binary channel is fitted into a noisy analog transmission mediume
From‘the point of view of information theory, it would be more
efficient to use much smaller S/N ratios, accept a reasonable
number of errors in the received binary pulses, and take steps
to correct these later. However, the equipment required for
this is usually too complicated.

Once it has been decided to use a binafy chanhnel in
order to transmit infarmation;'there arises the secondary problem
of how to use its own 1iﬁited information capacity of 2nWO Bits
per second to thé best advantages Much work haé been done in
trying to economize‘on the number of bits required to transmit
speech, music and television signals. This thesis is in fart
concerned with the same probiem. |

A few of fhe basic theorems in information theory and
their application to PCM systems have been described. The ideas
presented in fhis chapter are applied in subsequent chapters, -
“in the evaluation of the proposed ffaming scheme and in the

design of the system.
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3. A PROPOSAL FOR GROUP SYNCHRONIZATION FOR A PCM SPEECH SYSTEM
3.1 Requirements of a Synchronization Scheme

As stated previously; the synchronization SCheme:for
PCM must establish and maintain the basic pulse repetition
frequency and the pulse group timing in the decoder. The first
requirement is easily accomplished .by having the incoming pulses
to the decoder pull a local clock iﬂfo synchronism. This local
clock may be either a ringing circuit that is shock excited
into its proper phase or an'oscillétor fhat is pulled into its
properAphase. In either casey the frequency of oscillation is °
closely reléted‘to‘the frequency of the master clock in the
coders The main problem in the design of bit timing
synchroniz;tion schemes, espécially in fast systems with high
pulse rates, is that the local clock must be fast starting and
yet quite insensitive to interference. Also it must continue
to operate in the féce of temporary Breaks in transmission or
félatively long periods of time between digits.

The second requirement, that the synchronization scheme
must establish and maintain the proper pulse group timing, is
more difficult to attain. If it were possible for the decoder
to start up immediately upon receiving the pulses as they were
transmitted from the coder, group synchronization would not be
a serious problem, but invariably, the decoder circuit is slow
in starting or the transmission channel acts upon the pulses in

some way to cause errors in the transmitted signal and the
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decoder is not able to correctly establish the group timingf
Now, one would like to fulfil the above requireménfs
in the most efficient manner possible. An efficient method
would sacrifice a minimum of the information capacity of the
system for carrying the synchronization infbrmation¢ It is
relatively easy to devise a method that utilizes one digit per
code group for group synchroniiing purposes., It was thought
that a more economical scheme could be found that would require
léss than one digit per code group for successful operations

]

3.2 A Proposal for Group Synchronization

The propoéed group synchronization or framihg scheme
is the following. The input speech voltage waveform is resﬁficted
so that it does ﬁot vary in amplitude between any two suécessive
sampling instants by more than one-half the maximum. amplitude
range that can be handled by the system. The resulting input
signal is then ceded and transmitted to the demodulator where it
is decoded., If, after the decoding operation, the difference
in amplitude between two successive reconstructed samplés is
greatér than one~half the maximum ampiitude range of the sysfem,
the decoder detects that it is operating upon the incorrect '
group of pulses. The decoding operation then shifts to a group
one digit removed from the previous group and the process is
repeated, EVentually, after a minimum of one or a maximum of
n-1 such Shiftiﬂg operationsy; where n is the number of digité

per code group,; the decoder will find the correct group sequence
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and Will confinue to operate on this sequence until transmission
is interrupted. |

_ The resfriction that is placed on the system, then, is
that the input signal to the sampler shall not vﬁry in
amplitude by more than AO/2 between any. two sﬁccessive’sampling ,
periodsy where AO is the maximum signal amplitude allowable.‘
A plot of the ailowable input signal amplitude, Am, versus

‘ * _
frequency can be then derived and is illustrated in Figure 3.1l.
3.3 Evaluation of the Proposal

In order to investigate the effect of the restriction
on the signals to be transmitted it is neceésar& to consider
the amplitude‘and frequency characteristics bf épeech. In the
loudest periodsy; most of the speech power is normally coﬁ—
centrated near a single frequéncy component, though this
frequency varies with time. The peak sound pressures, and
therefore the peak voltagesy; depend upon the'ffequencies in
use. Figure 3.2 shows a typical histogram giving the peak
amplitudes, As’ in various frequency ranges whiéh are oniy
rarely exceeded (in 1% of ali 1/8w~second intervals).

A PCM system designed so that it does not overload at
low frequencies will never experience high-frequency compone@ts
anywhere near overload. A comparison of Figures 3.1 and 3.2
shows that even the new restrictions, Am,'imposed on the high

fréquencies by the proposed framing system are not normally

*  See Appendix 1 for derivation.
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Figure 3.1 Amplitude Versus Frequency Characteristic of
Input Signals for Operation of PCM Framing Circuit
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Figure 3.2 Maximum Sound Pressures in Various Frequency Bands
for 1/8 Second Intervals of Conversational Speech
(Mean of Composite Voices). Adapted From Reference
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range AO)
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violated by speech signals., Thus it seems that framing has béen
gained and no information capacity lost. N

However, for a trﬁe evaluation of the proposal, the
following must be considereds Suppose that pre-emphasis is used
in the systemy This is a method that is often used in speech
‘systems to reduce noise that arises within the system.--For»
exampley consider any speech transmission system that uses pre-

emphasis: The situationis illustrated in Figure 3.3. Speech

normally has an amplitude;frequency characteristic as shown in

" 1 (0..) H 1 (b} A | (C ) | q 1‘ (qug)ssnsu
t“g:::t SlaNAL

Noise

RN
b ' o

Pre - SeeecH De- CSCJCEX
"l erennsis —>1 TRANSHISSON , EMPHASIS [

SYSTEM

+y

Figure 3.3 Effect of Pre-emphasis on the Amplitude Versus
Frequency Characteristic of Speech

(a)s The pre—emphasis circuit exaggerates the amplitudes of the
higher frequencies in speech so that the resulting amplitudeQ
frequency characteristic is as shown in (b). The speech
transmission system acts upon thé speech signals in the usual
manner. After transmission and demodulation, the speech signals
are equalized by the de-emphasis circuit in exactiy the inverse

manner to the pre~emphasié circuits The resulting amplitude-



16
frequency characteristic is shown in (d) and is identical to
that originally presented to the pre-—emphasis circuit. Thus the
speech signals are not altered.in any way by the pre-emphasis
and de—emphasis processes. But note that'any noise that enters
the system between the pre—~emphasis and. de-emphasis circﬁits and
has a more or less continuous spectrum throughout the passband
is reduced by the de—emphasis process. .For a PCM speech system
in particular, the effect of quantization noise* can be
substantially reduced. Thus, pre—emphasié increases the
efficiency of the system‘by decreasing the noise.

If, in addition to pre-~emphasis, the proposed ffaming
scheme ié used, it is obvious that the higher frequencies in
speéch cannot be pre—emphasized t§ the same extent if none
of the information content of theAspeech is ﬁo be sacrificed.
Thusy pre~emphasis cannot be as beneficial as in the first case
and the system must operate with a greater amount of noise in
the received signal.

On:the basis of a comparison of the two céses: the system
with the maximum pre-emphasis and an entirely separate means of
framing, and the system with partia1>pre—emphasis and the
proposed framing scheme, an evaluation of the framing proposal
can -be carried out.

The evaluation is carried out oh the basis of a comparison
of the noise that results in the two cases.

The first case yields the follbwing resﬁlts. Assume

that group synchronization is carried out by some other means,

* The noise in a PCM system may be assumed to be entirely
due to quantization, since the signal power can always be
increased to reduce all other types of noise to negligible values.
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a consideratioﬁ of which may be ignored. The received signal

is.then decoded anda certain émount of quantization noise is
found. After de—emphasis; however; the amplitude of the noise
is greatly reduced. This effect is illustrated in'Figure 3.4,
The noise power in the passband is-then calculated by a simple
numerical integration method, and then equated to the noise

of an equivalent syétem whose noise amplitude is constant but

for which the number of digits per code groub, ny is‘unknown;

Solving for n, yields the number of digits per code group for

an equivalent system with the same noise power.

The second case leads to another value, n,, smaller -
than the first because the amount of noise this time is greater.
The noise frequency characteristic ofvfhis case is.also
illustrated in Figure 3.4. "

| The difference in the value of n is then the number of
bits per code group given up by the tétal information capacity
of the binary channel to thé proposed synchronization scheme,

The calculations will now be carried out., Refer to
Figure 3.4, |

Let No Be the total quantization noise power of an
n~digit PCM system whichvuses no pre—emphasis, Noise powér
is taken to be the square of the r.mis. ndise amplitude, An.
It‘was shown in section 2.4 thathn is given by

' 2
b 4

A = | or =
n J;j._znfl 0 3 . 22(n+ff

This noise is uniformly distributed over the frequency band
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Systems

o~ system without pre-—-emphasis
vy~ system with maximum pre—emphasis allowed by
speech spectrum
Vo - system with partial pre—émphasis due to high

frequency restriction imposed by the proposed
framing scheme

" Note that vy o= vO(AS/AO)Z'and V. = vO(AS/Am)2

5 =

where As and Am are given in Figures 3.1 and 3.2.
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, WO (= 4 kc) so that the noise power per unitvbandwidth, Voo is

constant throughout. Therefore,
Vo = No/¥g

Consider now the noise of the same n-digit PCM system,
but using the maximum amount of pre-—emphasis possible; no
restrictions are imposed by framing schemes. Let N1 be its

total noise power and V1 its noise power per unit bandwidth.,

. _ R . 2
vy at any frequency is given in terms of vy by v, = VO(AS/Ao)

and therefore

wo ) WO 2 .
, NO (AS)
Nl =f V1°df=ng %.df=0.48 NO
0 -0

using numerical integration in Figure 3.4.

The use of pre—emphasis.in an n-digit PCM system has:

’

therefore more than halved the noise power. The signal to noise

ratio is now equal to that of a PCM system using no pre-emphasis

. t
but employing n, digits per code group. This'effective digit
] _ ‘
number , nyy is found as follows:

N, 4 2/(3, 22(ny+1)

_ ,. _ -2(n1—n)
No A%/ (3. 52{n+l)

2.

Theréfore n-n = - 1. log2(0¢48) = 0.53 digits.
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When the proposed framing system is used, the high
frequency components are restricted to amplitudevAm, and only
partial pre-emphasis can be used. Hence the noise power per
unit ban&width, Vo and the.total noise power, N2, are not
reduced as much. |
Yo N A0, 2
vy = vy (A,/A )% and N, =f vy e df = ng'f <I§> af = 0.64N,
o .

o)

Consequently the new effective digit number, n, is not as 1arge
as beéfore, and n, -~ n = 0,32 digits. |
The cost of the proposed framing scheme in loss of

quality of the received signal is therefore seen as
equivalent to the loss of 0.53 = 0,32 = 0,21 digits per code
group.

| Other PCM systems could conceivably achieve correct
framing by sacrificing fewer digits per code group on the
averagey by adding or substituting framing pulses at ffequeqt ‘
intervals rather than in every code group. For example, one
framing pulse could be added at the end of every tenth code
group, or the last pulse in evéry tenth code group could be.
sacrificed in favour of framing. But, it is apparent that such
schemes are unfavourable because either method, the additioﬁ of
a framing digit or the substitution of a framing digit for an

.information digit in a code group at frequent intervals, increases

the complexity of the instrumentation considerably.
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3.4 Misframing Detection and Correction

If the difference in amplitude between two successive
decoded samples exceeds one~half of the range of the system,
an error in framing is indicated« The conditions under which
" error indication occufs will ﬁow‘be investigated.

Assume that the system under consideration is one
employing 7 digits per code:group, giving rise to 128 possible
discrete levels, and a sampling rate of 8kc/s. TFigure 3.5

illJustrates the time relationship within a code group.

le—— CoORMRECT CODE GROUP ——]

2' [2° 26| 25| 24|23 |2 |2 |2°| e 2% 2%

8T | 1T [ BIT| &)T| BIT| BIT|[BIT |BIT |[BIT | 8IT | @iT | BIT

lgt— T ssumeD Cooe GRove  —=

——

Tine
Figure 3.5 Misframing by 1 Digit

Suppose that the decoder is operating on an incorrect
frame and in fact is operating on a code group 1 bit later in-
" time than the correct groups That is, the decoder assumes that

the true 25 bit to be the 26 bit and the true 26 bit to be the

20 bit as illustrated in Figure 3.5. It can be argﬁed that if
-the actual input signal to the coder has a slope of less than

+ 32 levels per sdmpling period, that is, the sample amplitudes

of two consecutive sampling intervals differ by less than 32
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levels, an error will be indicated in the decoder if the input
signal crosses the 64 level during the sampling period. The

situation is illustrated in Figure 3.6.

n"meE“' 5AMP\..N6

LeveL /-l/ INSTANTS \

128 Vg ,
| | \

A< 32 LEVELS

lo) : =~ Time

[ | SAMPLING PeRIDD ——>

Figure 3.6 Input Signal That Crosses the 64.Level With Slope
of Less Than 32 Levels/Sampling Period

For example, suppose the amplitudes at the first and
second sampling instants in Figure 3.6 are 70 levels and 40
levels respectively, The slope is then 30 lévels/sampling
period and the Signal crosses the 64.1eve1 during the sampling
periqd¢ TheAbinary representations of 70 and 40 are 1000110
and 0101000respectively, reading from left to fight, the most
to thelleast significant digit: If the decoder Qere operating
on the code group 1 digit later frbm the c0rrect‘group the
numbers would be interpreted by the decbder as 0001100 and
101000_respectively; where _ indicates the first digit in the
followingwcode group. In decimal numbers, the decoded values
wqﬁld then be 12.and either 80 or 81 respectively, depending

on whether the first digit in the following code group is 1 or O,
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The situation is illustrated in Figure 3.7.

‘ -10 - ' 40 /NT&NDE\;‘:LF:’AE{;LITUDE .
——|1|olo|ofi|i|olo|i|o]t]olO|O| |-—-——~
[/NCorRaeTLY pecopeo
vaLy
<— |2 - 8qm8/——4 o peoss
Time

Figure 3.7 Decimal Numbers 70 and 40 Incorrectly Decoded as 12
and 80 or 81

Because the decoded‘values differ by either 68 or 69, both
of which are greeter than 64; the framing circuit detects that the
decoder is operating upon the incorrect pulse group. Hence, the
decoding operation is shifted to a group one digit later in time.

A similar argument can be made for the situation where
the decoder is operating upon a pulse group one digit removed as
in the above case but where the slope of the input signal is
greater than 32 levels and the input signal does not cross the 64
,1eve1 during the sampling period. Again, the decoder framing
circuit detects the error in framing and shifts the decodlng
operation to a group one digit later in time.

| There are two casesy when the decoder 1s operating on

-a frame one digit later in time than the correct one, when no
error will be indicated. These cases arise when the input
signal does not cfoss the 64 level and has a slope of less than
+ 32 levels per sampling period, and when the input sigﬁal crosses .
the 64 level and has a slope of between + 32 and + 64 levels

per sampling period. It is possible to reduce the likelihood of
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misframing due to the above causes if the 64 level of the system
is established as the zero.signal level. The most probable
amplitudes in speech waveforms are'thoée less than one-half
the maximum or'thosewi&dn.i 32 1eve1§ of the zero signal level.
Furthermore, the most probable time between zero axis crossings
~ - in épeech is about 1 miilisecond‘or 8 sampling periods.(l6)
_The combinafion of these two factors then ensures that permanent'
.ﬁisframing by‘dne digit will be highly unlikely. In fact, the
most probable time for indicétidn Qf ﬁisframing by one digit is-
.onthalfgmillisecond, sihce;zéro axis crossings are likely to
occur. every millisecond.

All possible situationé for misframing by one digit have
been deécribedu Similar arguments caﬁ be applied to cases of

" misframing by more than one digite Conditions for framing error

indication are summarized in Table 3.1,

M | INPUT siaNAL CROsSES INPUT SIGNAL BoeS NoT Cross| M ePrROXIMATE
ISIFRP-MIN.G — LEVELS RnNDd HAS SLOPE - LEVELS AND HAS SLOo PE PROGABLE
.BYT , OF _ LEVELS/SAMPLING PeRIODY OF _ L.EVELs/shupuN(-, PERI 0O TIME FOR
— DIGITS . : ERROR INDICATION]
. - LevELS StoPE LEVELS Swops ( msec)
t 64 o<l€32 | 64 22< s]< &4 Ve
2 32,64,96 o<lsl¢ e |32, 64,96 lo<[s|<64 Y4
3 16,32,48, 64,800 <[s/<8 | 16,32, 48,64 80|8< Is[<ed]| A
9, 12 9, 12 '
4 8,16,24,32 40, 0<fs|<4 8,/6,24,32,40, |4<[s[|<é4 )
, 48,5¢,64,72, 48,%0,64,72, | /8
5 14,8,12,16,20, |0</s[<2 |4 8, /216,20, 2</[s/<e| . ‘/6
& |2,46,8110, |o<s|g1 |2,4,6.8,10, |[I</[s|<é2 '/8

Ta,b_le 36l

Conditions and Approkimate Probable Times for
Misframing Error Indication
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It ié apparent that the time required for error
detection invthe cases of misframing by more than one digitb
is somewhat less than that required to detect an error of .
misframing by one dlglt because of the greater number of
possible condltlons under which misframlng errors are detected.
In facty for the cases of misframing by more than three digitsy
gmisframing errors are detected as often as not with each
‘'subsequent sampling period. The average time for errof
detection is then reduced to one sampling period or 1/8 millj-
.second.

The total time for.achievihg correct group
synchrenization is the sum of the timés for framing error
Jindicatioh and error correction. Each shifting operation reQuires
15 pulse times as shown in Figure‘3;g because in addition to the
singlé pulse time during which the action of the decoder is
inhibitedy the action of theé framing error detection circuit must
be inhibited for 1 group time; since a comparison 6f the
amplitudes of the reconstructed sample from the new aséumed code

group with the previous reconstructed sample is meaningless.,

le—— Conrrecr cone GRouP —-‘L— CoRRECT CODE GROUP ~——wta— CORRECT COOE GROUR —*>

- New Assumep New AssumeD
le— FIsSvMED CoDE GROUP =] | |e——  CobE GROVP CoDE GROUP ~—m=i
MISFRAM ING DETECTION MisrrAMING DETECTION
CIRCUIT INHIBITED CIRCUIT RESTARTED
Renon oF DECoDER
INKIBITED
TimeE

‘Figure 3.8 Time Required For Misframing Error Indication and
Shifting _
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The action of the framing error detectioncircuit resumes on
arrival of the néxt assumed code group. The total time required
to achieve correct framing is, at worst, approximately 3 msecs.

If the decoder is aperating upon a code group one digit
latef in time than the correct group, it is misframing by one
digite When an error is indicated the action of the decoder is.
such that its operation: is inhibited for one pulse time. This
action results in the decoder acting upon a group two digits
removed from the correct groups Thus, thé decoder is misframing
by two digits. In general, then, inhibiting the action of the
decodér for one pulse.time resulﬁs in further misframing unlessy
of course, the decoder happens to be misframing by six digits,
in which case one shifting action results in chrect framing.

It is apparent that corre¢t framing is achieved fastér
by inhibiting the action of the decoder for one pulse time than -
by adVancing the éction of the decoder. This results from the
fact that, on thé average, indication times for misframing
by one.or two digits are longer than the indication times for
misframing by a greater number of digits.

An outline of the proposed pulse group synchronization
or framing scheme for a PCM speech system has now been described.
It is economical and relatively simple to instrument. The next
chapter deécribes the ihstrumentation Qf the scheme as
incorporated in the decoder. Experimentalltest results of the

proposed framing scheme are given in Chapter 5.
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4, SYSTEM DESIGN

This chapter describes the design and operation of the
constructed PCM system. Since the majority of the design
undertaken by the author was onAthe decoder, the decoder is
described first., The operation and the circuits of the decoder
are described, followed by a description of the group synchroni-
zation circuits. A brief description of.the operation of the
coder concludes the chapter.

The PCM system constructed was designed to handle signals
ranging in frequency from a few cycles per sécond to 4000 cps.
The sampling is carried out at the Nyquisf rate or 8000 times
- per secoﬁd. AT digi£ code is employed permitting an amplitude

range of 27

= 128 levels, more than adequate for voice signal
applications. The pulse group frequency is then 8000 cps and
the pulse repetition frequency is 7 x 8000 = 56,000 cps. The
code pulses are transmitted serially in time where the order of
transmission in any pulse group isifrom the most significant to
the least significant'digii.

. The codér is one. of the circulating pulse fype and the
decoder is essentially one of the pulse count type. Both the

coder and decoder are fully transistorized and operate on power

supplied by three 12v storage bafteries.

4.1 The Decoder

4.1.1 The Basic Decoder Circuit

[¢]

In order to successfully handle a binary code, the decoder
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must be able to produce a series of binary weighted values
and store them either as individual values or as a sum of the
seriese In the design of the decoder it was decided that the
binary weighted values in the form of binary weighted currents
would be produced by cqrrent generators which were turned "on",
in sequence,; for a fixed length gf time. The resulting binary
weighted amounts of charge are then sﬁmm;d and stored as a
voltage on a capacitor. A coincidence gating arrangement using
pulses derived-from a count—=down-by-seven counter and a pulse
regenerator . is used to determine the correct current generators

to be turned on. The basic circuit is illustrated in Figure 4.1,

- Gate

+4v O-gs 0—€> T ——= = - T
—ey" R 2R 4R - |
| ' ce3

CaG1 cG2

64R

CGT

Figure 4,1 Basic Circuit of the Decoder

Assuming that the decoder is operating upon the correct
pulse group or fraﬁe, the current generators are turned on in
time sequence from left to right in Figure 4.1 according to

- whether or not the partidular code pulse iﬁ the gf§u§ is présent.
Each current generator, when.turned'ong allows a pre-determined

current to flow for a fixed time interval, thereby, allowing a



29

fixed charge to flow ipto theé capacitor. Moreover, with the
exception of CGl, each current generator allows one-half of the
éharge of the previous current generator to flow into the
capacitor thereby producing a binary weighted series. The final
value of voltage on C aftei one code group is then proportional
to the quantized input sampie amflitude'presented to the coder.

After one cycle of operation of the current generator;,
a charge transfer gate which was c¢losed during the cycle opens
and allows the charge to flpﬁ into subsequent circﬁits and,
at the same time; discharges C to some feference value. The
gate then closes, preparing the decoder circuit for another
éycle. :

The desigg of the basic decoder circuit waé carried out
beginning with a consideration of the curfent and voltage
limitations of the transistors used. 2N1309's were chosen
‘primdrily for their favourqble switching characteristics. The
refeience voltage to which the capacitor is discharged was
chosen to be =12 volts. To permit reasoﬁable size emitter
resistors, the turn on pulses were designed to be negative pulsesy
10 volts in height, from + 4 to = 6 volts, and 4 microseconds
in width. Then, the voltage range available in the capacitor
was chdsen to be 5 volts, from < 12 volts to - 7 #olts, thus
ensuring that theé current generators transistors were not
satur#ted at any time.,

- Now,; since the entire voltage range of 5 volts was to
represent 128 levels, the capacitor voltage was required to bé

accurate to 1 level or %%% = 39 millivolts. The minimum possible
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value of the capacitor C was fixed by the sum of the Ico
currents through the current generators. That is, the minimum
value of C was such as to ensure that the ch currents would.
not alter the voltage on the capacitor by more than 18.5 mv

during any pulse group periods Hence

c> 2 Tee's (125 u sec) _ 72 x 1079 (125 x 107%)
39 mv (39 x 10—3)

= 47.7 x 1077 2,048 pf

The maximum pogﬁible value of C was detefmined 6n the basis
of the maximum fermissible current in CGl., When CGl was turned
ony it was required to supply enough current such that the
voltage ;n C was increased by one-half of the voltage range

permifted on C or 2.5 volts« Hence

I, max (4 psec) (305 4 1073)(4 x 10~°)
2.5v - 2.5

9

¢ <

= 480 x 10~

The value of C was chosen to be 0.07 pf to ensure that the maxi-
mum power rating of CGl would not be exceeded. The choicevof
the value C then fixed the value of the required weighting
resistors. |

For example, the current required when}CGl is turned on
is | |

b9,  CAV,

I, = = = (0.07 x 10~

6 2.5)
1~ A% X .

4 x 10°

g ampss
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The required weighting resistance is

b Ve _ (6-0.2)(4x107°
-2 =

1 (0.07 x 10~0)(2.5)

= 132.8 ohms.
The remaining weighting resistors are binary multiples of R.
4,1.2 Operation of the Decoder

The operation of the decoder is described briefly ‘as
followse The incoming code pulses are regenerated in the pulse
regenerator or repeater. At the same time, they establish
and maintain the basic pulse repetition frequency in the
decoder by pulling an oscillator into phase. The sine-wave
: 6$cillations from the oscillator are converted to square waves
which are then differentiated. The resulting pips are then
employed to trigger a bistable couﬁter with a count-down-by-
‘seven arrangement which establishes the pulsé group frequency.‘

By suitable connections to various collectors of the
biétable counter, a cyclic éeqﬁence of seven gating pulses is
produéed in Gate 1. Turn on pulses for the various cufrent
generators are then formed by gating the sequence of seven
~pulses with the regeherated pulses from the repeater, in Gate 2.
The arrangement is such that the height of the resulting tufn on
pulses for the current generators is independent of the gating
pulses but the:width is determined by the width of the repeater
pulées. ‘

Thus, the output from Gate 2 is a sequence of turn on



Coos
ot S
JREGENERATLR

IN

Puse

Bir
\

OscieLhAtoR

SYANCH,

Counrer

Gn TE
/

VI;/

Figure 4.2 Block Diagram of Decoder

>¢ T
i \\ \\
- Cunnce ' Dy scriane
CI %Tg::z\: > C?. > Gare |
y
: (€] C
. | |—-—r—=1(G
3> — !
_® G e
ATE |
'“'@ 2
I -
— f;‘i‘f Lewis
-‘r@ - = “loare
H@-
M Low
tsshce | oeass | C
SIGNAL FiLTe & 3

ce



33
pulses of precise height and width and identical in pulse pattern
to the code pulses presented to the repeater. This sequence
is used to turn on the appropriate current generators and a
sample amplitude is reconstructed on Cl'

During interval 7, as established by the output of Gate
1, the charge stored in Cl is transferred to 02. The charge’
transfer gate is open during the entire interval so that any
Acharge resulting from CG7 during the interval is also transferred.
Thus, from interval 7 to interval 6 of the following cycle,
the value of the reconstructed sample amplitude as originally
coded by the coder is stored in 02. C2 is discharged during
interval 6 to prepare it for the charge from the following
.decoding cycle.

During interval 4, the voltage on C2 is transferrred to
03 by the Lewis gate. The voltage on C3, then, is a step fuhction.
The waveform on 03 is filtered and amplified as the desired audio |
output. Sample waveforms of the decoding operation are given
in Figure A-2.11.

In the above description, three details were ignored,
in order to facilitate the explanation. In the final decoder
circuit Gates 1 and 2 were combined into one gate, one for each
current generator, and separate gates were used to produce the
pulses. for the charge transfer gate and discharge circuits. A
delay was introduced between the repeater and the current
generator'gates to offset the delay in counter circuits. Finally,
~ a monostable pulse generator, PGl, triggered dufing interval 4,

is used to operate the Lewis gate.
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4,2 Operation of Framing Circuit

In order for thevgroﬁp synchronization or framing
circuit. to operate.successfully, it is only necessary for the
amplitudes of two succeésive decoding operations to be compared.
If the difference in amplitude is less than one—haif of the
amplitude range pf the systemy nothing is done, If the
difference in amplitude is greater than one~half the amplitude
range of the system, one pip from the differentiated square
wave is inhibited aﬁd thereby prevented from reaching the
~counter. The result is that‘the entire decoding operation is
shifted by one digit to a new frame one digit later in time.

The block diagram of the required-circuitry is
illustrated in Figure 4.3. The'operation is describéd as
- follows. The voltages on 02 and C3 are compared during
interval 7 by a voltage comparator that produces a negative
out?ut regardless of the polarity of the difference. The output
of the_voltaée comparator is then gated to eliminate the |
undesirable portioné of the voltage comparator output and to
ensure proper timing in subsequent circuits., The gated output
of the voltage comparator ié applied'to a Schmitt trigger that
is éét to fire at a voltage cofresponding to one-half the
amplitude range of the syétem, If the Schmitt trigger fires,
a pulse is produced that inhibits one ﬁip into the counter,
thereby, shifting the operation of the decoder by one dlglt.‘
The firing of the Schmltt trlgger also 1nh1b1ts the actlon of

the voltage comparator circuit, while the shlftlng occurs.
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- Various pulse generators are required to carry out the
operation., Because an output from the voltage comparator is
undesirable until late in the T7th iﬁterval, it was necessary
to pfoduce the diode gate gating pulse (PG2) by delaying a
trigger pulse derived from interval 6. PG3 is used to produce
the pulse that inhibits a pip into the counter. PG4 is triggered
by PG3Aand is used to inhibit the action of the voltage comparator
by inhibiting BG2.
The timing waveforms for the framing circuits are shown

in Figure A-2,12.
4.3 Operation of the Coder

A coder to convert ahalog signals into 7 digits of PCM

(10)

was built by Hafer and is described in his thesis . Only a

brief description is given here.
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Figure 4.4 'quck Diagram of Coder
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The block diagram of the coder, excluding the timing

circuits, is illustrated in Figure 4.4. When an analog Signal
is applied to the coder, diode gate 1 samples the amplitude for
6 microseconds. After passing through the buffer amplifier

it emerges unaltered at A and inverted at B.

The.output from A is applied to a Schmitt trigger which
is set to fire at a voltage AO/2, where AO is the maximum expected
signal level, If the input sample pulse amplitude exceeds
AO/2 the Schmitt trigger fires and an outfut code pulse 1is
produced. At the same time,'the Schmitt trigger also produces
a positive pulse ofvfixed height Ad/z at C, which is subtracted
from the oufput af B. If the input sample pﬁlse amplitude does
not exceed AO/Z, the Schmitt does not fire and neither the
code output pulse nor the positive pulse of height A0/2 is
produced. The output of the buffer amplifier at B is then passed
ony unaffected by the subtractor, to the voltage doubler
amplifier. _

The output of the subtractor is applied to thé voltage
doubier amplifier where it is inverted and doubled in amplitude.
- The pulse is thén applied to the charge storage circuit.

The charge storage circﬁit stores the outpﬁt pulse of
the voltage doubler amplifier for one pulse period as charge
on a capacitor. At the end of one pulse périod, diode gate 2,
which up to this time has been closed, allows the pulse to be
applied to the buffer émplifier once more,

Diode gate 1 is closed at this fime and remains closed

for 7 pulse periods while the original input sample pulse is



38
allowed to circulate around the loop a total of 7 times.
Each circulation produces an output code pulse or spacev
depending on whether the Schmitt trigger fires or not. The
first circulation produces the ou£put code corresponding to the
binary weighted value 26, the second circulation 25, and so on
until the last circulation produces a code output corresponding
to 205 | |
- At the conclusion of 7 circulations, the recirculated
pulse is inhibited and a new input sample pulse is taken by
diode gate 1.
It is apparent thény that the coder is able to produce
a binary coded output in serial fashion with the most signif-
icant digit first.
The‘operation of the PCM system in block diagram form
has now been described. The circuit details including the

modifications made to the coder are given in Appendix 2 and 3.

The next chapter deals with the results of tests on the system.
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5. SYSTEM TESTS

5.1 System Performance

The systemy as outlined in.Chapter 4, performed
satisfactorily. Listening test with audio program material
indicated that good qualify speech transmission was possible,
provldéd that the system was not overloaded.

The power required is approximately 1.4 wétts in the
coder and 1.3 watts in the decoder (including the framing
circuits) for a total power consumption of approximately 2.7
>Watts. .

A delay of 0.35 miliiseconds or 2.8 sampling periods
between the message sighal at the coder and the decoded but
unfiltered.message signal was observed. The delay is due mainly
to the time required for the coding and decoding processes and
is of nopractical importances

Instability and drift due to small changes in room
temperature did not affect the performance of the system.

The decoder proved to be accurate and reliable. The
‘oscillator in the decoder tolerated changes in the master clock
frequency of + 3.9% from the centre frequency, thus ensuring
‘that the decoder would follow small changes in frequency caused
by effecté such as temperature changes.

The framing scheme performed more than adequately and
errors due to misframing were few, Framing errors occurred only

wvhen the system was overloaded to such an extent that the input
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signal restrictions were violated. It was found that the
>required input signal restriction‘for operation of the framing
scheme was slightly more stringent than' the requirements
derived from theory. Figure 5;1 illustrafes the required input
signal restriction for system performance as well as the
restrictions as derived in Appendix 1., The time required for
proper framing was not measured but observations with
an oscillosc’ . pe indicated that correct framing was achieved
in times of the order of a few milliseconds. In facf, 1istening
tests during which transmission was interrupted disclosed that
correct framing was achieved in a time so short that noise due

to misframing was inaudibles
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The weakest link in the system is the coder which, in
spite of the many hours spent in modifying and redesigning, is
still lacking in linearity. The imperfections are thought to
be due mainly to the non=linearity of the action of the voltage

doubler amplifier. (See Figures 4.4 and A-3.3).
52 Linearity Tests

Figures 5.2 and 5.3 indicate the results of the linearity
tests on the coder and decoder respectively. The test was
carried out on the coder by using a series of known d.c.

_ voltages as fhe input signals and~obServing the resulting
output codes. The test of the decoder was.carried out ih the
same way —- by using coded pulses as the input signalé to the
decoder and observing the d.c. voltage outputs. In both cases,
théAcoded valﬁes in decimal form were plotted versus the
measured d.c. voltagese.

The non—linearity of the operation ofvthe coder was'
traced to the voltage doubler amplifier. The gain of the
amplifier is less than two at low amplitude levels. As a
consequence, whenvthe input signals are of such values that the
circulating pulses are small in emplitude, the required input

signal voltages are greater.than they should be.
563 Noise and Distortion

A measure of the distortion and noise produced by the
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system was made by measuring the harmonic distortion of the

Qutput message signal using a sine-wave as the input . -

message signal, The method is outlined in Figure 5.4.

SiNe - wavE

PO

GENERATOR

> SNsTEM

Harrmonic

DISTORTION
"METER

Figure 5.4 Noise and Distortion Measurement
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The method served only to indicate that the distortion

voltage was much larger than the calculated quantizing noise.,

‘This is to be expected in view of the imperfections in the

coder linearity as shown in Figure 5.2 and the imperfections

in the output low pass filtor.

564 Waveforms

Figure 5.5
transmitted by the
oscillogram is the
the lower waveform
waveform, which is

wavese.

illustrates some example waveforms

system. The upper waveform in each

decoded step waveform before filtering, and

is the resulting filtered version of the step

almost indistinguishable from' the input'sine—
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Figure 5.5 Waveforms. Oscillograms of Decoded Signals on 03
and at Output of Low Pass Filter
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6. CONCLUSIONS

A self-framing PCM speech systeﬁ has now been described.
'.The results of tests on the system indicate that performéhce
is adequate for transmission of good quality speech.

The coder deserveé fﬁrthér worke» The non—lineér
| inputuoutput characteristi¢ ¢auses distortion at low input
- signal levels and it is thought that much of thé distortion
cbuld be eliminated by improving the action of the voltage
doubler amplifier. | |

The decoder and the novel framing circuits performed
pérfectly and correct group'synchronization was achieved |
quickly and efficiently using_simple circuitry.
o Although thg framing scheme was employed on a single
message channel system, tﬁe scheéme could easily be adapted to
larger systems where many message éhannels are transmifted by
o time divisibn multiplexing methods. The system would be
designed:so that once correct framing is achieved in one
dhannel, then, simultaneouslyy correct framihg is achieved-in
all channels: The maximum pre—emphasis is employed in all
‘message channels except the one that is used for framing pufposes;
The speech signals in this channel are 6n1y partially pre-— |
emphdsized and the framing circuits are attached to the decoder
- for this channel. Framing errors are then detected in the same.
umahner aé:dqscribed in Chapter 3. | |

| - But, for a large syétemy whefe'24 to 96 or ﬁQre meséage;“

?h;ﬁneis are transmitted by time division multiplexiﬁg methdds

over one transmission channel; the proposed scheme is not as



47

advantagebus because of considerations such as the time required
fof‘achieving proper framing. Such a system can easily afford
to sacrifice an entire message channel for a more efficieht
framing scheme.

The proposed self-framing scheme presented in this
thesis is best suited for a PCM speech system that utilizes a
smdll number of message channelss In,such a systém, economy
in the use of the digits is of prime concern in order to
conserve bandwidth and to simplify the instrumentation. The
simplicity and reliability of the self—framing scheme makes

it ideal for use in such an application.
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APPENDIX 1

Derivation of Figure 3.1

M-?M ALy TVOE

V&)= S 2nft
Maxitum 2
PERMISSIBLE .
ML TUOE . ) (]
RANGE

o 4 K
\ By >

Figure A-1.,1 Assumed Form of Input Signals

For the purposeﬁ.of-analysis, aésume sine-wave type
input signals. The greatest slope of the.cﬁrve occurs at the
zero. axis crossings. Therefore, the greatest change in
dmplitudg oécurring within oneICycle occurs over an interval
centering'abdut the zero axis crossing.

Consider the input to the coder to be composed of voice
signgls ranging from zero to 4000 cps. The input voice signals
are sampled at the Nyquist rate of twice the maximum frequency
of the input or 8000 times per second. Therefore, the interval
between Samples is 1/8000 seconds = 125 (10-6) seconds = 125
microseconds.

The input signals are of the form

V(t) = A/2 Sin (27ft)
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as illustrated in Figure A-l.l. The greatest slope in the
_aneerm occurs at t = 0, 1/2¢, 1/¢, etc.l'For example, at
t = 0; it is necessary to find the amplitude'range A such |
that the difference in amplitude between t = -62,5 and |
t = + 62.5 microseconds does not exceed AO/Z. Hence, the

boundafy condition on V(t) is that
v(t) = AO/4 at t = 62.5.microsecoﬁds.

That is, the maximum permissible signal amplitude Am, such
that the difference between two succesive samples 125
microseconds apart does not exceed A0/2 is given by

6y

v(t) = Am/2_ Sin 2nf£(62.5 x 107°) = AO/4

or
. . . AO
A = q -

m ~ 2 Sin 7nf/8000

where f = ffequency in cpse

For example, at £ = 4000 cps,

o

The results for other frequencies were evaluated and tabulated

in Table A-1l.l.



- Frequency Maximum permissible signal
(cps) amplitude A (p-p) ‘
0 =1333 A,
1500 0.906 Ay
2000 - 0,707 A,
2500 0.600 A,
3000 0.541 Ay
3500 0.510 A,
4000 0.500 A,

Table A-1l.1

Table of Frequencies of Inpuﬂ Signals and
Corresponding Signal Amplitudes

50
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APPENDIX 2

Circuit Details of the Decoders

The decoder is, on the whole, a collection of standard
transistor circuits.

The circuit diagrams of the decoder, Figures A-2.,1 to
A-24,94 are self-explanatory. Figures A-2.10 and A-2.11 .
illustrate the timing waveforms and waveforms of an example
,decoding operation, Figure A-2,12 illustrates the waveforms
that result from detection of a framing error.

Timing of the circuit operations is important and,
because of this, it was necessary to delay various waveforms
using monostable multivibrators; Delay 1i9es were out of the
juestion because of the length of delays required.
| Note that the decoder can be adjusted to detect the
incoming code pulses at the level of one-half the pulse heighta
This reduces the effect of the interference in the transmission
channel, the peaks of which are assumed to be usually
considerably less than one-~half the pulse height.

Pulse timing is achieved by having the incoming pulses
pull an oscillafor into phases But note that the actual
synchronization is carried out by the delay monostable in
Figure A-2.1. This ensures that interference in the trans-
mission channel does not affect the timing operations of the
decoders | |
| Circuit data for CGl only are given in Figure A~2.4.
Data for the remaining current generators, which are identical

in form to CGl are given in Table A-2.l.
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Current AND Gate Inputs: Emitter Resistofé
Generator Pulse regenerator and (ohms)
gounter taps (see - Fixed | Variable

61 2, 3; 6 68 . 100
cG2 1y 44 6 168 100
€G3 2y 44 6 500 100

G4 1y 34 5 680 1K
cas 2 34 5 1.5K 1K
CG6 1, 45 5 343K 1K
CGT 2, 45 5 1K

8.2K

Table A-2.,1 Data for Current Generators
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APPENDIX 3

Circuit Details of thé‘Codef.

designed and constructed by Hafer

Extensive modifications were carried out on the coder

(

10) to improve and adapt its

operation to the operation of the decoder. Thére'were many

minor changes but the major c¢hanges are the followings

le

24

30‘

4o

5

Theé number of digits per code group was changed from six to

‘sevenqb This change resulted in a twofold increase in the

numbéer of levels, from 64 to 128, and required a twofold
increase in accuracy of operation. |
Extensive changes were made in the timing circuits in order

to accommodate the increase in the number of digits per code

"groups The basic clock frequency was increased from 48 ke¢/s

to 56 kc/s and the frequency divider was changed from_a 631
device to a T3l &evice. _Also; most of the delay lines used
in ﬁgfer's ciréuit were replaced by delay monostable mul€i~
vibrators for greater stability and accuracy. ‘

The circuit voltage levels weie changed and some  were added

to adapt the circuit tooperation using standard 12 volt

- storage batteries.

A second Schmitt trigger was added in cascade to reduce

the effects of the "maybe" pulses that result when a pulse of
height near the firing level is applied to the first Schmitt,
Transistors in the "on“ condiﬁion Wefe placed in series with

the charge transfer transistors to reduce the effects of
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vbltage feedback due to a finite reverse impedance ratio.
The addition of the second transistor increaseé the reverse
impedance ratio and thus reduces any voltage feedback
effectss

A chanée in thé charge transfer gating arrangements was made
to improve the shape of the recirculated pulses. This
change required an additional gating bulse generator (GP2d).

The final circuits are illustrated in Figures A-3.1 to

- A-3:4 and some timing waveforms are given in Figure A-3.5.

Details of the circuif operation are given in Reference 10
I ' ,

and apply to the final circuit as given here except for the

additional operationalvdetails brought about by the above.

modifications.
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