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ABSTRACT 

D i f f e r e n t i a l pulse code modulation (DPCM) i s a p r a c t i c a l 
encoding scheme for speech, t e l e v i s i o n , and telemetry signals. 

~~2 
In t h i s thesis, the mean square error e i s derived i n terms 
of the quantizer c h a r a c t e r i s t i c , the spectra of the message, 
quantization noise, and channel noise, the sampling frequency 
f , the bandwidth ¥ of the low-pass pre- and p o s t f i l t e r s , and 
s 

the coe f f i c i e n t s aJ.of the feedback f i l t e r whose impulse 
response h(t). = a. 8 ( t - i / f ), where (5 i s the unit 

^ 1 s 
i= l 

~~2 
impulse. The minimization of e i s discussed, and an a l y t i c a l 
solutions are obtained for some special cases. 

A method i s then developed for measuring the subjective 
quality of voice communication systems as a function of an 
arbitr a r y number of system parameters. The. method was used 
to measure the quality of PCM speech and DPCM speech as a 
function of speech bandwidth W and number of quantization 
b i t s 1. The quantization was logarithmic, f was constrained 
to equal 2.2W, channel noise was assumed n e g l i g i b l e , and only 
previous-sample feedback DPCM was considered. An optimum W and 
L was found for every b i t rate R = 2.2WL. For both PCM and 
DPCM, the equations r e l a t i n g the optimum W and L are of the ' 

•V. T 

form W = a2 , where a and b are constants independent of R. 
The maximum speech quality obtainable for PCM and DPCM was 
found for each R. Optimum DPCM was found to be better than 
optimum PCM for every R, and the superiority of DPCM over PCM 
increased with R. The reduction i n b i t rate which results 

i i 



when optimum DPCM, rather than optimum PCM i s used i s determined 
as a function of the PCM b i t rate and as a function of the 
maximum obtainable speech quality. 

Included i n the thesis i s a description of the r e a l ­
time DPCM system used i n the research. 

i i i 
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I. INTRODUCTION 

1,1 Transmission of Messages over D i g i t a l Communication Channels 

Processing a message x(t) for transmission over a noisy 
d i g i t a l communication channel can be considered to be a con­
catenation of three operations: source encoding, channel 
encoding, and modulation.. (see Fig. l . l ) . The source encoder 

Source Channel Modul­
Encoder Encoder ator Channel Demod­

ulator 
Channel 
Decoder 

Source 
Decoder 

ffl 

F i g . 1.1 General d i g i t a l communication system. 

transforms the message into a sequence of discrete symbols. 
Each symbol i s chosen from a f i n i t e alphabet having A members. 
Since an ideal source encoder removes a l l redundancy from the 
message, each symbol i n the output sequence occurs with 
probability l/A, and i s s t a t i s t i c a l l y independent of a l l other 
symbols i n the sequence. ' In practice, only part of the message 
redundancy i s removed 'by the source encoder. Removal of a l l 
redundancy i s usually impractical, i f not impossible. 

The channel encoder adds, i n a way that i s optimum 
for the particular channel and modulation system used, enough 
redundancy to keep the probability of a transmission error below 
some specified l i m i t . The modulator transforms the channel 
encoder output symbol sequence into a signal suitable for 



2 
transmission over the prescribed channel. The received 
signal i s demodulated and decoded to y i e l d a delayed r e p l i c a 
x(t) of the o r i g i n a l message. 

1.2 Review of Previous Research on Source Encoders 

Many source encoders which improve the redundancy 
reduction efficiency over that which results from using 
ordinary pulse code modulation (PCM) have been proposed. 
A p r a c t i c a l , widely-used source encoder has the general con­
figuration of Fig. 1.2. The system i n Fig. 1.2 i s a 
d i f f e r e n t i a l pulse code modulation (DPCM) system, of which 
PCM and delta modulation (AM) are special cases. PCM i s 
DPCM with no feedback, while AM i s i d e n t i c a l to previous-
sample feedback DPCM with one b i t of quantization. 

Numerous optimization studies on PCM systems have been 
carried out. Max"*", Williams ^ , and Bruce ^'^ have con­
sidered the optimization of the quantizing process. Max 
determined the optimum nonuniform quantizer for a Gaussian input 
and a mean square d i s t o r t i o n measure. Williams optimizes the 
quantizer when the message has the exponential amplitude prob­
a b i l i t y - d e n s i t y function of speech. Bruce gives a computer algorithm 
for the determination of the optimum nonuniform quantizer for an 
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Source Encoder 

Pre-
FUter 

Nonuniform 
Quantizer 

Feedback 
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Fig. 1.2 G-eneral d i f f e r e n t i a l pulse code modulation (DPCM) 
system 



4 
arbitr a r y d i s t o r t i o n measure and an arbitrary message contaminated 

5 6 7 by noise. Panther and Dite , Roe , and Algazi have 
presented, approximate p r a c t i c a l techniques for obtaining 
optimum quantizers. 

Other investigators have examined the problem of optimizing 
the combined process of quantizing s sampling, and reconstruction 

8 
(source decoding). Goodman derived a general equation for 
the sampling rate and quantizing fineness which minimizes the mean 
square error when ideal low-pass pre- and- p o s t f i l t e r s and 9 10 Gaussian input signals are used. L i f f J , Katzenelson , and 
S t e i g l i t z , consider the mean square d i s t o r t i o n for arbitrary 
l i n e a r , time-invariant p o s t f i l t e r s and arbitrary random inputs. 
L i f f gives expressions for the mean square error caused by 
quantizing, sampling, and reconstruction. Katzenelson determines 
the optimum p o s t f i l t e r for reconstructing a uniformly quantized 
sampled signal. S t e i g l i t z investigates for several p o s t f i l t e r s , 
the optimum tradeoff between the error due to quantizing and the 
error due to the process of sampling and reconstruction. 

Several investigators have analysed source encoders which 
use feedback around the quantizer i n order to reduce the 

12 
redundancy i n the encoder output. Van De Weg calculates the 
sampling rate required to obtain a certain signal-to-noise r a t i o 
as a function of the number of b i t s of uniform quantization for 
a system with an integrating network i n the feedback path. 

13 
Nitadori obtains the quantizer characteristic which minimizes 
the quantization noise for speech signals when the feedback 
f i l t e r i s an ide a l integrator. O'Neal -*-4?15 a n (^ McDonald , 
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have derived approximate formulas for the signal-to-noise r a t i o 
of DPCM systems which do not use p o s t f i l t e r s . O'Neal applied 
his analysis to video signals, while McDonald considered 
speech signals. Their approximations become i n v a l i d when the 
quantizer has fewer than approximately eight l e v e l s . 

Although the previous discussion concerns non-adaptive 
systems, adaptive sampling, quantizing and feedback have also 
been studied ' . A t present, most adaptive systems are 
impractical. 

1 .3 Scope of the Thesis 

In t h i s thesis, the DPCM system shown i n Fig. 2.2 i s 
considered. The input to the system i s f i r s t low-pass f i l t e r e d , 
then compared with a l i n e a r estimate based on the input's past 
history. The estimate i s obtained by delaying the feedback 
signal integer multiples of the sampling period and weighting 
each delayed signal by an appropriate value. The difference 
between the actual signal and i t s predicted or estimated value 
i s then quantized and sampled before being presented to the 
channel encoder for transmission over the d i g i t a l channel. 
The source decoder uses this transmitted quantized difference 
to reconstruct the bandlimited input sig n a l . 

No one has yet obtained the mean square error for the 
DPCM system i n Fig. 2.2 as a function of ¥, oĉ , a^, ...oc^, f , 
the quantizer c h a r a c t e r i s t i c , and the s t a t i s t i c s of the 



6 
message and d i g i t a l channel noise. Such an expression i s 
derived i n Chapter I I . Although the mean square error of a 
transmission system i s indicative of i t s goodness, ultimate 
evaluation requires subjective measurements on real-time 

19 20 21 
signals. Several investigators ' ' have made subjective 
measurements on DPCM video systems; but few, i f any, subjective 
measurements of DPCM voice systems have been published. 
Chapter IV describes a method for measuring the subjective 
goodness of a voice communication system as a function of an 
arbitr a r y number of system parameters. The method i s then used 
to measure the subjective quality of PCM and previous-sample 
DPCM speech systems as a function of the sampling rate f 
and number of quantization b i t s L. The sampling rate i s fixed 
at 2.2 times the 3 db cutoff of the low-pass f i l t e r W; the 
quantizer characteristic i s logarithmic with u = 100 ; and 
the channel noise i s zero. It was found that for both PCM and 
DPCM, an optimum choice of sampling rate and number of quantiz­
ation levels exist for every b i t rate R = f L, and that the 
optimum W and L are related by an expression of the form W=a2̂ "̂ , 
where constants a and b are different for PCM and DPCM. Further­
more, i t was found that optimum DPCM i s subjectively better 
than optimum PCM, and the superiority of DPCM over PCM i n ­
creased with R. 

Chapter I I I describes the design and construction of the 
DPCM system used to make the measurements described i n Chapter IV. 



I I . MEAN SQUARE ERROR IN DPCM 

7 

2.1 Some Useful Relations i n Communication Theory 

Before proceeding to the analysis of the DPCM system 
shown i n Fi g . 2.2, some relations used i n the subsequent 
derivation w i l l be presented without proof. 

2.1.1 Convolution 

i s known as the convolution of x-. (a) and x 9 ( a ) , and i s often 

Given two functions x, (a) and x 9 ( a ) , the integral 

written 

Convolution has the property of being 

(1) re f l e x i v e x 

( i i ) d i s t r i b u t i v e 

and ( i i i ) associative 

If (a) i s the unit impulse funct ion, then 
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2.1.2 Correlation and Power Spectrum 

In the following discussion, only stationary processes 
are considered. The autocorrelation for a stationary random 
process x-^(t) i s defined by 

K . ( ? ) = R x ( T ) = lim ^ 
1 T-*oo «J x l x l 

x 1 ( t ) x 1 ( t - t ) d t 
•T 

and i s usually abbreviated to 

R x ( t ) = x 1 ( t ) x x (t - r ) . 

One also defines the cross-correlation for two random processes 
x 1 ( t ) and 

R x l x 2 ( t ) = x ! ^ ) x 2 ( t - T) . 

Clearly, 
R ( T ) = R X (-T) 

x i x l 

and K „ ( T ) = R „ - ( - T ) . 
X1 X2 X 2 X 1 

The power spectrum (or spectral' density) S (f) 
X 1 X 1 

of a process x-^(t) i s the Fourier transform of i t s auto­
correlation 

S (f) = S (f) = 
CO 

-00 
x l 



S i m i l a r l y , the cross-power spectrum S (f) of two processes 
1 X2 

x-^(t) and x^(t) i s the Fourier transform of t h e i r cross-
correlation 

K . (f) = X1 X2 

00 
R ( T ) e - j M T d t 

X1 X2 
00 

If * denotes complex conjugation, then 

S (f) = S *(f) 

and S (f) = S ^ *(f) 
x l x 2 X 2 X 1 

If x^(t) i s a periodic function of period T, then the 
autocorrelation i s defined by 

C l x l ( T ) = e X i ( T ) = i 

T/2 

-T/2 
x 1 ( t ) x 1 ( t - T ) d t 

and the power density by the Fourier transform of E ( T ) , 
x l 

S (f) = S (f) 
x l x l x l 

R ( T ) e - J M r d t , 
U-0D 1 

If x-^(t) i s expressed as a Fourier series, 
00 

x i ( t ) = Z c k e 
j2rckt/T 

where c I k = T 

k= -oo 

X i ( t ) e - j 2 ^ k t / T d t 

-T/2 



2 1 0 

then R x ( T ) = > l C k ' ^ X ' ' 1 

k= -oo 

00 
2 S ( f ) = 21 | c k l 6 ( f " k / T ) and 

x n • • 
k= -oo 

2.1.3 Stationary Processes Under l i n e a r Transformation 

Consider the two l i n e a r systems shown i n Fig. 2.1 with 
impulse responses h-^(t), h 2 ( t ) and frequency responses H^(f), 
H 2 ( f ) . With x^(.t.) ,x 2(t) as inputs and y - ^ t ) , y 2 ( t ) the 

>(t) h2(t) 

H2(f) 

F i g . 2.1 Stationary processes under l i n e a r transformation. 

corresponding.outputs P the cross-correlation and cross-power 
spectrum of the outputs are given by 

R ( T ) = 
¥ 2 

,00 pOO 
h x ( X ) d X \ h, 

30 -00 
h 2( a ) d a \ x ( t - K + c t ) 
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and S (f) = H (f) H *(f)S_ _ ( f ) . 

j 2_<y 2 1 2 

For the case when h-^(t) = 6 (t) 

V 2

( t ) = V 2

( T > = V 2

( T , ® h 2 '" t l 

and S (f) = S (f) = S (f) H *(f) . 
y l y 2 x l y 2 x l x 2 2 

Another case of interest occurs when x-^(t) = Xg(t) and 
h^(t) = h^Ct). For th i s case, 

, 2 
S (f) = S (f) = S (f) H,(f) 1 . 

y l y 2 y l x l ' 1 

2.2 Mean Square Error i n DPCM Systems"*" 

In the DPCM system of Fig . 2.2, x± = h(x)(x 1+q) and 
e = x-^-x.^ x 1 ^ x ^ ( 6 - h ) - q.(x^ h. If the d i g i t a l channel 
noise n(t) i s an i n f i n i t e sequence of periodic rectangular 
pulses of width A and random amplitude, and i f the sampler i s 
represented by a product modulator in.which the sampler input 
signal i s multiplied with an i n f i n i t e sequence of periodic 
rectangular pulses p(t) of width A and unit amplitude, then 
r=p.(e+q)+n and x=r (x) f (x^ g Q, where f ( t ) i s the impulse 
response of the system having transfer function l / ( l - H ( f ) ) . 
Therefore, after substituting for e and r, 

Part of the analysis of th i s section i s based on an unpublished 
memorandum by R.W. Donaldson. 
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F i g . 2.2 (a) A p r a c t i c a l DPCM system (b) Noise caused by transmission error 
. . i n the d i g i t a l channel 
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x = [ p . ( X l 0 ( 6 - h ) ) ] © f © g o + [ p . ( q ® ( 6 - h ) ) ] 0 f 0 g £ 

+ n © (f © g Q ) . 

. (2.1) 
^_ j2*kf t 

Periodic function p(t) = c|c
 e » where 

k = -oo 

c, = (l/itk)sinrckf• A for k ̂  0, and c = f_A. Since x n (t) i s 
iC S O. S _L 

bandlimited by an ideal low-pass f i l t e r and f - 2W, 
s 

[p.(x-L©(6 -h))] © g Q = X l © (6-h) . Since ( 6-h)©f =8, 

£ = x 1 + [ p . ( q © (6 -h))\ © f © g 0 + n 0 ( f © g Q ) . 

(2.2) 

If x 2 ( t ) = x(t) - x ^ t ) , then e2= ( x - x ) 2 = (x-j- x ) 2 

+ x?> + 2 ( x 1 - x j x 2 • 

The term (x-^-xjx 2 = 0, since (x^-x) and x 2 have no common 
spectral components. If q(t) and n(t) are uncorrelated random 
processes*, then 

2 2 e = x 2 + [p.(q@(6-h)) © f © g j 2 + [ n © ( f © g 0 ) ] . 
m ^ 2 ' 5 ) — O 0 0 

If x(t) has power spectrum X ( f ) , then x 2 = 2 X(f)df. 

Necessary and s u f f i c i e n t conditions for q(t) and n(t) to be 
uncorrelated are derived by R.E. Totty and G-.C. C l a r k 3 2 . 



_ _ _ _ _ _ !4 
Let N(f) be the power spectrum of n ( t ) . Then [n(x) (f ̂ )gQ)J 
= (1/f A ) 2 

O W 

s [N ( f ) / | l - H ( f ) | ]df. If the noise pulse are s t a t i s -

-W 2 

t i c a l l y independent, and i f 0~ i s the variance of noise pulse 

amplitudes, then N(f) = (J 2 f A 2 ( s i n rtfA/rtfA)2. If A«l/2¥, 
s ? then for -¥ ̂  f ^ ¥, N(f) = 0 ~ 2 f Q h 2 and [ n © ( f 0 g Q ) ] = 

( 0 " 2 / f J f W ( l / | l - H ( f ) | 2 ) d f . 
s J-W 

Let Q(f) be the power spectrum of the quantization 
noise q ( t ) . The spectrum of q(x)(&-h) i s Q(f) I 1-H(f) | 2, and 

. o o 

the spectrum of p. (q0(6-h))) i s _ ] | c k | 2 Q ( f - k f s ) | l - H ( f - k f s ) | 2. 
k ~ - c o 

It, follows that the power spectrum of. £p. ( q(x) (6 -h))]|(x^f ( x ) g Q 

equals J~ ( I&J 2 / c Q
2 )P [Q(f-kf g) | l - H ( f - k f g ) | 2 / | l - H ( f )| 2] df. 

k= - o o - ¥ 

N -j2icmf/f 
E 
m=l 

In Pig. 2.2, H(f) = ~~ a e s. Therefore, H(f-kf ) = 

< m s 
J L -j2«.m(f/f -k) . , , . 
$~ am e =H(f), and | l - H ( f - k f Q ) | / j1-H(f)| =1. 
m=l 

If l/A i s very much larger than the bandwidth of q(t)> then 
c^ = c Q for a l l k for which Q(f-kf g) has any si g n i f i c a n t 
amplitude i n the frequency range - ¥ •- f - ¥. In this case, 

0 0 oo p¥ p W 

X(f)df + Y. Q(f-kf g)df + ( l / f g A ) 2 . [ N ( f ) / | l - H ( f ) | 
¥ k=-0D -¥ . -¥ 

e 2 = 2 

o o 

Note that i f f g = 2¥, then ^ Q(f-kf g)df = Q(f)df = q 2 . 
k= - o o ~ - ¥ - o o 



_ 15 
0 0 ¥̂ 

Let f Q equal f Q(f-kf g)df when e 2 = 1. The 

rate d i s t o r t i o n characteristic £Q depends on the quantizer 
characteristic T(e) i n Pig. 2.2, the amplitude probability-
density function P E ( P ) of e ( t ) , the bandwidth ¥, and the 
sampling frequency f . I f e(t) i s multiplied by a constant 
K, and i f the quantizer characteristic i s scaled i n both the 
horizontal and v e r t i c a l d i rection such that e +;q = KT(e/K), 
then q(t) i s multiplied by K -also, and Q(f-kf g)df = 

k= - o o - ¥ 

e fq. It w i l l be assumed that - the quantizer i n Pig. 2.2 i s 
scaled i n proportion toN/e2 

In Pig. 2.2, e 2 = [ X l 0 ( 6 - h ) ] 2 + ( q © h ) 2 -

2 ( q 0 h ) [ X l 0 ( 6 - h ) ] . Since h(t) = ^ <xm6 (t-m/f s), 

N 0 N 
e 2 r = [xi - Z vi ( t- m/VJ + [I v^- m/ fs>] 

m=l m-1 

-2 [ £ V ( . t -m/f s)j [ x x - 21 % x ( W f s)j (2.5: 
m=l m.-=l 

Define R ( T ) and R ( X ) as the autocorrelation functions 
x l q . . 

of x,(t) and q(t) respectively, R (T) = x, ( t ) q ( t - t ) as the 
cross-correlation of x (t) and q ( t ) , and R (D as the cross-
correlation of x(t) and q(t)„ Thus, 
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^ = Z Z vj V^ ' / v 
i=0 j=0 

a.a. R ( ( i - j ' V O 1 3 q u ' s 

where a = -1, R ( T ) o ' x 

N N 

• I I 
•i=l 3=1 

N N. 
+ 2 X I a i a j v ( ( i _ j ) / f s ) 

i=0 j=l 
W 

x ( f ) e J 2 t t f T d f > a M R ( j } 

(2.6) 

x 1q 
-W 

V ( r ) © g i ( r ) -
00 ' p W — 

By replacing / Q(f-kf g)df i n (2.4) by e 2 . f Q , 
k= - 0 0 -W 

and by subsequently replacing e by (2.6), one obtains 

:2 = 2J X(f)df + [ Z Z «i«^((H)/fs)+ Z I V j V 1 1 - 3 ^ 1 

W i=0 3=0 1 i = l 3=1 

W 
- i P N 12 

+2 x: Z v v v ( i - d ) / w + ^ ^ 
i=0 vj=l 1 U_ w

 m - 1 

( 2 . 7 ) 

N 
Note that i f h(t)= y ~ a, §(t-i/fn)=0, then the DPCM 

i = l 
system shown i n Fig. 2.2 reduces to a PCM system. Therefore, by 
l e t t i n g = 0 (i'= 1,2,..,.N) the previous results apply equally 
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as well to PCM systems. 

2.3 Mean Square Error for Special Cases of the DPCM System 

Given X ( f ) , N,the allowable b i t rate R, N(f), and 
the amplitude probability density P X ( P ) of x(t) , e i n (2.7) 
i s minimized by making an appropriate choice for f , W, a. 
(i=l,2,... .,N) and function T. In general, an exact a n a l y t i c a l 
solution i s impossible. Functions R Xq(T) and R^Ct") depend on 
f , W, a., T,and p„(|3). Exact expressions for R ( T ) and 
R ( T ) are impossible to obtain even when f , W, a., and T q * s I 

are known. 
When R/f 3, |q(t)|<< |e(t) | . In th i s case, I'R (T)\ 

and R ( T ) are much smaller than R ( T ) , hence I Xj_q '| I x^ v ' 

e = 21 a^x-^t-i/fg) * I f the channel noise N(f) ,is negligible 4* 
Li=0 J 

and i f the rate d i s t o r t i o n function f q i s only weakly dependent 
on the 's, then e can be minimized with respect to. 
ou(i=l,2,...N) by choosing to be a solution of the system of 
li n e a r equations 145-16,<_3 

N 
R

x ( i / * s ) = Z_ a j R x ^ i - j ) / ^ ) i=l,2,....N. 
1 j=l 1 

(2.8) 

For this- choice of the a^'s, 
+ Channel noise can always.be made negligible by e f f i c i e n t channel 
encoding provided the information rate R i s less than the channel 
capacity C 24?25 . 
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x(f jdf: + [ 2/ x(f )df - X «iH-x ( i / f ^ ] f Q (2.9) 
W ' 0 ~ 
If fq for the optimum quantizer can be expressed i n 

terms of f , W, and b i t rate R, then (2.9) can be minimized with 
s . 

respect to ¥ and f . When e(t) i s a Gaussian process, and f_ = 
s s 

2W, fq can be determined from the rate d i s t o r t i o n curves obtained 
by Max 1 . Max shows that f Q = (2.2)2" 2^ R / / f s^ when R/ffl ̂  J>. 

Panther and Dite have.;' developed^an approximate method for 
finding the optimum quantizer and the corresponding f q for 
arb i t r a r y amplitude probability density functions p (j3). 
Their method requires that f = 2W and R/f 3. 1 

s s 
When the quantizer has fewer than approximately eight 

l e v e l s , the assumptions on which (2,8) i s based do not apply. 
In any case, minimization of the mean square error does not 
necessarily maximize the subjective quality of the received 
signal. In order to determine the subjective effect of some of 
the system parameters on speech, the l i s t e n i n g experiments i n 
Chapter IV were conducted. The a n a l y t i c a l results derived i n 
thi s chapter were used as a guide i n selecting the values of 
the constraining parameters.' 
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3.1 Introduction 

The experiments described i n Chapter IV -were conducted 
under the assumption that the channel noise i s negligible 
i n comparison with the quantization noise. If the channel 
noise i n Fig. 2.2(a) i s neglected, the system shown i n 
Fig. 3.1 gives an output x(t) i d e n t i c a l to the output x(t) 
i n Fig. 2.2(a). 

xtt) Low-pass Nonuniform 
Filter Quantizer 

W T V L Bits 

Linear 
Predictor 

z 

Sampler 

Low-pass 
Filter 

W 

xft) 

F i g . 3.1 A system equivalent to Fig. 2.2(a) when channel noise 
i s neglected, 

In t h i s chapter a p r a c t i c a l r e a l i z a t i o n of the system 
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shown i n F i g . 3.1 for N=l i s described. A discussion of 
the basic operation of the system i s presented f i r s t , followed 
by a description of the constituent c i r c u i t blocks. I t i s 
shown that the implementation of the DPCM system i n Fig. 2.2(a) 
requires only minor alterations to the system described i n th i s 
chapter. 

3.2 General Description of the System 

A block diagram of the p r a c t i c a l r e a l i z a t i o n of Fig. 3.1 
for N=l i s shown i n Fig. 3.2. Consider i n i t i a l l y that the 
input feedback sample and hold (S&H) of Fi g . 3.2 has just stored 

Nonuniform Quantizer 

Output 
Feedback 
Sample 
and Hold 

Master 
Clock 

R 

t r r r r d 
t ?z R1 p* ps P6 P7 Pa 

• • • • * 4 • • 

Input 
Feedback 
Sample 
and Hold 

7 Linear Predictor 

Reset Pulse Pulse Pulse 
I 2 8 

Timing Pulse Generator 

Fig. 3.2 Implementation of Fig. 3.1 when N=l (previous-sample 
feedback DPCM). 

the l a t e s t value quantized. The system remains i n a quiescent 
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condition u n t i l the a r r i v a l of the next pulse from the 
master clock. The presence of a positive-going clock signal 
triggers a chain of monostables i n the timing pulse generator, 
and i n i t i a t e s the periodic timing sequence; reset, pulse 1, 
pulse 2,.... pulse 8. 

The reset pulse actuates the input S & H and the output 
feedback S & H. The input S & H samples the incoming low-pass 
f i l t e r e d speech and stores the resulting.value. At the same 
time, an estimate of this value based on the l a t e s t quantized 
value held i n the input feedback S & H i s sampled and stored 
i n the output feedback S & H. 

The actual and predicted values are subtracted, and the 
difference signal goes to the nonuniform quantizer for con­

version to discrete format. Nonuniform quantization i s 
achieved by compression, uniform quantization, and expansion 
under the control of-the timing pulses 1 through 7. 

After quantization, the difference signal i s added 'to 
the predicted value of the input sample, and the re s u l t i n g 
sum i s sampled and low-pass f i l t e r e d . The low-pass' f i l t e r 
output x(t) i s a r e p l i c a of the o r i g i n a l speech signal x ( t ) . 
The sum i s also conveyed to the input feedback S & H where 
i t i s stored. The system now reverts to i t s quiescent state 
and awaits the a r r i v a l of the next positive-going master 
clock pulse before executing another cycle of operation. 

System parameters ¥, f , 1 and a . are variable, as are 
the compressor and expandor characteristics. To investigate 
the effects of channel noise, minor modifications and 
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additions are made to the system i n Fig. 3.2, and the 

r e s u l t i n g system i s used i n conjunction with a general-purpose 
or special-purpose d i g i t a l computer which simulates the d i g i t a l 
channel (see F i g . 3*3) • The remainder of the chapter contains 
a description of the major c i r c u i t blocks used to process the 
si g n a l . Detailed c i r c u i t diagrams are given i n the Appendix. 

3.3 Timing Pulse Generator 

A functional schematic of the timing c i r c u i t r y i s shown 
i n F i g . 3.4(a). The timing pulse generator provides a pulse 
sequentially on each of nine outputs. It i s triggered by 
a variable-rate pulse generator. The rate i s determined by 
the sampling frequency f of the system. The output pulse 
durations are approximately 200 nsec except for the pulse 8 
and the reset pulse. Pulse 8 and the reset pulse are 
approximately 2 usee i n duration to provide adequate acquisition 
time for the sample and hold c i r c u i t s . The i n t e r v a l between 
timing pulses i s determined by the propagation and s e t t l i n g 
times of the c i r c u i t blocks shown i n Fig. 3.2. 

3.4 Low-Pass F i l t e r 

The functional blo'cks that constitute the low-pass f i l t e r 
are shown i n Fig. 3.5(a). The passive network i s isolated by 
a pair of amplifiers i n order to provide the terminating 
impedances required by the L-C network. The gain of the 
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amplifier i s adjusted to compensate for f i l t e r i nsertion l o s s , 
as well as for signal loss encountered i n the sampling process. 

In order to vary the cut-off frequency of the f i l t e r , 
the capacitors were frequency and magnitude scaled i n such 
a way that the inductances remained unaltered. The terminating 
impedance was then adjusted by varying the output and input 
impedance of the pre- and post-amplifiers. The normalized 
frequency response of the low-pass f i l t e r i s shown i n Fig. 
3 . 5(b). 

3.5 Sample and Hold 

Fi g . 3 .6 i l l u s t r a t e s the sample and hold process 

Sampling 
Pulse 

Storage 
Capacitor Readout 

Buffer 
Output 

F i g . 3 . 6 Functional block diagram of sample and hold c i r c u i t , 
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The input voltage i s applied to one input terminal of a 
difference amplifier comparator, and the output voltage i s fed 
back to the other terminal. By gating the emitter current 
of the difference amplifier with the sampling pulse, the 
bipolar charge driver i s connected to the storage capacitor. 
Current>controlled by the comparator error voltage, charges 
the storage capacitor during the sampling i n t e r v a l to make the 
readout voltage equal, both i n magnitude and i n p o l a r i t y , to the 
input voltage. During the i n t e r v a l between sampling pulses, 
the charge driver i s disconnected from the storage capacitor, 
and the capacitor holds the same voltage that i t had at the 
instant the sampling pulse was removed. 

The c i r c u i t diagram for the sample and hold appears i n 
the Appendix. The c i r c u i t has a 2 usee sampling time, a -5 to 
+5 vo l t dynamic range, a 10 mv absolute error for a hold time 
of sec or l e s s , and a DC accuracy of 10 mv. 

3.6 Nonuniform Quantizer 

Nonuniform quantization i s achieved by inserting 
complementary nonlinear no-memory amplifiers before and after a 
uniform quantizer. For tapered quantization, preferential 
amplification of weak signals prior to uniform quantization 
(compression) and preferential attenuation after uniform 
quantization (expansion) i s performed. The combined process 
i s known as companding. A t y p i c a l four-level tapered quantizer 
i s shown i n Fig. 3.7. 
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Compr­
essor 

Uniform 
Quantizer 

Expandor Tapered 
Quantizer 

X y z 
r z y X 

A X y z t X 

F i g . 3.7 Tapered quantizer. 

3.7 Compressor and Expandor 

The c i r c u i t blocks for the compressor and expandor 
are shown i n F i g . 3.8. In either case, a nonlinear network 
follows an appropriate pre-amplifier. The network provides 
the desired nonlinear c h a r a c t e r i s t i c , and the pre-amplifier 
provides the required current and voltage gains. 

For tapered quantization, the compressor or expandor 
characteristic i s roughly similar i n overall appearance to 
the inherent logarithmic voltage-current characteristic of 
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semi-conductor diodes , If these companding diodes are 
preceded by a piecewise-linear no-memory network, then any 
pr a c t i c a l companding characteristic can be synthesized. 

In F i g . 3.8 the response of the piecewise-linear no-
memory network i s controlled by the bridge c i r c u i t s . The 
orientation of the diodes and the reference voltages determine 
the break points, while the potentiometer settings determine 
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Fig. 3.8 Compressor or expandor. (V) 
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the slopes. If the breakpoint diodes are i d e a l , then a t y p i c a l 
piecewise-linear transfer characteristic i s as shown i n Fig. 
3.9. Angles Q-,,9,,,... 9 q are adjusted by potentiometers 

I 

/ 1 
J > T i 

• V3 V4 

\ \ / 
V6 V7 V8 V9 

>y 

Fig. 3.9 Typical response of the piecewise-linear network i n 
Fig. 3.8. 

R^ ,1*2 , .. • Rq, respectively. 
When the network of Fig . 3.8 i s operated as a compressor, 
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option(A), the companding diodes are located i n the feedback 
path of an operational amplifier i n the companding network. 
The inverse or expansion network results when the companding 
diodes are located i n the operational amplifier input path, 
option^B) . Typical curves for the piecewise-linear network 
and the companding diode network, as well as for the completed 
nonlinear no-memory network, are shown in.Fig. 3 - 1 0 . 

3.8 Uniform Quantizer 

The uniform quantizer i s a successive approximation 
analog-to-digital (A/D) converter which repeatedly divides 
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the input voltage range i n half . The quantizer, shown i n 
Fig. 3 .11 consists b a s i c a l l y of a digital-to-analog (D/A) 
converter, a comparator, a control logic c i r c u i t , and a delay. 
The number of b i t s used i n the conversion i s selected by 
switches S 2 through Sy. For example, i f L b i t s are required, 
then switches Sg,... are closed. 

At the beginning of the conversion, the reset pulse sets 
a 1 in the f l i p f lop (FF) representing the most s i g n i f i c a n t b i t , 
(FFl) , and a 0 i n a l l f l i p flops corresponding to b i t s of 
lesser significance, (FF2,FF3,..,FF7). The comparator output 
now determines whether the next d i g i t a l approximation should be 
larger or smaller than the f i r s t one. After the D/A converter 
and the comparator have settled, the next pulse, pulse 1, 

enters the control c i r c u i t . Pulse 1 sets FF2,which corresponds 
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F i g . 3.10 Typical transfer characteristics for the networks i n 

Pig. 3 . 8 . 

(a) Expandor. (b) Compressor. 
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to the next most s i g n i f i c a n t b i t , to a 1. PPl either remains 
i n the 1 state or i s reset to 0, depending on the comparator 
output. The procedure i s repeated u n t i l the f i n a l L-bit 
approximation of the input has been obtained. 

3.9 Sampler 

A schematic cf the sampler i s shown i n Fig. 3.12. It 

Sampling 
Pulse 

Series-Shunt Chopper 

V . out 

One Shot 
n r i 

One Shot •ft One Shot 

F i g . 3°12 Sampler. 

consists of a one-shot multivibrator, and a series-shunt 
chopper i n which P-channel insulated gate f i e l d - e f f e c t 
transistors (IGFET) are used as the series and the shunting 
devices. The gate drives for the IGFET pair are obtained from 
complementary outputs of a one-shot multivibrator. During the 
sampling i n t e r v a l , the series IGFET i s turned on, and the 
shunting IGFET turned off. 
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IV. SUBJECTIVE TESTS AND RESULTS 

4.1 Introduction 

In an attempt to obtain quantitative subjective 
assessments of various sensory s t i m u l i , numerous psychological 
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scaling methods have been developed . In this thesis, 
a modification of the paired comparison method was employed 
to determine equal preference (isopreference) contours. 
A version of the subjective-estimate method was then used to 
assign preference values to these contours. 

Although either method could have been used to determine 
and to rate the isopreference contours, a more r e l i a b l e evalu­
ation method i s attainable by using the two methods i n 
combination. The paired comparison method based on simple 

30 
A-B preference judgments i s a r e l i a b l e method for obtaining 
isopreference contours, but unless v a r i a b i l i t y i n l i s t e n e r s ' 
judgments i s substantial, the rating scale derived from this 
method i s questionable. Since i t was found that the psycho­
l o g i c a l distances separating the isopreference contours are 
large i n comparison with the l i s t e n e r s ' v a r i a b i l i t y , the 
subjective-estimate method was used for rating the isopreference 
contours. In contrast to the paired comparison method, the 
r e l i a b i l i t y of the subjective-estimate method for obtaining 
isopreference contours i s questionable, since t h i s method 
requires that the l i s t e n e r be able not only to judge which 
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stimulus is better, but also to indicate how much better one 
stimulus i s with respect to the other. 

In this investigation, the following assumptions and 
r e s t r i c t i o n s were imposed. 

(1) The d i g i t a l channel shown i n Pig. 1.2 provided 
error-free transmission. 
(2) The nonuniform quantizer was logarithmic with 

22 
u=100. Smith showed that such a quantizer was 
desirable when the message was speech. The character­
i s t i c of a 3-bit u = 100 logarithmic quantizer i s shown 
i n Pig. 4.1. 
(3) The sampling frequency was constrained to equal 
2,2 times the 3 db cutoff of the low-pass f i l t e r i n 
order to eliminate a l i a s i n g errors i n PCM and DPCM, 
and i d l e channel o s c i l l a t i o n s i n DPCM . If the 
f i l t e r i s an id e a l low-pass, then sampling at the 
Nyquist rate i s s u f f i c i e n t to eliminate these effects. 
(4) Single-sample -feedback was used i n the DPCM system. 
For minimum mean square error the prediction coefficient 

was determined from equation (2.8) to be equal to the 
normalized autocorrelation of the bandlimited speech 
signal evaluated at the sampling period. However, since 
equation (2.8) i s derived under the assumption that 
quantization i s r e l a t i v e l y f i n e , and since auto­
correlation of f i l t e r e d speech i s not known exactly, 
an approximate r e l a t i o n for which depended only on 
the sampling period l / f s was used. The dependence of 
<x, on l / f i s shown i n Pig. 4°2. 
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Pig. 4.1 Transfer characteristic of an eig h t - l e v e l , u=100 
logarithmic quantizer 



jIUIuidi ffwiuiiivi) 
(Sttom mdDutmitii [[lS]J 

jkstiam Ifwrilnm (obtained by taking 
tthe ffiiwnsBr Whjirs&nwi co'f the Speech 
SffiBdiiuum ffrarm Ifrwntdti $ Steinberg [31J 

^Mdbmmr&tdliiaan [Function obtained by taking 
tthe ffvomtBr Tkansform of the Speech 
Sffwdhwtm Ifwnt French i Steinberg [3l] 

Ibm-fpaBBBniJ at HKHz 

wrrelation Function 
/Sfffpnoximation for all Speech 
Sarnptes in the Listening Fests 

IDS 0.7 0.8 
Searmydliirmg /Pteiriod l/2.2W (ms) 

F i g . 4.2 Autocorrelation functions of low-pass f i l t e r e d speech vs. 1/2.2W. 
¥ i s the speech bandwidth. 

03 



39 
(5) The input signal to the quantizer was constrained 
to occupy the f u l l range of the quantizer input. 

(6) Speech bandwidth ¥ and number of b i t s of quantiz­
ation L were variable i n discrete steps. The values 
that ¥ could have were 1.01, 1.23, 1.55, 2.12, 2.63, 
3.17, 4.2 and 6.3 KHz. L took on integer values from 
1 to 7, i n c l u s i v e . 

4.2 Preparation of the Speech Samples for the Listening Test 

The f i r s t step i n the l i s t e n i n g test was to record a 
master sentence i n an anechoic chamber, using a high quality 
recording system. The system consisted of a General Radio 
Type 1560-P3 PZT microphone and a Tandberg 64X tape-recorder. 
The sentence "Joe took father's shoe bench out" was chosen as 
the master sentence, because i t contains most of the phonemes 
and has a frequency spectrum that i s representative of 

31 
conversational speech ^ , This sentence, spoken by a 28 year 
old male with a Western Canadian accent, was used i n the 
preparation of a l l speech samples. An estimate of the speaker's 
spectrum obtained by measuring the spectral energy i n eight 
adjacent frequency bands i s shown i n Pig. 4.3. 

The speech samples were obtained by playing back the 
master sentence through either a PCM or a'DPCM system and 
recording the system output on a second Tandberg 64X tape-
recorder. The samples were then spliced together along with 
suitable lengths of non-magnetic tape to form a test sequence. 
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2.01 

Frequency (KHz) 

F i g . 4.3 Power density spectra of speech samples. 
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A l l tape playbacks were high-pass f i l t e r e d at approximately 
200 Hz to eliminate tape-recorder hum. 

4 . 3 Paired Comparison Test for Determining Isopreference 
Contours 

For the paired comparison test, three l i s t e n i n g 
sessions were conducted: one i n the morning and one i n the 
afternoon of the same day, and one i n the morning of the 
following day. Before each session began, the li s t e n e r s 
received response forms with the following written instructions: 

"In t h i s test you w i l l hear pairs of sentences; each 
pair i s separated by a 5 second rest period. After l i s t e n i n g 
to a pair, specify which sentence you would prefer to hear. 
If both sentences sound equally good, make an arbitrary choice. 
The f i r s t sentence of each pair i s sentence A, and the second 
i s sentence B." 
Sentences A and B were separated by a one second s i l e n t 
i n t e r v a l . During each 25 minute session, s i x t y randomly 
ordered pairs ( a l l different) were heard by each l i s t e n e r . 
After every twenty comparisons, the l i s t e n e r s were given a two 
to three minute rest. A l l l i s t e n e r s knew the speaker of the 
sentences. 

The l i s t e n i n g sessions were conducted i n a quiet room. 
Binaural l i s t e n i n g with Pioneer Model SE-1 stereo headphones 
was used i n a l l sessions. The l i s t e n e r s were 12 graduate 
students and 2 Staff Members of the E l e c t r i c a l Engineering 
Department of U.B.C. Their ages ranged from 23 to 39 
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years, with a mean of approximately 27 years. A l l l i s t e n e r s 
showed no hearing abnormalities, and had l i t t l e or no 
previous experience i n l i s t e n i n g tests. Ten l i s t e n e r s were 
present at each l i s t e n i n g session. Although i t was intended 
that the same group of ten would serve as l i s t e n e r s for a l l 
the 1 comparisons, ̂ a'bsencer and .'prior' commitments forced 'sub­
s t i t u t i o n . 

4 . 4 Results of Paired Comparison Test 

Isopreference contours connecting points of equal 
subjective quality on the W-L plane appear i n Figs. 4 . 4 and 
4 . 5 . 

As an example of how the isopreference points were 
obtained from the results of the paired comparison test, 
consider the points marked A and B on F i g . 4 . 4 . PCM speech 
samples having W and L values of point A were compared with 
four other PCM samples at random times during the l i s t e n i n g 
experiment. The four other samples a l l have the same band­
width (3.17 KHz), but different number of quantization b i t s . 
The results of the four comparisons have been plotted i n 
Fig. 4 . 6(a). The ordinate of Fig. 4 . 6(a) shows the percentage 
of judgments i n which the l i s t e n e r s prefer system A to the 
system having a bandwidth of 3.17 KHz and number of quantization 
b i t s defined by the abscissa of the plot. The range i n number of 
quantization b i t s was chosen to be large enough so that the 
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4 5 6 7 
Number of Quantization Bits L 

F i g . 4-4 Isopreference contours for PCM. The length of each 
bar equals the standard deviation of the experimental 
point. The length i s measured with respect to the 
scale on the co-ordinate axis p a r a l l e l to the bar. The 
reference points for each contour are drawn s o l i d . 
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Number of Quantization Bits L 

Pig. 4.5 Isopreference contours for DPCM. The length of 
each bar equals the standard deviation of the experimental 
point. The length i s measured with respect to the 
scale on the co-ordinate axis p a r a l l e l to the bar. The 
reference points for each contour are drawn s o l i d . 
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4.6 Psychometric curve for obtaining point B i n Fig. 4.4 
The reference point i s point A. 

Ordinate i n l i n e a r preference units, (b) Ordinate i n uni 
normal deviates 
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preference judgments would vary from 0 to 100%. From the smooth 
psychometric curve drawn through the experimental points, 
the 50% or equal preference point was obtained, and the 
corresponding abscissa value was used to define point B on 
Fig. 4 . 4 . 

Points A and B are now assumed to have equal subjective 
preference, and speech samples corresponding to either point 
could be used for comparison with other speech samples to 
find additional isopreference points. However, number of 
bi t s of quantization i s not a continuous parameter, but 
assumes integer values. For this reason, speech samples 
corresponding to point A were used as the reference samples i n 
determining a l l the isopreference points of the contour. For 
other isopreference contours, the speech samples corresponding 
to the s o l i d points shown i n Figs. 4 . 4 and 4.5 were chosen as 
the reference samples. 

The expected shape of the isopreference contours 
determined whether the independent variable was speech band­
width or number of quantization b i t s . When i t was expected 
on the basis of p i l o t tests that L was c r i t i c a l and W was 
r e l a t i v e l y unimportant, as for point B, the comparison tests 
were made with L as the variable. In the lower right half 
of the W-L plane, W was the more c r i t i c a l variable. 

In -plotting a l l psychometric curves,.it was found 
that a normal d i s t r i b u t i o n curve f i t t e d the data points. 
For this reason, the proportion of li s t e n e r s preferring the 
reference speech sample was converted to unit normal deviates. 
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Since unit normal deviates of 1.00 and 0.00 are i n f i n i t e , a l l 
proportions of 1.00 and 0.00 were changed to 0.99 and 0.01 
respectively, "before Toeing converted. With the aid of a 
d i g i t a l computer, a weighted least squares technique was 
used to f i t a straight l i n e to the data points. Pig. 4.6(b) 
shows the psychometric curve of Pig. 4.6(a) plotted i n unit 
normal deviates. The abscissa value for zero unit normal 
deviates i s the equal preference point. The reciprocal of 
the slope of the l i n e i s equal to the standard deviation 0~ 

of the points f i t t e d by the l i n e , and i s a measure of the 
v a r i a b i l i t y of the isopreference point. The standard deviation 
of each isopreference point shown i n Figs. 4.4 and 4.5 i s 
represented by the length of the l i n e drawn through the 
point. The length i s measured with respect to the scale on 
the coordinate axis p a r a l l e l to the l i n e . In drawing the 
isopreference contours, the variance associated with each 
point was considered. The isopreference contours were drawn 
close to points with small variance and were constrained to 
have the same general shape as the i r neighbouring contours. 

4.5 Experimental Procedure for Scaling Isopreference Contours 

After the isopreference contours had been determined, 
a test based on the subjective-estimate method was devised 
to provide a scale value for each contour. In this method, 
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a subjective scale i s constructed d i r e c t l y from the l i s t e n e r ' s 
own quantitative estimates. 

Before part I of the two-part test began, the 
l i s t e n e r s received the following written instructions: 

"In t h is test you w i l l hear pairs of sentences; each 
pair i s separated by a 5 second rest period. If zero denotes 
a sentence which i s .just u n i n t e l l i g i b l e , and ten denotes the 
f i r s t sentence (sentence A) of a pair, how would you rate the 
second sentence (sentence B) on a (0 to 10) equal half i n t e r v a l 
scale?" 
A one second s i l e n t i n t e r v a l separated the sentences i n each 
pair. Uhquantized speech samples, bandlimited to 6.3 KHz, 
were chosen as sentence A on the basis of p i l o t experiments 
which indicated that these samples were subjectively better 
than any of the sentence B samples to be rated. To prevent 
l i s t e n e r bias, the presentation order of the pair was reversed 
for part I I . Sentences A were the samples to be rated and 
sentences B were the unquantized 6.3 KHz samples. Before part 
II of the rating 1 test 1 began,' the" l i s t e n e r s received>• instructions 
similar to those of part I. 

In each part of the rating test, 21 d i f f e r e n t , randomly 
ordered speech samples were rated. After every tenth rating, 
the l i s t e n e r s were given a two to three minute rest. The 
entire test required approximately 20 minutes. Samples 
corresponding to the ten reference points shown i n Figs. 4.4 
and 4.5 were rated, along with f i v e additional points i n 
Figs. 4.4 and 4.5, and s i x unquantized, bandlimited speech samples. 
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To f a m i l i a r i z e the l i s t e n e r s with the range i n 
quality covered by the speech samples of. the rating test, a 
practice session was conducted just before the test began. 
In the practice session, the li s t e n e r s were required to rate 
f i v e speech sampleswhich were approximately equally spaced and 
extended over the f u l l range of the subjective scale. 

The test was conducted i n a quiet room. Binaural 
l i s t e n i n g with stereo headphones was used. The li s t e n e r s 
were 10 members of the group of 14 male li s t e n e r s that 
participated i n the paired comparison test. Five of the 
li s t e n e r s were given part I f i r s t , followed by part I I . For 
the other f i v e l i s t e n e r s the order was reversed. 

4 . 6 Results of Rating Test 

The scale value S assigned to each rated speech sample 
was taken as the mean of the l i s t e n e r s 1 ratings for the 
sample. The standard deviation of the l i s t e n e r s 1 ratings 
for the sample was used as the measure of v a r i a b i l i t y of the 
scale value. S and for various points i n the W-l plane are shown.; 
i n Figs. 4 . 7 'and 4 . 8 . Also shown i n Figs. 4 . 7 and 4 . 8 are line s 
of constant b i t rate- R and the isopreference contours of 
Figs. 4 . 4 and 4 . 5 . Each isopreference contour was assigned 
the scale value of the reference point through which i t passed. 
The rated points between the contours served as a check on the 
consistency of the rat i n g method. The consistency was 
extremely good. 
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1 2 3 4 5 6 

Number of Quantization Bits L 

Fig. 4.7 Scaledisopreference contours for PCM, and curves of 
constant b i t rate R=2.2WL„ The standard deviation 0" 
of each experimentally scaled point i s shown. 



51 

1 2 3 4 5 6 7 

Number of Quantization Bits L 

Pig. 4 .8 Scaled isopreference contours for DPCM, and curves of 
constant b i t rate R=2.2WL. The standard deviation 0~ 
of each experimentally scaled point i s shown. 



In F i g . 4.9, scale values are plotted versus speech 
bandwidths of the unquantized bandlimited samples used i n 
the r a t i n g test. The equation of the normal d i s t r i b u t i o n curve 
f i t t e d to the points i s 

S = 10 $ (3.5 log 1 0W - 0.66) (4.1) 

where S i s the scale value, W i s the speech bandwidth i n KHz 
and 

x 
(4.2) 

- o o 

Using F i g . 4.9, the scale values of the isopreference contours 
i n Figs. 4.7 and 4.8 can be related to equivalent unquantized 
speech bandwidths. The equivalence i s shown i n Fig. 4.12. 

4.7 Further Results and Conclusions 

The isopreference contours i n Figs. 4.7 and 4.8 show 
that as L i s increased along a l i n e of constant W, a region i s 
reached i n which further increase i n 1 does not y i e l d any 
s i g n i f i c a n t improvement i n quality. In this region, loss of 
naturalness caused by low-pass f i l t e r i n g l i m i t s the quality of 
speech. S i m i l a r l y , as W i s increased along a l i n e of constant L, 
a region i s reached i n which further increase i n ¥ results i n 
l i t t l e speech quality improvement. In t h i s region, quality depends 
mainly on the number of quantization l e v e l s . Improvement i n speech 
i n t e l l i g i b i l i t y and naturalness afforded by increased bandwidth i s 
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°M 0.6 0.8 1.0 2.0 3.0 4.0 5.0 6.0 70 

Bandwidth W of Lowpass Filtered Speech (KHz) 

Fig. 4.9 Scale value S of unquantized, bandlimited speech vs. 
speech bandwidth W. The standard deviation (J~ of 
each scaled point i s shown. 



masked by quantization noise. Also, dependence of quality on L 
i n this region i s not as great for DPCM as for PCM. 

In DPCM the difference signal e(t) occupies the 
entire range of the quantizer. I f e(t) i s reduced by more 
accurate prediction, the amount of quantization noise i n the 
reconstructed speech signal i s also reduced, i n accordance 
with equation (2.9). The accuracy of prediction depends on 
the correlation between adjacent samples. Pig. 4.2 shows 
that as the sampling rate f_ i s increased, the correlation 
between adjacent samples also increases. Since f = 2.2W, 
increasing the bandwidth W i n DPCM not only improves 
i n t e l l i g i b i l i t y and naturalness i n speech, but also reduces 
quantization noise. This reduction, not found i n PCM as 
W i s increased, accounts for the fact that the dependence of 
speech quality on L i s less for DPCM than for PCM i n the 
upper l e f t region of the W-L plane. 

Also shown i n Pigs. 4.7 and 4.8 are points on the 
isopreference contours where the b i t rate R=-.2.2 Wl i s a 
minimum. For PCM, these points l i e along the minimum b i t 
rate locus 

¥ = (0.646)2°°386L (4.3) 

where W i s expressed i n KHz, For DPCM, the locus of minimum 
b i t rate i s 

W = (1.15)2°' 2 4 5 L . (4.4) 

Using the l o c i of minimum b i t rate and the scaled isopreference 



contours i n Pigs. 4.7 and 4.8, scale values as a function of 
L for minimum R are obtained. In Pig. 4.10, scale values 
versus L for minimum R are plotted. The equations of the 
normal d i s t r i b u t i o n curves f i t t e d to these points are 

With the aid of Pig. 4.10, isopreference contours 
having integer scale values were obtained by interpolating 
and extrapolating the experimentally determined contours 
of Pigs. 4.7 and 4.8. The integer-valued contours are 
shown i n Pig. 4.11. The intersection points of these con­
tours with the l o c i of minimum b i t rate were then used to 
obtain the curves of Pig. 4.12, which give maximum scale 
values as a function of allowable b i t rate R. 

An expression for the PCM curve i n Pig. 4.12 i s obtained 
by substituting W from (4.3) into R = 2.2WL to give 

Sp = 10 $ (0.45L - 2.2) (4.5) 

and S D - 10 $ (0.53L - 2.2) (4.6) 

where Sp and S^ are the scale values for minimum R of PCM 
and DPCM respectively, and ([> (x) i s defined i n (4.2). 

Rp = 1.4L 2 0.39L (4.7) 

and then substituting L from (4.5) into (4.7) to give 

(4.8) 

S i m i l a r l y , an expression for the DPCM curve i n Pig. 4.12 i s 



a. to 

56 

Je 6" 

W 

Q 
<L) 
I 
a u 

~i 1 1 r 
2 4 6 8 
No. of Quantization Bits L for 
Minimum PCM Bit Rate Rp 

(a) 

G 
No. of Quantization Bits L for 
Minimum DPCM Bit Rate RQ 

(b) 

Pig. 4 . 1 0 Scale value vs. number of quantization b i t s for 
minimum b i t rate. 
(a) PCM. (b) DPCM. 
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Number of Quantization Bits L 

Fig. 4.11 PCM and DPCM isopreference contours having integer 
scale values. 
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R D = 2.51 2 ° ' 2 5 L (4.9) 
r _ -1 -1 0.47r$~ 1(0.1S T ))+2.2~| 

and R D = 4 . 7 [_$ (0.1sD)+2.2j 2 J
# 

( 4 . 1 0 ) 

Rp and R-̂  are the minimum b i t rates required to obtain the 
scaled values S.p and for PCM and DPCM respectively. 

For the same scale value S(=Sp= Sp), the b i t rate 
reduction AR of DCPM over PCM i s obtained by subtracting 
( 4 . 1 0 ) from ( 4 . 8 ) , 

AR 
r T 0.87[$ 1(0.1S)+2.2] 

= 3.1 [ $ ( o . i s ) + 2.2J2 

r T _ n -. 0.47r$ _ 1(0.1S )+ 2.2| . 
-4.7 |_$ J-(0.1S)+2.2J2 L J

> 

(4.11) 

B i t rate reduction AR can also be expressed as a function of 
Rp, the minimum PCM b i t rate required to obtain a scale value 
S. Hence, from (4.8) and (4.11), 

AR = R [l.O - (1.5)2"°- 4 0 X] (4.12) 

where (3.1\)2°* 8 7 X = Rp. 

Equations (4.11) and (4.12) are plotted i n Fig . 4.13. 
F i g . 4.13 shows that DPCM i s subjectively superior 

to PCM as an encoding system for speech redundancy reduction. 
For a given scale value S, the minimum DPCM b i t rate required 



60 

PCM Bit Rate Rp (Kilobits) 

(b) 
F i g . 4.13 (a) B i t rate reduction of DPCM over PCM vs. scale 

value. 

(b) B i t rate reduction of DPCM over PCM vs. PCM b i t 
rate. 



to obtain S i s less than the minimum PCM b i t rate required to 
obtain S. The difference i s the b i t rate reduction AR, and 
increases with S. Alter n a t i v e l y , for a given PCM b i t rate 
Rp, the minimum b i t rate required by DPCM to obtain the same 
scale value S attainable by R p i s less for DPCM by AR. The 
b i t rate reduction AR increases with R̂ . 



APPENDIX I Uniform Quantizer. 



APPENDIX I I Compressor and Expandor. 



APPENDIX I I I Sample and Hold. 



APPENDIX IV Sampler. ^ 
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Cut off 

Frequenc 

KHz 

C2 
Mf 

C3 
Pf 

C4 
ff 

Z 

_TL 

6 .0255 .0154 .0124 .0178 1200 

4 .0576 .0348 .0280 .0402 800 

3 .102 .0610 .0499 .0715 600 

2.5 .147 .0890 .0718 .103 500 

2 .230 .139 . 112 . 161 400 

1.5 .408 .248 .200 .286 300 

1.2 .637 .387 .312 . 447 24 0 

1 .918 .557 .449 .643 200 

APPENDIX V Low-Pass F i l t e r . 
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