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ABSTRACT

In many control, data—précessing, énd communication systems,
sampling is an inherent part of the system. If the time-continuous input
signai is nonbandlimited, and noise is introduced in the system, an unévoid—
able error exists between the actual reéonstructed signal and the desired
time-continuous output éignal. This error can be reduced by the éuitable
choice of prefilter prior to sampling and by the suitable choice of post-
filter for reconstructing the tiﬁe—continuous signalvfrom the samplés. In
this thesis, an algorithm for determining the joiﬁtly optimal pfe and post-
filters which minimize vthe frequency weighted mean-integral-squared error
of ;he system is presented, and the validity of the algorithm is proved.
In the analysis, no restrictions are placed on the input signal spectrum or
the noise spect:um,xand the cross—correlation between signal and noise is taken
into account.

Applicatio&s of the optimization algorithm to M-channel time-multiplexed
PAM systems, fCM systems with digital channels Errors, and DPCM systems>are |
consideréd. Performance charactefiStics, showiné mean-squared error and inband
signal-to-noise ratio.versus.channel signai—to-noise ratio, are determinéd
explicitly for_opt;imal pré aqd p‘ostfilt‘ered PAM and PCM systems with first—order
Butterworth input spectrum.: These chafacteristiés afe cdméared with those offPAM
'and PCM systems which use-suboptimaliiiltering'séhemes-and with thg optimal perfor-
mancé theoretically attainable. Performance characteristics,_showing mean-—
squared error versus channel capéci;y, are also determined_for PAM, PCM, and
DPCM systenis when the systems parameters are optimized to yield the'least'mean;
squared error for a given channel capacity.

Because of ﬁhe subjectiﬁe-natuté of speech,:the effect of pre andv

postfilters in PAM, PCM and DPCM cdmmuniéatioh systems for'speeCh transmission
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is studied by simulation methods and evaluated Qith subjéctive tests. Weak
ndise pre and postfilters (WNF), which,yieid virtually the same performance
as_éptimal pre and postfilters, are considered in the‘Subjeétive'evaiuation;
in addition to lowpass pre and postfilters (LPF). The digital simulation
facilities and the subjective testing methods are described, and the sub-
jective results interpreted. It was observed that no significant subjeqtive
'improvemenﬁ resulted when WNF wére uéed in placé of LPF in PAM and DPCM
systems. In PCM systems, significant differences in WNF and LPF subjective
pefformances could exist. Using the énalytical.results, an e#planation for

the subjective behaviour is presented.
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1. INTRODUCTION

1.1 System Model

Widespread use of digital compﬁters and the advent of low-priced
integrated circuitsvhave‘given greét importance to the chéracterization of
time-continuous signals in sampled format. 1In many'cbntrol systems; daﬁa—
processing systemé, and communication systems, samples‘afe’taken of a time-
continuous signal on input, aﬁd on output, a time—continuous,signal is re-
constructed. If the time-continuous input signal is técitly assumed to be
bandlimited to less than half the sampling freduency of the system, then
- straight-forward application of sampled data theory [1-3] can be.used in the
analysis and design of the system. Unfortunately, in many practical systems
the input signal is not strictly bandlimited. Furthermore, if noise,

necessarily introduced into the time-discrete signal, is also considered, an

unavoidable error exists between the actual reconstructed signal and the

desired continuous output signal. This error, howe#ér;fcah be reduced by the
suitable choiée of prefiltef‘prior to samﬁling and by the suitable choice of
pos;filter for‘reconstruction from fhg_time:samples. A block diagram of the
system under consideration is shown in Fig. 1. The research described in
this thesis deals with the optimiéation of,the pre énd postfilteré in Fig.'1
and the resultiﬁg applications. |

‘Applicatibn_éf Fig. 1 to cdﬁtr&l.gystems results when digital
-controllers or digital filters are empioyed in place of continuous networks.
If thé computer operations are linear and timefinvariant, then the digital
computer program can be represented or included in the'postfilter tfansfer
»fﬁnctibn G(f) [4,5]. Noise n(t) can be interpretéd at the error iﬁtroduced
by analog-to-digital conversion, and ffansfer function A(f) as the continuous

‘network which is to be simuléted by the digital computei. For example, A(f)
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n(t) ACt) = T. I &(t-kT+8)
Linear Prefilter ’ Linear Postfilter
Transfer Function F(f) :}r’ Transfer Function G(f)
Impulse Response f(t) - Jy(t). Sample at Impulse Response g(t)
: ! : : t=kT-8
—oo.<k<oo

'Linear Filter A
-Transfer Function A(f)

Impulse Response  a(t)

Weighting Function o 35
Transfer Function W(f)
Impulse Response w(t)

Weighted System
Error

Fig. 1 Block diégram of a linear prefiltering and postfiltering system.
Function 8(t) is the unit. impulse. Phase angle 6 is constant.
Sampling period T=1/fS where fS is the sampling frequency.



could be the transfer function of a coﬁpensating neprrk.‘ Although the .
advaﬁtages and disadvantages of utilizing a digital computer in coﬁtrol systems
for continuous network simulation are dependent upon the particular appliéation,
it suffices to say that digital fiiters do.not have the problems of drift,
sensitivity gnd component tolerance that aﬁalog filters have. Furthermore,
there are not.real bounds on’ the aécuracy that may be achieved in digital
filter design. |

In cases where Fig. l‘models a data—processiﬁg-syStem, x(t) méy be
a poisy version of some random function arising in the course of a measurement"
or .observation, from which z(t) is tb be obtained By a linear operation; The
prefilter, sampler, and noise process n(tjimay represent the_analog—to—digital
" conversion process, and the postfilter might constiéute a digital Computer
program. |

When'Fig, 1 &epiCts é‘communicatién systém;’x(t) is " the input message
- which is to be prefiltered, transmittéd over a puise modulation sjstem and
finally, postfiltered to_yieldbthe reéoﬁstructed fime-continuous.outéut ;(t).
Noise n(t) is;transmission and/or quantizatipn nbise arising from such pulse
modulation systems as pulse amplitude modulation (PAM), pulse code modulation.

(PCM), and differential pulse code modulation (DPCM). The prefilter'énd the

~

postfilter are chosen to make x(t) approximate the desired output z(t), which

is related to input x(t) by a linear operationm.

1.2 Review of Previous Research

Many significant contributions have been made to the optimal
filtering problem since Wiener's original work [6]. The postfiltering problem
of reconétructing_continuous signal from time-discrete samples has been

considered. - Stewart [7] obtained the optimal reconstruction filter for noise-



less samples, while Ruchkin [8] and Katzenelson t9] have detefmined the optimal
postfilter for recovering an input sigﬁal from its quantized samples. Various
aspects of the_joiﬁtly optimal pre and pdstfiltering problem has been examiﬁed
by numerous investigators. The first tolexamine'the problem was Costas [10],
‘who obtained the jointly optimal filters fof~wholly time—-continuous systems.
Tsybakov [11], Berger and Tufts [12], and Chang and Freeny [13] discussed the
joint oééimization of transmitter pulse—shaping filter and linear receiver filter :
in pulse transmission syétems.where the.input'and output signals are fime—
discrete random sequences. Otheryinvéstigators,.notably Robbins [14], DeJ
Ru§$o~[15], and Brown_[l6], have consideredvthe,joint optimization of pre and
_ postfilters for data-processing and control applications. These systeﬁs '
‘were mo&elled as a concatenation of prefilter, sampler, and postfilter, in
which the prefilter input éonsisted»of signal plus noise.

As a communication system, the pre and.postfilfering system shown
in Fig. 1 has been analyzed with varying dégrees-of generality and rigor.
Spiiker [17] and Goodman and Drouilhe£>[lé] determined the éptimal filter
pair ﬁhen noise n(t)'is white. " Spilkér‘considerea input signals selected
from a special claés of nonbandlimited power spéctra; while Goodman and
Drouilhef treated bandlimited spectra;-vKimme and Kuo [19], Bruce [20], and
Brainard and Candy [21] are among some of the investigators who,have analyzed
systems whiéh can essentially be reduced to #he form’sﬁown in fig. 1. Hdwe&er,‘
in their inﬁestigations Bandlimited input signals have beén‘tacitly assumed.
Nonbandlimited spectra have been cdnsidered'by*Kellogg [22], who utilized
' Broﬁn's work [16] to obtain aﬁproximaté 6ptimal.pre and postfilters f@r'PCM
‘systems; An unique feature in Kellogg's'work is the inclusiqn'of cross-

correlation between the prefilter output signal and the quanization noise.



1.3 Scope of the Thesis

Although the previous workg have developed fairly general solutiohs
to the optimal filtering problem, they cannot be applied to nonbandlimited
input and noise signals with arbitrary spectra. One of the purpoées of this
fhesis is to dérive expressions for the jointly optimal pre and'postfilters
under more general conditions. In the analysis of Chapter 2, no restrictions
are placéd on the input signal spectrum of the noise spectrum, and the éross-
correlation between signal and noise is faken.intb account. Certain subtle
and challenging difficulties arisé in éolving the necessary equations for the
fiitérs. First, the equations are noniinear, and second, the‘equations along

“with the associated power constraintjéan be solved in an infinite number of
>ways. An algorithm for determining the solution which yields the least distortion
is presented and proved to be optimél. The priﬁcipal conclusion to be drawn
>from the algorithm is that the joinfly optimal pre and postfilters are band-
limited to a frequency set Qf total measure less than or equal to 1/T, of

. which no two points coincide under'freQuency translation k/T_for any integer
k#0. An importént practical consequencé of this conclusion is that the optimal
prefiltef and postfilter can be synthesized by‘combinations of anélog bandpass
and digital sﬁectral;shaping fiiters.- The.fidelity criterion used in the
analysis is the weighted integrél ofvthe system‘érror spectrum. Frequency
weighted mean-integral-squared error has. been succéssfully employed by others
as a measure of subjeétive goodness in television studies [19-21, 23].

In Chapter 3, optimal filteriné is applied to some specific cases
and various suboptimal filtering schemes are investigated. One scheme,
deéignated as weak noise filtering, yields virtually the same performance as

6ptimal filtering in many cases of interest, and has the practical advantage



that the filter transfer cﬁaractefistics are-dependect only on the input
signal spectrum‘and fhe relative"spectrum of the noise.

' Alfhough the contents of the previous Chapters have more general
applicability, cnly.applications to PAM, PCM, and DPCM communication systems
are considered in Chapter 4. The mean-squared error expression for a general
M-channel time-multiplexed PAM system is derived. It is shown that if the
requirement of distortionless transmission is imposed, which means that there
is no intersymbol or interchannel distortion, then the time-multiplexed PAM
system reduces to M independent systems of the form shown in Fig. 1. Ic is
.showe that PCM systems with digital channel errors can also be modelled by_
the system of Fig. 1. Correlation functions for quantized signals transmitted
over discrete memorﬁless channels are derivea-and‘included as a necessary'
part of the’filter_optimizetion. Finally, it is shown that DPCM systems can
also be reduced to the system depicted in Fig. 1. 'Once the major problem of
mcdelling is solved, the results.of Chapters 2 and 3 are easily applied.
Optimal pre and postfiltering end some suboptimal filtering schemes which
were presented.in Chapter 3 are conslcered. ‘System errors are evaluated
and system parameters optimiéed to yield the least distoftion for a channel
of fixed cepacicy.' Tﬁe opcimal performance theoretically attainable as ~
derived from inforﬁation theory arguments ere compufed'end compared to the -
resulting pefformancessachieved by the.various filtering schemes utilized
~in the PAM, PCM, and'DPCM communication systems.' | |

| In Chapter'S, two suboptimal filtering schemes disCussed in Chapter
_3 weak noise fllterlng and optimal prefiltering w1th.constant amplltude
postfilterlng, are utlllzed in PAM, PCM, and DPCM speech communlcatlon systems»x
which are simulated on a IBM 360/67 dlgltal computer. Weak noise fllcers |

were simulated since they yield virtually the same performance as eptimal



pre and postfilters and have the practical advantage of relatively simple
realization. The optimal prefiltef—cbnstaht amplitude postfiltef scheme
was cbnsidered since under practical assumptions the filters are lowpass.
The restrictions and assumptions used in the simulation'are tabulated and an
e#planation of the simulation facilities, both hardware and software, is
presented. \

If is well known that tﬁe quality of speech cénnof be judged by
an objective méasure alone. In fact, .such a judgment may be quite misleading.
The lack of an objective measure for speech quality necessitates the subjec-
tive measurements undertaken in Chapter 6, where a subjective testing method
is developed for evaluating the subjective performances of PAM, PCM, and
DPCM speech communication systems. The method is applied and the subjective
resﬁlts interpreted. >It was observed that nb significant subjective imprové—
ment resulted when weak noise filters (WNF) were used iﬁ place of’lowpass
| filters (LPF) ‘in the PAM and the DPCM systems. On the ofher hand, significant
~differences in subjective performance caﬁvexist‘between WNF and LPF-in PCM .
systems. An heuristic explanation for this subjectivé behaviour is presented-
using the objective results‘of Chapter 4. Finally, a few concluding remarks
are presented, including the feasibility of using a frequency weighted mean-
integral-squared error criterion as an objective measure of speech Quality,

and the possibilities of using weak noise filters for television signals.



2. JOINT OPTIMIZATION OF THE PREFILTER AND THE POSTFILTER

In this Chaéter the pre‘and postfilters shown in Fig. 1 are jointly
optimized. The sampling operation is performed by a sampling gate in series
with an impulse modulator. This results in no loss in generalityvsince pulses
of finite amplitude,and duration can be converted to impulses by a linear
pﬁlse éhaping filter included in the postfilter transfer function G(f).

_Filtefs having fransfer functions A(f) and W(f) may not necessarily be
physically realizeable. 1In addition; no a priori restrictidns»are placed on

" the power spectrum of‘the input signal or the noise, and the standard assump-
tion of zero cross-correlation betweeh signal and noise is not ﬁade. The
figure of merit used for comparing system performance is the frequency weighped
mean-integral-squared error criterion.

In Section 2.1, the error expression is deriﬁed and some necessary
conditions for both realizeable and unrealiZeabievopﬁimal filters presented.
Section 2.2 is devoted toidgriVing“further_necessary>conditions for unrealizeable
filters. Unrealizeable filtérs provide a lower bound on the error obtained.
by'liﬂear time~-invariant filtefs, and their characteristics can be approximated
afbitrarily closely by physically realizeable filters if sufficient lag is.
permitted in the filter's impulse response. For many practicél systems, such
is the case, since reasonable time'delay>in the overall system response is
usually not critical.  In Section 2;3, an algorithm is presented for deter-
mining.the charactéristics and pasébands of the optimal filters and in

Section 2.4, the vaiiditY‘Of the algorithm is establisﬁed.

In the following analysis, E{ } denotes én ensemble average and .

T = llfs is.the sampling period. Autocorrelation and cross-éq:relation_fﬁnc~
tions are‘dgfined as ﬁu(t,i) ='E{u(t)u(r)}_and ¢u;(t,r) =_E{ﬁ(§)v(f)}, res-
pectivély, where u(t) and v(t)‘aré arbitrary random processes. If u(t) and

v(t) are-wide-sense stationary, then ¢u(t,r) = ¢u(t-r) and qu(t,T) = ﬂuv(t-T)f'



Fourier transform pairs are denoted by'uﬁper and lower case letters. For

example, the power spectrum of u(t) is @u(f) = f mﬂu(r)'e-JZWder and the

cross-power spectrum of u(t) and v(t) is qu(f) =/ wuv(r) e_JZ"deT.

Multiplication, convolution and complex conjugate are denoted by ".",

"@", "*", respectively.

2.1 Derivation of Weighted Mean-Intégral-Squared Error Expression and

Some Necessary Conditions

"For the system shown in Fig. 1, the weighted mean—integral—squared

.error is given by
T

o (0 8 [z(D)-2(0))dt)

£ = Ef% i
Substituting x(t) = g(t) 8 [A(t).(y(E)+n(t))] and z(£) = a(t) g x(t)

and interchanging the order of integration and expectation yield

a0

T . - A -
J'O{fl_’if W(E»l)a(E32)W(lc33)a(84)K?ix(t--Bl Byst=Bsy 84)d61d82d83d84

m
i
|

+‘I£Zf w8 B ()0 (68, 8w (B )2 (8, D (68578,
-[ﬂy(t-§1¥sz t—BB—B;) + byn(t—BIQBZ,t—BB-Ba)

+ ¢ny(§—sl—sé,£4e3—845 + ?n(t—Bi-Bz,F;B3-84)id81d82d83584
-2 f{Z’W(Bl)a<62>w(83)8<34)A<t'33“34)[¢xy<?'81‘82’t*33‘34)
+ ¢xn(t—ei-82,t-e3-s4)quldszd33ds4}dt -

Now, assume that x(t) and n(t) are Stationéry processes and the cross-—

correlation of y(t) and n(t) sétisfy the relation ¢yn(r) = b(1) 9'¢y(i),

where b(T1) is a~rea1-functiqn. It then follows that ¢xn(r) = b(T)Qf(_T)eﬁx(T)_
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Substituting and integrating over t yield_

e o IIIS . ; a n oag
71 w(py)a(e)w(B,)a(B,)0 (- ~6,+B,+8,)d8 dB,dB,d8,

+ [rrr W(Bl)g(BZ)W(B3)g(84)A(-81—82+B3+B4-6)[¢n(-61-62+53+84)
+ Lfff(BS)f(B6)c(87)¢X(-81-82+83+84—85+B6-87)d85d86d67]d81d82d83d84

-2 s w(g)a(p,)w(B,)g(8,)E(B)ID(B)B (-8,-B,+B,+8,+B.-8)

d8,d8,d8,d8,d8,d8, | (L)

where b(7) =1 + g(r) and c(f) =1+ g(r) + g(—T).

vInspection of (;) leads to the conclusion that unless some fes—
triction is placed on the prefilter output signal y(t), ¢ caﬁ be made arbitrarily
small. In this regard, impose the-following power constraint

E{((t) 8 y(t) )= P
where k(t) is a real functionm. Taking expectation and expanding give
f)_’if k(p,)k(8,)f(8,) £(8,) Q)x(—81+62483+34)d31d$2d83d84 =P | - @)

The problem is go select filter impulse responses f(t)vand g(t)
such that ¢ in (1) is minimized subjegt to constréint (2). Use of vafiational
calculus [24—26] shows that

-00

- ¢x(—el-82+83+84—t+s6—67)deld82463d84d36d67
- W(Bl)a(Bz)W(83)3(34)b(86)ﬂx(-Bl-§2+83+B4+t486)d81d82d83d84d8

6

f A.ffi k(Bl)k(Sz)f(Ba)ﬂx(—81+82-tf84)d81d82d84



-0 for { all t, unrealizeable filters (3a)

t > 0, realizeable filters (3b)

and that

o * ~

IR {OH I w(Bl)g(BZ)WCBB)g(B4)A(—61—82+B3+64—9)c(87)

*0, (B, =B +By+B, ~t+1-6,)dp dB,dB,ds, dp,

@

+ X IS k(8)K(B))B, (=B +8,-t+1)dg,dg, Htdr > 0 )

are necessary and sufficient conditions for a prefilter impulse response f(t)
that minimizes ¢ for a fixed postfilter impulse response g(t). The Lagrange

mﬁltiplier A must be chosen so that the éolution of (3) for f(t) satisfies

A

(2). Assume ) > 0; then (4) is satisfied for all possible variations, £(t),
of f(t) when C(f) > 0, where C(f) is the Fourier transform of e(t). The
assumption A > O will be validated in Section 2.2. Similarly, it can be

shown that

oo

fofof W(BI)W(83)8(84)A(-Bi-t+83+84—e} [Qn(_sl_tfg?’wa)

+ /IS f(BS)f(86)c(87)¢x(—Bl—t+83+84-85+86—67)d85d86d87]d81d83d64

. -0

= II157 w08 ))a(8))w(B)E (8D (8D, (8)-8y+ ++BS-B0) a8, 4B, B dBsdeg

= 0 for
t > 0, realizeable filters . ‘ - (5b)

-~
and
[~

F18(E 8 (X (1] (B )w(B,)A(-B, ~t+B+1-0) [B_(-B,~t+B )

-0 . @

@«

+_fif f(Bs)f(86)C(87)¢x(-81-t+83+1'-65+86-B7)d65d66d87_]d81d83}dtdr >0  (6)

{all t, unrealizeable filters - ’ ‘ (5a)

11



are the necessary and sufficient conditions for a postfilter impulse response
g(t) that minimizes ¢ fdr a fixed'prefiltef. Condition (6) is satisfied for .
all possible variationms, é(t), of g(f) when C(f) > 0. Therefore, assume the
fixed and known real function C(f) = 1 + é(f) +vﬁ*(f) is positive. Then (3)
and (5) constitute a set of necessary conditions that must be satisfied by £(t)
and g(t) in order to be a solution to the joint optimization problem.

If the physical realizeability constraint is not imposed on the pre
and postfilters, thén the necessary conditions for the optimal prefilter and
postfilter transfer functions can easily be obtainéd by taking the Fourier

. transforms of (3a) and (5a), respectively. . On the other hand, if the filters

are constrained to be physically realizeable, then the filter transfer functions

12

can be obtained from Wiener-Hopf equations (3b) and (5b) by the method of spectral

factorization [25,26]. In any case, from (3)

F(E) = AGOBEIGH() [W(E)] o (£)/D(E) » (7a)
and ‘
LR = (/DD [ADBE ) (e %o, (/DD (7b)
where
D(f) = cpx(f)[AIK(f)|2+C(f) : |G(E+E YW (E+kE )| %]

are the prefilter transfer functions for unrealizeable and realizeable optimal

filters, respectively. Similarly, from (5)

G(f) = ACE)B(EYF*(E) [W(£) | 2o (£)/E(E) (82)
and _ _
G(f) = [1/E+(f)][A(f)B(f)F*(f)IW(f)lZQX(f)/E'(f)]+ o (8b)
~where | ‘ o |
‘_ Zco 9 _
E(f) f_IW(f)l ki_m[Qn(f+kfs)+C(f+ka)IF(f+kfs)] ° (£+kf)] (8¢)

are the transfer functions of the optimal .unrealizeable - and

realizeable postfilters) respectively. Since
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there may be occasion to cancei the common factor ®X(f) from (7a) and the common.
factér |W(f)]2 from (8a), ¢ (f) and ]W(f)|2 are assumed positive almost every-
whére. :These assumptions are not critical since virtually all input signal
power spectra and weighting functiéns of practical interest satisfy these
condifions. In any case, |W(f)|2 = 0 is meaningless since for this‘condition
F(f) and G(f) can .take on arbitrar& values. Also, it is obvious that if
»Qx(f) = 0 for.some frequency f,-the optimal.filters-have the trivial solution
F(f) = G(f) = 0.

In both (7b) and (8b), U+(f) ié used to denote z11 the left-half
plane poles and zeros of any function ﬁ(f), and U (f) is used to denote the

—JZWdeT

right-half plane poles and zeros. Furtﬁermore, [V(f)/U_(f)]+ = f:q(T)e
where q(t) =ffm[V(f)/U_(f)]ejznfrdf,

.At this point, ig is essential to stress that simultaneous satisfac-
Ation of (?) énd (8) is not'a sufficient condition for an optimal system. In
fact, it is the lack of a unique solution of the Qeceséary conditions that

necessitates the arguments in the remainder of this Chapter.

2.2 Further Necessary Conditions

Since the joint optimization problem is easier solved in the frequency .
domain, equations (1) and (2) are expressed in the following equivalent forms

by repeated application of Parseval's theorem,

€=/ IA(f)w(f)[2® (£)df + 7 |G(f)W(f)|2 I o (f+kf )df

+ leeywe)|? = C(f+kfs)]F(f+kfs)|2¢x(f+kfs>df

_ZITmA*(f)B*(f)F(f)G(f)Iw(fj|2¢x(f)df o o

and [7_|FORE) |o_(E)af = P ' - o ao
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where B(£) = 1 + B(£) and C(£) = 1+ B(E) + B*(f).

For the remainder of.thisAChaptér, the optimal filters are assumed
unrealizeabie and functions lK(f)|2, B(f), and C(f) are assumed periodic with
period fS. Also, C(f) > 0. 1In addition, we assume initially that F(a)‘and
G(a) are non-zero at some frequency a. It then follows from (7a) and (8a) that

for any integer k,

F(a+kfs)/F(a) A(d+ka)G*(a+kfs)|W(a+kfs)|2/A(a)G*(a)|W(a)|2 (11)

G(otkf )/G(a) = A(atkf )F*(atkf )o (otkf )/A(a)F*(a)d (a)- 12)
s s s’ 'x s X :

Substituting (11) into (12) gives

Glatkf ) /G(a) = G(a+kfs)|A(a+ka)W(a+kfs)[2¢%(a+kfs)/c(a)|A(a)W(a)|2¢X(a)(13),

Equation (13) is satisfied if F(a+kfs) = G(a+kfs) = 0, or'if
|AGerHe DWCartke ) | %o (atke )/ |AGIW() [%0_(a) = 1 14)

In general, (14) is nét satisfied for arbitrary integer values of k since
IA(f)W(f)Izéx(f) is usually aperiodic. Hence, it may be concluded that the
optimal F and G are non-zero for at most one frequency in the set f+kfs, where
k is any integer including zero. For those frequencies f whe;e F and G are-

non-zero the optimal F and G are related as follows.

CR(E) = A®BEGHE) WD) |2/ M RE) | 240 |e(Hm(D) | ] (15)
6(E) = ADBEOIFH(De (5)/[s_ (D+c(D)|F(D)|%e_(D)] Qe

s : : ‘
where : o () = I o (f+kf)) Ny ‘ S (16b)

s k=-c

~ From (15) and (16) it follows that

A= |G(f)w(f)|2¢n (f)/]K(f)F(f)IZQX(f)

s
Thus,-A is real and non-negative as assumed in Section 2.1  Substitution of

(16) into (15) yields a quadratic equation in |F[2,-which, when solved gives
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|F(f)|2 = (/eI ABBEWE /R(E) [ Vo (E)/xe (B)-2_ (£)/e (D)] (17)

] S

Substitution of (15) into (16) gives

e % = [1/e® 1T AEBERE /) | Ae_ D75 B-A[k@ [7/[ue) |21 a8

s
The poéitive sign solutions of (17) and (18) are chosen for the quadratic equations
Because ]F|2 and |G]2 must be non-negative for all f. For this reason, |F|
end |G| are necessarily given by (i7) and (18) at only those frequencies for

which

|ABEWE) /K(E) | >/35. (B3, (E) . (19)
| | R o
for all other frequencies, F = G = 0. '

Let @ be the set of frequencies for which F and G are non-

zero. Substltutlon of (17) into (10) glves

1//A'= (P+/ [lK(f)l ® (f)/C(f)]df)/f IA(f)B(f)K(f)w(f)l/ L(De. (f /C(£)df
S
'Substltutlon of G(f) from (16) 1nto (9) yields e KZO).
|A(f)w(f)| e (£){e_. (f)+|F(f)| o (f)[C(f)-]B(f)I 1}
e =] ' — 5. af

<z ; e 2
e o .@ns(»f)’f C(f>|‘F(f)|4 o (f)

It fellows that‘rhe.phase Af f”ﬁes no effeet.en-ekprovidedrctis obtained from
(16). Similerly, the,phese;of'C is arbirrary.providéd :F'is.obtained from .
(lS)f Substitutien of (20’ inro (17) andvthe:resulting_equation into (21)‘
Yields . . S L ,

= f IA(f)w(f)l @ (f)df + f IA(f)w(f>| o (£)[1- lB(f)l /c(f)]df
Q

I, IA(f)B(f)K(f)w(f)l/_-(f)cb ® /C(f)df} /{P+f |K(f)| 5 (ﬂf)/C(f)_df}
s C ' .
(22)

where Q contains. all frequencies not included in Q The firet integral in -
(22) results from f11ter1ng x(t) The,other two integrals‘result-frbm inband

. ~distortion.



2.3 Algor

16

ithm for Determining the Jointly Optimal Prefilter and Postfilter

Accordingl

It remains to select the frequency set Q which minimizes e in (22).

y, define the frequency setkTméX={q:-fs:g<fs/2} and let T be a subset

of frequencies chosen from the set T . For each frequency qeT__ define the
. max. max

integer set I which contains exactly one element chosen from the set of all

possible i

Q= .

subject 'to
algorithm

"o will d

nteger numbers. Frequency set £ can now be defined as

f: f =‘q.+kfS where q€T and kqu are chosen so (19)

A - (23)
is satisfied for all feQ. -

The problem is to select the sets T and Iq to minimize ¢ in (22)
constraint (19). Based on the results of Section 2.4, the followihg
is presented for determining the jointly optimal_filters. Subscript

esignate the optimal @, T, Iq and ).

1. Define for all [q| < £_/2

k:IA(q+kfs)W(q+ka)|2®X(q+kfs) is maximizéd
1 = - ' o (24)
95 /where qe T . _ .
max
"With T= T  and keI calculate A from (20).
max q, - ,
If (19) is satisfied for all feQ, where Q is defined by

(23) with T= T ‘and I =I , set A =A, T =T and
max “q Ta o’ o
'*Qo=9.and go to step 4. Otherwise go to step 2.

2. Define, for any A

h:qe T ax and (19) is satisfied for all
Th(A,Iq ) = : , ’ (25)
' *o f = q+kfS where keiq '

o

- Set A equal to a positive real value. Calculate PA from

e - fn{{lA(f)B(;}K(f)‘w('f)|v/apx(f)q>n 75| k(5) |2d5ns(f)]/C(f)}df

(26)

S

The integration.in (26), obtained by solﬁing (20)-for'P, is over
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the set consisting of all f=q+kfS where qum and kel .
. : o
3. Repeat step 2 for different values of ), thereby obtaining

PA vs. X. Choose as()\o the value of ) which makes PA = P.

Let the resulting Tm = To and the resulting Q=QO.

4. At this point ho’ T, I , and Qo are specified. For'fgﬁo,
_ o . :

set F(£)=G(f)=0. For fer, determine |F(f)| from (17); the

(o}

phase of F is arbitrary, pro?ided G(f) is obtéined from (16);
Alternatively, lG(f)l may be ébtéined from (18) with the phase
of C(f) being selected arbitrarily, provided F(f) is obtained
from (15). A third alternative is to obtain |F| and |G| from
(17) and (18), respectively, and to then select the phase of

F and G to make FGA*B* real for all fer. In any case, the

resulting mimimum e is-given by (22) with Q=Qo

2.4 Validity of the Optimization Algorithmf

In this Section, the wvalidity of.the pfeceding algorithm is established.
From among ail solutions of necessary conditions (17), (18;, and (19) the recom-
mended pfocedure determines the"oné that minimizes ¢ for a given ). However,
an optimal éystem was defined as oﬁe‘that minimizes ¢ for a given P, not a given
A. Thus, if we can show that there is no solution of the necessary conditions,
regardless. of the choice of Q@ and A, which simultaneously possesses power
eqhal to, and error less than that obtéinable using the algorithm, then the
validity'of the algoritﬁm is proved;  .
‘ ’i'For any positive real A and any iﬁteger set Iq-define
(q:q is containéd in a subset of'Tmax ahdv(l9) is

¥(A\,I) = | o . :
- q satisfied for all f=_q+kfS where kqu. ' , (27)

+ ’ ) . : . . )
. The approach used here is not unlike that used by others [12,13] in optimizing
the liqear transmitter and receiver in pulse amplitude moduiation systems.



Note Fhat W(A,Iq) - Tm(A,Iq ) where Iq and Tm(A,Iq ) are defined by (24) and

o o o
(25), respectively. It will now be shown that for any positive real ), there

exist no positive real M3\ and no sets Iq#Iq and W(A,Iq) such that

o]
Y0 = T (I (28
POLYALTD, Tol = PO T,001 ), 1, ] (28)
-and
el YL ), I] & elnT O, ), I 1 (29)
¢’ ¢ = m g " Tq |

_ where the dependence of ¢ in (22) and P in (26) on ), Iq’ T(A,Iq), and w(A,Iq)
. has been made explicit.

Define for all qe T'
: max

p(a) = |A(q+ke IB(q+kE IW(qtke ) | /8 (qFKE_)/C(qPKE ) kquo (30)
p(a)-2p{q) = IA(q+kfs)B(q+kfs)W(4+ka)lva(q+kfs)/c(q+kfs) keI, | - (3D)
x(@ = [K(a) /5. @7  (32a)
.8 : ‘ :

Since IKI, @n , and C are assumed periodic with period fS
s

x(qtkf)) = x(q) | | (32b)

From the definition of Iqo, bp(q) > 0 for 311 qehrmax; Define Jﬁrﬁ(k’lqo)'

Then any frequency set W(A,Iq) in (27) can be expressed as W(A,Iq) = J-AJ +AJ

1
where AJl © J is a frequency set deleted from J and AJ2'¢ J is a frequency set
added to J in order to compose ¥(A,I ).

Let vy = /A and y+Ay =l/;i Use of (30), (31), (32), the constraint

that P in (26) remain constant, as in (28), and the change of variable f=q+kfS

yieldé

v (yFay) [P (y+ay ,J=AT  +AJ Iq)—P(y,J,Iq )].

+ P
vy AY)‘A Y )

f[v(o—Ao)x-Y(Y4AY)x2]dq-— s [(Y+AY)Xp-Y(Y+AY)x2]dq
J-AJ +AT J

178, | o _ .

=0 . | (33)

2,

18



From (20) and (22) it follows that

e=r"_|ADWD) | %y (Daf

- ALA®BEOUE) |0 ()-|AEOBEOREOWE | A3 (Da, D/C(E)}af (36)
s

Use of (30), (31), (32), (34) and the substitution f=q+kfS gives the following

increment in €.

Ae = e[y+Ay,J-AJl+AJ2,Iq] - e[y,J,Iqo]
= = [ (p=0p)[(p-0p) - (y+ay)xldq + pr[p-yx]dq : : (35)
J—AJ1+AJ2

We now show that As z_O independent of whether Ay Z.O or Ay < 0.
- Consider first the case Ay > 0. From (19), (24), (25), and (27) it follows that

J—AJl+AJ2 = ¥ [y+Ay, Iq] c Tm(y,I ) = J. Therefore, AJ, is an empty frequency

1, 2

set. Since (19) requires that both terms in square brackets in (35) be non-
~negative, and becaﬁse Ap> 0, Ae > O for Ay 3_0.

Finally, assume that Ay < 0. Addition of (33) and (35) gives

‘Ae Ae + y (y+AY)P

. 2 )
fJ[—(o-Ap)2+(Y+AY)(O'AD X + 0 = vyox+t vy -4p)x

‘ny+Ay)x2 - (ytaydox + y(Y+ijx2]dq + f[(p-Ap)2

=AJ, AT

1 =72

F(rHY) -8p)x + ¥ o-Bo)x ~ v rHby)x1dq _ : (36)

" Rearrangement of (36) gives

Ae= I Do G-yx)dq +/ o l[G-p) - GHy)xldg + / (6-yx)2dq

J-A3y J-AJ T, by
+ S (-0y)x(p=-by)dq + S [-(o-vx) [(p-80) - (y+ay)xldgq : (370
AJ AJ . ‘

1. : . 2
From (19), (25), (27), the periodicity of yx and the definitioms of J, AJl and

J2:'

19



20

p-.vXx >0 ¥qeJ and, therefore, ¥qeAJ and‘ ¥qeJ-AJ

1. 1 1
2. '(O—Ao)—(y+AY)X >0 Vqu—AJl+AJ2 and, therefore, ¥ quJz
3;_ P=YX <0 V'quJ2 if J is a proper subset of Tmax
4, AJ2 is an empty set if J = Tmax
It follows that Ae > 0 as claiméd, and that with Iq as given by
(24), T0 is obtained by varying A iﬁ (26) until a value X = A: ié found such

that P[Ao,Tm(Ao,Iq ), I ] =P. The optimal frequency set is then

-T

(o}

= C
LIRENS S R

(o} qO

max
o
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3. ANALYSIS AND DISCUSSION OF SOME IMPORTANT FILTERING SCHEMES

3.1 Application of Optimal Filtering to Some Specific Cases

In this Section the optimal frequency set Qo is determined for some

.. specific cases.

3.1.1 High Sampling Rate

In practice ¢ (f) > 0 as f > =, in which case o contains only frequen-

cies for which |f| < £ /2 if f_is sufficiently large. If A=B=C=|K| = |W| = 1,
for ali feQb,'then the optimal filters and the resulting € are identical to
thecrésults for unsampled systems [10].

| The lowpass equivalent of the linearized analog modulation system in
Fig. 2 can be represented. as in Fig. 1 if G and H are combined and T = 0 in
Fig. 1. For amplitude modulation P fepresénts the power in the modulated signal,
.provided IK(f)|2=l. For angle modﬁlation‘IK(f)I2 = f2, in which case P equals

.the mean square bandwidth {27].

7 3.1.2 ﬁowpass Signals

A signal u(t) with power spectrum U(f) is-lowpass if dU/df<O for
f>0{ If w(t)ea(t)8x(t) is 1ow§ass, then from (24) it follows that for all
|q|<fs/2, Iq‘ contains ;he integer_zerd.vAlso, if d{lB(f)/K(f)![/Eggﬁzfj}/ dffeOv
for £>0 épplgcatioﬁ of the algorithm shé&é that.Qo contains all frequencies

Ifl:ﬂ. If the solution for V in the foilowing equation, obtained by substituting

(20) into' (19), is less than £_/2, then W=V.

) BN Iy LIADBOREUE) | /c(5) /i T TET df N
o (V) ~ TA(WMBWW(Y) v o v (38)
s o P+ [GIRE|Te (D)/c(D] df

| | T g

I£ V 2£/2 then W = £_/2.
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Fr-=~-=-=-=-==--- 1
tn(t) !
| |
| !
! [ R
x(E) ] F(f) : . H(f) —:—-— »G(f)f——-f( )
| |
U |

CHANNE
Fig. 2. Lowpass equivalent of a linearized analog-:modulation-system.

3.1.3 Weak Noise

For ¢n (f) sufficiently small inequality (19)'is satisfied for all

f=q+kfs where ]qT<fS/2 and kqu . Hence, Qo will contain a frequency band
-whose total width equals fs. Tge smaller o (f), the greater |A(f)B(f)w(f)/K(f)|
is, compared to Vkén (f)/@x(f), and the moresaccurate are the following apbrox—
limate equations, obt:ined from (16), (17), (20), and (22).

1/ = P/fQ [[AE)BEREOWE) [Vo_ (D)o _(£)/C(f)] df | (39a)
o s - o
F®) |2 = |AOBEOWE /KE) | (DA s (D/C(E) | (39b) -

e= [ _ |A(f)w(f)|2q>x(f‘)df +f |A(f)w(_f)|2q>x(f') [1-[B(E) |2/C(£)1df

Q2
o o .

+H{ HA®BEOROUO ] /(0145 D8, D an’/e (39¢c)
o : s .

G(E) = A(E)B(E)/CCEYF(E). - S (394)
CIf A(f)B(f)/C(f) is cbnstant, F and G become reciprocal filters.

Also, if o (f)IW(f)/K(f)l2 is constant, then lF(f)l2 is proportional to
s o o : o
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1/¢¢X(f), in which case F becomes a "half-whitening" filter [14].

3.1.4 Systems for which p(f) = lA(f)B(f)W(f)/K(f)[V(I)x(f)/cbn (£)
s

is Constant

Let T denote the set of frequencies for whichv]A(f)W(f)|2®x(f) > 0,
and let p(f) = ° for all fer, where p; is any constant.' Substitution of 0o
into (20) shows that (19) is always satisfied for any Q which contains at most
one frequency in the set f=q-i-kfS where fef, lql < fs/2 and k is any integer. If
follows that if WF < fS where WP is the'total width of the band of frequencies
in ', and if no frequgncies in T coincidé under translation by kfS where k is
any non—zero'integer, then QO=F. With p(f) = Py for all non-zero p (£), (17)
and (18) giye

IF(e)|?

le_ (£)/e (DC(D)1lo /YR -11 o (40a)

s

le)|?

D 1R |20y [w(e) |2 [p //A -11 | (40b)

for all fe@ . If o /C<I>x and [KIZ/C|W|2 are constant for all feQ , then (40)
s :

shows that |F| and |G| are constant for all fer.

3.2 Some Suboptimal Filtering Schemes

In the following discussion on suboptimal filtering schemes the
frequency set Q has the property that if feQ then f+kfse§ for any non-zero

integef k, where Q is as defined in (23).

3.2.1. Weak Noise Filters

When lA(f)B(f)w(f)/K(f)l is sufficiently larger than /)@n (f)/Qx(f)
: s
the optimal F and G are related approximately by (39d), in which case they will

be called weak noise filters. With F and G constrained for fe, and with
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F=G=0 for feQ, it follows from substituting (39d) into (9) that

e = _|amu %o, (01af + s |a@UE |20 (61185 |3/c(0) 1as
Q . .

+ 1oUa@®BEWE % £/ (®) |F(e) [1at | (41)
S .

‘From Schwartz's inequality

rUIA@B@NE [P0, (6)/6% () |F(e) [P1ae s | F(OIR(E) | P0_(£)at
S . .

3;{fn[lA(f)B(f)K(f)w(f)]/¢;'Tf76X?f$7c(f)]df}2
s’ o

Equality holds if, and only if

ulE@®|* = [A@BEOWEO/R® |/ BT DreE 42)
| | ]

where p is any constant. Thus, to minimize (41) subject to (10) requires that

IF]2 satisfy (42) and, from (10), that.

n = JQ[IA(f)B(f>K(f)l¢bh (e _(£)/c(£))ag/p o (43)
. ] S - .
' The resulting mean-square error is given by

e = r_|aeuce) %o (£)as + IQIA(f)w(f){2©x(f)[1—|B(f)|2/C(f)]df

+ U LA®BEORENE) | /o, (D (B/c(H)1dr} /e )

If frequency sets @ in (44) and (22) are identical thenvthewtw;”eQuations differ
only that fd]K(f)]zén (f)/C(f)]df is missing from the denominator in the last
term of (22). Wheneve: P >> IQ[IK(f)Izén (f)/C(f)]df, as is'nearly always the
case, thé performance-obtainable'usiﬂg wezk noiée filters is essentially
equivalent to thaf obtainableiusing optimal filters.

: Weék noise filters have a pfaétical advantage whichAoptimél filters do
nbt have; their transfer characteris;icé are essentially dépendent only on the

relative power spectra of x(t) and n(f)._ Inspection of (17), (18), (39d), and

(42) reveals that for optimal filtefs, precise knowledge of spectra @x(f) and
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(f) is required, whereas for weak noise filters, only knowledge of their
s .
relative values is necessary to .determine the filters to within a gain factor.

Adjustment of the filter gains to satisfy power constraint can easily be

accomplished during installation.

3.2.2"Optima1 Prefilter; Constant Amplitude Postfilter

Let A=A , B=B,, C=C,, |K|=K,, |G|=G, and |W|=1 for all feq, where

1’

1’ Bl’ Cl, K1 and Gl are constants. From.(7) it follows that the optimal

|F|= F, for all feq, and from (10)that

1,
A

_ 2 1/2 '
F,o= (B/K] S0 (£)df) | (45)
Let the phase df F and G are such that FG—FlGl for all feQ. Substitu-
tion of |F|= Fy , |G]= G, and FG—FlGl into (9) yields the optimal G, as follows
' 2 2 |
G1 = (A B P/K )/F (PC /K + f @ (f)df) (46)
" The following equation gives the resulting error.
2 2.2 :
2 2, By o AR ' oy P
=AJS & (£)df + AJ(1l - =) S & (£)df + ————f o (£)dfsr o (£)df/(— +/_ ———df)
1'="x 1 C,”"a'x Qn 2 Q¢
Q . 1 Cl* _ ‘s K1 1
B : 47

If the sets Q in'(22)‘and (47) are identical, ¢ in (47) exceeds ¢
in (22) because the numerator of the last term in (47) exceeds the numerator
in the last term of (22), unless (Dx(f)/q>n (f) is constant for all feQ, in which

_ s
case (22) and (47) give the same €.

3.2.3 Constant Amplitude Prefilter; Optimal Postfilter

Let A=A,, B=B,, C=C |K|-K |F|=F ;> and |W| 1 for all feQ, where

1 1’

Al’ Bl,' 1° K1 and Fl are constantg. From (10) F is given by (45) Substitu-

tion of |F| =F; in (16) yields the opt1ma1 G as follows

G(E) = ABF(£)o _(£)/(2_ () + C Foo (£)) - | (48)

S

1 1



Substitution of (45) and (48) into (9) gives _ ,
‘ | 2 .22 3 ()

—Azf ) (f)df+A2(l ; E-];)J' o_(£)df + flflfA[Q (f)@ (£)/¢( % + F26_(f))1df
=M1 5 X 1T cex 2°0'n x Cy 17x
: 1

(49)
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4 OPTIMAL AND SUBOPTIMAL FILTERING IN PAM, PCM, AND DPCM COMMUNICATION

SYSTEMS

In this Chapter, optimal and suboptimal filtering schemes are
~applied to’PAM, PCM and DPCM communication systems. .System errors in PAM,
PCM, and DPCM are evaluated for optimal pre and postfiltering, optimal pre-

: filtering only, and optimal postfilteriné only schemes when the input.power
spectrum is first—order»Butterworth.lAThe resulting performances are compared

with the optimum theoretically attainable as calculated from information theory.

4.1 Pulse Amplitude Modulation‘(PAM)

Fig. 3 depicts,a'multiplexed'pulse amplitude modulation (PAM) system.
Signals Xy (t), x (t), ;..,xM(t)'and n_(t) are assumed to be statistically

» independent random. processes with power spectral den51t1es @ () (1—1 2, ,M)

and @n (£). Referrlng to the procedure used in Sect1on 2.1 the mean—squared
om0 » '

_error €y (no welghtlng,between.xi(t)vand ‘the de31red 1th output z; (t)-a (t)@x t) ..

'is giuen by l"_'i"T S . 2
gy = E{'f fo (Z'i(t) - xi(t)) dt}

In Fig.'3a let f v), g (t); o(t) h(t)’and z(t) denote,'respectively"
the 1mpulse responses of fllters hav1ng transfer functlons F (H), G (£), o(f),

. H(f) and L(f). Slnce x (t) (t)eb (t) it follows that

1 ._2‘ o lmn Lo N
e~ 7 [z (D) - 22, ()% (£) + .<Xi'(_t)_)_-24]‘?,t?;

_lT E R AV o topyds e ide
=7 0{¢ 1(0) 2f gi(s )¢ i i(t' 381,’t_)d81’ +f_—wf—co-_gi(61)gi(62)¢b;(’t By»t Bz)dsldez}dt
. o o M , SR - ' '
5Since b (t) A (t) [z(t)en (t) + 5 (y(t)‘A (t))gu(t)] where u(t)—o(t)@h(t)ﬁz(t)/M
SR £

?fand since the yi s and nc are uncorrelated

:¢bizi(t,r) =a (e)S7, e U(Bz)a (33)A (‘t 82)¢ i(t BZ,T B )dezds3



train A, (t)=T. I
1 k==

§ (t-KT-0. ;10).

(b) Equivalent representation of a sampler.
(c) Channel filter transfer characteristic for Example 2.

4 (t) 4,(t)
x,(t) y,(t) ) . a
Ay S —@——— = Gt
) S,
. A5(t) CHANNEL :
x2(” )’2(” 2 r— - - m| 5(t) 2 (1)
e Al e nelt) - Goft )| —e2
- 2 - UNEART | [cHamner f | [TUinear 2 o(t)
. TRANSMITTER FILTER RECEIVER :
' 1 sft) .
. . (ym)ort) | S0 1 ke U ()i .
¢ Aplt .
(i yp(t) § L= W
xlt R (t) rt)
. (a)
. H(f)
TZ&(t-kT+8) '
o ke . 4t !
—_— ej?’rfai’ L_/__é)_~ e-;zﬂ'ei - =o—s/—é—
. . ) fl A’
SAMPLE AT = 0 T
+ SAMPLE AT t=kT+8.-8 Mite Mic
t=kT-8 !
-k (= (C)
{b)
Fig. 3 (a) Multiplexed PAM system. Functions F_(f), G,(f), (i=1,2, ...,M), O(f),
H(f), and L(f) are transfer functions of linear filters. Signal yi(t)
is sampled by sampler §, at t—kT+91—9 where k is any integer Impulse

8¢
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¢bi(t,r>=ai<t>Aigr){ffmffmz<33)z(s4)¢n (t=8357-6,) 48308,
+17 17 o(p )0(64)[ L4y (t 83)A (-8, >¢ (t=B4, 7= 84)d83d84}
j=1 j

Substltuting and integrating over t, gives
ei—wzi(o) 2/ _ S _d 8y (B)u(By)a, (B, (B0, e)¢yixi( By*057618; Byte,-0)dg dg,dg,

+ ffffgi(el)gi(52)2(33)2(34)Ai(el-32+ei—e)¢n (-84+0,-0,8)~6,=8,+0;-6)dB,dB,dB,dB,

' =00

Il 20

+ ffffgi(gl)gi(gz)o(g3)o(54)Ai(sl-32+éi-e)

-—c0 v : ]

lAj(-B3+ei—e)Aj(61'82'83+Oi-e)

9 j( B3+0,=05 8,7 8," 8370 e)d81d82d83d84
- Since x,(t) and n_(t) are statlonary; @ (t,r) ¢' (t,1) and
» i » c ‘ Y% n,
¢x (t, 1) depend only on t-t.. Applylng Parseval s theorem repeatedly and using
i
2
Qyi(f)—lFi(f)l @xi(f) and @yixi(f?—Fi(f)QXi(f)? e; can be expressed as

si=ffmlAi(f)|2®xi(f)df+(%)ffw]¢i(f)[2 L |L(EHKE )|¢ (f+ka)df

ke—o
+fi‘;|ci(f)| 5 ]U )% z ]F (£+k£ )| o (£+kf )df-2/" F_ (£)G, (D)A*(£)U(f)e  (£)df
. 3=1 ke—o J o J - A - i i i X;
| L | (50a)
CU(E) = % 0(f+kf )H(f+kf )L(f+kf ym., ~ (50Db)
. k—.—oo , ) :
| U (f) [ © 0(f+kf )H(f+kf JL(E+kE )exp{ 2§m(EHkE_ )(e -5. )}]/M (50c)
. . k=~ , : o
. The transmitter power S is given by
ST E{—- T sz(t)dt} | e " .-    7‘ o (51a)
M . . . o i _
-1 s, o R A1)
S o4=1 1 : :

' where -
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= ams |r %, (6 = |0(f+kf y|2as | (51c)
X k= |

is the transmitter power associated with the ith signal xi(t).

The requirement of distortionless channel transmission is often imposed,
 which means that there is no intersymbol or interchannel distortion at sampling
times\t=kT+Qi-e (i=1,2,...,M). Replacement of the samplers in Fig. 3a by their
equivalent representations in Fig. 3b[28], followed by application of Smith's

[24] results shows that diStortionless transmission occurs if and only if

ann x O(f+kf )H(f+kf )L(f+kf )exp{—jZn(f+kf )(e -9, )}- 540 o (52)
k=—o

where A is any real constant and 6 —0 for i#j and 6 —l for i=j. Substitution
of (52) into (SOa) givesran eqﬁation identical. to (9),'provided'the following
substitutions arefmade:" (f)#@ (f);dF(f)=f £), G(f)=Gi(f),-B(f)=A,

.C(f)=A2, |W(f)|2=1;§3(f)=¢ (f)lLtf)] /M, and e=e.. The filters F;(f) and”G.(f)
which minimize é SUbJECt to the constraint (51c) can now be obtained using the

method of Chapter 2, w1th P= S and |K(f)| -IK (f)| —vIO(f)| /M. In many cases

of interest o (f)=®,(f)'and Si=S=ST/M’ in which case the optimal filters and
*1 X S B '
the resulting e, are independent of i.

Example 1:

Let O(f)-L(f) H(f), where H(f) is as shown in Fig. 3c. Let eif9j=
(- j)T/M £ =2V _,0_ (f)=NO/2,_Si=$=ST/M‘and Ai(f)=1.for all i. Let.
| o/2a - £<a
o, (£) = o (f) = S (1=1,2,...,M)
i o , _ _
0 f>a :

; The system is distortionless, and - (9) -and (10) appl& w1th N (f)—N /(2M) Vlf]<MW R
A(f)= B(f) C(f)—]K(f)] |W(f)| =1, ¢ (f)=N /2, and P=S. . The optimal F and

G are given in Sectlon 3 1.4, If a’ i W then F and G are 1deal lowpass fllters '
of bandw1dth a, . and e/o = (1+S/aN ) ; If a > W “then Q is not unlque but. contains

'any frequency set of total bandwidth 2W chosen from the set ]fl < a-in such
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a way that its elements do not coincide under frequency translation kfs,

where k is .any non-zero integer. In this case e/c=(1—wc/a)+(wc/é)(1+S/WCNO)—1.

Example 2:

Consider the same distortionless PAM system in Example 1, with
Ai(f)=1’ Si=S and

o (5) = (5) = ca/n(£2+a?)  (i=1,2,...,M)
i ’ ’ .

Sections 2.3 and 3.1.2 show that for optimal pre and postfiltering Q contains
all frequencies Ifl < W, where W < fS/Z: Fig. 4 shows /o vs. S/NOWC for various
Wc for the optimal pre and postfilter case (0), as well as for the optimal pre-
filter only case (PR) in Section 3;2.2 and fhe optimal postfilter only case (PO)
in Section 3.2.3. The‘frequency'sets 2 in all three cases are assumed identical
to the set determined for the optimal pre and postfilter case. Fig. 5 shows
- the signal-to-noise ratio |
SNR = JQ¢X(f)d£/tg - é?x(f)df] | -~ (53)
for each of the above filtering schemes. The difference in both ¢ and SNR
for the three cases is seen to be significant for wc/a > 10.
»If-the channel noise nc(t) in.Examples 1 and 2 is white Gaussian,
-theh the capacity per message is
C=Wclog2 (1+s/NOwC) | ) | (54)
If xi(t) is a Gaussian process with Qx.(f) as in Example 2, then the ra;e distor-

i
tion function is expressed parametrically in # as [25]

R(P) = (2a/1n2) (B-tan”'9) D (552)
e @)/ o= 1+(2/m) ([8/ (1+97) 1-tan 1 (@) S (55b)

The optimum performance theoretically obtainable (OPTA) by a communication
system with capacity C is obtained when R(§)=C. Using (54) and (55), the OPTA

curves shown in Fig. 4 were obtained.
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Normalized error e/c versus S/NOWC for Example 2. Symbbls o,
PR, and PO denote optimal filters, optimal prefilter-constant
amplitude postfilter, and constant amplitude prefilter-optimal

postfilter, respectively. For the curves shown the optimal
filter bandwidth w=wc.
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Fig. 5 Signal—to-noisé ratio SNR for Example 2.
For the curves shown

PO are defined in the caption of Fig. 4.
~ the optimal w=wc.
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For any given C ong pair of yalues of S/Nowc and Wc will minimize ¢
and the resultiﬁg é represents the minimum distortion obtainable by a channel
with the corresponding C for the PAM system under consideration. Fig. 10a
shows for cases (0) and (PR) the minimum elo and‘the'corresﬁonding Wc/a for
Example 2. Fig. 10a can also be regarded as a plot of the minimum C vs €.
In-general, € will exceed that shown in Fig. 10a since the values of S/NO
.and Wc for the given channel will not be those which minimize ¢ for the
resulting C.

The analysis relative to Examples 1 and 2 and the results in Figs.
4,5, and 10a also apply when an M~channel single sideband, suppressea—carrier;
amplitude modulated (SSB AM/SC) system is used on the channel described in
Example 2, provided S is interpreted as the ﬁower in the transmitted signal.
The analysis also applies to an M-channel double sideband (DSB).AM/SC system
provided S again is interpreted as the power in the transmitted signal, except
that the bandwi&th per message for an DSB AM/SC system is twice %hat required

by an SSB AM/SC system.

4.2 Pulse Code Modulation (PCM)

In this éection the PCM system shown in Fig. 7 is analyzed assuming
x(t), and tﬁerefore, y(t) is Gaussian, and the mapbing‘of'the quantizer output
samples v into ; is by.a memoryless digital éhaﬁﬁel. Correlation funcations are
vobtaiﬁed using the Hermite polynomial expansibn‘of the Gaussian probability

density function in Section 4.2.1 and the pre and postfiltering problem is

ekamined in Section 4.2.2.

4.2.1 Correlation Functions for Quantized Sigﬁals Transmitted Over

Discrete Memoryless Channels

Fig. 6a shows a signal y(t) which is sampled, quantized, and trans-



Fig. 6 (a) Quantizer and discrete memoryless channel.
(b) System equivalent to the system shown in Fig. 6a.
(c) Quantizer characteristic. ‘
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nitted over a discrete memorfiesevcommunication channel. 1In any realistic system,
the sampling operation mnst be.perforned before quantization and digital trans-
mission. However; since_the’quantizer and. digital channel are assumed to be
memoryless, Fig. 6a can be represented for analysis purposes by the analytically
equiyalent system'of Fig. 6b. In Fig. 6b, 1et ¢y;(r) = E[y(t);(t—r)]denote the
crosscorrelation function ofystationarylrandom processes y(t).and ;(t), ¢;(1,
»denote the autoeorrelation'function of:;(t), and let n(t)=;(r)-y(t). Althongh
¢y;(T), ¢n(T), end ¢yn(1) heve been obteined when the,ohannel in Fig..6 is

noiseless [31;33], that is, when
' 1 i=j
0 i#j
the purpose of.thrs.Section‘ie.té-qbtain ¢;<r), ¢y;(1), ¢n(r), and ¢yn(r) when
y(t) is a Gaussian process and digital transmission is not error—free.‘
Let P(A B) and P(A/B)ﬂdenote;’respectively, the joint probability of -

events A and B and the probablllty of event A given B. If p (a,B T) denotes

the second order amplltude probablllty dens1ty of y(t) at t1mes t and t-T, then

0:(1) = Blo(Dv(e-0]
NN }N N |
= L X.wvv, I I P[V(t) =v; V(t-T)—v s V(t)-v sv(t-1)=v_]
=1 §=1 ' pmrmer 1 I S e
- P[;(t—r)=vj(v(t)= k;.v(trt)=?;]?[v(t)¥ k;_v(t-r?éﬁm]
Since+ ‘

'*Equation_(56)'fOIIOWS fromh*"\’j; I

P[v(mT)=v /v(mT-nT)évk]= SR

' . ' 0 o nf0 \
where m and n are any 1ntegers, and T 1s the sampling perlod of the PCM
system shown in Fig 6a.7' - i v
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. . _ Pk‘ 1=0
Plv(t)=v, /v(t-1)=v ] ={ -+ (56)
: -0 #0
then ' . ,
N N N N Vi Y o
¢;(T)= r I wvwv, £ I PP . /" 5™ p(a,B;7) dadB - (57)

=1 j=1 T3 keimer KM Vg Vg Y
If y(t) ié a Gaussian procéss'with mean i, variance 02, autocorrelation

 function ¢y(r) and correlation coefficient 6y(r)=[¢y(r)—u2]/02 then [29,30]

n

=5 M a-y B-uy
py(a,B;T)=[2TTG 1lexp{-[(a-p) 24(8-w)%1/20 }]nEO F— B (OH (505) (58)
B = (DR T 2 2 e o (59a)

We note here the orthogonality property of the Hermite polynomialsan(r),

0 1 _]:.2/2 : n! m=n :
S Jor © Hm(r) Hn(r) dr = { (59b)
-0 . 0 m#n .
N
Substltutlon of (58) into (57) followed by application of (59b) and I Pk =1
i=1
yields _ »
B0 = & 1 ol (0" (60)
n=0 -
where
Nowv, W | Tk 2,2
a.= (1//2q0) Tt .— 1 P .r cexp[-(r-y) /25" 1dr
o i=1 9 k=1 Ve W
< EM/o ~ (6la)
and for n > 1 _
n N vi—cn N
a = [(-1)"/V2m!] ¢ ) § P r (k) (61b)
o ki
: i=1 kel o
I k) = " Ty - ol-o" Ly, )/ (61c)
n ‘ yk w//raol (D yk_l u O'] - :
Py < e 2 (61d)

‘where ch is any constant.

A similar.approaCh gives



38

Ely(t)v(t-1)]

N N @ yj '
'z rv.,P s al/ff p_(a,831)dBlda
1=1 j=1 + 31 ., Y57

'ﬂyg(r)

lays (D] - R O
Equations (61) and (62)'can be used with n(t)=v(t)-y(t),

6y(r)=6y(-r) and ﬁgy(T) =.¢y;(—r) to obtain Q;(T) and ¢yn(T) in

~Fig. 6 as follows.

0,09 = 03() + 0,(9 = 9, 2(2) - 0, 5C)
2 2 2 T 2. n :
= ° [(u/o—ao). + (1-a;) 6y(T) + §=2 2,8y (0] (63)
0 a(®) = o [/ ag=(u/) e -1y 6 (0 . (64)

Let Ru(T)=¢u(T)—[E(u)]2 and Rux(1)=¢ux(r)—E(u)E(x), where u agd X are aqy

stationary random processes. It follows from (6la) and E(y)=p that

oo

2
E R;(T) =g I a2 n

n=1 n6y (D) | o (65a)

R,(0) = o'a;s (0 ) | ~ (65b)
I S S 65¢)
Rn(r) =g [( ~a; v T) niz anéy(r)] i . | (65¢c
RYn(f) = oz(al—l)ay(r) ' ' | (654d)

In the Appendix, alternative exact expressions, which are sometimes
more attractive than the Hermite serieé expansions, are presented, as well
as soﬁe useful approximations and bounds for the correlation functionms. Also
iﬁcluded in the Appéndix-are the results of this Section applied to the
postfiltering problem. It is shown that the effect of crosscorrelation ¢yﬁ<T)
on both fhe optimal reconstruction postfilter and the reconstruction error is
small if the channel is sufficiently good and if the number of levels N in

both Max and optimal quantizers is sufficiently large. In general, the

‘'same conclusion did not apply for small N or for poor channels.
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4,2.2 Pre and Postfiltering in PCM Systens

It follows from the analysis in the previous Section énd Appendix
A that the PCM system in Fig. 7 can be represented as in Fig. 1. Without

loss in generality let E[x(t)]=E[y(t)]=p =0, then from (61), (63) and (64)

0,,(0) = (a)-1)8_(0) | o (e6a)

B,(0) = Plag + (1-ap’[B (I/P] + 3 al[9 (0/P1") ~ (66b)
k=2 '

: n —r N Vi N ‘n;l . An-1, N

a =[(-1) fzm!liil (7? 3-51 Py le [(yj)//P']-cb [yj_i)/fﬁ]} (66¢)

& (r) = dlexp(-r2/2)]/dr" o (664)

‘where'P is given by‘(10) with IK(f)I2 = 1,.¢y(r) = E[y(t)y(t-1)1,

¢n(r)

Eln(t)n(t-1)] and ¢yn(1) =AE[y(t)n(t;T)]. Transition probability
Pij=P(;=vj/v=vi) depends on the encoding and decoding scheme as well as on the
modulator, demodulator and physical channel. From (66a) it follows that
B(f)=a,-1. Therefore B(£)=I1+B(f)=a, and C(£)=1+B(£)+B*(f)=2a -1,

Although @n(f) can be obtained by Fourier transforming Qn(r) in
(66b) calcuiation‘is tedious, particularly when it has tc be performed for

several values of T. Ruchkin [34] and Robertson [35] have shown that .for
1 i=j
P .= o (67)
0 i#j

@n (f) in (16b) is approximately constant for a large class of @y(f) and all

S . .
but very coarse quantizing and very small T. One would expect this conclusion

to hold for any Pij+ in which case @n‘(f)=T'¢n(o) where
' . : s .

t The statement is supported by the results in Appendix A.4 when a Max uniform
or nonuniform quantizer is used and Pij is given by (71a).
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Fig. 7 (a) A PCM system.

(b) Quantizer transfer characteristic.

0%



41

0,0 = E@)
N N yi

.2 2 "
= I I P,. [ (v,=a) p_.(a) p_(a)do (68)
=1 =1 3 Yy 3 Y |

and py(a) is the amplitude. probablity density of y(t). If the quantizer

output levels are optimally spaced [3g] then

y S y
_ e £
v, = [ apy(a)da/ Iy

p. (0)dq (69)
L A i-1 Y - | |

in which case the crosscorrelation between quantization noise and noise resulting

" from channel transmission errors is zero and

. N N v,

N vy 2 2 71
_ i (v,=a)p . (@)doa + £ g P, .(v,-v,)7r

8.0 = z7s i y g1 je1 11

. yi_l Py(a)dﬂ (70) /
i=1 Yy . . :

1

'>The yi's and vj's of thebquanFizer are usually p?oportional to /F,A
in which case Qn-(f) is proportional to P. It follows that ¢ in Chapters 2
and 3 is independint of P while |F|? and [G]_2 are proportional to P. In
fact,;substitution of @n (f)=TP¢;(O)'iﬁt§ (9) wbefe'¢§(O);E(nzgwwhenuP=l, followed
by replééementﬂof P>by f%mIK(f)E(f)IZQX(fjdf and subsequent minimization of €

 with respect to F and G is an alternative way to obtain the optimal F, G and

. € for PCM without use of the power constraint (10).

-~ Example 3:
For the PCM systém in Fig. 7 let d be such that d=log2N takes on

1only integer values, and let
| d-d_,

Py = p_ij(1~p) 1 ' o 'v o (71a)
p = QU/TS/N_E,d)] o aw
L m_z’/z' e
Q) = (1/V2m) S " MCar P 04 1

where di is the Hamming distance between the binary numbers i and j. . -

i
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Equation (7ia) gives Pij which results %hen the quantize? output amplitudes
are natural binary coded and each digit is then transmitted over a white Guassian
channel of bandwidth wc‘using optimum demodulation and binary éntipodal modu—
lated signals whose average power equals S and whose total energy lies in the
freqqency band of the channel.

| Fig. 8 shows e/¢ vs;.S/NoWc for optimal pre and postfilters when
Qx(f).and the modulator, demodulafor, and-chénnel are as iﬁ Example 2 with
..M=l'and fsd=2wc,'in which cabsevPij is giveé by (71). Max [37] nonuﬁiform
quantizers were qsed, witﬁ d chosen fo miniﬁize e/s. The effect of a non-
thimai d on /o ﬁas'not critical.' For gxample, with S/NOWC =>10'and,
Wc/a = 1000, the pptimal d=3 yields e/oc = .00385 for the (0) case, as opposéd :
to 5/05.00490 for the non-optimal valuevof d=6. Aiso.shown is OPTA as gi#en
by (55), énd e/o for the (PR) and.(éo) cases. Fig. 9 shows SNR.as given by
(53). We note here that a further (sligﬁt) improvement in both ¢ and SNR
is possible if the quanﬁizer\is Chosen'tq'minimize E(nz),in (68):t38]; since ..
' Max nonuniform quantizerS'are’éptimal if»and only'if Pij iS’givenvby (67)..
" As in the PAM case, oné S/Nch;vwc ﬁaif>mipimizes e for a given vé1ue of C
in (54). TFig. lOavéhows'this:miniﬁuﬁ g.vs. C/a fﬁr the (Q),gndﬂkPR)'cases ih 
Example 37 For these two curves and forithe curveé invFigs; SLaﬁd'9'thev |

optimal filter bandwidth W= /d.

Examgle 4 v

-If,fsd’i_C, where C is the capaéity'of'the physical channel, then
optimal encoding and decoding makes Pij>as given by (67)f’ Althbugh o?timal
codes are unreaiizable.bécausg of their infinite block-length, they provide a

- bound on the performance obﬁainéble‘using any_eandiﬁg'schemé.' The ¢ and SNR

' : ) s o : ' . d . S,
tFor optimal codes d is constrained to assume values for which 2~ is a positive
integer.’ L ' . « : '
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Normalized error e/o versus S/N W for Example 3. Symbols O,
PR, and PO are defined in the cgpgion of Fig. 4. The number
of bits of quantization d which minimizes e€/0 for the given
values of Wc/a and S/N W is shown on the curves. For the
curves shown the optimglcfilter bandwidth w=wc/d.
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d which minimizes £/o are shown.

Also shown is the OPTA.

for DPCM (Example 5). The
three filtering schemes, 0, PR, and PO, yielé identical ¢/o when o, is
chosen to minimize €. Indicated for comparison purposes are PAM aind
PCM results obtained from Fig. 10a: x-PAM 0 and o-PCM 0, optimal code.
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obtained using optimal codes with de=C equals that which results when an
analog signal x(t) is prefiltered, sampled and quantized, stored digitally.
’in a'memory having no read and write errors at a rate of C bits per second;
and later postfiltered.

Let Pij be given by (67), let fsd=C and let the modulator,Ademodulatdr,
channel and mx(f) be as given in Example 2 with M=1, in which case :
.c=wclog2(l+S/N0WC). Fig. 10a shows ¢/g and the optimal d vs. C/a for_thevfilters
discussed in Section 3.2. Max nonuniform quantizers weredused.

Whenvx(t) is non-Gaussian exactbtheoretical optimization of the system"
in Fig; 7 is impdssible, since the second order amplitude probability density
of y(t) at times t and 7 cannot be calcuiated from F(f) and the statistics of
'k(t). Consequently, ﬂyﬁ(r) and 3N (£) eannot be calculated.exactly and an

. s
* approach using approximations is required.

4,3 Differential Pulse Code Modulation (DPCM)
A DPCM system is shown in Fig. ll 'Input x(t) is prefiltered,
sampled and compared with a linear prediction yk of yk based on 1ts past. The

k

over a digital channel. At the receiver a prediction of yk is_also made based

difference e between Vi and the predicted value yk is quantized and transmitted

on previously received samples and added to the present received sample giving

rk .

- The sequence {r '} is then postfiltered to yield x(t)

If digital transmission is error-free, or 1if the digital.channel
represents a digital memerp having no read-write errors, tnen the reeonstructed
samples‘rk=y#+qk, and the systems in figs. 11la and 11b yield the same ;(t).

The system in Fig. llb can be represented as shown in Fig. 1 provided n(t)=q(t)
‘ is the noise resulting from quantlzatlon of e(t) If one makes the standard

: assumption valid for N > 8, [39_42]»that_the feedbacquuantization'neise is

Asmall in comparison with e(t) then -
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E[eZ] = f:,Il«—H(f)I2 |F(f)|2¢x(f)df

Assuming that the spectrum of the sampled quantization noise is flat,IQn (f) =
) s
‘T¢n(0) where Qn(O) is given by (68) with pe(a) replacing py(a).

If x(t) is Gaussian, then y(t) and e(t) are Gaussian, provided the

feedback quantization noise is neglected. From (66) it follows that @eq(f)=
| 2
-1)% i i = - - *

(al 1) e(f), from whlch one obtalns @yn(f) (al 1)[1-H(£)] ]F(f)l @x(f) where
él is obtained from (66c) with Pij defined by (67) and P = E[ez]. Thus,
B(£)=(a,~1) [1-H(f) ]*.

The input and output of the linear filters H(f) in Fig.. lla are
signals sampled every T seconds. It follows that for any realizable H(f) no

L jopkeT

loss in generality results if H(f) = I e ? 4

o
k=1 © -
integer; if o, =0(k=1,2,...,L) then a PCM system results.- With this H(f) and
k

where L is any positive

x(t) Gaussian the analysis in Chapters-2 and 3 applies with IW(f)|2=1,

‘ L
-§2nkEfT
|R®)| = [1- 1 o7 (72a)
| L S o kET
B(f) = 1+ (a,-D[1 - 5 qf ed Y (72b)
k=1
L
C(f) =1+ 2(a1—l)[l -3 @, cos 2nkET] i (72¢)
k=1 : . .

provided C(f)>0. Functions K, B and C are periodic in 1/T as required in
Chaﬁter 2. We note here that the paragraph which immediately preceeds Example 3

in Section 4.2 also applies here.

Example 5

For the DPCM system described above, let the channel capaéity C=de
-and the modulator, demodulator, channel and @x(f) be as given.in Example 2
with M=1, in which case C=wclog2(1+S/NowC). If the prefilter is an ideal low-

pass filter with cutoff frequency W=fS/d>>a, then”{yk} approaches. a first-order
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- Markov sequence and the linear prediction of Yy which minimizes E[qi] is
obtained by considering the most retent available sample Vi1 [39] Based

on this fact, it is anticipated that using one sample of feedback (L=1) te
"minimize ¢ will be almost as good as using many samples, in which case |K(f)|
B(f), and C(f) are given by (72) with L=1. In order to ensure that C(f)>0,
one must restrict ]all ? 1 and the quantizer characteristic such that a >0.75.

1

Let the quantizer be Max nonuniform [37]; then the restriction al>0.75 is
satisfied for d > 2. Sectiqns 2.3 and 3.1.,2 show that the optimal pre and
postfilter QO contains all frequencies If] < W where W E_fS/Z. Fig. 10b
shows e/0 vs. C/a for the three filtering schemes, 0, PR and PO when d=3,4

and 5. Also shown is the value of o, which minimizes ¢ for the designated

1
C/a for the 0 and PR cases. For the curves shown the optimal filter band-
width is W=fs/2d. The fact that ‘e/c vs. C/a is the same for all three

filtering schemes indicates that whatever redundancy reduction is not done

by the prefilters will be done by H(f), provided a, is optimized. Note

1

that the smaller d the closer is €/c to OPTA. The reason for this behaviour
is that for a fixed C, T decreases as d decreases, with the result that §k
becomes a more accurate prediction of yk and e/o decreases. Curves of g/¢
vs. C/a for d=2 and d=1 are.not shown because the validity of the assumption
that the feedback quantization noise is small in comparison with e(t) becomes
doubtful.

When x(t) in Fig. 11 is non-Gaussian the ebove analysis is not
necessarily applicable, in which case an approach using approximations is
, required for optimization . When the digital channel ie noisy, an approach

to optimization using approximations is also necessary even when x(t) is

Gaussian.
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4.4 System Comparisons

Fig. 10a shows the advantége of optimal encoding relative to that of
PCM natural coding when S/NOWC and WC are such that, for natural coding, ¢
is minimized for a given capacity C. This advaﬁtage is even more pronounced
when S/Nowc and Wc are not chosen to mipimize € for natural coding. For given
filters of bandwidth W the differences (notvshown) in SNR for the two types
of coding are more pronounced than are the differences in e.

The differences in ¢ for PCM and D?CM are evident from Fig. 10b.
It follows from (53) that for any given d and filter pair of bandwidth W the
adﬁéntage in DPCM over PCM with respect to SNR is even more pronounced than
is the advantage with respect to.e. The differen¢e in SNR between PCM and DPCM
appears elsewhere for ideal lbwpass filtérs {40].

Comparison of Fig. 4 wiﬁb Fig. 8 shows that when S/NOWC is small
and Wc is large, PCM tends to yield lower values of € than does.PAM, while
the converse is true when S/NOWc is large and WC is small. Fig. 10a shows
that for all values of C/a shown the best obtainable performance for PAM
is superior to that for PCM for both the 0 and PR cases. Fig. 10b shows the .
‘best PAM to be suﬁerior to optimum DPCM only for C/a s 100.

| Finally,.we note that when x(t) and the channel are as described

in Example 2 with M=1, ¢ obtainable using optimal filters, optimal quantization
and optimal encoding is approximately twice OPTA for PCM and 1.3 times OPTA
for DPCM with d=3. A further (slight) decrease in ¢ for optimal coded PCM and
DPCM is possible if the quantizer outpﬁts are entropyt cpded priqf to being

-optimally channel-encoded [40,41].

t+Entropy coding is the same as Huffman coding or Shannon-Fano coding.
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5. COMPUTER SIMULATION OF PRE AND POSTFILTERING IN PAM, PCM, AND
DPCM SPEECH COMMUNICATION SYSTEMS

5.1 Introduction

The purpose of the following Chapters is to relate the rather
general theoretical study of the previous Chapters to the practical design of
speech commﬁnication’systems. At this time it is not possible to formulate :
a mathematically tragtable evaluation criterion for speech that agrees com-
pletely with the subjective judgments made by hUmén auditors. It is the lack
of such a desirable mathematical criterion that necessitates subjective
measurements before more conclusions regarding the possible benefits of pre
and postfiltering in speech communication systems can be reached.

In the following Chapters, various pre and postfiltering schemes
for PAM, PCM, and DPCM communication systems are simulated and subjectively
evaluated when the input signal is speech. Because of the empirical nature
of the problem, the filtering schemes described in the previous Chapters are
not stfictly adhered to, but aié‘iﬁcorporated into the simulation with
practical modifications.

The filtéring scheﬁes considered are the unweighted (W(f)=1 ¥f in
Fig.'1) weak noise filtering scheme and the optimai prefiiter—constant ampli—
tude postfilter scheme. Weak noise filters are used insteéd of optimal pre
and postfilters since weak noise filters yield virtually the same performance
as optimal filters whenever P/é-[!K(f)]Zin(f)/C(f)] df>>1 (see Section 3.2;1)

‘ s
- and have the practical advantage that the filter transfer characteristics are

essentially dependent only on the relative spectra of the input signal and
- the noise. The optimal prefilter—-constant amplitude bostfilter scheme (éee

Section 3.2.2) is considered since under certain practical assumptions the
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filters are lowpass. As lowpass filters are commonly employed in speech
communication systems, this scheme will serve as a useful comparison for the
weak noise filtering scheme.

In Section 5.2, the assumptions and restrictions imposed in the
investigation are tabulated. Also included is a Table giving the filter
characteristics used in the simulation of the PAM, PCM, and DPCM systems.
Section 5.3 is devoted to a brief explanation of the digitai simulation
facilities. Both hardware and softwére are discussed,

In Chapter 6, the subjectivé testing method is explained and the
subjective results interpreted. Included is a heuristic explanation for
the subjective behaviour of lowpass and weak noise filtefing schemes used
in PAM, PCM, and DPCM communication systems. Finally, a few concluding
remarks are presented, including the feasibility of using a frequency weighted
mean-integral-squared error criterion as an ocbjective measure of speech
» qualify and the possibilities of using weak noise filters for PCM televigion

systems.

5.2 Assumptions and Restrictions

The following assumbtions and restrictions are used in the inves-
tigation: |
1) No intersymbol or interchannel distortion is assumed in the
PAM system shown in Fig. 3.
2) Error-free transmission is assumed in the digital channel of
the PCM and DPCM systems shown in Figs. 7 and 11, respectively.
3) The PCM and DPCM quantizers are assumed to have nonuniform steps
conforming to the pu=100 logarithmic nonlihearity of Smith [45].

Smith has shown that such a quantizer characteristic has the
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practical advantage that when the quantizer input signal is
speech the}signal;té—quantization noise ratio is relatively
insensitive to talker volumes. Logarithmic (u=100) quantizers
with 1,2,...7 bits of quantization are simulated.

4) The quantizer overload voltage is set at 4 times the RMS value
of the quantizer input signal. Published results [46] show that
for a wide class of filters the instantaneous amplitude of |
filtered speech has less than a 1 percent probability of exceeding
4X the RMS value, and subjective tests have confifméd that a 1
percent probability of peak clipping is virtually undeﬁectable
[47]. For DPCM the RMS value is evaluated by neglecting the
quantizer in the feedback loop.

5) Previous—samplé feedback is used in the DPCMAsimulation. There-

e-j2wa|.

fore, from (72a), |K(£f)] = |1 - a The prediction

1

coefficient ay is set to the normalized autocorrelation fupctibn
of the prefiltered speech evaluated at the sampling period T
[39-41].

6) The additive noise in the PAM systems and the quantization noise:

 in the PCM and ﬁPCM systems are assumed to be uncorrelated with

the signal. Hence, B(f) = C(f) = 1. . in addition, the sampled
quantization ﬁoise spectrum @n;(f) = E=_¥®n(f+kfs) is'assumed to
be constant for all ffequency f. S;nce the systems are simulated
on a digital computer and are not operated in real-time, A(f) is
arbitrarily set to unity for all f. 1If real—time operation was
performed, A(f) would be the transfer function of the system

time-delay.

7) The systems tested are assumed to be of sufficiently high quality



8)

9

10)

54

so that the frequency set 2, over which the prefilter and post-

filter transfer functions are non-zero, is given by

1 1
f£if = q + kf_ where qe [- 5 £, 5 £ ] and kel .

2D
|

_ . - (73)
Integer set Iq is defined by (24).
, o

In most cases of interest, Q will be equal to the optimal‘éet
Qo derived in Section 2.3.

On the basis of assumptions 5), 6), and 7), and the résults of
Sections 3.1.3 and 3.2.1, prefilter and postfilter characteris-
tics afe presente& in TableIS.l for PAM, PCM, and DPCM.

From assumption 5), a, is adjusted in the DPCM weak noise filter

1
simulations so

—JZWdef

FREHGIEERGE
'1— © . 9 .
IR ] ¢ (£)df

-00

where IF(f)Iz =V®x(f)/|l—ale_32"fT| is given in Table 5.1.

Bandpass filtering, if required, is échie?ed by concatenating
highpass filters (HPF) and lowpass filters (LfF). The HPTF has
an attenuation of 45 dB or more at 1/1.07 X the 3 dB cut-off
frequency and the LPF has an attenuation of 45 dB or more at
1.07 X the 3 dB cut—off (see Fig. 12). frequency set i;
physically realized by setting the 3 db cut-off freqﬁencies of
the HPF at 1'07fl gnd those of the LPF at fu/1.07, where f2

and fu are the lower and.upper cut-off frequencies of the

frequency bands comprising Q. Such frequency scaling is expected

to render negligible the distortion caused by aliasing.
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A(E)=W(£)=1

A(£)=W(£)=1

A(E)=W(f)=1

PAM PCM DPCM
: 5 o
Unweighted [Fe)|” | By D7e & | /e (6 /178 (£)/|1-0, 732" ET|
Weak Noise G(f) 1/F(£f) 1 1/F () 1/F(£)
Filters Q from (73) with| from (73) with | from (73) with
' v A(f)=W(f)=1 | A(E)=W(H)=1 A(E)=W(f)=1
. 2
Optimal Prefilter-| |F(f)]| 1 1 1
Constant Amplitude| G(f) - 1/F(f) 1/F(£) 1/F(f)
: Postfilter Q from (73) with| from (73) with from (73) with

Table 5.1 Prefilter and Postfilter Characteristics

used in the Computer Simulation

5.3 Digital Computer Simulation‘

Applicatlon of dlgltal simulation to the. subjective study of speech

communicatlon systems has been descrlbed by prev1ous 1nvest1gators [48 -51].

It

was demonstrated.that savings in time and money could be achieved through the

elimination of extensive hardware construction.

Additional beoefits include

ease and flexibility in modifying system parameters, exact reproduction of

data (stored on digital tape), and precise control of the simulated system.

In this Section, hardware and_progremmihg requirements peculiar to this

simulation are discussed.

The key to the simulations considered here is found in the realization

of the pre and postfilters as analog bandpass filters in.series witﬁ digital

filters. .

Some of the advantages.of'using digital filters include very predict-

able stable: performance of arbitrarlly hlgh prec151on and great ease 1n changlng

filter response [52 53]

The equlvalent realizatlons are shown in Fig. 13.
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The passbands occupied by the filters are denoted as set @ and are constrained
such that there is no oVerlapping of passbands when translated by integer =

multiples of the sampling frequency (mo aliasing). If Us(f)=[U(f)]s=Z U(f+kfs),
k=—w
then

Y O=[FOXO 1O MOKD], . (74a)
and X(£)=C(DR_(£)=H(H)G_(E)R_(£) . (74b)

Equivalence relation (745)-follows from the fact that
[F(O)X(E)]_ = [FOHEOXE ] = F () [HEK(H) ] and (74b), from

G(f) = H(f)cs(f).'

5.3.1 Digital Recording and Playback System

A block diagram of the digital recording system psed in the simulation
is shown in Fig. i&a. The analog signal is filtered into passbands which
prevent aliasing for a given sampling rate (see (73) and assumption 10) in
Section 4.2) and then sampled-~and-held for analog-to-digital conversion. The
analogfto—digital converter (ADC) codes each samplé into 10 bits andbtransferé
it to the buffer and control unit (BCU). Noise introduced by the conversion
pfocess ié ignored since its level is sufficiently low to be masked out by
the noise introduced in the simulations.

The buffer consists of two blocks,.each'capaﬁle of storing 508
ten-bit characters. The blocks are utilized in a double-buffered manner so
that dafa is being written out of oné block onto tape while at ;hé same time‘
data is being read into the other block from the ADC. The sequence of operations
is that when a biock becoﬁes full, the tape transport is started and writiné
commences. After the block is written the tape transport is stopped to await

filling of the other block. The procedure is repeated until an end-of-file

- (EOF) pulse is encountered on the BCU.
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Fig. 14 Block diagram.
(a) Digital Recording System.
(b) Digital Playback Systen.
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The tape synchronizer furnishes timing and control pulses tb insure
that tlie data are written on digital tape ih&;roper format. Since the CD 601
is a 7 track tape drive, the five most significant bits of each sample are
written in one tape byte and the remaining five least significant bits in the
following byte. The sixth tape track is -used to identify the most or least
significant byte and the seventh track ié reserved for a parity check bit.
The tape speéd and density are set at 37.5 inches/second and 556 bytes/inch,
respectively. o - : S

Due to the felatively long ﬁemory cycle time of the CD 8092 (approx-
imately 4 ysec), the maximum sampling rate is approximately 6500 samples per
second. Speech experiments [41,42] have shown that such a limit imposes a
constraint 6n the quality éf speech that can be analyzed. Since a maximum
sampling rate of 12 kHz is required for the simulation, the analog signal was
recorded on the Scully 280 at 15 inches/second and played back at 7.5 inches/
~ second when a sampling rate of greater than 6.5 kHz is required. This
_ effectively doubles the actual sampling rate. To compensate mismatching of
record and playback equalizers fesulting from the difference in record and
élayback tape speeds, én external equalizer is used to smoﬁth out the tape
recorder frequency response. \

' The external timing and control unit (ETCU) starts and stops the
analog tape recorder, supplies cdmmand pulses to. the sample-and—hold (SH) and
ADC, and EOF pulses to the BCU. Timing is under contfol of a Wavetek Model
111 signal generator whose frequency is adjusted to the desired-sampling rate.
Prior to digital recording, the analog tape is positionedAso that the playback
head on the tape recorder coiﬁcidé with a visual mark on the tape. The mark

is placed far enough ahead of the pre-recorded analog signal to allow the tape

recorder to come up to full speed before the signal passes over the playback



head. Once the analog tape is positioned, the tape recorder is started
manuélly by operating a push button on the ETCU. Digital recording is
deiayed until the analog tape recorder reaches full speed. At the end of
the delay, command pulses are automatically supplied to the SH and ADC to

trigger analog-to-digital conversion. After a predetermined span of time

corresponding to the length of the analog sample, an EOF pulse is automatically

supplied to the BCU to terminate digital recording and,a‘pulse applied to
the analog tape recorder to stop playback;v co

Analog reconstruction of the digital saﬁples is accomplished by
the digital playback system shown in Fié. 14b.‘_The filter passbands are the
same as those used during digital recofding. The ratio of sampling period
to sampling interval is constrained to be greater than 10 in order to
abproximate the charaéteristics of impulse sampling. If the desired sampling
rate exceeds 6.5 kHz, the actual sampling rate is set at one-half this value
and the- analog signal recorded at 7.5 inches/second and played back at 15
inches/second. The external.equalizer is supplied to compensate mismatching
of the tape recorder!s internal record and playbaék equalizers.

Prior to digital playback, the 7 track digital tépe is blocked into
physical records conéistingrofJ508ddata §amples‘and and EOF mark written to
signify the end of the file. The blocks are separated by an interrecord
gap of 0.75 inches to allow stopping and starting of the tape transport. The
sequence of operation is initiated by loading the BCU with the first two data
blocks read from digi;al tape. The analog tape recorder is then started
manually by depressiﬁg a push button on the ETCU. After a‘sufficient time
delay to allow the tape recorder to.reach full speed, command pulses are
supplied at the sampling rate to the BCU, digital~to-analog.converter (DAC);

- and samplef to trigger the conversion of digital samples from the buffer into
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analog samples. Each time a buffer block is emptied, the tape transport is
started and another data block is read from tape. When an EOF mark is en-
countered on tape, the entire buffer is emptied and an EOF pulse sent to the

ETCU. The ETCU then stops the analog tape recorder.

5.3.2 Simulation Program

The PAM, PCM, and DPCM communication systems are simulated on a
IBM System/360 Model 67 data processing system. Since the binary tape

produced by the digital recording system is written in format which cannot
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-be accessed directly by FORTRAN input/output statements, a preliminary conversion

stage is required. A FORTRAN-callable subroutine in assembly language reads
the 7 track tape and returns to the calling program a fixed-point number
representing the decimal equivalent of the binary number that was written
onfo digital tape. The calling program blocks the data into physical records
" each containing 768 data samples, and writes the data éntq 9 track tape using
an unformatted WRITE statement. The 9 track tape is then used as the input
tape for the simulation program written entirely in FORTRAN IV,
The communication systems simulated on the IBM/360 are shown in

Fig. 15. Noise dataipreviousiy recorded onto‘digital tape from a Grason-
Stradler Model 4550 noise generator connected to a lowpass filter with
cut-off frequency set at half the sampling rate is used to form the noise
sequence {nk} in the PAM system of Fig. 15a. Multiplying the sequence by a
scale_factor gives the desirgd channel signal-to-noise ratio, S/Nowc’ at the
ppstfilter input. . Signal power S is the prefilter output power and Nowc is
the noiéé power.v The lbgarithmic quaptizers and linear predigtor used in

the PCM and DPCM simulatidns shown in Figs. 15b and c are designed in

accordance with assumptions 3) to 5) of Section 5.2. .Mapping of the quantizer
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input samples into the 2d possible output levels»is performed by a d-step
successive approximation procedure.

Extensive literature has been published on the design of digital
filters [53-57]. Invthis thesis, the method proposed by Helms [57] is followed
for designing the digital pre and postfilters shown in-Fig. 15. 1In the

‘method, convoiution of the desired frequency response with the Dolph-Chebyshev
function is used to acﬁievé nonrécursive (transversal)_digital filters with
the following desirable properties: |

1) The desifed ffeqﬁency reéponse can be specified numeriéally, :
graphically, or analytically;

2) The method allows nonrecursive»filters to be‘designed to a
specific resolution, defined as the bandwidth of the transitions
between discontinuities in the desired frequency response, and
fo a specific ripple, defined as the maximum deviation from
the desired frequency -response for frequencies outside the

" transition regioms.

3)_The method tends to produce relatively good resolution for a
given ripple and for a giveﬁ number of coefficients ﬁsed in
‘specifying the impulse response on the nanecursive filter.

4) The nonrecursivé filter is easily implemented by using the fast
convolution applicatioh of the fast Fourier transform [53,57-59].

The above method is applied to the’design‘of nonrecursive filters
which_simulate the pre and postfilters specified in Table 5.1. Exception to
;he‘Table is made by modifying the frequency set 2 so for any band containe&
in &, tﬁe lower and upper cut-off frgquencies, fl and‘fu, arg scaled to 1.07f£
and fu/1'07’ respectively. The scaled values correspond to the 3 dB cut-off

frequencies used in the analog bandpass filters during digital recording (see

assumption. (10). in Section 5.2). Specifications used in the design wére ripple
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equalitO'O.l percent and number of coefficients equal to 256. This resulted
.in a resolution of (1.46/256jf316g10(Q/.OOl) where fS is the sampling rate
and Q is the number of discontinuities in the desired frequency response.
Implementation of the nonrecursive filters so designed is by the select-
saving method of fast convolution [57,58].

Extensive literature on power spectra estimatién has also been pub-
lished [60-62]. The method used here for the estimation of power spectra
follows closely that proposedAby Welch [62]. The_method involves sectioning
the time series, takiﬁg modified periodograms of these secpiohs,'and averaging
these modified periodograms. Dolph-Chebyshev window coefficients [57] and
‘non-overlapping segments consisting of 256 samples each are used in the cal-
culation of the modified periodograms. The autocorrelation function is
estimated by computing the inverse Fourier transform of the power spectrum.

Computation of discrete Fourier transforms (DFT's) and inverse
DFTfs (IDFT's) in the above design, implementation, and estimation methods
is performed using Cooley's FORTRAN IV subroutine [63] based on the fasf
Fourier transform (FFT) algorithm [59,61,64]. " The FFT allows éomﬁutationally
efficiept design and implementation of nénrecursive digital pre and postfilters,
and provides computationallylefficient estimation of power spectra and auto-

correlation functions.

Y
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6. SUBJECTIVE EVALUATION OF PRE AND POSTFILTERS IN PAM, PCM, AND

DPCM SPEECH COMMUNICATION SYSTEMS

6.1 Introduction

During the design, develoﬁment, and teSting éf speech communication

systems, there is a need for evaluation énd for an optimization criterioﬁ.

In the past, intelligibility has.been utilized as the main criterion for

the subjective evaluatién of‘speech commuﬁication.systems. However, sin;e

the intelligibility of speech output signals froﬁ modern communication systems
is élose to 100 percent, inteiligibility alone as a measure of speech quality
cannot suffice as a design criterion.

The concépt of speech quality encompasses the total auditory impression
of speech on a listener and not just its intelligibility aspect. Sﬁeech quality
includes additional factors sﬁch as loudness, naturalness, élarity, speaker
identifiability, timbre and rhythmic character, amplitude or time diétortions,
and many others. 1In gené;al, quantitative evaluation pf all these factors
.mayvbe difficult or impossible. However, if certain assumptions on the
psychological dimensions which characterize speech quality are made, speéch
quaiity can be described on the unidimensional scale, preference [65].
Preference as a parameter of speech quality is the attitude of a listener
towards a speech signal when he compares it with a second speech signal and
is, therefore, a relative measure of quality. bThe aspect of prefereﬁce becomes
dominant with respect to over—all speéch quality when the following conditions
are fuifilled, which is often true in many practical cases:

’a) The intelligibility of speech is high.

b) The level of the speech signals is presented at optimum loudness,

which is defined as' the speech level at which a listener prefers



to hear speech.
c) The recognizability of‘the speaker is of minor interest to the
listener.
A method ofbsubjective preference testing is described in Section 6.2
and the results of the subjective evaluation ﬁsing the method is discussed

in Sections 6.3 and 6.4.

6.2 Subjective Test Method

- The subjective test.method ﬁtilized in fhis study is similar to the
isopreference method proposed by numerous investigators [65—68].v In tﬁe
-method, préference is evaluated by a forced pair-comparison test, and the
results shown as isopreference (eqﬁal prefefence) contours on a sampling
rate versus channel signal-~to-noise ratio, or number‘of'quantiéation bits,
diagram. The quality rating assigned to each isopreféréncé;qonﬁoqrxis the
' signal-to-noise ratio of a degraded speech signal thch is subjectively

equivalent to the reference signal associated with the isopreference contour

[69]. An alternative quality scale obtained by the subjective estimate method

[70] is also presented.

6;2.1 Speech Material, Equipment, Listeners, and Further Details

.on System Simulation

Thé speech material used throughout the study consists of the two
sehtences, "Joe took father's shoe bench out. She was waiting at my lawn".
These sentences contain most of the phonemes found in English and have a
power spectrum typical of conversational speech [71]. The sentences, spoken
by a 31 year old male university professor with a Western Canadian accent,

were recorded on a single—~track Scully 280 tape recorder at 15 ips using an
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AKG D-200E low impedance, cardioid microphone. .The‘recording was performed
in an Industrial Acoustics Company Model 1205-A quiet room. Additional
speech material was not considered due to the prohibited amount of data
processing involved. |

Statistics on the spoken sentences were obtained using the digital
simulation facilities described in Section 5.3. The effective bandwidth of
the digitized.spoken sentences was limited to 6 kHz. This was_accomplisﬁed
by reducing the Scully tape recorder to 7.5 ips, lowfass_filtering'at 3 kHz,
and sampling at 6 kHz. Fig. 16a showé the amplitude probability density of the
speech samples normalized relative to their RMS value. Also shown for
~comparison are the Laplacian distribution [45] and the Gamma distribution [72],
which are often used as speech modéls. In Fig. 16b, the relative power
spectrum of the digitized speech is presented. The metbod used for the power
spectrum estimation has been described in Section 5.3.2. Also shown for
" comparison purposes is a relative speech speétrum‘from Benson and Hirsh [71].
Their spectrum fepresents the long—timé average spectra of 90-second sampies
'of'technical‘and news material for five male speakers. Although the sentences
used in this study represent only approximately 5 seconds of speech in real-
time, Fig. 16 shows there is close enough agreement with published results to
provide a representative sample which is typical of conversational speech.

Speech samples for the liétening tests were obtained by:

a) digitally recording the analog recorder sentences (see Fig. l4a)

b) digitally simulating PCM, PCM, or DfCM communication systems

fsee Fig. 15), and
¢) analog recording the processed sentences‘(see Fig. 14b).
Since the original speech signal is approkimately lowpass with

power density spectrum shown in Fig. 16b, the passband for the pre and post-
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filters given in Table 5.1 is'Q;{f:If[<%fs}5 Qhere'fS is the sampling fre-
quency. (See Section 3.1.2 for definition of lowpass signal:) For such a
frequency set @, the analog filters used in the digital recordiﬁg ahd playback
systems are lowpass with passband less then half the sampling rate (see Fig.
13). Furthermore, the digital filters used in the optimal prefilter-cénstant
amplitude postfilter scheme are lowpass digital filters. -

In step c), loudness was controlled by monitoring the .record amplifief
output of the Scully analog tape recorder, and adjusting the record level sd
the recorded speech samples séunded equally loud. It was shown’thaf close
agréement exists between‘the listeners' and the experimente&'s judgment of
equal loudness. Analog tapes for the listening tests were made by splicing
the speech samples into the desired format.

All listéﬁing tests were conducted in a quiet room'uéing Sharpe
HA-10-MK II stereo headphones. External volume controls were-pfovided with
each headphone. . Prior to each listening session, avpair of speech samples
was played in order to allow the listeners to adjust their volume controls. "During
the courée of the listening séssion the listeneré were not allowed to readjust
“their loudness levelsf The lisfenets were 17 male graduéte stﬁdents and
staff meﬁberS‘whose ages raﬂged from 21 to»éi years. Thevﬁean age was
slightly over 25 years, and:ail exéept one listener wés uﬁder 28 years. Only‘
16 of the 17 listeners were used on any.one listening test. All listemners
‘showed no hearing abnormalities and all had liftle 6f-no previous éxper}ence

“1in listening tests.

6.2.2 Determination of Isopreference Contours

Isopreference contours connecting points of equal subjective quality

‘on a sampling rate versus channel signal—to—ﬁoisé‘ratiO‘plahé are presented
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“in Fig. 17 for PAM systems. Contours shown in Fig. 17a are for lowpass pre
and postfiltersA(LPF) and Fig. 17b are for weak noise pre and postfilters.
(WNF). Similar isopreference contours on sampling rate versus number of
quantization bits planes are presented in Figs. 18 and 19 for PCM and DPCM
systems, respectively. Also shown are curves of constant channel capacity.

The isopreference contours were obtained from pair—eomparison tests.
For each of the 6 planes shown in Figs. 17, 18, and 19, a random sequeﬂee
of approximately 96 pairs of speech samples were heerd by each listener.
Three listening sessions witﬁ 4 test runs per sessions were conducted duriﬁg
the course of a week.

A test run consisted of 48 paired comﬁarisons and lasted about 15
minutes. After each test rumn, a rest perioe of approximately 5 minutes
followed. No systematic variation of test resulfs was detected due to
listener fatigue in sessions of this duration. Prior to each listening

session, the listeners.read the following instructions.

In this listening test you will hear pairs of speech signals. Each
pair is separated by a 5 second silent interval. After listening to
a pair, indicate in the appropriate column which speech signal of
the pair yeu would p?efer to hear. If both speech-signals sound

. equally good, make an arbitrary choice. The first speech signal
of each pair is designated as "A'", and the second, as "B". The
speech material used throughout the tests consists of the two
sentences, '"Joe took father's shoe bench out.' She was waiting at

my lawn".
Approximately 5 seconds were required to hear each speech signal and a 1

0

second interval separated each speech signal in the pair.

As an example of how the points in Figs. 17, 18, and 19 were ob-
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tained, consider points A and B in Fig. 175. PAﬁ LPF speech samples havihg
fs and S/NOWc values of point A were paired withvfour different PAM LPF samples
.»having a S/NOWC of 24 dB, but different va;ueé of fs' The ordinate of Fig.:
20a shows the percentage of listeners who preferred A to the sample for which
fs was as defined by the abscissa. The range in fs was chosen large enough
so that the preference judgments would vary from O to 100 percént. From the
psychometric curve drawn through the experimental points, the 50 percent point
(2.76) was obtained. The éorresponding abscissa value in Fig. 20a defines
point B in Fig. 17a. |

All other.points hear the isopreference contour passing through
reference point A were obtained by comparing speech samples corresponding to
point A with other samples. The e#pected shape of the isopreference contour
determined whether fS or S/NOWC was .constant for fhe samples being compafed
with those of point A. Other isopreference contours in Fig. l7a were obtained
" by an identical procedure, although a different reference point was used for
each‘contour. The reference points. are drawn solid in Fig. 17a. When it
was_expected that fs was the main determinant of speech quality, S/NOWc was
held constant and fS variea, as in Fig; 20a.. Thus, S/Nowc was held constant
in the lower Fight regioﬁ of each fS—S/NOWC plane in Fig. 17, while fs was
held constant in the upper left region. Similarly, isopreference contours on
fsfd planes were obtained in Figs. 18 and 19 for PCM and DPCM systems.

In plotting all psychometric curves, it was found that normal
distribution curves fitted all data points. For this reasbn, the proportion
p_i of the listeners preferring the speech sampie corresponding to the feference
point was converted to unif normal-dgviates Yo and a.weighted least squares
technique was used»to fit a straight line to the data points.‘ All 19 values

of 0.00 and 1.00 were changed to 0.01 and 0.99, respectively, before conversion
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to vy The weight w, attached to each deviate y; was given by

2

= AT -
w, = Ne 1/2"piv(l.pi)

where Ni is the number of judgmenfs on which,yi-is based. In our cése Ni=l6
. for all i. The weight W, which is proportional to the Muller-Urban weight,
equals the reciprocal of the variance associated with §1[73,74]. Fig. 20b
shows the psychometric curve in Fig. ZOé ploﬁted in . unit normal deviates. An
indication of the goodness of fit of the straight line y=ax+b (y being tﬁe
unit normal deviate and x being either fs, S/Néwc, or d) to the data points
was obtained by calculating Y2=<(a—él)2>/02(a), where Oz(a) is the statistical
deviation expected in a, and %(a—a1)2> is the mean.squared error between the
true coefficient a; and the fitted coefficient a[75]f. A value of vy signifi-
éantlyllarger than unity implieé that the function used in the least squares
fit is incorrect++. For the psychomefric curve in Fig. 20b, y=0.12. For all
psychometric curves used to obtain the isopreference points shown in Figs.
17, 18, and 19, y<1.96.

The slope of the line in Fig. 20b equals 1/o0, where ¢ is the standard
deviation of the nofmal distribution curve fitted to the points. The standard

deviation o, of the isoprefe;ence point is given by Culler's formula [73]

I

N 1/2
o = al( § wipi)
i=1

where N is the number of points fitted. The plus and minus standard deviation

associated with each isopreference point is indicated in Fig. 17, 18, and 19.

~|-Alt:ernatively, Y2=<(b—bl)2>/02(b), where bl is the true coefficient.

++If a (b) is normally distributed with mean ay (bl) and variance cz(a)
(c2(b)), then Y2 has a chi-squared distribution with one degree of freedom
[76]. For a 95 percent confidence limit, the critical value of x2 is x%=3.84,
and the critical value of v is Yc=xc=l'96'
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The isopreference curves, which are based on visual fits to the data points,
were drawn close to points of small variance and were constrained to have the

same general shape as the neighboring curves.

6.2.3 Scaling Isopreference Contours

It has been implied in tﬁe previous sub-Section that.transitivity
exists along an isopreference contour. That is, ali speech communication
systems defined by points‘on an isopreference contour wiil be equal in ére—
ference when compared directly with each other. .Furthermore, if transitivity
is assumed among planes defined by Figé. 17, 18, and 19, then scale values

-could be assigned to the isopreference édntours that would identify and rank
order them [66].

‘One method of selecting a set of numbers for a preference scale is
to use»an_easily measurable physical characteristic of a family of continuously
degfadable standard reference signals. In this sﬁudy, a family of reference
signals which is easily generated by digital means and has a uniquely defined

signal-to-noise (S/N) ratio is utilized. Such aifamily is defined by [69]

2)—1/2

r (t) = Q)2 [s(e) + an(e)]

where n(tk)=e(tk)-s(tk) is a noise process derived by multipling signal samples
s(tk) by a zero mean discrete stochastic process e(tk)= +1, which is uncorrelated

-

with signal s(tk) and whose samples form a sequenée of uncorrelated random
variables. Parameter o determines the S/N ratio of rdktk),.that is, S/N=&—25
The scaling task is to determine in pair-comparison testé which of a one-
parametef family of reference signals ra(tk) with different S/N ratios is

equivalent in preference to the test speech signal. The S/N ratio of the

isopreference reference signal is then attributed to the test signal as its
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subjective signal-to-noise ratio (S/N)subj.

In the subjective evaluation, signal samples's(tk) are obtained by

digitally recording '"Joe....lawn".

Lowpass filtering with an effective band-
widfh bf 4 kHz and sampling at an effecfive rate:of 8 kHz were used. This is
approximately the rate used in the Bell System voice frequency PCM system,

‘Tl Carrier System [77]. Simulation of reference signals ra(tkj with d so
varied that S/N= -9, -6, -3, 0, 3,...33 dB is performed in the IBM 360/67
computer using a pseudo—raﬁdom number generator [78] to generate discrete
samples e(tk). Speech samples for pair—comparison tests are obtained using
the "digital playback system deéscribed previously.

In the listening tests, speechvsamples représenting the simulated
communication systems to be scaled are paired with the reference signals to
form a random sequence. The listeners, test ihstructions, and psychometric
method are identical to those used previously in Section 6.2.2. Two weeks
separated these tests from the listening tests for determining isqpreference
_ contours. Two listening sessions were conducted during the course of a week.
In the first session, 3 test runs consisting of 60 paired comparisons each
were presented. In the second sessioﬂ, another 3 tests rums consisting of
60 paired comparisons were pfesented, along with an eitra test run. This
fourth run consisted of 48 pairs and was conducted to obtain an alternative
quality scaie. Further details are presented in the latter paft of the Section.

The (S/N)Subj and standard deviation of variqus points are indi—
cated in Figs. 17, 18, and 19 in units of dB. Since transitivity is assumed,

each isopreference contour is assigned the (S/N)S " value equal to the

ubj

value of its reference point (the point drawn solid). Points designated by

an "X" were used as a simple check on transitivity. The deviation in (S/N)Subj

values between the "X" point and the adjacent isopreference contours can be
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used as a measure to which the tranmsitivity criterion is met. Taking into

account the standard deviation associated with the (S/N)Su values, the

b
results show approximately the correct rank ordering.

An alternative procedure, which is based on the subjective estimate
method [70] and similar in principle to the category-judgment method [68,70]
commonly used in the over-all rating of telephone systems, is éreseﬁted fof
obtaining a quality scale. The procedure is divided into two phases, familiar-
ization and evaluation. Iﬁ the familiarization phase, a point of reference
for listeners' responses is establishéd by pfesenting a pair of reference
signals which are representative of the extreme points on the quality scale.
This is commonly known as "anchoring'. Avsubjective scale'value of 0 is
assigned to speech samples which-afe just unintelligible and a value of 10
is assigned to 6 kHz lowpass speech samples. Sinée theAevaluation test was
the fourth test run in the final listening session for determining subjective
"S/N ratios, it was not deemed necessary to ofienf the listeners to the‘range
of qualities to be encountered in the evaluation phase. Prior to the evaluation'
test the listeners heard a sample representative of the upper anchor point,
6 kHz lowpassed speech, and was told tﬁe samples heard in the first 3 test ruﬁs
were representative of the spéech samples to be evaluated. In an effort to
provide a lower anchor; it was suggestea to thé listeners that some of the
samples heard in the previous test runs could quite possibly be assigned O
scale values. fhe experimenter was referring specifidally to the standard
tefereﬁce signals having S/N ratios of -9 and -6 dB.

In the evaluation phase, the test samples to be scaled were paired
with thé'6 kHz lowpass reference samples and presented to the 1istenérs.in

a random sequence. Each test sample was evaluated twice by the 16 listeners;

once when the pair consists of test sample followed by reference sample, and



81

once when the pair order is reversed. Reference samples were interspersed
so as to refresh the listeners of the standard of_referente. Prior to the

evaluation test, the listeners read the following instructions.

In this listening test you will hear pairs of speech signals, Each
pair is separated by a 5 seqohd silent interval. If a speech signal
which is JUST UNINTELLIGIBLE has a scale value of 0, and one of the
speech signal of the pair ("A" or "B") has a scale value of 10, how
would you rate the other speech sighal of the pair on an equél half-
interval scale, that is, 0,0,5,1.0,...,9.5,10? The speech signal.
which has a scale value of 10 is indicated By the number "10" in
column "A" or "B", depending on whether the first or the.sécond speechb
signal of the pair has the scale value of 10. Indicate your scale
‘value in the appropriate blank space provided. The speech material
ﬁsed throughout the fest consists of the two sentences,

"Joe took father's shoe bench out. She was waiting at my lawn'.

The scale values Sc of each test sample was obtained by averaging
the 32 ratings‘of the 16 listeners. The standard deviation was also computed.
The scale value and standard deviation of thé reference points associated with
each isopreference contour are shown in Figs. 17, 18, and 19. These values
are enclosed in brackets to distinguigh{;hem from their corresponding (S/N)S‘;bj

values.

6.3 Further Results and Discussion of Subjective Evaluation

Inspection of each of the planes defined in Figs. 17, 18, and 19
shows that points on the isopreference contours which are representative of
the communication systems requiring the least channel capacity for a given

speech quality lie approximately along a étraight line. Lines of minimum
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channel capacity:are fitted to these poihts by visual eiamina;ion.

In Fig. 21, sﬁbjective fatings for the fAM LPF and WNF, PCM LPF and
WNF, and DPCM LPF and WNF isopreference contours shown in Figs. 17, 18, and
19, respectively, are plotted versus their associated minimum channel capacity,
defined as the point of interéeétion of the locus of minimum channel capacity
with the isopreference contour. Subjective scale (S/N)Subj is used in Fig.
~ 2la, and Sc is used in Fig. 21b. Some of the data points have been slightly
displaced horizontally in order to represent the plus and minus standard
deviation of the point. Théir actual absciséa values are designafed by "X"'s
on the curves fitted to the poin;s. If there is only one "X" in a cluster
of data points, then all points have a common‘abscissa value. One curve
is drawn through the PAM LPF and PAM WNF points since the points are not
sufficiently separablg in view of their overlapping standard deviations.
Similarly, only one curve is fitted to the PCM LPF, PCM WNF, DPCM LPF, and
DPCM WNF points. In Fig. 2la, the points were fitted by straight lines, whereas
in Fig. 21b, the points were approximated by normal distribution curves. In
relation to the range of subjective scale values spanned by the points in
Figi 21, note the apéreciably larger sfandard deviations associated with ;he
points in Fig. 21b when compa?ed with those of Fig. 2la. This is to be
expected since the subjective estimate method is Vefy strongly influenced by
the variety and variability of the listeners. Furthermore, comparison of
the PAM curve and the PCM-DPCM curve shows that over the quality range tested,
PAM communication systems operating with fs and s/NOWc values defined byf;he
loci of minimum channel capacity in Fig. 17 achieve a given speech quality
at a capacity which is less than that achieved by PCM and DPCM systems operat-— .
ing withvfS and d values defined by the 1oci_of minimum channel capacity in

Figs. 18 and 19.
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Thelrelation between (S/N)Subj and Sc is given in Fig. 22. This
was obtained by plofting (S/N)Suijversus Sc for each reference point (points
drawn solid) shown in Figs. 17, 18, and 19. As eﬁpected by eliminating the
common axis; channel capacity, in Figs. 2la and 21b, the normal distribution
curve also fits the points.

For purposes of comparison, the isopreference contours showﬁ-in Figs.
17a and 17b are redrawn in Fig. 23a, and those in Figs. 18a, 18b, 1%a, and 19b
are redrawn in Fig. 23b; Thg (S/N)Subj aﬁd Sc values attached to fhe isQ-
preference éontours are obtgined from Fig. 21 and represent values which were
derived By smoothing the original ratings of.the isopreferénce contours of
Figs. 17, 18, and 19. These values are given by the ordinates of the "X
pointé in Fig. 21. Also redrawn are the curves of constant channel capacity
and the lines of ﬁinimum channel.capacity.

‘A1l isopreference contours in Fig. 23 display the same general
" behaviour. As S/NOWc (d) increases along a line of constant fs’ a région is
reached in which continuéd*increase in S/NOWc (d) does not‘yield‘any significant
improvement in quality. In this region, qﬁality is limited by speech'band-
width. Similarly, as fS is increased along a line of consfant S/NOWC (d),

a region is reached in which further increase in fS results in little im-
provemenf in speech quality. In this region, transmission (quantization)
noise limits quality.

..Comparison bf LPF énd WNF isopreference contours shows that only

in the noise-limited region does weak noise filters have any effect on subjec-
tive ﬁerformance._ An explanation follows. For a given fs weak noisé filters
and lowpass filters have identical passbands; so when speech bandwidth is

the main factor‘limiting.quality, LPF and WNF iéopreference contoufé converge.

+

In the filter passband, however, weak noise filters have frequency character-
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istiecs which are "best" suited to minimize noise. Hence, when inband noise is
the main factor limiting speech‘Quality, weak noise filters may improve the
subjective preformance of the communication system. The improvement, if any,
is shown in the upward réll—off sections of the isopreférence contours. The
roll-off in WNF contours is less steep in comparison to LPF contours.

The subjective performance of PAM communication systems is shown
in Fig. 23a. Over the range of fS and S/NOWc considered, the improvement in
speech quality afforded by the use of weak noise pre and postfilters is
negligible in comparison to the performance achieved by lowpass filters. This
can be seen by comparing the isopreference contours of the two filtering
schemes. Note that the high quality PAM LPF:and PAM WNF contours are identical
in shape and rating, whereas, only a slight discrepancy exists between low
quality PAM LPF and PAM WNF contours.

In Fig. 23b, the subjective performance of PCM and DPCM systems
is shown; In the region below and to the right of the locus of minimum channel
capacity, PCM LPF, PCM WNF, DPCM LPF, and DPCM WNF isopreference contours are
identical both in form and sﬁbjective rating. In this region where speech
b;ndwidth limits quality, speech duality is essentially independent of the
type of communication system‘(PCM or DPCM) and of the choice of filtering
scheme (LPF or WNF), but only essentially dependenﬁ on- the system bandwidth.
This follows from the fact that fhe differential aspect of DPCM and the
spectral-shaping of WNF only affect the inband distortion and not the out-of-
band distortion wﬁich arises from bandlimiting. Furthermore, if PCM and DPCM
.systems are operated along the locus of mihimum channel capacity, then the
channel capacity required by each system to achieve a given speech quality is
identical for PCM LPF, PCM wNF, DPCM LPF, and DPCM WNF systems (also see Fig.

21). The DPCM LPF and DPCM WNF contours are also identical in form and subjec-

-~
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tive rating. Weak noise filters, on the.otherhand, can improve the subjectivé
performance of PCM systems in the region which is above and to the left of

thé line of minimﬁm channel capacity. Comparison of PCM LPF and PCM WNF
contours shows that in this region weak noise filters may reduce by almost
;ong bit the number of quantization bits required to achieve a given speech
quality. This bit reduction with respect to PCM LPF systems, however, is

less than that achieved by DPCM systems.

In retrospect, a heuristic explanation for the relative subjecfive
behaviour. of WNF systems with respect to LPF systems can be postulated from
the objective results of Chapter 4. Let the speech signal, defined by the
statistics given in Fig. 16, be approximated by a stationary Gaussian signal

with first-order Butterworth spectrum

| @X(f) = ca/[n(f2 + az)] ' - ' (74)

where 4 = 600 Hz. If the inéut speech signal to the LPF and WNF systems
simulated in Chapter 5 is assumed to have these statistical properties,‘then
the objective results for the PR (optimal prefilter-constant amplitude post-
filter) and thé 0 (oﬁtimal pre and postfilters) systems discussed in Chapter.
) 4 are indicative of the objective performance that could be achieved by LPF
and WNF speech communication systems.

Fig. 5 shbws the inband signal—to—noise.ratio_(SNR) defined by
equation (53) for PAM PR and PAM 0 systems; The objéctive advantage gained
by using optimal pre and postfilters can be éxpressed in terms of the signal-
to-noise improvement fac;or SNRIF, which is simply the ratio of SNR achieved
using 0 filters over the SNR achieved using PR filters. Note.ffom Fig. 5 that
SNRIF is an increasing function of WC/a. The maximum Wc/a coﬁsidered in the

subjective investigation of PAM is W /a] = f 1 /2a=12000/(2 . 600) = 10.
¢’ “"max s ‘max ’
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Fig. 5 shows that for Wc/a§}0, the SNRIF.S 1.6, Since such a relatively

small imprévement in SNR can bg‘achieved by WNF systems, only siight subjective-
differences are expected between PAM LPF gnd PAM WNF systems. Examination

of the isopreference contours showﬁ in Fig. 23a suggests that such is the

case.

In Fig. 9, the SNR for PCM systems are presented. Although digital
channel errors are taken into consideration in the analysis, system performance
approaches the error-free case when S/Nowc becomes large and exceeds tﬁe
threshold point on the SNR curve. Fig. 9 shows that for error-free transmission,
the differeﬁce in inband signal—to—noise rétio SNR between the PR and 0 curves
is small when WC/aElO. However, if the Wc/a of the PCM system is increased to
100, the SNRIF < 3. The exact value is dependent on the number of quantiza—
tion bits d used in the PCM system. For the systems simulated here, values of
Wc/a=de/2a ranging up to 70 is used. Interpolating the results shown in
Fig. 9,'values of SNRIF up to approximately 2 would apply in the simulation.
Based on these objective results, subjective performances of PCM LPF and
PCM WNF are expected to be moderately different. Fig. 23b shows the PCM LPF
and PCM WNF isopreference contours. Note the moderately large deviation
between the LPF and WNF conéours in the upper left region of the fs—d plane.

Iﬁ Fig. lOb, e/c is shown for DPCM. The over-all distortion /o,
due to inband noise and filtering error, for both PR and 0 systems are the
sameAwhich indicates that whatever redundancy reduction is not done by the -
prefilter will be done by the differential aspect of the DPCM system. Hence,
the subjeétive perfbrmance for DPCM LPF system is expected to be the same as
for the DPCM WNF system. Fig. 23b shows that such is tﬁe casg.v

Since digital cdmputer simulations of PAM and suppressed-carrier,

amplitudé modulation (AM/SC) systems are identical, the subjective results
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for PAM can also apply to AM/SC. Sampling rate fs must be interpreted as

3

b

transmitted power. For single sideband (SSB) AM/SC, W, = Wb, whereas for

double sideband (DSB) AM/SC, WC = 2Wb. Hence, in Figs. 17 and 23, fS must

and the values for the constant channel capacity curves

twice the bandwidth W_ of the baseband speech signal and S, as the average

be replaced by zwb,
must be left unchanged for SSB AM/SC, but doubled for DSB AM/SC. Also in
Fig. 21, the abscissa must be scaled by a factor of 2 when the PAM curves are

used to represent DSB AM/SC subjective performance.

6.4 Conciuding Remarks

6.4.1 Summary and Comparison with Previous Works

Results of the present evaluation show the effects of two filtering
schemes, namely,4lowpass filtering (LPF) and weak noise filtering (WNF), on
speech quality in PAM, PCM, and DPCM communication systems. Subjective
effects of sampling rate fs and ch;nnel signal-to-noise ratio S/Nowe in PAM
systems, and subjective effects of sampling rate and number of quantization
bits d in PCM and DPCM systems aré also considered in addition to the effects
of filtéring. It was observed that no sigﬁificant subjective differences
exist between PAM LPF and PAM WNF systems for all fs and S/NOWC considered
in the simulation.  Also, no significant differeﬁées éxist between DPCM LPf
and DPCM WNF systems. For PCM LPF and PCM WNF, however, significant differences
in subjective performance can exist. It was shown that such subjective |
behaviours can be heuristically explained using the objective results of
~ Chapter 4.

A measure of confidence in the sﬁbjective results can be obtained by‘

plotting the subjective signal-to-noise ratio (S/N) or the scale value

subj

Sc of all isopreference contours shown in Fig. 23 versus their corresponding
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satutating fs values. If all points lie approximately on the fitted curve
irregardless of whether the points are representative of PAM LPF, PAM WNF,

PCM LPF, PCM WNF, DPCM LPF, or DPCM WNF systems, tﬁen'the credibility of the
subjective results is suggested. This follows from the fact that when the
isopreference contours in Fig. 23 saturate horizontally; the type of communi-
cation system (PAM, PCM-or DPCM) and the choice of filtering scheme (LPF or
WNF) are irrelevant factors in determining speech quality. In this saturation
region, speech quality is, in effect, solely dependent on the bandwidth of |
the system (equal to %fs). Fig. 24 éhows (S/N)Subj and Sc versus the
saturating fs; Examination reveals that all points lie close to the fitted
curve, thereby implying thé credibility of the subjective results. The
" saturating fs Qalues used in Fig.AZA correépond to the ordinate values of

the isopreference contours in Fig. 23 when a S/Nowc abscissa value of 36 dB

is used for PAM, and when a d abscissa value of 7 bits is used for PCM and
DPCM. At these abscissa values the isopreférence contours are approximately
flat.

PAM (actually AM/SC) LPF, PCM LPF, and DPCM LPF speech systems have
been considered in previous subjective investigations [41,42]. In the |
previous works, it was suggésted that DPCM LPF systems were unconditionally
superior to PCM LPF systems. The present.work, shows that DPCM LPF systems,
properly designed, will always be at least as good as PCM LPF systems, and
that under certain conditions DPCM LPF systems may be superior to PCM LPF
systems. When PCM LPF and DPCM LPF systems are compared with fegards to
minimum channel capacity required to achieve a certain speech quality, PCM
LPF and’DPCM LPF appear to be subjectively equivalent (see Figs. 21 and 23b).
On the otherhand, when the systems are operated "nonoptimally", that is, off

the line of minimum channel capacity, DPCM LPF systems may'yield better
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performancé. In particular, for systems operating in the upper left region
of ﬁhe fs—d plane shown in Fig. 23b, DPCM LPF systems require a lower channel
caﬁacity_to achieve a certain quality.than do PCM LPF systems. There is
agreement with previous work [42] that SSB AM/SC LPF systems can be superior
to both PCM LPF and DPCM LPF systems when the channel capacity reqﬁired by .
the sysfems is low, say less than.40 kbits/sec. This can be seen in Fig. 21.
Since the speech material and subjective testing methods used in
the investigations are-similar, the discrepancy may be attributed partly to
the variety and variability of the listeners, and pértly to the differences
in -equipment and~methods used in genefating‘thg speech samples. In the
present investigation, a better micropﬁone Vas used to record the original
speech sample; a better analog tape. recorder was used to record the play the
speech samples; and finally, better headphones were used in the listening
tests. Eurthermore, a digital computer was used to simulate the various
communication systems considered in this study, whereas previous investiga-
tions were performed in real-time using hardware models of thé AM; PCM, and
DPCM systems. The problems of drift, sensitivity, and»compénent tolerances
inherent in hardware models, but eliminated in digital coﬁputér simulation,
introduce additional inbandkhoise to the existing inband quantization noise
which is designed into PCM LPF and DPCM LPF systems. This additional noise
prolongs the saturating effect of inband noise on épeech quality and partially
nullifies the predominant effect of bandwidth on speech quality in the band-
width-limited saturation region of the isopreference contours. Furthermore,
the added presence of inband ﬁoise on speech quality has the tendency to
make DPCM LPF systems appear unconditionally superior to PCM LPFAsystems since
the inband noise reduction capability of DPCM LPF systems has greater

influence over a larger portion of the isopreference contour. Comparison



of the PCM LPF and DPCM LPF isopreference contours in Fig. 23 with previous

work [41] shows that the isopreferénce contours obtained previously saturate -

from inadequate speech bandwidth much less abruptly than those of the
present investigation. This suggests the presence of unwanted inband noise
in the previous work, and suggests uncertainty in the previously reached

conclusion that PCM LPF systems are unconditionally superior to PCM LPF

syétems.

6.4.2 Subjective Weighting Function for Speech

Extensive subjective testing was mandatory in this investigatioﬁ
becauseAan objective measure of over-all speech quality from physical
' ﬁarameters of the communication systems was not available. It is tempting, -
therefore, to try to find a mathematicélly'tractable evaluation criterion
for speech which is based on physically measurable quéntities of the speech
communication system alone, and which nevertheless agrees with subjéctive
measurements. One such objectivé-measure is the frequency weighted mean-

integral—squared error criterion (see Fig.l)

. e 2 ' -
WMSI;: = iée(f)lw-(f)l df (75) .

where Qe(f) is the power density spectrum of the error signai, and weighting
function W(f) represents the relative sensitivity 6f human auditors to error
at that frequency. The underlying basis behind (75) is the tacit assumption
that the subjective effect of the error signal is additive in power. The
vfeésibility of the WMSE criterion has been demonstrated in the design of PCM
noise-feedback systems for étill monochrome television pictures [23].
.Since all communication systems which are répresented.by points on

an isopreference contour are subjectively equivalent, an objective measure of
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speech quality must yield the same figure of mérit for all systems on the
contour.‘ Furthermore, the figure of merit should increase as isopreference
contours of increasing quality are considered. When the objective measure
is the WMSE criterion, weighting function W(f) must be chosen such that the
WMSE is constant along an isopreference contour, and the WMSE must increase
as isopreference contours of higher quality are considered. The physical
parameters that were varied to obtain the isopreference contours in the PAM
systems were sampling rate fs and channel signal-to-noise ratio S/NOWC. In
PCM and DPCM systems, the parameterslwere fs and nuﬁber of quantization bits
d.. Since the passband of the pre and postfilters is a function of fS and
since transmission noise and quantization noise are functions of S/NOWc and
~d, respectively, the planes defining the isopreference contours may be inter-
preted as planes of out—of;band filtering error versus_inband noise., There-
fore, an indication of the relative importance of out-of-band filtering error
and inband noise on speech quality can be oﬁtained from the isopreference
confours shown in Fig. 23. Over part of the contour (horizoﬁtal), filtering
error is tﬁe main determinant on speech quality, and over the other part
(vertical), inband noise is the main determinant.

In an attempt to éatisfy the constant WMSE cendition over the
entire isopreferénce contour, let @e(f) include out-of-band, as well as inband
error. Therefore, W(f) must not only take into consideration‘subjective

"effects of inband noise, but also speech bandwidth, AHowever, because of

the saturating effect of filtering error and of inband noise on speech
quality, the only solution for W(f) is the trivial one, W(f)=0 for all
freqﬁeﬁcy f. The trivial solution suggests that the subjective effect of
filterihg error and inband noise is not additive, and indicates the inadequacy

of the WMSE criterion as an objective measure of speech quality.
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The trivial solution can be seen by .considering the PAM LPF isopre-
fere#ce ;ontours shown in Fig. 23a. Note that as S/Nowc is increased beyond
apﬁ?oximately.18 dB, the lower quality isopreference contour remains constant
at f852.8 kHz., If A and B are any‘two different points in this saturating

portion of the contour, then W(f) must satisfy

© %

2 | 2 L
-;C qséA(f)]W(f)] df=-;f° %B(f) W) | a (76)

" where @éA(f)\and QeB(f)-are the error spectra associated with PAM LPF systems
represented by points A and B, respectively.' Since the cutoff frequencies
b 27s

of the lowpass filters are W =lf =1.4 kHz, and since additive white Gaussian

noise comprises the inband noise

Qx(f) _ . ,-|f|sz filtering error
0,0 =4 . |£]<, inband B (77a)
YA _ , - , inband noise
Qx(f)- , |f|iWB filtering error
o g = - (77b)
Yp : s |f|<W inband noise
b
Substituting (77) into (76) yields
W - W
b 2 _ b 2 o .
'-yA_‘{, W) | .df = yB_f lw(E) | df (78)

b b
However, since points A and B represents PAM systems witﬁ different S/Nch,yAfyB.
Hencg, the only solution to (78) is W(f)=0;|f|<wb. Solution W(£f)=0 for all
f follows by application of the same argumeﬁts to isoprefefenée contours of
higher quéli?y. Note that for these contours, fs saturates at higher values,

thereby yielding higher values of WE.

6.4.3 Application to Television Signals

Compﬁter simulations and subjective evaluation of pre and postfilters

E.



in PAM; PCMP and DPCM speech communication systems have demonstrated the’

usefulness of the analytical results in Chapter 4 in interpreting the relative

suﬁjectivg behaviour of communication systems. The signal—to—noise'ratio

improvement factor SNRIF, which is simply the ratio of SNR's for systems

using optimal pre and postfilters (0) and systeﬁs using optimal prefilter-

constént amplitudé postfiltef (PR), was Shown to beAa reasonable indicator

of the relative subjéctive.advantage which may be gained.by using optimal

pre and postfilters. For a SNRIF valﬁe close to unity, small differences

in speech quality'was observéd between coﬁmunication systems uéing WNF and

systems using LPF. Values of SNRIF apéreciably greater than unity implies

that the subjective advantage to be gaiﬁed in using weak noise filters may

be significant. »
Picture quality, liké speech quality, cannot be judged by an objec~

tive measure alone. Howevér, by analogy with the speech problem, an indication

of the rélative subjective performance bétween videq systems using WNF and

systems using LPF can be obtained from the analytical results of Chapter 4.

The envelopes fqr the power spectfal density’of Picturéphone+ (PP) signals

and standard broadcast television (BCTV) sigﬁals have appfoximately first-

order Butterworth spectra t?é) with corner'fiequencies at 15 kHz and 49 kiz,

respecti#ely [79]. 1In addifion, PP_signalé are normally bandlimited to 375

kHz, and BCTV signals are approximately bandlimited to 4.5 mHz. Hence, for

PP signéls transmittedvby'PAM s&stems, Wc/a]Pé=375/iS=26 and from.interpolation

of the resgltS’shown in Fig. 5, SNRIFEZ.- Fdr such a value of SNRIF, only a

moderate improveﬁent'in picture qﬁality is expected from PAM systems which

‘use weék noiée filters to pre and postfiltér Picturephone signals.  For

BCTV the parameter W_/al_ . =4500/49290, and from Fig. 5, SNRIFZ5. Such a

BCTV

®

fPicturephone is a low bandwidth television system of the Bell SYStem.
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1arge value of SNRIF implies that a large subjective advantage can be gained
by using WNF to pre and postfllter BCIV signals for PAM transmission. In PCM

. systems, Wc/a] =375d/15=26d and W /a] "=4500d4/49290d. where d is the number

_ B‘TV
of quantization bits used in the PCM video communication system. ‘For typical
values of d, approximately 4 to 8, PP-SNRiFié, and'BCTV SNRiFElO. These
values suggest that a large subjective advantage is possible by filtering PCM
v‘video sighéls with WNF.' On the othér'hand,.becéuserf.thé efficient redundancy
~-reduction aspect of DPCM SyStemé,.no improvement in pictﬁre quality is éxpected
from DPCM video systems using WNFiinétead‘of LPF.

In gehéral; SNRIF values fér‘systems‘ttaﬁsmitting video signals
are significéntlf largér than the corre5ponding‘values for'éystgms tfansmitting
speech éignals. This suggésts greatet adv#ntages can be achieved using weak
noise fllters for v1deo 31gnals than for speech 51gnals.- HoﬁeVer, due to
the obvious differences in subJectlve nature. of the two signals, flnal

judgement abqut the use of weak noise filters in PAM, PCM, and DPCM video

communication systems must be based on subjective viewing testsf.

+The‘author is aware that some subjective results for PCM and DPCM television
systems exist in the literature [20,21,23]. However, in all these investi-
gations the sampling rate, and hence, the bandwidth of the system was. fixed.

" Since this. is an important physical parameter, the subjective effects of
sampling rate, as well as noise (transmission and/or quantization) in optlmal
pre and postfiltering of telev131on systems should be con51dered
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7. CONCLUSIONS

- Pre and péstfiltersAwﬁich minimize the frequency weighted mean-
iﬁtegrél—squéred érror in noisy éampled systems have. been considered. ‘In
the analysis, ﬁo restriétions are imposed on thé input signal spectrum and
fhe noise sﬁectrum, and negligible éross—cdrrelation Between the signal.and_

vnoise'is not assumed. An_élgorithm for‘determining fhe'jointly optiméi pre
"and postfilters is éresentéd,iaﬁd.tﬁe vaiidity of the algorithm proVed. The~
prihcip;; conclusion td.be drawn from thé algorithm is thét the jointly
optimai.ﬁre and postfilteré a;e‘banaliﬁited‘to a fr¢quency set of'tofal'
measure less than_dr equal tdlthe éampling.frequeﬁcy, of which no two points
coincide uﬁder integer multiﬁle trgnslationé.of the sampling frequency. An
, impoftant préctical consequéncé‘of tbis conélusion iS‘that'the optimal pre.
aﬁd postfiltefs cén be éyntheéizéa by éombihatidns of analog bandpaés and
digital spectral-shaping filteré;

-Several suboptimalbpre'and'ﬁostfiltering'schemes‘hgvé beeﬁ inves- -
.'tigated. .OnQFSChemerﬁhat was_studigd resﬁltévﬁhen the magnitude of ‘the pre-
filter transfer function‘is\cbnsfrained'fd havé a constant amplitude in
the passband and the péstfiltér choSen.to miniﬁizeithe,mean—squéred érror_ ;
of fhe system;A-Anothef sﬁBoﬁtimal scheme occu?s Qhenvthe.postfiiter transfer
function is constrained to have .a Conséant magnitude in ﬁhe passband and'thé
prefilter optimized. A'third.suboptimal échemé,_désignatea‘as weak noise
_filtering; was also investigafed.v Weak‘noise filtérs yield.virtually the -
éamé perf@rmancelas jointlyvqptimal‘pre aﬁd ééstfilters in mény‘cases-of
»interést and hé&ebthé'practicalbédvantage tﬁat their filter transfer”
‘cﬁaréctepisticslaré depeﬁdent only on the.inpqt signal spectrum aﬁd;;be .
relative:specfrum of the-noise; |

Applications of thevdptimization algorithm to PAM, PCM, and DPCM‘



communication sysﬁems have beeh considered. . A M-channel time-multiplexed
PAM‘system with no intersymbol Qr;interchannel distortion in the channel
isxﬁnalyzed.A In the PCM analysis, digital channel errors are included,
and correlation functions for quaﬁtizéd signals'transmitted over discrete
memoryless channels are derived and sho&ﬁ to be a necessary part of the
filter optimization. In thg DPCMVanalysis, error-free digital transmission
-is‘assumed and the cross-correlation betweenvsignai and quantization noise
is taken into consideration. |
Performance characteristics,'showing mean-squared error and inband

signal-to-noise ratio versus -channel signal—to—noise ratio, are determined
explicitly for optimal pre and postfiltéred PAM and PCM systems with first-
order Butterwbrth input spectrum. Thése characteristics are comparea with
the performancevcharacterisfics»aehieved by'PAM and PCM systems which use
suboptimal filtering schemes ah&.witﬁ'the optimal performance theoretically
attainablé. Performance characte;istiés, showingvmean—squared error versus
channél capacity, are also determined fof PAM, PCM, and DPCM systems.when
the system parameters are optimized to yield the least mean-squared error
for a given channel capacity. Examinatién:of“the-pérformance characteristics
show that significant reduction in mean—sqﬁéfed error and significant
improvement in inband signal-to-noise ratio afe possible for PAM and PCM
systems which use optimal.pre and pﬁstfiite?s in place of the more convéﬁ—
tiéngl lowpasé'pre and postfilters. For»DPCM systéms which uée iointly
optimél filtgrs, however,bnegligible reduction in meén—squaréd error was
observed. \This suggests that whatever redundancy reduction is noﬁ done by
the prefilter-wili be done:by the differential aspect of the DPCM system.

- Because of the subjective nafure.of speech, the efféct-of pre

and postfiltéring in PAM, PCM, and DPCM communication systems for speech
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transmission is studied by simﬁlation methods and evaluated with subjective
'tescs. Weak noise pre and postfilters (WNF), which yield virtually the
seme performance as optimal pre and postfilters, are considered in the
subjective evaluation as well as iowpass pre and postfilters (LPF). The
digital simulation fascilities and the subjectivevtesting methods ere des—
cribed, and the subjective resulte interpreted.

As a direct result of the isopreference cest method utilized in
the subjective investigation, isopreference contours shoﬁing the subjective
effects of LPF and WNF on a sampling frequeccy fs versus- channel signa14to—
noise ratio S/NOWc diegram are obtainec for PAM speech communication systems.
For PCM and'DPCM‘systems, the isoprefefence contours for the two filtering
schemes are obtained on a fs versus'number of bits of quantization d diagram.
It was observed that all isopreference contours could be separated into twc
distinct saturation fegions. In one saturation region, quaiity is limited
by speech bandwidth and in the other, inband noise limits quality.

"Examination of the‘LPF and WNF isopreference'contours for PAM, PCM,
and DPCM systems shows that only in the noise—limited'region do weak noise
filters have any effect on subjective performance. It was observed that no
significant.subjective differences exist between PAM LPF and PAM WNF systems
and between DPCM LPF and DPCM WNF systems. For PCM systems, however, sig-
- nificant improvement in subjective ﬁerformence could be achieved by using
WNF in place of LPF. In the noise-limited saturation region of che iso-
preference contour, PCM systems which use WNF reduce by almost‘oce bit the
number of cuentieation bits required to achieve a given speech quality.
This bit redccticn Qith'respect to PCM LPF systems is still less than that
achieved by DPCM systems. |

Along each PAM isopreference contour, one combination of fs and
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S/Nowc yields the least channel capacity that is required by a PAM system

ih order to achieve the speech quality.associated with the contour. Similarly,
albﬁg eaéh PCM or DPCM isopreference contour, one combination of fs and d
yielas the least channel capacity‘reduired by the PCM or DPCM system‘in

order to achieve the speech quality assoéiated with the contour. Comparison
of the miﬁimum channel capacities.required by PAM, PCM and DPCM systems in
order to achieve a given speecthuality,.shows thaf the minimum channél
capacities required by both PAM LPF and PAM WNF systemslare equivalent, and
that the miniﬁum channel capacities required by all PCM LPF, PCM WNF, DPCM LPF;
'and DPCM WNF systems are equivalent.'iTherefore, wﬁen system parameters in
PAM, PCM, and DPCM systems are chosen to minimize the channel capacify required
to achieve.a specific speech“qﬁality, there is no subjective advantage in
using weak noise filters iniplace of lowpﬁss filters, and no subjective
advantage in using DPCM systemélin place of PCM systems.

’Although particular application to speeéh_éommunication systems

is considered in‘this iﬁvestigation, appiication éf pre and postfilfering

in video commﬁnication éystems’ié also worthy of consideration. Tﬁe useful-
ﬁess of the objective measure, signal-té—nbise ratio improvement factor

SNRIF, has been demonstrated in thé'interpreﬁatioﬁ of the relativé subjectivé
behaviour of PAM, PCM, and DPCMbsystemé which use LPF and WNF.’ Since, in
general, the SNRIF for video communication systems is signifiéantly largér
than the SNRIF for speech communication systems, greater impréyeﬁeut in
performance is expected in using weak noisé filters in place of lowpass
filters‘fof video Signalé. However, ultimateAjudgement on the use of Qeak
noise filters in PAM, PCM, and DPCM video communication systems must be based

on subjective viewing tests.
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APPENDIX  CORRELATION FUNCTIONS AND RECONSTRUCTION.ERROR FOR QUANTIZED
GAUSSIAN SIGNALS TRANSMITTED OVER_DISCRETE MEMORYLESS

CHANNELS

The phrpose of this Appendix is' to present alternative e#act
expressions, and some useful éppro#imations and bounds for the correlation ‘
fuqctions discussed in Section 4.2.1, aﬁd to show how ¢n(f) and Gyﬁ(r) affect
the mean-squared error which results wheﬁ the received samples ; in Fig. 6
are operated on by any>linear time—invariant filter to yield an output i(t)
which approximates any linear time-invariant opération on x(t). For suffi—.
ciently good channels, the cross-correlation between the quantizer input
signal and the quantization plus channel noise is shown to have little
effect on both the optimal reconstruction filter and the réconstruction error
when the number of levels_N in ﬁax nonuniform and uniform quantizers is
sufficiently large, This same conclusién does not apply, in general, for

small N or for poor channels.

A.1 Exact Expressions for Correlation Functions

In this section, alternative exact expressions for ¢;(T) and ¢y;(r)
are presented. Substituting (58) into (57) yields the following eQuations,
in which 6=6y(r),

.N N yv.y. N N S N2 - (x —u)—é(a—u)
¢G(T) = I g =l 3 T Pk'Pm' ?k {'l exp[- iﬁ_%l_]} {erf] L 1
T 4=1 j=1 2/27r k=1 m=1 ™ X1 g 20° 402(1-52)

e =w)=8(a-)

o erf[ . ] }dCf. A . . : ) . (A.la)
' 202(1—62) ' ’ :
where | ) o
) X 2 .
erf(x) = (2/vn) /7 e % dr : . | (A.1b)

o
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Equation (A.1) can be simplified as follows

: o A 2
. N N P (x -u)/a n
P () = I I Tikd S T O ¥G,n) exp(= Rdn (p 9a)
v i=l k=1 21 (x_;-w/o

where

NN yP. emfe—bn e -w)/o =6
Y@, = &L —J—é‘—”l {erf [—8=— ] - erf [ m-1 T h

Equation_ (A.2) for ¢;(T) reduces to the result obtained‘by Kellogg fzzj when
u=0, 02=1,and the digital channel in Fig. 6 is noiseless. Similarly, from

(62) we obtain the following alternative expression for ¢y;(r).
, ' = 2
¢y;(r) = (/¥ 2m) [ n¥(§,n) exp(-n~/2)dn (A.3)

" Functions ﬂy;(r) and Qyn(T) are eaéily computed using the series
expansion since a and a, are the only coefficients involved. Whether the
series répresentationé (60,63) or the direct expressions (A.l;A.Z)_should
be used to evaluate ¢;(T) and Q#(T) depends on the number‘of terms in the
series required to yield sufficiently‘good approximations to the'desired

functions. When a large number of terms are needed, direct calculation may

be more efficient.

A.2 Approximation and Bounds

Some useful approximations'and bounds are now derived. It follows

, from.(65) that

M ’ ©
a2 2 ML 2
RS (1) /0” - e 600 <[ (] I e
M ‘ ) . R ’
IR (/6% (1-ap?s () = & a2 S2<le | T ar  (A4b)

n=MFl
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Division of‘(A.4a) by R_;(O)/O2 and (A.éb) by Rh(O)/cz_yieids bounds relatiQe.to
R;(O) and Rh(O)'on the error wﬁich,results when the first M terms of the series-
are used to approximate RG(f) and Rh(r)}

In many practical situations the foliowing eqﬁations apply for all

0<k<N, 1<i<N and 1<j<N.

(}‘k'l-l) = "(YN_k"U) (A'Sa)
Pi1 7 PMh-d | w11 (a.5b)
v,-e = —(vN+l_i—c)‘ ‘ o (A.5c)

From (A.5c) it follows that comstant ¢ is given by the following equation,
which holds for all 1<i<N.

c = (v Viel-1i /2 (A.54d)

Equations (A.5a) and (A.5c) hold for virtually all practical quantization
schemes. Equation (A.5b) applies when the quantizer output levels are trans-
mitted over a discrete memoryless channel using a natural binary code. When

(A.5a) applies, it follows from (6lc) and (61d) that

Lo n
Pn(k, = (-1) Fn(N+1-k) 1<k<N . (A.6)

Substitution of (A.5) and (A.6) into (61b) shows that

0 n. even, positive
a-_‘
n L L y,-c » L.
(- 2/2nn') (¢ I (= i ) (P Nk (W n qdd, positive
i=1 k=1 ki~ kN+11nl
(A.73)
where , _ . : ' ‘ |
- {N/2 N even
' A.7b
L= - - (A7)
\(N-1)/2 N odd

Substitution of (A.5) into (6la) yields, after some algebra, the following
equationl for ao,

aQ = q/o ' ', | " | (A.7¢)
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It follows that when an—O for n even and p031t1ve, 1nequallty

2
R (t)/a |>|6 (T)lZ a3 holds. Dividing (A.4a) by the inequality yields

n=1
for @1,
IR ()70 - nil ay S (/[R5 (1) /o |<ls, ()] 3500 (.82)
© M i
2 2
B-(M) = I a_/ t a _ (A.8b)
v n=M+1 # n=1 O '
where from (65a)
o0 ’ M .
2 2 2
I a_ =R*(0)/o" - I a (A.8¢c)
n=M+1 n v n=1 n

Similarly; for M > 2

‘M
IRh(T)/GZ - (1fa1)26y(r) - I aﬁ 6;(T)|/|Rn(T)/QZI§J6y(T)|Bn(M) (A.9a)

n=2
] . M
2 2 2 :
B M= = a /[(1l-a, )" + ¢ a_ ] .
n n=M+1 1 a=p D (A.9b)

Note B;(i) = B;(i+l) and Bn(i) = Bn(i+l) for all positive even integers i. The
bounds in (A.8) and (A.9) are attractive because they give approximation

errors relative to R;(T) and Rh(T)'

A.3 Optimal Postfiltering of Quantized Signals Transmitted over Discrete

Memoryless Channels

‘Although much work has been done on the reconstruction of sampled
signals [8,9], channel errors and correlation betwesn.signal and noise were
.assﬁmed negligible. In this Sectlon of the Appendlx, the effect of ¢ (1) "and
¢y (t) on the mean-squared error which results when the received samples ;
.are operated on by a linear time-invariant postfilter is considered.

Let the samples v in Fig:. 6 be multiplied by the impulse train-
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A(t) =T. I 8§ (t-kT+8) where d(t) is the unit impulse, and let the resulting
) k==~ ’ k

signal be filtered by a linear time—invériant filter’having imﬁdlse response

g(t) (see Fig; A.1). Let z(t) = a(t)8y(t) be the desired output signal, =

where a(t) is any real time function with Fourier transform A(f), and let

“a(t)=v(t)-y(t).

A(t%{: T~£°<S‘(t—-k7'+ 8)

RECONSTRUCTION
FILTER .
S
IMPULSE 20t

RESPONSE - g(t)

Fig. A.1 Reconstruction svstem.
Signal v(t) is sampled
. .——at_t=kT-6.

If @y(f), Qn(f) and @yn(f) are the Fourier transfqrms of ﬂy(r), Gn(T) and

1) n(T), respectively, then mean-integral-squared error

y .
a1 T 2
€ =E ff S [z(t)-&(£)]17del}
5 _
=7 a® [P e (e[ 1 e (5HkE )-2A(GK(D) e, (£)1df
o y I s y

o ; ’ 2 .
(f)df + 2/ | [A(f)G*(f)(I)yn(f)—|G(f)[ > @yn(f+kfs)]}df

+f 1G(f)|2¢
: -0 - R ns -00 k==«
(A.10)
where o -
| | ons(f):= i Ceteme) (A1)

=00
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and * denotes complex conjugate.

The first term ip (A.lO) representé error which results from the
postfilter's inability to make =0 even whén n(t)=0. The second term
results from quantization plus chaﬁnel noise, while the third term results
frgm the interactioﬁ of y(t) with n(t). When y(t) is a Gaussian process and
u=0 or ao=ﬁ/o, thén, from (64) @yn(f)=(al—1)@y<f) and the contribution of
the last term relative to that of the second term is

[} . ©

[ Gx(E) [A(E)-G(E) 18 (E)df-f [G(E) |2 & o (£+kE )df
y , B " vy s
p=2[1-a,] — — - k£0 ' (A.12)
:*f4c(f)12¢n (f)df
i s

—-co —c0

In many cases of interest y(t) is bandlimited in the sense that if
¢y(f)#0 then ¢y(f+kfs)=0 for any non-zero integer k. If G(f) is bandlimitgd
in the same way then the second integral in the humerator of (A.12) equals
zero.  If, in addition, A(£f)=G(f) for all f for which ¢y(f)#0 then p=0 and

€= |6 |? o (£)df
: s

If y(t) is Gaussian with p=0 or ao=u/0 and if G(f) is chosen to

minimize e then [25,26]

-3

G(£) = alA(f)¢y(f)/[(zal;1) P9 (EHKE) 8, (D)] (a.132)

=00 s
If G(f) is chosen to minimiie the first two. integrals in (A.lO) and G(f) is

given by (A.13a) with al=l,.that is

6(8) = A(f)éy(f)/[i=_m o (E+kE ) + §né(f)]  aam)
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Substituting (A.13b) into (A.12) yields
- e = 2(1-ay) | (A.14)

From (A.12), (A.13), and (A.14) it follows that if 2(1-a,) is
sufficiently small then the crosscorrelation between y(t) and n(t) can be

neglected in calculating both € and the optimal G(f).

Although Qn,(f) can be obtained from (A.11l) and @n(f) from (63),
]
calculation is tedious, particularly when it has to be performed for several

quantizers and several values of T. Ruchkin [34] and Robertson [35] have shown

that with Pij given by (67), @n (f) is approximately constant for a large
. - s - '
class of @y(f) with all but very coarse quantizing and very small T. One

could expect this cbnclusion to hold reasonably well for any Pi f, in which

¥

©

case & (£)=T°9 (0) where
n- T 'n

s
4:(0) = En’]
= n
= g -g P ?i (v —d)zl (a)d
=1 j=1 1§ i By (A.16)
i-1
ahd py(a) is the amplitude probabilityidensity of y(t).
A.4 An Example
Let
g S di' d—di. B : -
P.=p J(-p) (A1D)

ij
whgre N is constrained to make d =h16g2N an integer, and Where'dij is the
Hamming distance between“qﬁantizer output levels i and j. Equatiqn‘(A,l7)
results when thevquantizer output levels are‘natural binary coded and trans-

mitted over a disérete memoryiess channel having bit érror‘probability P.

TThe following examplg supports this statement, since theban's are not
strongly dependent on Pij when N > 4,
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Tables A.1 and A.2 and Fig. A.2 describe the behaviour of an(l <n 5_9),
2(1—31), ¢n(0), Bﬁ(l) and B0(3) when Max [37] uniform and nonuniform quantizers »
are used. Mak quantizers minimize ¢n(0) = E(nz) for any given N when p = 0,
and make E(n) = 0 and a = 0 for n eveﬁ, since (A.5) is satisfied. TFrom Tables

A.l and A.2 one see that a 2

2 .
1 >3 for N 2 4, and that for any N and p most

3> 2gs 3y and ag are of approximately the same

order, as one would expect for noise whose bandwidth is considerably larger

of the magnitudes of (l—al), a

than that of signal y(t). Fig. A.2a nggests that 2(l—al)_decreases as p
decreases and N increaées. |
As Fij approaches the values in (67) each coefficiegt a continu-

ously approaches the wvalue which results when Pij,is given’by (67), and both
the nonuniform and uniform quantizers which minimize E(ﬁz) converge, respect-
ivel&, to uniform-and nonuniform Max quantizers [38]. It follows from
(A.12-A.14) and Fig. A.2a that for any redundant or non-redundant éoding
scheme with optimum nonuniforﬁ or optimum uniform quantization, the cross-
qofreiation of y with n has little effect on both ¢ and the optimal G(f)

if N is sufficiently large and if the.channel is sufficiently good. The
previous statement is not true in general. For example, let G(f) minimize
€ op‘the assumption that ¢yn(r) = 0. Theﬁ with a Max‘quantizer for which

NéZ énd a natural binary code with p = 0.1, (A.14) shows that the last integral
iﬁ.(A.IO) is élmost as large as the segond integral, since a; = .5094 and
p = .98.
| Tables A.1 and A.2 show that ¢n(0) increases with p for any fixed
A va1u§fof N, and that a finite non4zero va1ue of N minimizedA¢n(O) for each
.p >20, an'effect'noted aﬁd explained elsewheré [38]. |
| Figs. A72b and A.2§.§how B;Cl) and B;(3) vs. N and p. Not shown is

' B;(M) for M Z_S;ZWhose behaviour was found to be virtually identical to'B0(3)

for all values of N > 1 and p :_0.0l.-



p 0.0 0.001
_,16g2N ‘ 1 2 3 4 5 1 2 3 4 5
a .6367  .8823  .9654°  .9905  .9977 .6354  .8806  .9636  .9887  .9959
a, '-.2599 -,1552 =.0611 ~-.0196 ~-.0056 ~-.2594 -,1549 -.0611 ~,0198 ~-.0058
a .1744 . .0108 =-.0311 =-.0197 =-.0079  .1740 0108 -.0310 -.0197 ~-.0079
a, -.1345  .0362  .0243  .0002 -.0041. -.1343  .0361  .0242  .0003 =-.0040
ag 1110  -.0485 ~ -.0044  .0083  .0027  .1108 -.0484 =-,0044  .0082  .0026
9_(0) L3634 .1175 ~ .0345  .0095  .0025  .3659  .1225  .0415  .0178  .0119
2(1-a))  .7266  .235%4  .0691 .0190 ~.0047 © .7291  .2389  .0728  .0227  .0081
P 0.01 0.1
log N 1. 2 3 4 s 1 2 3 4 5
a, 6240 . .8647 - .9469  .9724  .9802  .5094  .7058  .7780  .8051  .8167
a, -.2547 -.1521 -.0611 ~-.0210 =-.0074 -,2079 -,1242 -.0574 -.0291 -.0188
a 1709 .0106 -.0299 -.0193 -.0082 = .1395  .0087 -.0212 =-.0154 -.0097
a, -.1318 -.0354  ,0238  .0009 -.0030 ~-.1076  .0289  .0199  .0058  .0044
2 .1088 ~ -.0476 -.0047  .0072  .0017  .0888 ~-.0388 =-.0067 -.0003 ~-.0047
g_(0) .3888  .1670 - .1034  .0926  .0956  .6181  .6002  .698L  .8071  .8949
2(1-a))  .7520  .2707  .1062  .0552 .0396  .9813  .5883  .4440°  .3898  .3667.

Table A.1 Max Nonuniform Quantizer

ITT



P

0.0 0.001
log N 1 2 3 4 5 1 2 3 4 5
a,  .6367  .8812  .9626  .9885  .9965  .6354  .8794  .9606  .9865  .9945
a, -.2599  -.1639 -.0800 ~-.0342 -.0134 -.2594 -,1635 -.0799 -.0341 -,0134
a 1744 .0220  -.0245 -.0261 ~-.0166  .1740  .0219 -.0245 -.0260 -.0166
a, ~.1345°  .0241  .0280  .0097 -.0011 -.1343  .0240  .0279  .0097 -.0011
ag .1110  -.0362 -.0131  .0043  .0064 . .1108 -.0362 -.0131  .0043  .0064
90 .363  .1188  .0374  .0115  .0035  .3659  .1238  .0446  .0211 0156
2(1-a,)  .7266  ,2377 ;0749  .0231  .0070 7291  .2412 . .0787  .0270  .0110
P 0,01
log,N 1 2 3 4 5 1 2 3 4 5
a  .6240  .8635  .9433  .9687  .9766  .5094  .7049  .7700 . .7908 (7972
a, -.2547 -.1606 =-.0784 ~-.0335 -.0132 -.2079 -.,1311 -.0640 -.0274 =-.0107
ag 1709 .0215 -.0241 . -.0256 -.0163  .1395  .0176 ~-.0196 =-.0209 -.0133
a -.1318  .0236  .0274  .0095 -.0011 -.1076  .0193  .0224  .0078  .0069
ag .1088 -.0355 -.0129  .0042  .0063  .0888 -.0290 -.0105  .0035  .0051
g (0)  .3888  .1683  .1092  .1065  .1233  .6181  .6002  .7250  .9106  1.129
2(1-a)) 7520 .2729  ,1134  .0626  .0469  .9813  .5901  .4599  .4185  .4056

Table A.2 Max Uniform Quantizer

AR
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Fig. A.2 Functions 2(1—al), B~ (1), and B?(3) versus logzN'and P when y(t) is a stationary
Gaussian process. The solid cu¥ves’app1y to Max nonuniform quantizers and the
dotted curves apply to Max uniform quantizers.

(a) Ordinate is 2(l-al).
(b) Ordinate is B~ (1)~
(c) Ordinate is BX(3).
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