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ABSTRACT

A new approach to the study of the human Visual Evcked
Potential is described, based on a simple model of the visual system.
This model is then used as a tool for the investigation of the visual
system and its characteriétics.‘ Certain assumptions are made con-
cerning the spontaneous brain activity accompanying the visual res-
ponse and this activity is then described by its probability density
and auto-correlation functions.\ A theoretical basis ié described for
the two noise reduction techniques of ensemble éveraging énd the
sliding mean and the implications of these processing procedures as
applied to the visual system are discussed with refereﬁce to the sys-
tem model, The theoretical assumptions of this analysis are then
'experimentally invesfigated. The néture of the visual responsé is
discussed and it is shown thét this response can be subdivided into
two components 6n the basis of their time behaviour. FEach of these
two components, the V,E.P., and the Rhyfhmic After-discharge is inves-
tigated in detail., The relation of the Alpha Rhythm to the After-
discharge is also investigated using auto-correlation techniques.,
Finally, a statistical model for the V.E.P. is described as a means
for studying and applying the visual response, 1ts uses being dis-
‘cussed in some detail. !
| An electronic coding scheme was designed to facilitate the

cataloguing of experimental data, and is described in the Appendix,
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1. INTRODUCTION

When the human eye is stimulated with a puise of light
energy, electrical potential variations are evoked and can be
detected at the surface of the séalp over the region of the visual
cortex. These potential variations conétitute what is known as the
Visual Evoked Potential and have beén the subject of much interest
and contro&ersy in recent years. Of particular interest ié the
- possible use of the Visual Evoked Potential as a clinibal diagnostic
tool, specifically, as a means of detecting'abnormalities in a par-
ticular visual system. Fundamental to this type of application'are;
first, the consistency in time of some characteristic of fhe Visual
Evbked Pofential obtained from any normal individual, and second,
the presence of that characteristic in at least part if nct.all of the
- general population. ‘

 In most published work to date concerning the Visual Evoked
Potential, it has been assumed that, Within reasonable limits, a con-
gistent res§0n59 can be obtained froﬁ any one individual over pro-
longed periods of time. - This assumption has been experimentally in-

vestigated (1’2).

Both authors have demonstrated that the degree
of consistency in the genergl rattern of the response varies from
individual to individual and that large variations in amplifude can
be expected over time periods of a few days.

Concerning the subject of inter-individual similarities in
the Visual Evoked Potential, very.little consistency has been reported,

(1)

and, in fact, it has been suggested » that this resporse may
someday be used as a measure of individuality. Notable exceptions
- to this however, have been reported by Ciganék(B) and Creutzfeldt

and KUhnt(4).



Ciganék has proposed a model for the Visual Evoked Poten-
tial based on the distribution of seven majbr potential deflectionrs
observed in the first 250 msec of the response, and reports good
consistency over a population sample of forty-five subjects.

Creutzfeldt and Kuhnt also claim good consisfency in thirty
subjects and have proposed a model based on the ensemble average of
the thirty individual.epsemble averages. Their model differs from
that of Ciganék both in the number and latency of deflections observed.

This thesis represents an investigation into the exact na-
ture of the Visual Evoked Potential and its possible applicatioﬁ in
clinical diagnostics. As an aid to this investigation, a simple com-
munication system is proposed as a model of the visual system; While
some consideration was'given to the physiologibal processes involved;
the model was proposed primarily on the basis of the input-ocutput
relatioﬁships observed in experimeﬁtation and is hot intended as an
accurate representation of the internal visual processes. It does,
howevér, serve as a useful tool for the analyéis of these prdceSSes;

| The experimental results used in this thesis are based on
responses obtained from sixty patients in all, six of whom were
studied on several occasions over a'peribd of ten months. The sub-
jects were male, between the ages of 20 and 80 years,.predominantly
50 to 75. The stimulus in all experiments consisted of a pulse of
white light applied to the central foveal area of the retina. Special
data processihg'equipment included a computer of average transients
interfaced to a PDP-9 digital data processing computer, combining the
advantégés of on-line monitoring of the data aé it was accumulated.
with speed.and flexibility of data prdcessing and analysis off-line.

A first study was done to determine the extent of the indi-

vidual consistency over the ten mohth period in order to clarify the



seeming discrepancies in the literature and to Qlassify the proposed
mocel with respect to time variance or invariance. The linearity of
the system was also investigated with respect to stimulus size and
intensity, and the results compared with those of Vaughan(S). The
,relatiohship'between the Visual Evoked Potential and the intrinsic
Alpha Rhythm is discussed with reference-to pertinent literature and
experimental results.

A model for the Visual Evoked Potential is proposed and
- compared with those of Cigan€k and Creutzfeldt and Kuhnt.. It is
Shown'that the parameters of thevmodel are Gaussian distrjbuted and.
95% statistical limits are determined for the normal response. An
algofithm is outlined to identifj the normality or abnormality of a

given Visual Evoked Potential on the basis of the model.



2. THE VISUAL EVOKED POTENTIAL AND THE VISUAL SYSTEM

2.1 The System Model

For the pﬁrposes of this theéis, the Visﬁal Evoked Poten-
tial (V.E.P.) is defined as the»totality of the potential variations
observed at the surface of the human scalp which are synchronized
with a light stimulﬁs applied to either or both retinas of the eyes.
| The V.E.P. as defined is submerged in further potential
variations reflecting spontaneous brain activity resulting from other
bodily functions and mental processes. Since this spontaneous acti-
vity is unsynchronized with the stimulus, it can be regarded as
"noise" and the actual evoked potential as the "signal". The "signal"
to “noiée" ratio is abouf 1/25 for an average system.

The visual system referred to in this thesis is defined as
the totality of all components of the nervous systém which influence
the pattern of the V.E.P. in the absence of the spontaneous brain
"noise". _The main components of the visual system are shown in Fig.
2.1.1. While a detailed description of the physiology of the visual
system is ovtside the scope of this thesis, a general deséription of
the sigral flow through the system is included. For more detailed
information on this subject, the reader is referred to Wolf(7).

At the input stage, the light pulse is fbcuséd on the pos-
teriof>hemisphere of the eye where it is converted to electrical
pulses by an elaborate arrangement of specialized nerve cells lo-
cated within the retina. The topbgraphy of the retina is described
in further detail in Section 3.2. The outputs of these "transducers"
aré fed into a complex processing network of nerve cells which ter-
minate in the visual fibres of the optic nerve. The signal informa-

tion is then transmitted along the fibres of the optic nerve to the
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Fig. 2.1.1 The Main Components of the Visual System

chiasma. Within the chiasma, the signals from the two eyes crbss,
with moét of the informaticn from the right eye proceeding on to the
left lateral geniculaté body and that from the léft‘eye proceeding

on to the right lateral geniculate body. 'From the lateral geniculate
bodies, the information enters the two sides of thevvisual cortex
where further processing and.distribution to other ﬁarts of the brain

occurs.



The potential patterns observableket the surface of the
lbrain, while they are not the actﬁal informatibn carriers, are an
accurate "réflection" of the totality of neural responses within the
immediate cortical regions.* Hence, these patterns will reflect not
only the information from fhe visual process, but also informatiOn
from other parts of the central and peripheral nervous systems. This
additional information constitutes what has been previously referred
te as noise.

From the brain surface, the potential vatterns pass through
the skull and associated tissues to the scalp surface where they are
detected by the electrodes. |

A s1mp11f1ed block*glagram of a model of the visual system
. is illustrated in Fig. 2.i.2. In this model, v(1t) represents the transfer

characteristics of the retinas, the chiasma, the“laterai“geniculate

y(t)

v(t)

Fig. 2.1.2 The Model of the Visual System
for a Fixed Input .

*Sences and Larson( ) have shown that in fact, the V E.P. originat
‘within 2 mm of the brain surface. : srnates

*% Assumlng:flxed input condltlons,



bodies, and all portions of the brain concerned with the visual pro-
cess in such a way as to influence the pattern of the V.E.P. At
this point, no assumptions are made concerning the nature of v(t)
although its linearity and time behaviour are investigated in Chap-
ter 3. The output of v(t), the signal sg(t), represents the portién
of the "reflected" potential patterns at the brain surface due to
the responses of the neurons of the visﬁal cortex, It will be shpwn
in later sections, that the noise nb(t) canvbe approximated by a zero-
'mean,.stationary, Gaussian process,_statisﬁically indépendent-of the
signal sz(t). While the results_and méfhods of this thesis do not
depend on these assumptions, it will be seen that certain simplifi-
cations résu%t in the mathematical analysis of the noise reduction
processes if these aséumptioﬁs can be made.

The transfer function of the skull and associated tilssue
layers is represented by h(t), and is assumed to be both linear and
time—invariént, partly on the basis of physiological considerations*,
‘and partly on the work of Sances and Larson(8) who have found that
the V.E.P. is similar in pattern to the patterns observed near tie
surface of the brain.

While these assumptions are not mandatory to the study of
the V.EfP., they do affect its usefulnéss as a diégnosfic tool. If
h(t) is linear and time-invariant, the V,E.P. is a more workable rep-
reéentation of the potential variations at the.surface of the brain

and hence of the activity of the visual system. That is, all ﬁon—

* While the transfer function of the skull and asscciated tissues
has not been fully investigated experimentally, it is not likely
that significant changes would occur in its frequency response or
attenuation characteristics either in time or with signal varia-
tions. For these reasons, linearity and time-invariance are
assumed . : '



1inearities-and time-variance can then be attributed to the visual
process itself, and not to the combination of two phenomena, one of
‘which has no relation to the wvisual process at all,

A second advantage of the previous assumptions is as follows.
If nb(t) is stationary, zero-mean, Gauééian and statistically inde-~
pendent of s2(t), the output noise n(t) will also be statistically
'independent of the output signal s(t) or the V.E.P., and stationary,

zero-mean and Gaussian as well. Mathematically,
y(t) = s(t) + n(t)
+ oo » +Qo

y(t) = sz(r)h(t-'r)d'c + n(T)h(t-T)aT . : 2.1

- 0 - 00 L _ o
Finally, these assumptionsare also simplifying in the appli-

cation of two noise reduction techniques to be outlined in the fol-
lowing sections. In these sections, it is showh that by the appli-
cation of fhese téchniques, the output noise n(t) can be reduced to
a negligible minimum and hence the second term in Equation 2.1 is
effectively zero. The remaining signal, the V.E.P., is simply a
linéaf transformation of the activity at the surface of tﬂe brain

~ and hence cf the visual system.

2.2 The Mathematical Model'for the Averaging”Process

| It has been préviously assumed that . the output of the
visual system can be éubdivided. into the sum bf two statistically
independent components: a signal s(t) which can be assumed at this
stage to have = mean ensemble value <§(tz> , and an ensemble vari-
ance-CE?(t); and a noise component, n(t), which is stationary, zero-

mean, and Gaussian with variance(j;2(t). The equations governing

the output of such a system are simply;



y(t = s(t) + n(
Z(t =T§ (t
- where the triangular brackets reprééent the sample mean value and

~

Ney ;(t)-represents the variance of y(t).

In addition to the assumptions already made concerning the
system and its output, one further assumption is wuseful in the
application of the ensemble avéraging technique; naﬁely, that two
samples of the noise separated in time by the sample time interval,
be uncorreléted; In Chapter 3, this assumption is experimentally
investigated\and shown to be approximately true.

| The ensemble averaging technique consists of stimulating
the system N times, and algebraically adding the N outputs in such a
way that corresponding sample instants which are time-locked to the
stimulus, are added together. The result is then divided by N.
Hence the sample mean of the output at any instant in time (ti) will

be'givenAby the equation:

L |
Gy = § > (s(8y) + my(8,))
k=1 -
= Z(t;) .

In the averaging process, the signal is digitized into a
finite number (p) of discrete values, each one corresponding to the
amplitude of the signal at some fixe@ time ti. Hence the output of

>£his pfocess can be described as a p dimensional "vector" on a time-
magnitude plane. In vector notation then, the output of the process

can be written:
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[ 2(t,)
2(t) = | 2(t,)
z(%p)

In the limit, as N»oo;
Z(t.) = B {s(t’.)} + E {n(t.)}
17N= oo i | i
and since we have asgsumed the noise to have zero mean;

B(t;) = E(S(W},

N=co

Hence, in the theoretical limit of an infinite number of
samplés in the éverage, the noisé could be totally eliminated from
the oufput-leaving the undistorted V.E;P. In practical experimenta-
tion however, it was found thét a reasonable value for N was about
128>and as a result, the noise was not totally eliminated. Never-
theless, the averaging process when used with a finite N, improves
the signal;to—ﬁoise ratio by decreasing the noise. variance.

The theory of noise reduction by ensemble averaging is
well known and will not be repeated in this thesis in detail. For
a complete theoretical development of the mathematical relationships
stated in this section, the reader is referred to Bendat(g). In the
theory of ensemble averaging, it is shown that the variance of the
averaged signal is reduced by 1/N, where N again is.the nurber of
sigqals averaged. For the system under consideration, the variance

relationships are:

2 12
oy (t5) = §O g (t;)

%{E%g(ti) + Crﬁ(t%i]

il
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If<3‘§(ti) = 0, that is, if the signal variance is éero,
or alternatively, if the system is-tiﬁe—invariant,* then the variance
of the output can be attributed entirely to the noise n(t); and the
‘'square root of the variance, the standard deviation, can be used as
a reasonable'figure‘for assessing improvement in the,signal to noise
ratio. Hence an improvement in the signal-to-noise ratio of a fac-
tor of JTrcan.be expectéd:

The signal—to—noise ratio of-the visual response was found
to vary considerably amcng subjects and from day to day with any one
individual. While in séme cases the ensemble averaging technique
- proved sufficient to reduce the noise to acceptable levels, such was
not theAcase on many océasions and further noise reduction progedures
were nécessary. Since increasing the number of samples in the en-
semble average was ﬁot a practical solution for reasons of time and
subject discomfort, a second noise reduction technique, the sliding

mean, was chosen and is discussed in the following section.

2.3 The Métheﬁatical Model for.the Application of the Sliding Mean
In addition to on-line ensemble averaging, a second teéh—
“nique, the sliding mean was used off-line to further reduce the noise
level iﬁ the signal. The applicafion of this technique was facili-
tated in two ways. PFirst, since in the data processing procedufe,
the output of the ensemble averaging procéss was digitized and stored
on paper tape compatible with the PDP-9 dafa processing computer, the
sliding.mean could be performed quickly and éfficiently. Secondly,
the assumptions pertinent to the theory of the sliding mean, i.e.,

statistically independent, zero-mean, Gaussian and uncorrelated noise

*¥ The validity of this assumption is also investigated in Chapter 3.

-
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have all been previously investigated for the ensemble averaging
process.¥
It has been shown that the output of the ensemble averaging

process can be written in vector form as:

— " em—

Z(ﬁl)
2 = [asy)
z(t_ )
Y
IR
where z(ti) represents the ensemble average at time t., and P,

the number of such discrete averageé taken of the signal.

If’fhe sampling rate of the averaging process is n samples per second,
the 1ength of the signal examined will be P/n seconds.
=The outﬁut of the s}iding mean process 1s a vector of, in
general P-L dimensions, where L can assume a value between 1 and P-1.
The ith component of the sliding mean vector is given by the equation
. i+L
~m(ti) =

(it o
(&N

.tk

L

The slidihg mean output is then described by the vector

m(tl)
iﬁ;j = m(ti)
e

Applying this technique to the cutput of the system model,

Actually, the sliding mean theory assumes that adjacent samples of

noise are uncorrelated rather than samples separated by 1 second as
in the ensemble averaging process. The assumption of adjacent un-

correlated noise samples is a much more stringent assumption and is
only approximated in the physical world. (see Section 2.6) Hence,

the theoretical results can only be regarded as valid to the extent
of this approximation. -



where"

and
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i |
n(t,) = 1 P sy(8) wng(55))
a

s,(t5) =5 s, (t;)

| k=1 |
, &
nz(th = § _S_— ny (t)
k=1 _

as in the previous section.

Since n(t) is essentially a.continuous process to which the

V.E.P. has been added, the samples of noise can be assﬁmed to.form an

ergodic process and therefore the time and ensemble averages of both

nk(ti) and nz(ti) will be equal.* Consequently, if L is sufficiently

large, the average cover L adjacent samples will be approXimately

Zero.

The previous equation can therefore be rewritten as

mty) = <%ZKtiz>‘TiL Lo .

Tt can be seen from this equation, that an irreversible

" transformation has been performed on the signal z(ti), but at this

expense, the noise has been theoretically eliminated. In actual

practice, the choice of L is made on the basis of a compromise be- A

tween effective noise elimination and desired signal alteration accord-

i#lg to this transformation equation. However, the effect of a.finite

L is to reduce the noise variance,as will be shown.

where

The variance of the sliding mean output can be expressed as

o’i(ti) - <n(ti)2>TL— @(ti)>2T’L 2.3.1

<@(ti) corresponds to the expected value of m(ti)
L

for L points in the time average.

* Stationarity, which has been assumed in this statement, is discuscsed
in Section 2.6. .
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This expected value is the theoretical mean of an infinite number of
samples of m(ti). We define z(tik) as a single sample value at time

ty,» and hence

Analysing each term of equation 2.3.1 in turn and substitufing for ;

m(t.):
- | 1+L i+L
e >TL <“L 2 g
i+L i+L

k=1 j:l
+n (t .% :) '
2 1) I,
i+l il
1
- > > G REACRIEE RN
k=1 j=1

We have assumed that adjacent noise samples are uncorrelated.

Therefore,

N ~ .
<nz(tik)nz(tij) rn 0 K#j

Also, ‘since the noise is zero-mean, and sé(ti) + nz(ti) are indepen-

dent,
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<nz(tik)sz<tij)>T,L = é;(tik)sz(tij)>T,L =0

Finally, in Chapter 3, it is shown that the V.E.P. can be regarded
as a time-invariant process for any one system. Therefore, the sig-
nal sz(tﬂg is a constant. Equation 2.3.2 can therefore be rewritten

in the form;
i+L ' i+L

<n(ti) TL = ig kZi<sz‘(tﬂJ>§’L+%§ ;<ﬂ§(tik)>T,L...

Similarly we can write

' 5 i+L >
AP BRI IR IO
T,L k=31 L
Therefore,
i+L -

N

S alty) = 3 Z{@ui@;— <sz<tik>>§,l,}' S
i+l -
r L E G
, k=1 ’

Since it has been assumed that the sighal sz(tﬂgis a constant and

therefore has zero variance, '

_ i+l v _
50 <l

= n (%.,) :
L2 k:i“ “ 1k 'T’L

o’fl(ti) = %—Qg(ti):}ﬂ:ﬁ

2
o 2(¢,)

Again, since the noise process 1is ergcdic,

<n.§‘(ti)>T,L - T {ni(ti)}
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Fig. 2.3.1

B
C
D
E .
7 R
10 uV
100 msec

The Noise Reduction Process, showing, (a) the
single system response, (b) the average of 64
responses, (c) the average of 128 responses,
(d) the output from the first application of
the sliding mean, (e) the output from the sec-
ond application of the sliding mean, (f) the
output from the third application of the &li-
ding mean,
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where E Sni(ti)z represents the ensemble mean as before.

It can be seen that the variance of the noise has been
further reduced by 1/3. Hence, one can anticipate an improﬁément in
the signal-to-noise ratio offfT ,

' The effect of the transformation performed by the slidihg
mean process can be approximated by a low pass filter with a high
frequency cut-off determined by the Nyquist Sampling Theorem; If a

1 second signal is digitized into R discrete values, the maximum fre-
quaﬁcy component in the digitized signal will be approximately R/2 Hz.
The maximum frequency component of the output of the sliding mean
process will then be approximately. R/ZL Hz.

A value of ten was chosen for L as a suitable compromlse
between the noise reduction and the_bandwidth reduction of the V.E.P.
The effects of the entiré noise reduction processihg_can.be seen 1in
Fig. 2.3.1. After the application of the sliding mean, the entire
‘waveform was shifted L/2 units to the right in order to preserve the
propef latercy relationships. It can also be seen, that répeated
application of the sliding mean caﬁ be performed with little or no
alteration of the V.E.P., but virtually complete élimination of.the

noise.

2.4 Correlation on a Digital Computer

Before proceeding to the experimental portion of the thesis,
one further data processing technique warrants discussion at this
stage. In the absence of a stimulus.input to the visual system of
Fig. 2.1.2, the output cbnsists solely of the‘hoise n(t). A potential
vs time recordingvof the spontaneous activity genefated within the

brain in the absence of any external stimulus input, is referred to
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as the Electroencephalogram (E.E.G.). TEmbedded within this random
activity is a spontaneous potential oscillation also generated by

the brain- at a frequency betﬁeen 6 and 15 Hz , kncwn as the Alpha

Rhythm. The amplitude of the Alpha Rhythm varies considerably be-
tween individuals and in time for any one individual.

In Section 2.5, the AlpPha frequency is compared with the
dominant frequencies of the V.E.P. and their possible relationship
is discussed. While thevdominant frequencies of the V.E.P. are
~easily measured from an X-Y recording of the output of the sliding
mean or averaging processes, the frequency of the Alpha Rhythm cannot
ueualiy be measured in this way. The lack of a stimulus synchronized .
with the Alpha Rhythm makes the use of the averaging technique diffi-
cult if not impossible, and hence, only a single record can be used
for measurement. .However, since the Alpha Rhythm represents the
dominant periodic component‘of the E.E.G.. for most-individuals,.the
Alpha Frequency can often be determined from the time auto-correlo-
gram of the E.E.G.

Assuming n(t) ie both zero-mean* and stationary¥*, the auto-
correlation function estimate ef n(t) is independent of the time ori-
gin, and also is not distorted by the presence of a dc¢ offset in
the noiee signal. Since the E.E.G. differs from the noise, if at
all, only by the presence or absence of the Alpha Rhythm**, which is
also zero-mean and reasonably stationary over the half second period
during which it is measured, the E.E.G. is assumed to satisfy the
theoretical assumptions of zero-mean and stationary behaviour. Also,

since the correlation was performed on the digital computer, the

* Both assumptions are inveeﬁigatedein Section 2.6.

**¥ The presence or absence of the Alpha Rhythm in the noise is dis-
cussed in Chapter 3.



19

finite or discrete representation of the correlation function is
presented.

0)

( _
Bendat and Piersol‘l provide two digital estimates of
the auto-correlation function, the best being defined by the equa-
- tion

A Ner o
R, (7)) = == X; X r=0, 1, 2....m 2.4.1
lX ’ N-r = i Ti+r . ’ ’ e

where Xy represents the signal (E.E.G.) value of the ith sample,

N the total number of samples taken, and r, the number of samples
in the time delay ¢ . If the sampling rate was again n samples per
second, as in Section 2.3, the delay time is given byfzvz %. The
‘value of m chosen hence de€termines the maximum value of C and can-
not exceed N. Although, fox m<{N, equation 2.4.1 provides the best
efmimate of the true auto-correlation function, it was found that
in actual practice, as m was increased to values close to N SO as
to facilitate the accurate measurement - of the frequencies of
interest, the behaviour of ﬁixfzﬁ became erratic and meaningless
because of the high noise conteht of thé signal. This phenomenon
occurred as the number of -samples in the'summation decreésed to the
point where the noise was no longer'avéraged out sufficiently. To
avold this erratic behaviour of the auto—cbrrelogram, a biased

estimate, the second of the two proposed by Bendat and Piersol,

was chosen and is defined by the equation

~ 1 N—r ‘ B ’ ’
sz(?ﬁ = § gzl Xilxi+r o r=0,1,...m 2.4.2

where all symbols are zs previously defined.

It can be seen that for large r or m, the amplitude will be
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Flg 2.4.1 Normallzed* Auto-Correlo

*

A
B
C
D
I
lQQ-mseo
E

ram Estimates show1ng
(a an 8 Hz. sine wave, %b) An E.E.G, sample _
(2) of the 8 Hz . sine wave, (d) 5 (?5
of thé B.E.G., (e) R, (¢) of the B.E.G. &Fter
application of the Sildlpg mean process.

Auto-correlograms have been normalized to a constant ampl.

at T = 0.
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reduced- as the divisor N is not decreased with the decreasing number
of samples averaged. However, eince'only the frequencies were of
interest, this was'not considered to be a serious limitation.
It was found that with this biased estimate, no erratic
behaviour occurred and accurate frequency measurements could be made.
Figure 2.4.1 shows a typical E.E.G., and the estimate of
the auto-correlogram computed ﬁsing.Equation 2.4.2. To illﬁstrate
the actual biasing effect of the estimate, a sine wavevand its auto-

correlogram are also included.

2.5 The V,.E.P. Detection and Processing

A signal flow diagram of the V.E.P. detecﬁion and proces-
,sing equipment is shown in Fig, 2.5.1: The technicai information
.and,specificatioh for the ﬁajor equipment is provided in Appendix i.

At fhe beginning of an experiment, the subject was seated
| inside e comple tely darkened and electrically shielded chamber for
.a prescribed period of time (see Section 3.1). The shielding was
necessary to avoid contamination of the low level (< 50 QV) sig-
nals by external interference. The stimulus was delivered via a
small aberture in the chamber_wall directly in front of the subject
at eYe level, and connections to the electrodes on the subject's
scalp were made with shielded cable passing'through the chamber wall
to the differential amplifiers.

Five scalp electrodes were used in conjunction with four
channels of differential amplification;' A switching bex was designed
and built to enable the application of any desired combination of the

five electrode signals and a ground into the four channels of the

amplifier. Henee both bipolar (one elecfrode into each input of the
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differential amplifier) and monopolar (one electrode on one inpuf
and the other input grounded) responses could be examined. The sys-
tem ground was connécted to the lobe of the left ear of the sUbject.

The four signals from the amplifier were simultaneously
‘recorded on four tracks of an eight-channel F.M. tape reéorder and
processed by an average response computer. The average response
computer performed the ensemble averaging processvdiscussed in Sec-
tion 2.2. As each light stimulus was presented to the subject, a
synchronous pulse was delivered tQ the average response computer by
the electronic stimulator. ‘Triggeréd by the pulse, the computer
sampled each of the four siénaIS'from the amplifiér simultaneously
for a prescribed period of time, usually 500 mséc. ’The computer
was set to sample a preset number of responses and display the four
ensemble averages on a monitoring oscilloscope. The averaged signals
were then plotted on paper using the X-Y recorder. |

_ZA logic interface was built to enable data transfer in
digital form from the average regsponse computer memory to the off-
line PDP—9 digital computer for further processing. The interface,
which was confrolled by the average response computer, worked in
conjunction with a paper tape punch which punched the information on
papef.tape in a format compatible with the PDP-9 paper tape reader.
The circuit diégram and a déscription of operation for the interface
is provided in Appendix II.

In addition to the stofage of:thé ensemble-avefaged data on
paper tépe, it was deemed desirable to store the raw analbg data on
magnetic tape as it was.accumulated. This was often done without
the on-line averaging and plotting in order to speed up the experi-

- ment and facilitate the accumulation of more data during any one ses-
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sion. Also, it was often nécessﬁry to re-examine the raw data for
transient and artifact interference which often first appeared in.
the cff-line analysis.

As an aid to the catalogting, recording and playback of
"the raw data on the magnetic tape, a digital encoding-decoding system
was built (see Appendix III). TIn the recording mode, the encoder
was used to geherate a unique binary code each time a light stimulus
was presented to.the subject. This binary code was placed on a fifth
track of the tape recorder in "paraliel" with the four channels of
data. The encoder was tfiggered by a pulse delivered by the stimula-
tor synchronbﬁsly with the light flash. This pulse was recorded on
a sixth track of the tape recorder. Visual.monitoring of the binary
code was provided to enable further cataloguihg as desired.

On»playback, the encoder was used to seérch out a desifed
set of data and to start and stop the average responsefcomputer pro—'
cessing. The decoder coﬁld be preset +to detecﬁiany partiéular code
desired and to start the averaging process; Visual mohitoringvof
the code as it was examined by the detector was also provided to
facilitate the locatihg of information on the magnetic tape.

An ogcilloscope and X-Y recorder weré used to monitor the
accumulation and processing of data both on and off—lihe. An I.B.M.
7044 was used in the final stages of the data analysis to perform

statistical analysis for the system model of Chapter 4.

Preliminary Data Prbcessing

The signal-to-noise ratio of the visual system as defined
in Section 2.1 varies considerably from system to system. As a result,
the number of signals required by the ensemble averaging process to

reduce the signal-to-noise ratio to a prescribed value also varies
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considerably. In order to establish a suitable compromise between
time and noise reduction, ensemble averages of from 2 to 1024 signals
were investigated and it was found that 128 was satisfactory for most
cases. This value was used as a standard number for most of the ex-
periments described in this thesis. The average response computer
‘was also used in the processing of E.E.G.s to measure Alpha frequen—
cies. In the absence of a stimulus, the computer waé manﬁally trig-
gered and sampled a desired length of E.E.G. information, converting
it to digital form and storing it in memory. The information was
then punched onto paper tapé-for further processing on the PDP-9
compﬁter. |

Following the procedure used by most expefiménters,(l’Z’B)
a scanning time of 500 msec was chosen as adequate for fhe complete
recording of a V,E.P., BSimilar lengths of E.E.G. data were generally.
taken, - |

As it came from the average response computer, the data con-
tained various artifacts introduced by the detection and averaging
processes, which had to be removed or compensated for before further
data processing could be applied. The first of these artifaéts to
be removed was a dc component of unknown magnitude introduced by
the average response computer. Since this de component was impos-
sible to distinguish from physical axial offsets, it was decided to
remove all dé from the signal by taking the average value and sub-
tracting it from the signal., This operation was performed En both
the V.E.P., and E.E.G., using the PDP-9 computer.

A second artifact in the form of amplitude attenuation was

introduced at the scalp-electrode contact. Electrode pressure, the

degree of electrode saturation with saline solution, scalp cleanliness,
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and hair thickness all influence the impedance of the scalp-electrode
contact and hence the amplitude of the response in spite of precau-
tions teken to standardize the electrode mounting procedure. As a
result, it was impossible to distinguish between artifact attenuation.
- and amplitudé variations due to physiological changes between exper-
iments. For this reason, all sigrals were normalized on the PDP-9
to a constant RMS value before further prbcessing, except when it was
desired to dompare résponses takén from any one individual during a
single experimental.session as in the intensity and stimulus size
experiments. Otherwise, compérisons in amplitude were made on the
vasis of an estimate of the Signal—td—noise ratio as 1t would not be
affected by attenuation of the overall response either by artifact or
amplitude scaling. |

Finally, a ten point sliding mean was perfofmed on virtually
all of the data according to the procedure outlined.in Section 2.3,
This resulted in a bandwidth réduction tQ approximately 25 Hz. The
remaining signal, therefore, consisted essentially of the "slow waves" -
of the V.E.P. The results reported in this thesis are based primarily
on the nature of fhese slow waves.

The sliding mean was sometimeé paformed'bn the E.E.G. to
enhance the effective "signal-to-noise ratio" of the Alpha Rhythm,
This procedure resuited in higher correlation and easier measurement

of the Alpha frequency from the auto~correlogram. (see Fig. 2:4.1).

2.6 Bxperimental Verification of the Theoretical Assumptions of the

Model of the Visual System
In Section 2.1, it was assumed that the noise n(t) at the
output of the system model was zero-mean, Gaussian and statistically

independent of the signal s(t). In Chapter 3, it will be demonstrated
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that for a fixed input; s(t) may_be régarded_és a constant. Under
these éqnditions then, n(t) can be treated as statistically indepené
dent of s(t).* The remaining assumptions, however, were left to be
proven in this section. |

To obtain a sample of the noise n(t), the obvious approach
would be to_sample the output in the absence of a stimulus input.
This output has been previously defined as the E.E.G, However, it
has also béen noted fhat the E.E.G. contains a variable periodic com-
ponent, the Alpha Rhyfhm, which may or may not be present in the noise
n(t) when a stimulus is being applied.** On the possibility that n(t)
may éhange with the.application of a stimulus, it was decided to use
a singlé response with a particularly poor signal-tdénoise‘fatio as
an approximation to the noise n(t). If the signal—to~noise ratio is
particularly poor, the output will differ only slightly from the noise
and the difference in statistical prbperties of the two should be neg-
~ ligible. Since the stimulus rate was usually 1 flash per second, the
noise sémples added in the a&eraging process were spaced by 1 second
in time, and hence the distribution of noise sambles spaced by the
same amount is of interest. To obtain such information, fhe data
from a subject with a low signal-to-noise ratio was played into the
average responsé'computer. The scanhing rate was set as low as pos-
sible (1.25 samples per second) to approximate the spaping between
samples in a regular recording session. - The distribution of the
amplitude of these sample observations is shown in Fig. 2.6.1, com-
pared to the'Gauséian distribution, along with the mean and variance

of the data,. and the results of the Chiésquare "Goodness of Fit"

* Statistical independence cannot, in general, be?assumed.

*% The effect of an applied stimulus on the Alpha Rhythm is the sub-
ject of much controversy and is discussed in Chapter 3.
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test to the Gaussian distribution. The amplitude distribution is
shown plotted against the ﬁnit normai deviate z. The variable z
corresponds to the value.of the zero-mean, unit-variance Gaussian
random variable for which the probability that a sample observation
from the same Gaussian data will be iess than or equal to z is equal
to the observed fraction of observafions which were less than or
equal to a given value of the random variable (amplitude) being

- tested., If the data were rerfectly Gaussian distributed, -the points
would lie in a straight line which would cross the ampiitude axis at
the mean value and the slope of which would be equal td the inverse
of the standard deviation'of the data. The Chi-square. peréent reférs_
to the percentage of sample observation_sets from exactly Gaussian
data that one would anticipate‘to have a WOrse figure for the good—.
ness of fit than the one obsef#ed for the data in question. The
noise is assumed to be Gaussian distributed on the basis of the
results df Figure 2.6.1. It was also found that this mean and Vari—
ance was appréximafely constant-for any time "origin".

, The second major assumption, that of uncorrelated noise
‘samples separated by 1 seéond in time; is investigated in Figure
2.6.2A, Again, a single evoked response was used as an approximation
for the noise n(t). It may be argued that since‘the noise contains
a signal component, it cannot be stétionary, but, because of the low
signal to noise ratio, this effect is considered negligible. The
auto-correlogram of 5 seconds of data is shown in the figure. The
noisy behaviour of the correlogram is attributed in part.to the fact
that the discrete approximation to thelauto~correlation function
was used and the random behaviour of,the signal was not totally eli-

minated in the correlogram as would be the case in the theoretical
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Fig, 2.6.1 The "Goodness of Fit" of the Noise Data to the
Gaussian Distribution

limit of an infinite number of samples.

In the.theory of the sliding mean, it was assumed that, at
a stimulus delivery rate of 1 flash per second, adjacent noise |
samples wereiunoorrelated. Since the scanning rate of the computer
under these conditions was 500 samples per second, it was in effect
assuming that noise samples separated by 2 msec in time-were uncor- .
related. TFigure 2.6.2B shoﬁs the auto-correlogram of 50 msect. of
4noise data, the shortest scanning time cobtainable on the averége
response computer. The amount of correlation after 2 msec , (arrow
marker), is again submerged in the random fluctuations due to the
digital techniques employed.

Since it is impossible to distinguish between the random
fluctuations and oscillations due to actual correlation within the
data, it must be allowed‘that some correlation may exist at both

time delays of interest. Hence, the results of Sections 2.2 and 2.3
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"\ are only approximate to the extent of this correlation. The presenéé
of correlation would add another term td?the finél{vafiaﬁce equations

of these two sections. HoWevér; the'eduationg;as they stand, still

serve as reasonable approximations to the real situation since the

amo&nt of corfelatjon present, if any, is less thanbthat indicated

by F:Lgu.re 2:6.2. | | | |

o Flnally, sincefthe mean and variance of the Gaﬁésian noise
are relatively constant over time translations of the "dfiginﬁ,&é;d

- to the extent that the autq—correlationlfunétion>of'the noiée can be

approximatéd by the impulse function,vthe noise>process can be assumed

stationary.
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5. THE ENVIRONMENT

3.1 Physical Environment

The humah Visual Evoked Potential is modified by an unu-
sually large number of influences, both internal-and external to the
body. The totality of these influences constitute what is defined
as the ”envirohment" of the V.E;P.

It could be érgued that, as defined (page 4), the visual
system must include the entire human nervous system, for,because of
the extreme complexity and.integrated nature of the nervous system,

a small change virtually anyﬁhere in the system could affect every
other part of it to a.greater or lesser extent, However, most éuch
influences could not be detected with preseﬁt V.E.P.'reéording tech-
niques and the effects of the internal variables are largely due to
two phenomens; namely, the degfee of mental concentratiogk\and fhe
general physioiogical condition of the subject. |

Concerning.the effects of the general physiological condi-
tion of the sﬁbject on the V.E.P., little is known. Howevér, the |
degree of fatigue seems to have some effect on the signal—to—noisé
ratio of the responée, by decreasing thé.amplitudé of the signal com-
ponent., This effect may be linked with the degree of concentration
on the stimulus. |

Some work has been done concerning the effect on the V.E.P.
of the degree of mental concentration on the stimulus. Garcia-Austt
et al‘,(lS) have studied the effects of reducing mental concentration,
5oth externally using distraction in the form of small secondary sti-
muli and internally by assigning a mental task to the subject to be
performed during presentation of the stimulus. The results in both
cases were reported to be the same -- a reduction in amplitude and

decreased consistency of the pattern of the response.
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While amplitude variations are partially eliminated in the
preliminary data procéssing procedure as outlined in Section. 2.5,
pattern variations pose a much mdre difficult problem,

In the experimental laboratory, the internal environmental
variables can be contrelled to a limited degree. Subjects can be
selected of generally equal physiological condition and a reasonable
amount of concentration can.be assured. iﬁ the clinical atmosphere
however, such is not the case. If the V.E,P. is fo be used as a
'clinical tool, allowance must be'made for these variations and any
model of the V.E.P. which is to be practical must be flexible enough
to iﬁdLude these variatiohs within its definition of normality.

in Chapter 4 of this thesis, a statistical model of the
V,E.P. is'proposed. Siﬁce the éubjects uéed in the determination of
the paraméters of the model.were selééted at random from the age
group 50-80 years, it is proposed that the model will be sufficiently
flexible to include the fluctuations due to a wide variation in
internal variables. It is felf that éﬁbjécts'within this age group
would be éépable of less concentration thah any other, (with the pos—
gible exception of_infants), and that physiological variations would
be relatively large. |
| The most.important of the external environmental variables‘
include: eiectrode position, spacing and type; stimuius intensity,
duration, size, colour, frequency and background illumination; reti-
nal scotopic or photopic adaptation and site of refinal'stimulation;—
foveal, macular or extra-macular. It is obvious that a description
of the V.E.P. which does not include adequate specification of this
exterﬁal.enviroﬁméntis(ﬁ'vagflittle value., Much work has been reported

concerning the investigafion of the effects of varying one or more
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of the environmental variables and,where.possible, these results have
been used, Hdwever, several additional preliminary experiments were
necessary to investigate the effects of thé various parameters and

to decide on optimum values for them., In this section, the environ-
ment for the model is described‘in detail and its physiolocgical sig-

nificance is discussed.

Electrode Placement and Type

The primary'region of the brain concerned with vision is
calied the occipital cortex and is ceﬁtered under the midline and
at the base and back of the skull, as illustrated in Fig. 3.1.1.

The tip of the occipital cortex is indicated externally by

a lump on the back of the head, known as the occipital protrusion or
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inion. Since this protrusion accurately locates one of the main
surface visual centers of the brain, it serves as an excellent refer-
ence point for the placing of electrodes to méasure visual responses.
A preliminary study of the effect of electrode position on the V.E.P.
showed thaf a similar response is obtained over the enfire posteriow
rortion of the scalp but that the largest and most consistent res-
ponses occurred in the region of the inion. Also, in a study per-
formed by Gastaut ét al (13), it was found that some of the short
latency components of the V.E.P}, in the range 20-100 msec .., coﬁld
be detected only within a few cm of the inion. TFor these reésons,
the work in this thesis was performed with the electrodes on or near
the occipital protrusion. |
| _Tb ensure constant positioning of the electrodes, a small

plastic frame-was construéfed in.the form of a cross, ﬁith an electrode
mounted on each arm and at the centér, making a total of five. The
distance between the center electrode and any other was 3 cm , and
both‘the"frame and electrode shaffs were threaded to permit movement
of the electfodezheaditbward or away from the séaip as the contour of
‘the skull_dictated. The lower electrode was placed directly over the
inidn and the Vertibal row of three_electrodes was“placed'along the
midline df the head. The-approximaté position of the électrodesl
in reiatidn to the visual cértex is illustrated in Fig. 3.1;1. ‘The
plastic:frame was held in place by an adjustable rubber apparatus and
the amplifier'leads were plipped on to the ends of the electrode
shafts extending ébove the frame. |

. Figure 3.1.2 shows'the elébtrodeé_and mounting apparatus in
position. Gold'plated, saliné sponge electrodes were constructed

from center bored brass bolvawith concaved heads. The scalp was
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cleaned with acetone and the electrode heads soaked with conducting
saline solution before placement of the harness. Cr~re was taken to
separate the hair from the scalp-electrode contact and each electrode
was adjusted to approximately the same pressure. The average inter-

electrode dc resistance when in place was about 25,000 ohms.

Fig. 3.1.2 Electrode Placement Showing Mounting Apraratus
with Electrode Cross and Amplifier Leads in Flace
Ti.e electrodes were numbered for convenience with number
one lying directly over tie inion, number two lying three cm immedi-
ately above, number three lying three cm to the subject's left of

number two, number four lying three cm to the subject's right of
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number two and number fivé lying six cm above number one. Except
in a few preliminary experiments, electrode number five wes seldom
used.

Both bipolar and monopolar responses were examined in detail
for the five electrodes positioned as in Fig. 3.1.2. The monopolar
responses usually exhibited similar basic patterns with some differ-
ences in the amplitude-of.the major deflections. The monopolar were
generally larger and noisier than the bipolar fesponses. Figure 3.1.3
shdws the monopolar respoﬁses obtained from electrodes 1 and 2 and the
corrésponding bipolar resronse 1,2 taken simultaneously. In the bi-
polar configuration, the basic pattern of the cortical reSponse is
eliminated by the common mode rejection of the differential amplifier.
The remaining response is hence the result of the difference between
the two monopolar signals and,consequently; local artifacts due to
differences in contact impeaance-and localized noise, which both tend
to distort either signal, will be exaggerated in. the bipolér ré&cordings.
Also, if the five monopolar respoﬁses are known, any combination of
bipolar responses can be obfained by algebraicallj sifbtradting the
two monopolar signals concerned on the computer. This is also demon-
- strated in Fig. 3,1.3. Signal C represents the bipolar response as
obfained from the subtraction of the two appropriate monopolar res-
ponses. The results are identical as would beAeXpected. For these
reasons then, only monopolar responses were recorded and bipolar wave-

forms were constructed as desired.

The Stimulus

In every experiment described in this thesis, the stimulus

was a 10 microsecond pulse of white light provided by a Grass Photo
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Fig. 3.1.3 Monopolar vs  Bipolar Responses
a) Monopolar response (1),
Ebg Monopolar response (2),
c) Bipolar response (1,2),
(d) Bipolar response as computed
by subtracting (1) from (2)

_étimulator set at intensity four® and working in conjunction with a
standard five inch stroboscope. The face of the stroboscope was
covered with a cardboard disc, the center‘of which had been bored to
a prescribed diametér'of six millimeters. The subject was seated six-
ty centimeters directly in front of the stimulué which was at eye

level, hence subtending a solid angle about the visuval axis of .57

¥

See Appendix I
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degrees et the eye. After ten minutes.of dark adaptation, the sti-
mulus was delivered at a rate cf one flash per second continuously
for the required numher of times, most frequently 128, The subject
wes instructed to relax and sit as still as possible during the course
of the experiment and to concentrate on the fiash while it was being
deiiVered, with both eyes open. The first five responses Were ignored
to permit the subject to adjust to the flash intensity and location.
If the V.E.P. is to be used as a clinical diagnostic tool,
the relationship between the stiﬁulus parameters and the topography
of.the eye will be of vital importance in deciding what exactly is
1mplled by a "normal" _response and whut abnormalltles, if any, would
be expected to influence the pattern of the V.E. P For these reasons,
~a brief description of the retina and occipital cortex is included

at this stage and their relationship to the stimulus is discussed.

The Eve and Visual Cortex : , '

The first "stage" of the visual system, the eye, is a com-
plex photoelectric device composed of a large number of each of two
types of photoelectric transducers called rods and cones These
-transducers are dlstrlbuted in a non-uniform fashlon over the internal
posterior portlon of the eyeball, under the_surface of the retina
(see Figure 3.1.4). The rods are the more sensitive of the two detec—-
tors, but are not frequency discriminating and‘hence cannot detect
'colour. The cones,'elthough less sensitive than rods, have bandpass
frequency responses coverlng one of the three primary colours and hence
enable colour distinction. The center surface of the retina, subten—
ding a solid angle of from three to five degrees about the visual |

axis, 1s called the fovea and consists of a very dense concentration
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Fig. 3.1;4 The Human Eye, showing Mean Components and AnglesvSubtended
by the Macula and the Fovea

of transducers,ialmoét entirely cones. The fovea is the most frequently
used portion éf the retina because it_is stimulated by objects along
the visual axis or in the "line" of wvision. Surrounding the fdvea,i$
an area of a slightly less dense concentration of transducer celis in
general, and a slightly higher proportion of rods in partidular. This
area is known as the macula and subtends an angle of approximately
twenty degrees about the visual axis. The area outside the maculaAis
predominantly rods dispersed in a relatively sparsgse fashion over the
remainder of the retina.

At the level of the visual cortex, physiological experiments
have shown that the neural portion of the brain éoncerned with rod res-
vponse is located primarily in the medial folds of the occipital lobe,

dominating the shaded portion illustrated in Fig. 3.1.1. Since the
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largest diamefer of stimulus used in any of the experiments subtended-
an angle of less than two degrees about the visual axis, the largest
percentage of stimuléted receﬁtors would be cones. For this reason,
and because of the topography of the visual cortei, it is probablé
ftha%vthe V.E.P. discussed in this thesis is a cone response, speci-
fically the cones of the central fovea.

The localized néture of the stimulus.must_be borne in mind
in any proposed application of the V.E.P. to clinical diagnostics. A
"normal" résponse simply refers to a véry small part of the entire
‘system{ therefore, a subject with rather severe visual defects in the
outer regions of the visual field could conceivaﬁly give a "normal"
response for foveal stimulation. |

Although'no experimentatal investigatiéﬂ of off-foveal
stimulation was conducted for this thésis, some work in this area has

(14)

been-reported in the literature., - Eason et alyg have examined the

response elfcited by a red stimulus‘focused on retinal areas from zérp:t
to fifty'degreeé off the fovea. It was reported that, in general, a
good response was obtained in areas up to ten degrees off the fovea,
i.e., anywherg in'fhe macular region,'but that a decrease in amplitude
was observed .in the outer off—macular.areas. It would thefefore
appear that any model proposed for the'central foveal response could
be extehded to include the.macular region, with corresponding changes
in its parameters or form. For this reason, it is not felt that the
usefulness of the model proposed in Chapter 4 is limited in its appli-
catién by the fact that it is based on data providedfby foveal res-

ponses.
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3.2 ILinearityv and Time-Behaviour of the Visual System

Iinearity
. Because of the inherent complexity and integrated. nature
of the visual system, a linear relationship between the stimulus size

or intensity and the amplitude or some other characteristic of the

response would not be anticipated. Although no such direct linearities

(5)

have as yet been proposed in the literature, Vaughan has reported
a linear relationship between the latency of some of the major def-
lections of the V,E.P. and the lbgarithm of the stimulus intensity.

' A preliminary study of the effects on the V.E.P, pattern
of varying both the stimulus size and intensity was performed on each
- of five subjects, malé, between the aées ofvtwenty and thirty-five
years. The purpose of the study was first to investigate any possible
linearities of the visualvsysian(fgyA a small stimuius for future
experiments —-- Speqifically, for the statistical model of Chaypter 4.
‘Fig. 3.2.1 shows the results of a typical experiment in which the
stimulus size was varied from .5 mm (2.86 minutes) to 20 mm ‘(1.91
degrees). As can be seen from fhe'figﬁre, the V,E.P. develops in a
non;lineér fashién from a ipng latency sihgle'majéf'deflection at the
smallesf'size, to the large multideflection responseswof thé largér
stimulus sizes. No attempt was made to determine any logarithmic or
other mathematical relationship between the respohée parameters and
stimulus size other than direct linearities. No such direct linear-
ities were found to exist. The transfer function of the system mocel
vof Fig. 2.1 is assumed to be non-linear with respect to stimulus size
on this basis.

Of primary interest, however, is the fact that there appears

to be a "region of immunity" within which the V.E.P. pattern changes
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relatively little with a small change in stimulus size, centering
approximately about the .57 degree size. In deciding on an appro-
priate stimulus size with whiqh to perform the experiments upon which
the statistical model of Chapter 4 would be based, it was decided to
take advantage of this apparent immunity range.‘ It was felt that if
indeed, in this range of stimulus size, the V.E.P. was insensitive to
small changes, then it would also be insensitive to variations in °
individual visuval interprefation of the stimulus size. This would
partially eliminate one of the pﬁySiological variables discussed in
the first paragraphs of this seciion,

-The second part of the experiment involved keeping the stimu-
lus size constant at .57 degrees and varying the intensity from 100%
of setting four on the Grass photo stimulator,* down to .0C1% using
10% Kodak neutral density light filfers.‘ The results are shown in
Figr 3.2.2. As can be seen again, the V.,E.P. appears to follow a
.noﬁ—iinear.development with étimulus intensity, not dissimilar to that
for size. Although the inteﬁéity increments and stimulus used by

(5)

'Vaughan in a similar experiment were differenf from.those used in
this experiment, the results appeared similar, particularly at fhe
lower.and higher intensities. Again, the pattern appears to vary
less at the higher intensities for incremental changes than at the
lower values and for the séme reasons as outlined for the choice of
stimulus size, the larger intensify,.lOO% of intensity four on the
Grass stimulator selector dial, was cﬁosen. "Since no direct linear-
ities could be detected, the transfer function v(t) of Fig. 2.1.1 was

assumed to te non-linear with respect to stimulus intensity as well.,

No attempt was made to reproduce Vavghan's logarithmic linearity rela-

* Correspconding intensities in candlepower are provided in Aprerdix I.
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tionship between intensity and latency as such linearities would not

satisfy the conditions necessary for system linearity.

Time Behaviour of the Visual System

Fundamental to the theory and discussion Presented in the
previous sections of this thesis is the assumption that the noiseless
V.E.P., or some part thereof, is relatively fixed in time arnd ampli-
tude, or at least normally distributed-about some fixed values of
time and émplitude. The éﬁtire noise reduction process 1is dépendent
on the fact that, as the variance of the noisy signal is decreased,
the waveform converges to the pattern of the single response. Also,
as Wwas pointed out in- the introduction to the thesis, the development
of”a ugseful model er fhe V.E.P, depends first on the existence of an
individual conéistency and secondly on a population consistency in
the V.E.P.

The importance of the time behaviour of the vigual systeﬁ
necessitated that considerable time be spenf in its investigation.
While some work has beenlpublished in this area, the information
provided has been sufficiently vague as to warrant further exper-
imental investigatibn. Regarding the variabilityvof the V,E.P. both
between subjects and over time for any one subject, Werre and Smith(l)
report, "While there was a recognizable similarity between all V,E.P.'s,
there were conspicuous departures from the general outline of the
-response. Those between subjects were outstanding; Less salient
were diffefences between areas of the head and sometimes in an indi-
vidual when s tudied repeatedly....The V,E.P, may well serve as a new
(2)

tool for the study of individuality." Similarly, Rietveld reports

on a series of tests performed on ten subjects;'"The general nature

of the response remains general ly the same for each one of them., The
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degree of this reproducibility is however variable."

Experimentally, five male subjects between the ages 20-35
years were studied over a period of about 10 months and a record of
both monopolar and bipolar responses was kept for tests separated by
intervals ranging from a few minutes to the full ten months. These
records served not only as an indication of the time behaviour of
the respective'visual,sjstems, but as a check on experimental pro-
cedure, artifact interference, and equipment malfunction, Three of
the monopolar records are shown in'Fig. 3.2.3. As was anticipated .
from Rietveld's remarks, thé‘consisfency does vafy slightly from indi-
vidual to individual. It is of interest to note. however, that, while
the consistency of the response for any one individual is generally
poor when the entire 500 msec is considered, the consistency of
approximately the first 250-300 msec. 1is remarkably good. TFor thié
reason, one is tempted to subdivide the individﬁal visual responée
into twc comporents: a relatively time-invariant primaryfresponse,
and a time-variant secondary after-discharge. Heﬁce, if the model
of Fig. é.l.l is fufther restricted to be defined only for the pri-
mary portion of the visual regponse, the transfer function v(t) can
be essummed time-invariant for any individual system with little loss
of accuracy. This, in effect,is done in Chapter 4 where a statistical
model for the visual response is proposed. This subdivision has, in
fact, been pfoposed by other aﬁthors and is generélly acdepted in
the literature.. The term V.E.P. has frequently been used to refer
only to the primary portion of the viéual response, while the secon-
dary portion of the response has been termed the "Rhythmic After-

discharge". This terminology will be adopted here and used for the

* This does not mean that v(t) is invariant over a set of different
individuals.
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°

remainder of this thesis. The term "visual response" shall be used

to refer to the V,E.P., together with the Rhythmic After-discharge.

3,3 The Nature of the Visual Response

That a recognizable similarity exists among all visual.
responses is admitted by most authors; however,'the degree of this
similarity ap?ears to be somewhat in dispute. It is generally agreed
that the visual response consists of two main components s pre-
viously,disoussed -- the V.E.P. vhich was established as a non-linear
time-invariant primary response, and a Rhythmic After-discharge which
was described as hon—linear aod time-variant, These two Components

are discussed individually in the remainder of this section,

The Visuval Evoked Potential

Three approaches to the»determination of the nature of the
V.E.P. have been described in the literature. Of particular interest
are the works of Gazzullo et al;(15>, Ciganék<3), and Creutzfeld and.
Kunnt 4), ) |

Cazzullo et al havo shown that‘by passing the VQE.P.”through4
two bandpass filters with frequency pass bands of 8~1% and 15-25 Hz ,
it can be brokeﬁ up into two main components of a single frequency
each. .These two components can then be added together to reconstruct
the "slow waves" of the V.E,P. with little or mno distortion. This
" result is of interest‘for the following reasons. First; since selec-
tive filtering effectively eliminated the noise*, it would appear to
contain no components in the fregquency range below 25 Hz. These |
results- also indicate that the'V.E.?. is actually the sum of two fre-

quency components, each modulated in an indeterminate faghion, and

¥ The validity of this statement depends, as in the sliding mean pro-
cess, on the consistency of the "noiseless" waveform. Good consis-
tency would indicate that the noise had in fact been eliminated,

whereas poor consistency would indicate the presence of low frequency

noise components.
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each lying below the lowest frequency component of the noise. The
reason for the success of the sliding mean process can be easily
explained in the light of these conclusions. It effectively places
a low pass filter on the signal with a cutoff frequency between the
'lowest noise frequency component and the highest V.E.P. component.

Creutzfeld and Kuhnf have averaged the V.E,P.'s taken from
20 differént'individuals in an attempt to describe a "mean" V.,E,P,.
- The average of‘lOO responses was taken from each of the 20 subjects
and the resulting averaged responseé were in turn averaged. The
résults are reproduced in Fig., 3.3.1A for a monopolar electrode over
theloccipital cortex., -The heavy line inéicates the mean wavefofm and
the lighter lines the standard deviation. Because of the deviations
in latency of the major deflections observed between individuals --
a fact which is not taken into éccount in this "average of averages"
technique, this mean value is of liftie praétical value and is
included only for interest. |

The results of a third approach, that takenbby Ciganék, are
shown reproduced in Fig. %.3.1B. TFor this "mean", V.E.P, ensa;ble
averages were taken from 45 subjects and the aVerage values for the
latency and amplitude of the main deflections of the V.E.P. were com-
puted. The wavefofm shown 1is a sketch of the resulting mean V.E.P.
The computed values are provided in table 3.3,1A, This approach is
superior to that taken by'Creutzfeld and Kuhnt since latency varia-
tions are taken into.account in the averaging of the amplitudes of -
corregponding deflection peaks.

| As a further inveéstigation into the nature of the V.E.P., a

set of experiments was performed in which 50 subjects were examined

on a single occasion each under identical environmental conditions.



A A
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C C

50 msec

Fig. %.3.1 Mean Visual Evoked Potentials,
(a) according to Creutzfeld and Kuhnt,
(b) according to Ciganék, (c) according
to Bennett

The subjects, all males, between the ageé of 50 and 80 years,.were
selected at random from the genersl population of that age group.
Typical responses have been selected to show the pattern variations
observed and are iilustrated in Fig. 3.3.2. . The énd? of the V,E.P,
and the beginning of fhe After-discharge is indicated by an arrow.
marker in each case. Observing the E.E.G. convention, negativity at
the electrode results in an upward deflection on the graph.  As each
record was taken, an E.E.G. was also recorded for each subject along
with the monopolar binocular and monocular responses. On the basis

of the fifty individual ensemble averages obtained, a "mean" V.E.P.

was computed in the same manner as used by Ciganék. The PDP-9 was used
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to scan the slow wave response recording the latency and amplitude of
all maxima and minima observed. The mean and Standard deviation of
correspohding peaks were then computed and are recorded in table
3.3.1B. The waveform sketched on the basis of these calculétions is
shown in Fig. 3.3.1C., Although a basic similarity exists between the
model of Ciganék and that of table 3.3%.1B, some notable differences
musf be explained. Ciganék‘s deflection humber one was not observed
with significént frequency and is not included in this new model.

A Hencé, peaks 2-7 in Ciganék's model correspond to peaks 1-6 in the |
new model, The behaviour which Ciganék had indicated with dotted
lines was also observed on occasion but again,»not With-significént
consistency. The two.models agree well for the firét three deflec-
tions, but diverge af the longer latencies. The explanation offered
for the discrepancies is that the two environments differed signifi~.
cantly in two critical aspects; namely, stimulus size and intensity.
Also, since both models ére based on small samples of the population,

further sampling may lead to éloser agreement of the two results.

Table 3.3.1A Mean Values as Computed by Ciganék

Deflection 1 2 3 4 5 6 7
Iatency (msec) 39.12 | 53.40 | 78.33 | 94.19 114.00" 1134.55| . -
Standard Dev. (Lat)| 4.18 4.42 6.3%6 7.13 7.41 9.92| .8
Amplitude (pV) 2.93 | -3.51 | 5.24 | -7.18 .92 | -5.52] &%
Standard Dev. (Amp)| 1.59 2.15 3.43% 4.18 3.15 2.88 5

Table 3.3.1B Mean Values as Computed by Bennett*

Tatency (msec) 55.12 | 67.90 |105.41 |147.70 194.89 [239.02
Standard Dev. (lat)|12.67 |15.%6 | 14.78 | 11.83% | 20.04 | 28.51
Amplitude (pV) -1.67 1.36 | -7.18 | 4.12 | -6.94 | ‘5.65|
Standard Dev. (Amp)| 1.79 2.25 2.56 2,82 3,67 3.25

* The amplitude values have been scaled to the same combined RMS value
as those of Ciganék, for comparison, since previous scaling in the
data processing procedure had altered the true amplitude.
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The Rhythmic After-Discharge

Because of the erratic fime behaviour of the After-discharge,
it has received little attention in the literature and will be dis-~
cussed only briefly here, However, some work has been done by Réﬁond
et a1;<16), investigating the variations in the visual response, spe-
cifically the Rhythmic After-discharge, with the phase of the Alpha
Rhythm at the time of arrival of the stimulus at the retina., It was
found that if the sfimulus reached.the retina at the time of é maxi-
mum in the Alpha Rhythm, the rhythmic activity of the After-discharge
was éeverely attenuated, Conversely, ifvthe'stimulus was applied at
a minimum of the Alpka Ehythﬁ, this rhythmic activity was strongly
amplified., It was also reported that”thé‘frequency of this Rhythmic
activity was the same as'thét of the‘resting Alpha Rhythm.-

This latfer relationship has also been investigated by

(17)

Baflow , who also reﬁorted thét an apparent relatmmship existed
between the two frequencies. To verify this proposed reiationship,

an E.E.G, record was taken for each of the subjects in the sample
study pfeviously discussed. The Alpha frequency was measured from the
auto—corfelogram of the E.E;G. and COm;ared with the frequency of the
After—dischargé in cases where'a meésureable oscillation existed. The
results are shown in the Table 3.1.2; No attempt was made to detef—
mine a relatiohéhip between the time of stimulus delivery with res—
pect to the Alpha Rhythm phase and the magnitude of rhythmic activity
in the Affer—discharge.~ Howevef, as can_be gseen in the table, the

twe frequencies.appear to be about the same and hence, in part sup-
port the conclusions of Rémond et al. Finally,xa further piece of

evidence was noted in the E.E.G. auvtc-correlation experiment which

further substantiates the hypothesis that the After-discharge is a
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resumption of spontaneous activity. In some cases, where a particu-
lar subject demonstrated dominantl"fast", or high frequency activity
in the'E.E.G., oscillations of approximately the same frequency were
noted in the After-discharge; a‘phenomenon wnich would be expected if
indeed the After-discharge was a resumption of the spontaneous E.E.G.
activity. Examples of the high frequency activity can be seen in
Figure 3.3.2C and 3.3%.2F, and table 3.3.2. Amplified Alpha sctivity
is demonstratéd in respbnses D.and E of thé figure 3.%.2, and éuppressed
activity in responses A, B and G, | |
For clarification bf ferminology, the implications of the

conclusions of fhié cection must he cohsidered in relation to the
definition of the V.E.P. and thé system model‘proposed in Chapter:Z.

Although the pattern of the After-discharge is related to the stimu-
| lus,-if cannot be said that the fwo are synchronized, therefore the
Affer—discharge is not included in our definition of the V.E.P. The
signal portion of the output of the system model is héncé the V,E.P,
alone; a fact which, although not poinfed out until now, does not in

any way alter the validity of the pfevious discussioh.

After-discharge Aipha‘Rhythm | After-discharge Alpha Rhythm
Hz - Hz Hz Hz
10.35 10.95 10.90 10.00
2,83 ' 10.05 , 12.00 12.85
10.30 ' 11.00 22.20 21.25
6.86 5.86 . 24.00 25.05
8,71 - 8.75 25.08 . 24,05
10.40 9.20 |

Table 3.3%3.2 Comparison of E.E.G. Freqﬁencies with
Those of the After-Discharge
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4, A STATISTICAL MODEL FOR THE V.E.P. .

4.1 The Distribution of the Data

As was stated in Section 3.2, it is generally agreed that
a recognizable. similarity exists among V.E.P.s taken from several
dif ferent subjecfs. This would be anticipated from physiological
congiderations of fhe human visual system; for while visual exper-
ience and leafning may differ widely among individuvals, the general
structﬁre of all visual systems is the same, and each person "seeg"
essentially the séme pattern when an ideﬁtical object is'presented
for examination.¥

» Furthermore,‘as was also discussed in Section 3.2, some

V.E.P. investigators have computed.mean valueé for the V,E.P. by
averaging several responses in various ways. These sample means were
rebroduced and discussed according to their relative merits and agree-
ment in that section. |

Except fof the reporting of means and variances of the data,
no defini tion or description of the disfribution of the V.E.P. pattern
has as yet been pﬁblished. The advantages of such khowledge would be
manifold and are d iscussed in detail at the end of this section. This
distribution is investigated fdllowing a brief examinatioﬁ of the

dependency of the response on electrode position.

Variations in the Mean V.E,P. with Electrode Position

Qn the basis of the fifty sample responses obtained in the
studyiéf Section 3.3, a model for the mean V.E.P, was proposed. This
model was obtained by computing the average values of both the latency
and amplitude of the constant majof deflections observed. For pur-

poses of comparison, the mean V.E.P. reported was for samples obtained

* This 1s not to say that the interpretation of the object "seen" will
be the same for each individual.



from electrode number one located over the occipifal'protrusion,
since the other two models were based on occipital responses. The
mean and vafiaﬁce for this electrode and those of the cther three are
listed in Table 4.1.1. As can be seen from the table, the V.E.P. pat¥
tern varies slightly with electrode position. The laténcy is larger
for éorresponding deflections for the peripheral responses than for
the occipital resbonse. If can also be seen that the relative ampli-
tude of the major deflectionslof thg peripheral responses are essen-—
tially the same but differ from those of the occipital pole and radiQ

ates outward to the peripheral areas, with some time delay and pattern

__alteration. :
' LATENCY (Msec)
Electrode Deflection _
: 1 2 3 4 5 6
1, Tatency 49.82° 1 66,11 |105.00 [143.81 [190.09 [2%2.09
Std. Dev. 12.15 § 14.17 | 11.31 | 13.58 | 20.4% | 3%2.01
2. Latency 49.02 | 66.44 |108.14 |146.67 {196.04 |245.63
Std.Dev. 12.38 | 14.64 8.98 | 13.44 | 19.83 | 28.51
3. Latency 53.12 | 67.90 |107.95 |147.9% |194.89 |238.87
Std. Dev. 12.67 | 15.%6 9.17 | 11.23 | 20.04 | %3.04
4. Latency 52.50 | 67.34 1105,41 {147.70 | 194.17 |239.02
Std. Dev. 14.77 | 15.78 | 14.78 { 14.01 i 20.72 | 31.78
AMFLITUDE (Normalized pV)
Electrode Deflection
1 2 , 3 4 5 6
1. Amplitude | -1.79 1.86 | -8.38 4.68 | =6.23 5.27
Std. Dev. 2.17 2.31 3,17 2.82 4.11 3,47
2. Amplitude -1.12 2.01 1 -7.35 4.64 ~-8.81 5.45
. Std. Dev. 1.63 2.26 3.20 2.67 3.59 2.98
3. Amplitude. -1.68 2.41 | =7.50 5.25 | -7.58 5.47
Std. Dev. 2.23 2,08 2.91 | .2.64 3.1% 3,40
4, Amplitude -1.86 1.53 | -8.04 4.61 | -7.78 6.38
Std. Dev. 1.92 2.52 2.87 3.19 4,11 3,77

Table 4.1.1 Comparison of the Iatency and Amplitude of the

Major Deflections of the Four Electrcde Positions

Distribution of the V,E.P. Parameters

The V.E.P. has been characterized by six major deflections,
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each of which can‘in turn be specified by two parameters; the time
delay or latency between the time of delivery of the stimulus and the
arrival of the maximum point of the deflection, and the amplitude of
that maximum, In total, therefore, twelve parameters completely spe-
cify the V.E.P. -Thevdistribution of these twelve parameters was
investigated eXperimentaily using the fifty sample responses obtained
in the éxperimenﬁ described in Section 3.1.

On consideration‘of the physiological and experimental evi-
dénce discussed in previous sections, one is tempted toiregard the
V.E.P., as a random‘process with some mean value and étandard deviation,
ana as showing some central tendancy or clustering about that mean.
Since this type of behaviour in natﬁre is‘often best approximated by
the Normal or Gaussian distributionAfunction, the distribution of the
data was compared with the Gauséian distribution. _To this end, a
data histogram was plotted superimposed on the corresponding "modified"
Gaussian density function curVe, computed using the samﬁie mean and
variance for each of the parameters of the four responses. The ex~
pression hmodified” is used to distinguish between the ordinary pro-
bability density curve, and that computed by multiplying this s tan-
dard curve by the width of the.histogram "bing", thus ensuring proper
scaling fdr true ¢omparison. FEach of the twelve parameters for the
four electrodes was examined in thisg way. The "gcodness of fit" of
the data to the theoretical curve was measured using the standard?<2
Goodness of Fit'test, the results of which are illustrated in Table
4.,1.,2, As in Section 2.6, the x? percentage figure is an estimation
of the percentage of sample obser&ation sets taken from exactly
Gaﬁssian data which one would anticipate as having a poorer figure for

the "goodness of fit" than that calculated for the data in question.



On the.basis of these test results, the data cannot be rejected as
being non-Gaussian,

As visual indication bf the fit of the data to the Gaussian
Cufve, the data for both the amplitude and latency parameters are
plotted vs the unit normal deviate* for electrode number one, in
Figures 4.1.1 and 4.1.2, respectively. Since the data fits closely

to the theoretical curve, and since‘ﬁheCK2 test failed to reject our

hypothesis, the data is assumed to be Gaussian distributed.

%2 Percentages
Deflection

Electrode 1 2 3 4 5 6
1 . Amplitude 48 26 62 84 78 84
Latency 86 87 %8 6% 84 10
2 Amplitude 60 8 26 60 30 4
. Latency 10 22 35 46 88 31
3 Amplitude 5 18 55 98 10 41
Latency 10 70 92 88 66 g
4 Amplitude 70 4 9 85 87 77
Latency 92 . 7% 18 25 86 45

Table 4.1.2 7&? Goodness of Fit Test Results

Statistical Model for the V.E.P.

It has been shown that fhe essential information in the
V.E.P. can be specified by twelve parameters which correspond to the
latency and amplitude of each of the six peak deflections in the res-
ponse. It has also been demonstrated that the Gaussian distribution
curve with mean and variance esfimates as computed from the averages
of the fifty sample subject responses represents a gobd approximation
to the actual distribution of the data. Since each peak deflection
is characterized by the distribution Qf two parameters, or random

variables, a twe-dimensional joint Gaussian density functicn can be

* See Section 2.6.
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defined for each deflection maximum, and will be of the form

2 2
( o o i ) 1 e B ( aIJl—le ) e _ ( aAl—mAl ) . % 4.1.1
XX, L1, Al 2SS 2 ° 2 ’ .1,
172 Ll Al ZSLl | 2SA1 ,

where P i (a 1% ) deflnes the probablllty den51ty for sample obser—
2

vations of the two" parameters represented by (a ) on the '

Ll’“Al

‘latency %vs amp 11+t ude plane. MLl and SLl‘represent the mean and

variance estimates of the latency of peak one and Mﬂl and SAl’ the
mean and variance of the amplitude. o

By taking the natural logarlthm of both sides of ‘the equation
4.1. 1 we have |

‘(laLl_mL1>2 (“Al‘mAr>2 ( P ( ) 1.2
—5—) + () = -awN(essps, P 0190y )) s 4.1.2
7S /Ty | “L1VAT x %y OT1r%A1 T

which is the equation of an ellipse with center at (m l,mAl)-on the

CATLITRR

amplitude-latency plane, and semi-axes SLlJ—ZLN(2nSLlSAlP xx,
I&AlgL;%m%ﬂ)' o

U31ng the Gaussian distribution tables, a value for

and SAlJVZLN(2xS S P

P, ‘ (aLl’aAl) can be computed and an ellipse drawn according to
*p*o ' | : |
Equatlon.4.l.2. Tre value of leXZ-(aLl’aAl) can be chosen to'ensure
'_that a prescribed percentage of observations pf(aLl,aAl) which define
a point on the same'plane, will lie within the area enclosed by this
ellipse. This area is referred to as the region of acceptance of
(aLl’aAl) and can be computed for each of the deflections of the V.E.P.,
enabling the assesment of the total acceptability of a given V.E.P.

‘The acceptability schemes for each of the four electrodes.are shown

* Statistical independence of amplitude and latency has been assumed
here. While strictly speaking, this assumption has not been veri-
fied experimentally, no correlation was detected by visual inspection
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in Figures 4.1.2 - 4.1.6 as drawn by the I1.B.M., 7044 computer. The
elliptical areas are drawn for the 95% confidence limits in each
case, i.e., one would anticipate 95% of ﬁormal responses (aLl’aAl)
to lie within the elliptical areas. | '

The statistical models of figures 4.1.2 - 4.1.6, being
based only on the fifty observations of the sets (aLl’aAl)’ are not
adequate in their presenﬁ state for pathological or even experimental
application. They are proposed merely as a demonstration of a tech-
nique which could be used to build a much more refined model based on
several hundred obserﬁations,(aLl,aAl). However, as an illustration
. of an application of the model, two subjects were examined and the

observations (a aAl) plotted for each subject on esch of the four

I’
acceptébility schemes of Figures 4.1.2 - 4.1.6. The first subject,
- male, age 61, was known to have normal vision and the parameters of
his response are mapped as croéses on the corresponding schemes. As
can be seen, the response is accepted as normal by all'fbur schemes.
The second subject, also malé, age 82, was known to have advanced
Glaucoma and his responses are shown mapped as x's. The acceptability
schemes reject the responses as non-normal primarily on the basis of
the first two deflections.

While these results are not in any way conclusive, they.do
indicate that some sensitivity to visuval "abnormality" can be antici;
pated in the model and that further refinement of it may.provide a

useful experimental and diagnostic tool.

Digcussion and Proposals
A preliminary statistical model for the normal V.E.P. has

been proposed for each of the four electrode positions on the scalp.
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Before such a model could be used.to advantage either'experimentally
or clinically, further refinement of its parameters would be necessary.
To this end, the following procedure is proposed.

First, a computer could be programmed to-compute and dis-
play simultaneously the four acceptability schemes (one for each elec-
trode) on a visual monitcring device. As each new normal subject_is
examined, the four responses would be fed into the computer, the pre-
liminary data processing of.Section 2.5 perfofmed, and the four slow
wave responses displayed superimposed ontheir respéctive acceptability
schemes., The four waveforms could then be inapected for artifact dis-
tortion and acceptebility either by the computer or the obcratorion
the basis of the "goodness of fit" of the sample.to the statistical'
averages. If the responses appeared abnormal, the experiment could
be repeated to check for malfunctioning equipment or improper alec—
'ffode position or condition, until a consistent artifact-free response
was obtained., This procedure would be greatly faciliatea if an on-
line compufer were available., If the subject was known to have.normal
vision,vthe compufer would be instructed to recompute the sampie mean
and variance including the new sample observation, for the twelve
rarameters of each of the four electrodes and alter its acceptability
regions accordingly. ‘This exper iment should be repeated for a minimum
of 200 people chosen at random from both éexes,of the entire pcpulation.
It should also be incorporated as a standard procedure for all further
experiments and each time a normal response is examined, it should be
incorporated into the model. Over time, a good apvroximation to the-
true population mean and variance should thus be obtained.

The uses of such a model would be manifold. _*xperimentally,

it could be used as a standard of reference. In s tudying the effect
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of different environmental variations on the V.E.P., the results

- could be described with reference to the model, showing which deflec-
tions were affected and by how much., With this fixed frame of refer-
encé, published results could be more easily interpreted and repeated,
In many publicafions to date, pathological and experimental results
have been compared to so-called normal results based on iny one res-
ponse, Suc@ comparisons are of little meaning, and results thus
reported lose some of their significance through the lack of a reli-
able standard of reference; Also, as pointed ouf éarlier, the begin—‘
'ning.of any experiment could be the running of a standard test to
determine the normeliy of the visual system under considéfation and -
to detect the presence of equipment or electrode artifact.

Clinically, the model may someday be a very useful tool.

If similar models were defined for the various areas of retinal stimu-
lation, the entire retina could Be scanned and tested for normaiity.
This could be used as a supplement or even alternative fbr the conven-
tioral Visual Field Test, which suffers from the disadvantage that its
results-are influenced by the subject's own judgment in the mapping

of the visual field.

It is also conceivable that brain defects and visuval system
abnormalities could be detected through the use of the V,E,P. para-
‘meters by plotting them on the acceptability charts as illustréted in
the previous discussion. If a study were performed on several cases
of variouvs diseases, if is possible that a particular disease would:
affect the V.E.P, parameters in a unique Way. After considerable
experimentation and cataloguing of these pathological cases, the
model could someday be used to diagnose the presence of particular

.diseases, thus reducing the length and amount of preliminary examina-
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tion required by a‘physician.

Summation

Some .of the basic analysis ana signal progessing techniques
used in the study‘of Visual Evoked Potentials have been theoretically
outlined or derived, and the underlying assumptions experimentally
justified. Certain characteristics of the visual system have been
imvestigated with referenée to a simple system model. The nature of.
the visual response has been examined in detail. A new tool in the
form of a statistical model has been propbsed for the future study
and application of the V.E.P; and an algorithm for the refinement and

use of that model has been outlined.
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APPENDIX ONE

TECHNICAL SPECIFICATIONS

Stimulator

The stimulus was prbvided by a Grass model S8C Multifunction
Stimula tor working in conjunction with a Grass model P32 Photo stimu-
lator. The full stroboscope flash intensity, when the seiector dial
was set at intensity four, was approximately 375,000 candle power of

duration 10 usec.

shielding

 The subject being examined was seated inside an rf
- shielded room constructed with double steel layered walls, ceiling
and floor,. The door was similarly constructed with metal leaf around

the perimeter to ensure complete shielding and absolute darkness when

‘closed.

- Stimulus

A six mm .diameter hole was drilled through a remoﬁable
plate - in the shielded room wall, When in position on the wall, the
plate made good conducting contact with the wall, méintaining the
shielding except for the six mm hole provided for the stimulus deli-
very. The strotoscope was mounted on.the outside of the plate, insu-
lated ffom it by a cardboard disc, énd centered over the stimulus
hole. The insulation was used to avoid the possibility of ground

loops.

Amplification

Four Grass model P511CR amplifiers were used with voltage
gain set at 10,000 and bandwidth 3 Hz-1kilz,
A P.I. eight channel AM-FM recorder was used with speed

gsetting 3.25 inches'per second and bandwidth lkﬂz, on FM,
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APPENDIX TWO

THE LOGIC INTERFACE

To enable the transfer of data from the cn-line average
response computer to the off-line PDP-9 information processing com-
puter, a logic interface was designed and built to read the memory
of fhe oﬁ-line compufer and transfer‘it to a paper tape in a format
compatible with the PDP-9 reader. Twenty-seven lines were brought

out from the "pen" readout circuit(18)

of the average response computer
into the interface "jam—ﬁransfer” register. The ten lines A° to A9
correspond to the address of the data word in the memory and were

17

- brought out for possible future use. The lines M° to M constitute

the -data information itself. These two words were punched onto the
pap er %ape in a five-row format compatible with the PDP-9 tape reader.
The address was punéhed onto the first five bit locations
of the first two rows of the information block., The data information
‘was punched in the binary mode* in thevreﬁaihing‘three columns to indi-
cate'the information mode to the computer. The. first data row con-
tains the sign bit apd the four most significant bits, the second row
the next.most significant bits, and the laét row, the least signifi-
cant bits. The computer was programmed to convert the seventeen bit
~binary word into an eighteen bit word by shifting the sign bit.to the
more significant location and substituting the appropriate 1 or O in
its plaée. Figure A2-1 illustrates the data and address transfer
sequence. Only the data information was_fead into memory by the PDP-9.

The operation of the interface can be easily explained with

reference to Fig. A2-2, Two external timing pulses control the

* Alpha Numeric and Binary are the two alternate modes in which data
may be read int? the PDP-9 computer. They are outlined in the FDP-9
User's Handbook(19),
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Fig. A2-1 Data Transfer Sequence

. sequence of operation events, While the mechanical punch is idling,
it continuously sends a timing pulse to the interfaée each time the
punching mechanism passes through the beginning of a punching cycle
(maximum of 120 times per second). When the computer "pen" readout
button is pressed, the TMV ("Transfer memory +to vértical") pulses are
sent to the interface at a rate determined by a multivibrator within
the "pen" circuit of the average response compufer(lS). This rate was
set at the max imum value permitted by the punch speed. On arrival of
the TMV pulse, the readout sequence of the interface is triggered and
the punch timing pulse is used to control the scanning of the "jam-
transfer" registep; in blocks., When readout is complete, the scanning
mechanism is automatically disabled until the arrival of the next TMV
pulse. Thé heart of the enable-dissble mechanism is a single bit
shift register sempling mechanism, the operation of which is discussed-

in Appendix Three, under "encoding". The average response computber

can be set to automatically punch out the entire 1023 words of memory
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or any one of the four 255 word quandrants. Since four signals were
processed simultaneously, the latter mode was genérally used. The
interface was hardware programmed to punch out the information onto

the tape in the format of Figure A2-1.
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APPENDIX THREE

DATA CATALOGUING SYSTEM

As was described in the thesis, the analog data obtaihéd
daring each experiment was stored permanently on magnetic tape for
future reference and/or further processing. Since this raw data was
frequently re—used‘and examined, an efficient tagging and cataldguing
gcheme was deemed desirable. For this purpose, an integrated cir-
cuit digital encoder-decoder system was designed and built. Visual
mohitoring of the coding was also provided and proved of greét assis-
‘tancé in the accumulation and processing of the data as well, The
system worked on-line in conjunction with the Grass photo stimulator

and the eight channel tape recorder,

Bncoding

The function of the encoder was to place a ﬁnique biﬁary
code on the fifth cla nnel of the tape recorder synchrohdusly with the
four channels of data, immediately following the delivery of the sti-
mulus to the subject. As well as providing the stimulus flaéh, the
photc stimulator produced a synchronous pulse which was used to trig-
ger the encoding méchanism. On reéeiﬁt of this pulse, the encoder
generates a serial string of 14 positive and negative pulses which
are recorded on the tape recorder alopg with.the four visual responses.
The first and last bits of the code are always.positive or "1" bits
and are used as alignment pulsés by the decodef as 1s explained in the
decoding section. The center twelve pulses correspond to & binary
number with a i being represented by‘a positive. pulse and a O by a
negative pﬁlse. Provision was made for visual monitoring of the code

as 1t wae recorded and records were kept of the data location as
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desired. The stimulus pulse was also recorded on a sixth channel for
use in deéoding as will be.explained later., A circuit diagram of the
encoder is pro%ided in Figure AZ-1. The heart of the encoder is a
continuously running‘astable multivibrator which detérmines the bit
rate of the serial output. This rate, 80 Hz , is in turn determined
by the frequency response of the tape recorder. At 3.25 inches pef
second tape speed, the high frequency cut-off of the tape recorder
response was 1 kiz, It was found that at this speed; a clock fre-
guency of 80 Hz; was the best compromise between speed and pulse dis-
tortion produced by the low c@t—off of the recorder. The encoder
~alone however, is capable of operation into the kHz ' range.
Other main components of the circuit are a binaryvcounter
_(o'f 12 bits), a "single bit" shift register (of 15 bits), a logic net-
‘work, and- an output stage. The siﬁgle bit shift register
ﬁ_s gated such +that only a singie'l can reside anywhere in the
register at any one time. This 1 is shifted.to the last register
position and is shifted down the register by the clock until it again
reaches the last bit location. The output stage has two inputs driven
by the two ouvtputs of fhe logic network in such a way that only one
ihput can be driven‘at any one time, The purpose of the output stage
is to generate a positive or negative pulse depending on which input
is pulsed by the logic network. |
At thé beginning of a tape, the binary counter was reset
manually to zero. On the arrival of the first stimulus pulse, the
counter is incremented to 1 and the single bit shift register is
triggered. As the single bit is shifted down the register, the binary
code 1is réad by the_logic network a bit at a time, starting at the

most significant bit and working down to the least significant, gener-
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ating an output pulse for each bit as 1t goes. The output pulse
- 1s negative if a zero is read and positive if a 1 is read. Visual
monitoring of the code was provided through the use c¢f the jam-transfer

register in the decoder.

The decoding mechanism was used during the playback of data
on the tape recorder and to start and stop the averaging of that déta
on the average response computer. Basically, the stimulus pulse used
to start the averaging process and to control its timing, was delivered
to the average response computer via the decoder. The decoder con-
trolled the delivery of that pulse in a prescribed'mannér, hence con-
trolling the data included in any averaging sequence. - The decoding
circuit diagram is shown in TFigure A3-2. The main components consist
of: an initial code conditioning and delay network at the input; a
shift register; two multiple input nor gates; whose inputs are gov-
erned by two sets of swiftches; and a set-reset flip-flop network con-
trolling the stimulus pulse delivery. To process a given set of data,
the first row of switches are set to the address of the response
immediately preceding the first responée.to be included in the aver-
aging process. The second set of éwitches are set to the address of
the last response to be included in the aVeraging process., The tape
recorder is started and the decoder examines each code as it enters
the registér until the prescribed code is detected. The triggering.
pulse is then fed to the computer and the averaging procesgss starts.
The encoder continues to allow the delivery of the stimulus pulse to
the computer until the stop code is detected in the register. The

computer is then stopped by the removal of the triggering pulse and‘



76

the averaging is completed.

AVisual monitoring of each code as it enters the decoder is
provided by the jam—tranéfer-register. A swifch is also provided to
permit continuous reading of the successive codes, or to display only
the codes specified by the switches as they are detected.

The input network consists of three branches, a toggle
branch, a set branch, and a reset branch. The toggle branch simply
converts all input pulses to positi&e pulses, and applies them to
the toggle input of the shift register.v The set line receives only
the positive pulses, delays them by the switching time of the four
7245, and applies theirx vc the set tcrminal of the first bit of the
shift register. The reset line receives only the negative pulses,
converts them to positive pulses, delays them by the switching time
of the 724s, and applies them to the reset terminal of the shift
register. Because of the inherent noisy output of the tape?recorder*,
redundancy was built info'the system. Aé was pointed out earlier,
fwo marker‘pulses were generated at the beginning and end of the code
by fhe encoder. The decoder uses these pulses to determine when the
code is completely. into the register before detecting and displaying
it. A monostable multivibrator was aléo used to reset the register
ahd its period was made sufficiently long so as to prevent extraneéus

pulses from entering the system and causing false readings.

* IExtraneous pulses were often generated when the tape recorder was
stopped or started during the course of an experiment. Also, dirt
on the tape sometimes had the same effect,
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