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ABSTRACT 

The primary objective of this project was to identify opportunities and develop solutions that will enable 
TELUS to reduce the cost of maintaining and improving a portion of their existing local network in 
British Columbia, Canada. To realize this objective, the focus was on optimal routing of calls assuming a 
fixed network capacity. Our hypothesis was that by changing the routing rules between an origin switch 
and a destination switch, we could alleviate pressure from congested areas in the network by diverting 
traffic through less utilized areas. 

Three types of optimization models have been developed: two linear programs, a mixed-integer model, 
and a nonlinear program. Irrespective of their objective functions, the purpose of each model was to 
suggest new sets of routes for each pair of switches. Development of these models and assessment of 
their ability to suggest routes which reduced the number of blocked calls in the simulated network was the 
central focus of this thesis. 

The modeling results were compared with the existing routing.rules in a network simulator. It appears 
that TELUS could benefit from implementation of alternate nonhierarchical routing rules. Specifically, 
employing the combined routing rules - that attempt the direct route first, then attempt the 2-link 
Maximum Linear Model routes from the 11:00-12:00 time interval, and finally the currently used 
alternate routes - generated the best routing table of those tested. Furthermore, these routing rules can be 
employed throughout the day without the need for change. The results from the trunk reservation analysis 
suggest that implementation of a uniform policy would be of marginal value. 
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I. INTRODUCTION 

What Is Traffic Engineering? 

Traffic engineering is nearly as old as Alexander Graham Bell's telephone. With the increased demand 

for telecommunications, more sophisticated infrastructure became increasingly widespread. This growth 

created opportunities for efficiencies from better traffic engineering practices. Agner Krarup Erlang 

(1878 - 1929) performed pioneering work in the early 1900s, and could be considered the founding father 

of traffic engineering. His approximations for the relationship between offered and carried traffic are still 

widely used to model voice traffic today. From this foundation, traffic engineering has evolved into three 

areas: routing, dimensioning, and monitoring defined below. Change in any one of these areas affects the 

other two. Consequently, one must consider the interrelationship of routing, dimensioning, and 

monitoring in order to study routing; it cannot be studied in isolation. 

For a proper introduction to routing, one must first become familiar with necessary network 

nomenclature. End-users employ communication devices such as telephones, fax machines, and modems 

that are connected to switches, which in turn are connected to other communication devices and switches. 

The direct connection between two switches is called a trunk group (or a link) and each trunk group is 

comprised of several trunks. A set of communication devices, switches and trunk groups is called a 

telecommunication network. A connection between two communications devices is achieved through 

visiting at least one switch, and quite possibly a series of intermediate switches, via trunk groups. The 

source switch, the visited intermediate switches and the destination switch of a transmission in a network 

is called a route. The end-user is unaware that there is a set of possible routes to try in the event that no 

idle capacity exists on the first choice route. In traffic engineering, routing means determining the best 

set of routes between each pair of switches. The degree of flexibility for routing decisions is dictated by 

the technology used in the network and the capabilities of the network monitoring systems. 
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The science of dimensioning arose in response to continued growth for telecommunication services. 

Historically, telecommunication companies (telcos) were provincial monopolies in Canada so the 

Canadian Radio-television Telecommunications Commission (CRTC) required a minimum quality of 

service that telcos were required to maintain. The quality of service was measured by the number of 

attempted calls that were blocked as a fraction of the total number of calls attempted. Typically, the 

required grade of service was P.01, which translated to a maximum of 1 call that could be blocked out of 

every 100 attempted. Post deregulation, traffic engineers still use the same measurement scheme to 

determine the quality of service, but the ultimate decision is in the hands of the telco rather than the 

regulator. In order to maintain the service quality, telcos have to continually invest in their networks. 

Dimensioning is the science of determining when and where capacity should be added to the network in 

order to maintain a desired quality of service. 

The final responsibility of traffic engineers is to monitor the network. This is performed for three main 

reasons: performance tracking, forecasting, and real-time management. Firstly, performance tracking is 

necessary to monitor the quality of service and to observe the network's response to previous decisions. 

Secondly, the historical performance of the network is a rich source of information that can aid an 

engineer's decisions, which in turn will affect future performance. Finally, real-time management is 

necessary to respond to short-term fluctuations in traffic and network conditions. For example, a radio 

show could be giving away prizes to listeners if they call in. The result is a large spike in network traffic 

as people attempt to call. If the engineers allow all these calls to enter the network, they will not be able 

to maintain an adequate quality of service for other network traffic. Another example could be switch or 

group failure causing an immediate rerouting of traffic. 

Traffic Management Strategies 

There are myriad traffic management strategies, and one could expend considerable effort comparing the 

strengths and weaknesses of each. We will limit the discussion to the two possible traffic management 
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strategies in the studied network. Given the technological capabilities of the network studied, 

implementation of these two strategies can occur without the need for capital investment. Specifically, 

we will discuss alternate hierarchical routing (AHR) and alternate nonhierarchical routing (ANHR) in a 

circuit-switched network. Trunk reservation warrants discussion because network instabilities can occur 

when ANHR is implemented without trunk reservation} 

Circuit Switching 

Historically, the purpose of a telecom network was to provide a connection between different users for the 

purpose of verbal communication. This connection was achieved by having a caller's telephone 

connected to the called party's telephone via a series of trunks and switches. The complete connection 

from the calling party to the called party was called a circuit? The circuit utilizes one trunk on each link 

in the circuit. In other words, no other call could use the trunks in the circuit until the current phone call 

completed. Although more sophisticated technology is available, circuit switching is still widely used in 

telcos' networks today. 

Alternate Hierarchical Routing (AHR) 

Alternate routing is combined with hierarchical routing to create AHR. In an alternate routing system, a 

call has multiple routes it can attempt to complete a call. If the initial route does not have an available 

circuit, then the first alternate route is attempted. If the first alternate does not have a free circuit, the 

second alternate is attempted. This sequence continues until the call finds a route with an available circuit 

or all prespecified options have been exhausted. In a loss system, such as the one used by TELUS and 

most North American telcos, the user receives a network busy signal to indicate that their call was 

blocked upon exhaustion of all possible routes. In a hierarchical routing scheme, switches have different 

roles designated by their class. In local networks, engineers use the numbers 4 and 5 to classify switches. 

1 See the literature review in this thesis for supporting evidence. 
2 A circuit is the physical connection of a route. 
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A class 4 switch can serve as tandem? whereas a class 5 switch does not. Consequently, only the 

designated class 4 switches can be intermediary switches on a route. 

A hierarchical network is further subdivided into sectors, each having its own tandem. In Figure 1, switch 

E is the tandem for sector 1 and switch F is the tandem for sector 2. Other than the direct route, calls 

within a sector only have one alternate route in the network illustrated. For example, if an end-user 

connected to switch A wants to call a user connected to switch B, the first attempted route will be (A-^B) 

- the direct route. The second, and in this case, final route will be (A-^E->B). Traffic from A to B that 

traverses route (A^E-^B) is termed overflow because it could not be carried on the first route. Calls 

traversing sectors have three possible routes in the network illustrated. If a user connected to switch B 

wants to call a user connected to switch C, an alternate hierarchical network would initially try route 

(B^C), then (B-»F->C) and finally ( B ^ E ^ F ^ C ) . 

Sector 1 Sector 2 

Class 4 switches 

t ( C 

T3 
a 
O 

Class 5 switches 

End-users 

Figure 1 - Alternate hierarchical routing from/to switch B 

Alternate Nonhierarchical Routing (ANHR) 

In AITNR networks all local switches have class 4 capability and thus are able to serve as tandems. 

Otherwise, the functionality of ANHR networks is identical to that of AHR networks. The number of 

intermediate switches is generally restricted to a maximum of 1 or 2 for the following reason: a single call 

A tandem is an intermediary switch in a circuit (i.e., not the first nor last switch in a route). 
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will utilize 1 trunk on each link, thus shorter routes are more efficient. For example, the resources needed 

to connect a call on a 5-link route could theoretically be used to complete 5 direct calls. 

Trunk Reservation 

There is a positive correlation between network utilization and overflow traffic. As direct connections 

start to fill up, traffic is forced onto alternate routes. If an alternate route uses two links, then two 

potential circuits on direct links can no longer be used. This may cause further traffic to overflow onto 

their 2-link (or longer) alternate routes. More 2-link circuits being used causes more overflow. As this 

behaviour propagates through the network, the number of new calls that can be completed drops off 

dramatically. This behaviour is termed the knock-off effect. The protective mechanism is to reserve a 

portion of the circuits in each trunk group for direct calls only; this has the result of stabilizing network 

performance by inhibiting the knock-off effect.4 

Problem Description 

The primary objective of this project was to identify opportunities and develop solutions that will enable 

TELUS to reduce the cost of maintaining and improving a portion of their existing local network in 

British Columbia, Canada. To realize this objective, the focus was on optimalrouting of calls assuming a 

fixed network capacity. Currently, AHR with circuit-switched technology is implemented in the network 

studied. By changing the routing rules, ANHR was implemented in a simulated local network situated in 

British Columbia. Our hypothesis was that by changing the routing rules between an origin switch and a 

destination switch (i.e., between an OD-pair5), we could alleviate pressure from congested areas in the 

network by diverting traffic through less utilized areas. Consequently, the need to add more trunks to the 

network would diminish or be mitigated altogether. 

4 See chapter II for a more detailed discussion of trunk reservation. 
5 As an example of an origin-destination pair, if a call followed the route A->B->C-^D, the OD-pair would be A-D. 
For the route A->F->G->H->D, the OD-pair would still be A-D. Thus in this example, the OD-pair A-D has two 
different routes associated with it. 
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Project Overview 

Four main modules have been developed to fulfill the primary objective: data analysis, optimization 

models, multivariate analysis, and network simulation (Figure 2). Each module is briefly discussed 

below. 

Call& 
Network 

Data 

Data 
Analysis 

Findings 
& Code 

Optimization 
Modeling 

s 
Potential 
Routes 

Multivariate 
Analysis 

Network 
Simulation 

Routing 
Rules 

Figure 2 - The project framework 

Data Analysis 

The purpose was to identify time-series patterns, to identify cross-sectional patterns and to assess the 

quality of data. The research team [4] has studied call demand patterns over varying time intervals 

(minutes, hours, days and weeks). Second, they analyzed the movement of call concentration zones 

throughout the day to investigate whether pursuing time-of-day routing was of value? Furthermore, data 

analysis has allowed the research team to perform consistency checks on our interpretation of network 

functionality. 

Optimization Models 

Three types of optimization models have been developed: two linear programs, a mixed-integer model, 

and a nonlinear program. Irrespective of their objective functions, the purpose of each model was to 

suggest new sets of routes for each OD-pair. One should note that all models are an abstraction of reality 

Implementation of time-of-day routing means that the routing rules can be changed once or twice at different times 
of the day. 
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and simplifying assumptions were necessary to keep them tractable. However, these assumptions may 

not hold true for the real network; therefore, finding optimal solutions for a particular model does not 

guarantee that an optimal set of routing rules will be generated for the real network. Hence suggested 

rules required testing before they are presented to the company for implementation. The modeling results 

were compared with the existing routing rules in the network simulator (see chapter V). Development of 

these models and assessment of their ability to reduce the number of blocked calls in the simulated 

network was the central focus of this thesis. 

Currently, routing rules in the network are not changed at different times of the day and TELUS was 

interested in determining whether changing the rules would be a value. Consequently, a second objective 

was to assess the benefit of implementing time-of-day routing. The models, which attempted to optimize 

network performance within discrete time intervals, could suggest different sets of rules for different 

intervals. 

Multivariate Analysis 

Demand for resources in portions of the network can change by time of day. For example, business 

regions often experience peak load during the day, whereas suburb-based switches experience peak load 

at night. Consequently, opportunities exist to reroute traffic in order to utilize idle capacity at different 

times of the day. Principle component analysis followed by cluster analysis has identified differences in 

time-of-day demand patterns, suggest time-of-day routing rules and estimate their impact. This research 

was performed by other members of the research team concurrent to the development of the optimization 

models [6]. 

Network Simulation 

The simulation is an abstraction of a circuit-switched network that permits assessment of the performance 

of alternative sets of routing rules. The inputs of the simulation consist of a time interval, distributions 

for call length and call frequency, link capacities, and routing rules. The simulation generates several 
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statistics such as number of calls completed, calls blocked, trunk group utilization and the percentage of 

calls that traversed each alternate route. The simulation was validated by comparing several performance 

metrics against historical call data and it serves as a litmus test for all recommendations from the 

optimization models and multivariate analysis. 

II . L I T E R A T U R E R E V I E W 

Stabilization of Alternate Routing Networks 

Krupp, Roy S. 

IEEE 1982 International Communications Conference, Vol. 1 & 2 

The author demonstrated that the performance of an alternate hierarchical routing (ANHR) without trunk 

reservation has inherent instabilities in symmetric and nonsymmetric networks! The Erlang-B formula8 

was implemented in a system of equations used to represent both a 10-node and a 100-node network for 

the symmetric case. Results indicate carried load cannot be uniquely mapped from offered traffic. 

Specifically, it was determined that two equilibrium states for carried traffic exist for most levels of 

offered traffic. Simulations of the same network provide supporting evidence of the equilibrium state 

instability. When combined with instability, hysteresis between the two states was observed in some 

cases, which resulted in a significant decrease in carried load. The performance of both the analytic 

system and the simulation, when a small number of trunks are reserved, generated a marked increase in 

carried traffic. The simulation was further used to show the dramatic swings in carried load over time for 

a system with no trunk reservation. This result was contrasted with a network containing a small number 

of reserved trunks on each link (4 out of 100 trunks). Reservation of the trunks stabilized carried traffic at 

7 In a symmetric network, trunk group sizes (the number of connections between two switches) are identical for all 
links in the network, whereas nonsymmetric networks have varying trunk group sizes. 
8 A widely used nonlinear function that calculates the carried traffic on a link given the offered traffic and link 
capacity. 
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a higher level than the unreserved scenario. Simulation of a 10-node nonsymmetric network provided 

conclusions consistent with the symmetric case. The results indicate that implementation of trunk 

reservation yields a higher carried traffic load in network with ANHR. 

The Overload Performance of Engineered Networks with Nonhierarchical and 

Hierarchical Routing 

Akinpelu, J. M. 

AT & T Bell Laboratories Technical Journal, Vol. 63, No. 7, September 1984 

With Krupp's work9 as a foundation, the author extended the mathematical models developed to more 

general nonhierarchical networks. The developed system of equations is capable of analyzing networks 

with and without trunk reservation. To support analytical results, scenarios were tested in the simulation 

developed by Krupp. Multiple values for carried load were observed for the same combination of offered 

loads, trunk group sizes, routing rules, and reserved trunks in a 10 node symmetric network. The models 

were applied to a nonsymmetric, nonhierarchical 8-node network with nonuniform offered load. The 

author found that the percentage of blocked calls with respect to percent overload had multiple values 

when percent overload was in the 0-4% range. 

Hierarchical and nonhierarchical, symmetric networks containing 25, 30, and 140 nodes were studied 

under uniform and nonuniform loads with and without trunk reservation. The 25-node network was the 

initial choice for the 1986 deployment of dynamic nonhierarchical routing (DHNR) and the 140-node 

network was "the 1989 DHNR network envisioned in the predivestiture environment" for Bell. The 

nonhierarchical networks had an average of seven percent reserved trunks and approximately nine percent 

fewer trunks than their hierarchical counterparts. 
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The author concluded that network efficiency is related to the system's ability to favour 1-link calls over 

multilink calls and that 5% trunk reservation in a nonhierarchical network carries more 1-link calls than 

the identical unreserved network. A second conclusion was that symmetric nonhierarchical network 

performance improves as trunk group size increases. Krupp found that performance decreased. 

However, these two seemingly contradictory findings were based upon analysis of networks of different 

sizes which does not facilitate a good basis for comparison. Finally, hierarchical routing outperforms 

nonhierarchical routing in all configurations tested. However, there is no discussion of the specifics of 

the implemented hierarchy or the engineering of trunk group sizes with respect to offered loads. 

III. THE NETWORK - TOPOLOGY AND ACTIVITY 

The Network under Study 

Takeovers, mergers and continued capital investment all contribute to TELUS having heterogeneous 

technology dispersed throughout their operations. Each type of technology requires a different 

management strategy and knowledge base. We are focusing on a portion of TELUS' local voice network 

in British Columbia, which exclusively employs circuit-switched technology and alternate hierarchical 

routing (AHR). This network contains 32 large switches in 2 sectors. As mentioned in chapter I, each 

sector contains one tandem, therefore 2 of the 32 switches are set as class 4 tandem switches. From this 

point forward, we will refer to this network as the network. 

Trunks Working and Capacity 

A common unit of measure in North America for traffic is the centi-call second (CCS - i.e., 100 call 

seconds). If one call lasts one hour, it would consume 36 CCS. In other words, one trunk can carry a 

theoretical maximum traffic load of 36 CCS in an hour. Trunks working is a measure of the number of 1-

link circuits directly connecting two switches. Trunk group capacity is determined by multiplying the 

9 See the previous review. 
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number of trunks working by a unit time. For example, a link with 10 trunks working could carry a 

theoretical maximum of 360 CCS in an hour. The capacity in CCS of each link in the network is 

displayed in Figure 3. 

Link Capaci ty for i-j Switch Pairs 

Figure 3 - Network capacity for July 31, 2000 

Network Activity 

In order to analyze the network, some sense of traffic behaviour was required. Call activity exhibits 

monthly, weekly and daily seasonality. The data storage requirements necessary to track monthly 

seasonality exceed available resources; therefore, weekly and daily seasonality will be discussed. Figure 

4 shows call activity over a two-week period in November of 1999 in the network. Other than the drop in 

traffic over Remembrance Day (November 11 t h),1 0 the four busiest days are Monday through Thursday 

(the busy days) with each day having three peaks. Approximately 21 million calls are processed on an 

1 0 Some holidays have the opposite effect, such as Mother 's Day where call activity surges. 
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average busy day in the network. The weekends exhibit different traffic patterns: Saturday afternoons and 

Sunday evenings appear to be the busiest times. 

Two Weeks of Network Activity 
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Figure 4 - Two weeks of traffic seasonality 

Figure 5 shows the total CSS consumed over Monday, July 31, 2000. Figure 6 shows the total number of 

calls in progress over the same day. Notice that the number of calls in progress declines monotonically 

from 16:00 onwards, whereas the call volume actually rises in the late evening. This indicates an increase 

in average call duration, which was most likely due to an upsurge in Internet traffic and less expensive 

long distance calls. The above stated increase in average call duration was the impetus behind focusing 

on two data samples. The first being taken from the 11:00-12:00 time interval and the second from the 

21:00-22:00 time interval. 
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Figure 5 - An example of daily CCS seasonality 

Figure 6 - An example of daily call seasonality 
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Modeling Considerations 

Spatial data" was required for the network simulator (discussed chapter IV) and the optimization routines 

(discussed in chapter V). Based upon analysis of data samples from different times of the day, it appears 

that CCS carried on the network during the day was quite different from the night. The longer holding 

times present at 21:00 are supporting evidence. Consequently, a spatial data sample was collected over an 

hour during the day (11:00-12:00) and a second sample was collected over an hour at night (21:00-22:00). 

Figure 7 and Figure 8 show the spatial data samples for the 11:00 and 21:00 time slots respectively. One 

of the more prominent changes was the rise in CCS between OD-pair 15-4 in the 21:00-22:00 time 

interval. Figure 9 illustrates the difference between the two samples, which reveals some similarities in 

traffic patterns between most OD-pairs. If the network has been dimensioned to handle traffic on the 

direct links for both scenarios, different pockets of capacity would be underutilized at the two different 

times. Consequently, time of day routing could diminish the need for network augmentation or curb it all 

together in the short term. 

1 1 The data was laid out spatially with network switches and trunks as the variables around which the information 
was gathered. 
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Demand Between OD-Pa i rs 
1 1 : 0 0 - 1 2 : 0 0 

Figure 7 - A cross-sectional demand data sample at 11:00. 

Demand Between OD-Pa i rs 
21:00 - 2 2 : 0 0 

Figure 8 - A cross-sectional demand data sample at 21:00. 
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Difference Between OD-Pair Demand 
(11:00-12:00 minus 21:00-22:00) 

Figure 9 - Difference between 11:00-12:00 and 21:00-22:00 demand 

Assumptions, Errors, and Limitations 

Although it was a rich source of information, the required spatial demand data were not available in an 

immediately usable form. Consequently, data assembly and manipulation was performed. This required 

assumptions (specified below) and the assembly process was subject to computational constraints, which 

cumulatively affected data integrity. 

Source data (records) were collected for each link in the network and contain information about the call 

origin and destination. Given that some routes traverse multiple disparate links, it was necessary to 

assemble records to estimate OD-pair demand. As a result, records that represent a segment of the same 

call were possibly left unmatched. For example, call records that should be assembled into a single 

record were collected from devices that monitor activity at mutually exclusive sets of switches. 

Furthermore, call records contain a call start time, which was one primary criterion used to match records, 
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based upon a clock local to each switch. The clock at a switch can drift and subsequently cause records 

that should be assembled to be modeled as separate calls. Moreover, OD-pair demand was historically 

unavailable; therefore, we have no basis for comparison of error. Thus, the order of magnitude of the 

overall error due to the data assembly process was difficult to measure. 

The current AHR system uses routes with a maximum length of three links, but longer routes are possible. 

For example, once a call reaches its destination, say switch X, it can be redirected due to call forwarding 

to a cellular phone or messaging service. Once redirected, the call is effectively re-routed from X as if it 

were a new call. It will continue to occupy a circuit from the call origin to X, as well as from X to the 

new destination. The two portions of the call will be modeled as if they are independent events, when in 

fact they are not. On an average day, 25 million records will be generated from the network. The time 

required to process this large amount of data dictated that calls utilizing more than three links could not be 

modeled as one call. Such calls are modeled as two or more independent calls. For example, a-> b c 

d e could be the route for one call, but it could be modeled as one call from a -> b -> c and another 

call from c d e. 

To recreate network activity, empirical distributions for call frequency (number of calls per second) and 

call duration (call holding time) were developed for each OD-pair. Calls originating outside the study 

network were assumed to start at the first switch they contacted. Similarly, calls terminating outside the 

study network were assumed to finish at the last switch they contacted in the study network. As long as 

entry points for outside calls remain the same, any results or recommendations will remain valid. In the 

event of change, one simply has to recalibrate the call frequency and call duration distributions. 

Collecting data samples of network activity for this study was a resource intensive endeavor for both 

TELUS and COE personnel. Ideally, multi-day samples should have been used. However, the volume of 

data alone stipulated that a minimum of 24 working hours up to as many as 50 hours was required to 
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prepare one day's worth of information once it was received from TELUS. Consequently, single day 

samples of network activity were used to develop the call frequency and call duration distributions. 

The final allowance for computational constraints pertains to the call duration distributions. The 

empirical probability distributions actually have heavy tails - a result of internet traffic being carried on 

the network. For memory management purposes, the call duration distribution was separated into two 

pieces. The bulk of the call duration distribution was modeled empirically and the tail was modeled 

theoretically.12 The simulation draws from an empirical probability mass function for calls lasting up to 

4000 seconds and from a theoretical shifted exponential distribution for longer calls. 

Routing of Calls 

Understanding how the network actually routes calls was important. At the heart of routing lies a routing 

table. To explain how calls are actually routed in the network, we will work through two examples. 

Table 1 shows the conceptual design of a routing table, which stores a sequence of routes associated with 

each OD-pair. Given that the network contains 32 switches, each one was assigned a number between 1 

and 32 for use in the optimization routines. 

OD-Pair Routes 
Origin Destination 
Switch Switch 

Route 1 Route 2 Route 3 

1 32 
24 15 
32 1 

1, 32 1, 22, 32 1,2, 32 
24, 2, 15 24, 22, 15 
32, 1 32, 22, 1 

Table 1 - Part of a fictitious routing table 

For each OD-pair, the network will initially attempt to connect the call by route 1. If all circuits on route 

1 are used, the network will try route 2. If all circuits on route 2 are occupied then it will try route 3. If 

1 2 Of the standard theoretical distributions tested, the research team found that a shifted exponential distribution fit 
the best. Work is currently under way to fit a heavy tailed theoretical distribution to the entire call duration 
distribution, which should further increase the accuracy of the simulation. 
1 3 The number of routes does not have to be restricted to 3. 
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all circuits on route 3 are used,'then the caller receives a network busy signal. Table 1 is accurate in the 

sense that the number of routes per OD-pair does not have to be the same, that route 1 does not have to be 

direct, and that the routes for an OD-pair can be directionally different (e.g., for OD-pair 1-32 and OD-

pair 32-1 can be different). 

Example 1 — a blocked call due to network congestion 

Let the routes for OD-pair 1-32 be those given in table 1 and let the number of trunks in link {1,32} be 

10. If all 10 circuits are occupied, then the system will attempt to complete the call via the second route 

(l->22->32) in the routing table. If neither link {1,22} nor link {22,32} has trunks available, the system 

will attempt to connect via the third route (l->2->32) in the routing table for OD-pair 1-32. If link {1,2} 

or link {2,32} is also full, then the caller will receive a fast busy signal indicating that the call was 

blocked due to network congestion. 

Example 2 - a call rerouted via route 2 

Let callXbe initiated at a time when all trunks on the link {1,32} are being used, but there are circuits 

available on the second route (l->22->32). Again, the system will check if the call can be routed from 1 

to 32 directly. In this scenario, there are no available circuits on route 1, so the call will overflow to the 

second alternate route. The system will attempt the second route (l->22->32) and find at least one trunk 

free on link {1,22} and one free on link {22,32} (i.e., an available circuit on route 2). The system will 

then proceed to reserve a line on each link, thus creating a circuit for call X. 

IV. T H E N E T W O R K S I M U L A T O R 

The simulation was based on work started last summer and other COE analysts have made continual 

improvements to it. The development of the network simulator is outside the scope of this thesis; 

however, we incorporated a widely used method to circumvent the unacceptably long warm-up period. 
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Thus, it warrants discussion. Furthermore, the simulator was the metric for determining the quality of 

results from the optimization routines. , 

A graphical depiction of the simulation is presented in Figure 10. The simulator requires the following 

inputs for each OD-pair: routing rules, a stationary call frequency distribution, and a stationary call 

duration distribution. The final input, network topology, indicates which switches are directly connected 

to each other, the corresponding link capacities, and trunk reservation parameters. Once all input files 

have been processed, the clock is started and the simulation enters the warm-up period. The purpose of 

the warm-up period is to prime the network until it reaches a steady state. Once the simulation has 

stabilized, performance is measured in order to assess the quality of the simulated network. Statistics are 

calculated both on a link and an OD-pair basis. Summary network statistics are then calculated from 

these detailed statistics. 

Network 
Topology 

Routing 
Rules by 
OD-pair 

Call 
Frequency 
by OD-pair 

The simulator 

Warm-up Period 
(Process Calls) 

r 
Process Calls & 

Measure 
Performance 

Call 
Duration by 

OD-pair 

run time 

Figure 10 - A high level overview of the simulation 
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The Effects of Run Time upon Simulation Design 

The duration of one replication used to take 21 simulated hours. The ratio of simulated hours to computer 

processing hours is approximately 5 to 3,14 so 5 replications would require 63 hours of computer 

processing time in order to test a single scenario. This was unacceptably long; therefore, two avenues 

were explored to attempt to decrease runtime of the simulation: optimizing the warm-up period, and 

obtaining multiple output data samples within a single simulation run. 

The initial analysis of the simulation was performed to ensure it matched reality. Therefore, effort was 

focused on the steady-state portion of the run time, and to be conservative, 20 simulated hours were used 

to prime the network. We implemented a widely used technique to determine the required warm-up 

period. From the simulation results, we concluded that percent calls completed per minute was the most 

variable statistic by comparing normalized variances of all outputs. Thus the time required ioxpercent 

calls completed per minute to stabilize would be at least as long as all other output statistics. 

Consequently, it was used to calculate the minimum time required for the simulation to warm-up. From 6 

replications, the time series of percent calls completed per minute were averaged together to generate a 

series with 1/6* the variance of each individual series. A moving average was applied to smooth the 

aggregate series, which allowed for visual analysis of long term trends. Figure 11 shows the smooth time 

series that was used to determine that a warm-up period of 600 minutes (10 hours) was sufficient. 

1 4 On a Pentium III 800 with at least 128M of RAM 
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Moving Average of Time Series for % Calls Completed 
(smoothed over 150 data points) 

100.5% -, • : 

CO 
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Time (minutes) 

Figure 1 1 - The smoothed time series of % calls completed 

After decreasing the warm-up period by a factor of two, the total simulation time of 11 hours (i.e., 6.5 

computer processing hours) was still undesirable. If 5 replications were performed per scenario, 

approximately 32.5 hours of computational time would have been required. Multiple independent 

replications are an integral part of proper simulation design and therefore are a necessity. However, given 

the unacceptably long warm-up period, we wanted to incur this cost only once. The solution was to 

obtain multiple output samples from the same run of the simulation. The autocorrelation of call blockage 

per minute15 was calculated to determine an acceptable length of time between sampling. The 

autocorrelation was within the 95% significance bounds after lag 100 (seeFigure 12); therefore, the inter-

sampling time could be 100 minutes.16 Hence, the total computational effort has been reduced from 63 

hours to 13 hours to collect 5 data samples. 

1 5 A statistic similar in behaviour to percent calls completed per minute 
1 6 The current inter-sampling time is 300 minutes. 
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Figure 12 - Autocorrelation of percent call blockage in the network 

Model Validation 

Several metrics were used to determine whether the simulation of the network closely matches 

performance of the actual network: trunk group utilization, overflow CCS, overflow calls, call attempts, 

and percentage of blocked calls. The validation effort was undertaken by other members of the research 

team [4]; therefore it is outside the scope of this thesis. However, we will briefly discuss the two most 

important metrics, percentage of blocked calls, and trunk group utilization. 

Comparing the percentage of blocked calls in the real network and the simulated network was rather 

trivial. Approximately 1 in every 6,400 calls and 1 in every 5,200 calls were blocked in the real network 

during the 11:00-12:00 and 21:00-22:00 time interval, respectively.17 In other words, less than two one-

thousandths of a percent of calls attempted were blocked. Approximately 1 in every 9,500 calls and 1 in 

every 8,900 calls were blocked in the simulated network. Given small number of blocked calls observed 

in all four cases, we were satisfied that the simulation was generating blockage similar to that observed in 

the network. 
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Overall, the simulated trunk group utilization was within 3% of the actual. Comparing on a trunk group 

basis, almost 50% of the groups were within 5%, and 92% of the groups were within 20%. It is important 

to note that the percent error measurement (|actual - simulated| / actual) is extremely sensitive to the size 

of the denominator; most of the large percent errors were associated with the smaller trunk groups. A 

more robust measurement is the difference in carried C C S . On average, the absolute difference was 200 

C C S and the maximum was only 2900 C C S for the 11:00-12:00 time interval (less than two one 

thousandths of a percent of the total carried C C S ) . Another method used for validation was to visually 

compare the actual carried C C S to the simulated carried C C S on every trunk group (Figure 13). Each 

point in the graph compares the simulated to the actual carried C C S . A 45-degree line was added to the 

graph for a relative basis of comparison. As we can see, simulated trunk group activity was fairly 

representative. 

C C S Carried by The Network 
11:00-12:00 Time Interval 

0 5 10 15 20 25 30 

Simulated (1000 CCS) 

Figure 13 - Actual vs. Simulated CCS on Each Trunk Group 

1 7 Having such a low occurrence of call blockage was easily explained. The network was engineered to block 1 in 
every 1000 calls in the busiest hour of the busiest day of the busiest season. Since July 31, 2000 was not a day in the 
busy season for this network, few calls were blocked. 
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V. ROUTING MODELS 

Overview 

The objective of developing routing models was to find new routing tables that improve network 

performance. If the routing table in each switch was changed, alternate hierarchical routing would most 

likely be replaced by alternate nonhierarchical routing (ANHR). Migrating to ANHR may increase the 

number of calls carried by taking advantage of non-coincident busy hours in different geographic areas of 

the network. To test this hypothesis, four mathematical programming models have been developed: a 

multi-commodity flow model, a mixed-integer program, a linear program, and a nonlinear program. Each 

model is introduced, formulated and evaluated in this chapter. Out of the four models, the most appealing 

was the 2-link maximum linear program and was subsequently used to generate scenarios discussed in 

chapter VI. 

Math programming models were of primary interest for two reasons. Firstly, the size of the problem 

suggests that other alternatives, such as implementing a Markov Decision Process model or a stochastic 

linear program, would not be tractable. Secondly, it was of significant importance to TELUS to 

implement a solution as quickly as possible. Consequently, the simplicity offered by the developed math 

programming models allow for a quick response to TELUS' needs. 

Model Parameters 

All four math-programming models take the same two inputs: trunks working and the average number of 

circuits required for each OD-pair. To elaborate on the average number of circuits required, the models 

developed require non-probabilistic input; however, telephone network usage is inherently stochastic. 

Hence we simplified by engineering for the average case and assume that the average was representative 

of the underlying distribution. The average number of circuits required was calculated by multiplying 

the mean arrival rate by the mean call holding time for each OD-pair. The two matrices of OD-demand, 
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which were used as inputs to the models, are the source data to Figures 7 and 8 (see page 15). Generally, 

a third required parameter is network connectivity - information detailing which of the switches are 

directly connected to each other. However, since trunks working was stored for every pair of switches, 

the models knew which switches were connected to each other. Thus, network connectivity was inferred 

directly from the trunks working information. Consequently, it was not required as a separate input. 

A) A Multi-commodity Flow Model (MCFM) 

Overview 

A model that distinguishes calls by origin and destination in order to trace call route(s) through the 

network was desired. This was achieved by treating each call origin as a separate commodity. 

Consequently, a multi-commodity network flow model (MCFM) was formulated by Queyranne [5] and 

programmed using XPRESS-MP.18 The explicit objective was to minimize the maximum average link 

utilization while routing all demand between OD-pairs.19 The implicit objective was to use the resulting 

flow variables to infer routes for each OD-pair. In the formulation, the traffic sent on each link has a set 

of flow variables; one for each type of commodity. After a run of the model, routes were found for each 

OD-pair by recursively tracing through the flow variables. 

Variables 
N Set of nodes (network switches) 
Cjk The number of trunks in link {j,k} 
D i k The average number of circuits required for each 

OD-pair i-k | i, ke N where k * i 
Xjjk = 0i fC j k = 0 

= the flow from i routed on link {j,k}20 otherwise 
X The maximum average link utilization 

Table 2 - List of MCFM variables 

See Bertsimas, Tsitsiklis [1] for an introduction to multi-commodity flow models. 
1 9 It is "average" link utilization because demand between each OD-pair is the average number of lines required. 

2 0 This is not flow from switch i to j to k, rather flow on link {j,k} that originated from i and has reached switch j. 
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Formulation 

objective: m i n i ( 1 ) 

subject to: YJ

xijk = YJ

xiki + Dik Vi>ke N where j *k,i*k (2) 

Y.(xijk + xikj)^X Cjk VJ'ke N wherek > j, i* j,i*k (3) 

A MCFM requires a flow balance equation (2), which can be conceptualized as "flow in" = "flow out". 

The flow variable Xjjk represents the flow originating from switch i that has entered switch k from switch 

j . Next, the flow variable X i k | represents the flow originating from switch i that has left switch k and is 

entering switch 1. Finally, the demand Dj k draws flow from the origin switch i to destination switch k in 

order to satisfy the equality in the constraint (see Figure 14). 

Objective functions can vary widely and give the developer some degree of autonomy in MCFM's. A 

common technique in optimization is to add a multiplier to a right hand side (RHS) of some constraints 

and then minimize the multiplier. Given no other suitable objective (e.g., minimizing cost), we 

minimized a multiplier (1) and it was included in the RHS of the capacity constraints (3). Thus, this 

model minimizes the maximum average link utilization. 

Inferring Routes from Flow Variables 

After the MCFM has been solved, the flow variables (xp's) contain link-specific information. The flow 

variables were analyzed to determine which route(s) each commodity used by tracing traffic on adjacent 

D i k 

Figure 14 - Illustration of the flow variable in the multi-commodity flow model 
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links from each destination back to each origin. Once all routes were traced, the final step was to 

determine the order in which the routes should be attempted in the simulator for each OD-pair. Routes 

were ranked for each OD-pair based upon the average number of circuits used on each route and the 

ordered sets were subsequently stored in a routing table. 

Discussion 

The model was run on several data sets (see Appendix 1 for a sample data set) and the optimal solutions 

generated unappealing sets of routes for some OD-pairs (see Appendix 2 for a part of a sample solution). 

Several pairs had no alternate routes and others had up to as many as 47. Finally, the post processing 

effort required a considerable amount of human intervention. Consequently, an attractive alternative was 

to develop a model that restricted or minimized route length across all OD-pairs. Alterations to balance 

and minimize route length were undertaken and were the impetus for the next model developed. 

B) A Mixed-integer Program 

Overview 

The MCFM did not suggest a good set of routes for all OD-pairs. It favoured shorter sets of routes for 

certain pairs at the expense of longer routes for other pairs. Consequently, the model was extended in an 

attempt to address this undesired feature of the MCFM solutions. We decided to minimize the maximum 

number of links used by each commodity. This would in essence balance the route lengths across all 

commodities at the computational expense of introducing binary variables. Minimizing the maximum 

average link utilization was still important so combining both this new objective with the original MCFM 

objective into a single formulation seemed appropriate. 
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Variables 

N The set of nodes (network switches) 
Cjk The number of trunks in link {j,k} 
D i k The average number of circuits required for 

each OD-pair i-k | i, ke N where k * i 
Xjjk = 0 i fC j k = 0 

= the flow from i routed on link {j,k} otherwise 
Yijk = 1 if link |j,k} is used by commodity i 

= 0 otherwise 
X The maximum average link utilization 

Table 3 - List of integer program variables 

Formulation 

conceptual objective: min max(^ ^y i j k ) 
/ s N 

jeNkeN 

objective: 

subject to: 

min z 

^ y i j k < z V ieN where j^k,i^k 
jeNkeN 

(xijk + xikj)^yijkcjk Vi,j,keN wherek>j,i*j,i*k 

^ , x i j k = Z J X * 7
 + A* Vi,ke N where j ?=k, i^k 

.jeN jeN 

Yj(xvk +
 x i k j ) - C j k VJ>ke N wherek > j , i* j,i* k 

ieN 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

Minimizing the maximum number of links used by each commodity was a piecewise linear and convex 

objective (4). However, it was modeled linearly by changing the objective function to a constraint and 

minimizing the right hand side (5) and (6).21 One additional constraint was necessary to ensure the y^k 

variables were activated when a link {j,k} was used (7). 

Equations (8) and (9) are identical to the flow balance constraints (2) and the capacity constraints (3), 

respectively, form the MCFM. 

2 1 An introduction to this technique can be found in a text by Bertsimas and Tsitsiklis [1]. 
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To incorporate the original MCFM objective, a weighted objective function could be used (10). In the 

event that one objective appears to dominate the results, a multiplicative weight could be added to the 

other term. 

alternative objective: min X + z (10) 

Discussion 

When initially developing the model, we scaled down the problem from the 32-node network to a 5-node 

fully connected sample network. The purpose was to ensure the model was programmed correctly before 

consuming large amounts of run time. The 5-node mixed integer problem solved in approximately 6.5 

hours compared to the three minutes required for the 32-node MCFM to solve on a Pentium III 600 with 

256MB of RAM. Given this result, further development of mixed integer models was not pursued. The 

introduction of the binary variables produced unacceptable runtimes even in small instances. This result 

was the primary impetus for development of the next linear program. 

. C) A 2-link Maximum Linear Model (2MLM) 

Overview 

The MCFM suggested long routes and the mixed integer model required too much time to solve. The 

development of this linear program addressed the undesirable traits of both models by limiting the 

alternate routes to a maximum of two links in length. Like the MCFM, the 2-link maximum linear model 

(2MLM) was formulated by Queyranne [5], and it was developed in AMPL to generate inputs for 

CPLEX. 
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Variables 
N The set of nodes (network switches) 
Cjk The number of trunks in link |j,k} 
D i k The average number of circuits required for each OD-pair i-k | i, ke N 

where k ̂  i 
Zik = 0 i fC i k = 0 

= the average number of circuits used on route (i~^k) otherwise 
Zijk = 0ifCijOrC j k = 0 

= the average number of circuits used on route (i-^j-^k) otherwise 
X The maximum average link utilization 

Table 4 - List of linear program variables 

Formulation 

objective: min X (11) 

subject to: z / * + ^ z , y *
 = A * Vi.ke N where i ̂  j, i ̂  k, j ^ k (12) 

jeN 

z«v+ z»+Z^«v + z--v« + z»v.- + z«„-^^C l lv Vu,veN where v>u (13) 

The 2MLM incorporates the same technique used in the MCFM of minimizing the right hand side 

multiplier of the capacity constraints (11). All demand has to be satisfied (12) and traffic sent on a link 

cannot exceed the number of trunks working (13). 

Model Extension 

Aggregating Routes 

The above formulation permitted the solver to select different routes for flow from switch i to switch k 

and for flow from switch k to switch i. However, this formulation did not contain sufficient information 

to determine that traffic in each direction was of equal value. Consequently, all flow from one direction 

was routed directly while the flow in the opposite direction was forced onto 2-link routes. Table 5 shows 

the model's suggested routes for switches 0 and 1, which is a typical example of the routes for other OD-

pairs. 
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Switches Circuits 
Origin Tandem Destination Used 

0 9 1 350 
0 19 1 344 
0 28 1 259 
0 24 1 211 
1 0 1,516 

Table 5 - Routes for OD pairs 0-1 and 1-0 

To obtain balanced sets of routes in both directions equation (12) was reformulated. The average number 

of circuits required between switch k and switch i was added to the average number of circuits required 

between switch i and switch k (14). Thus, half as many flow variables were created. The interpretation 

of z i k changed to indicate the flow on route (i-^k) plus the flow on route (k->i). Similarly,zp indicated 

the flow on route (i->j-^k) and route (k-^j-^i) combined. Consequently, this revised model suggests the 

same set of routes for both OD-pairs i-k and k-i. 

Zik+Yjzm =Dik+Dki Vi,keN where i*j,j*k,k>i (14) 
jeN 

Inferring Routes from Flow Variables 

Each OD-pair had a set of flow variables associated with it, and these variables directly corresponded to 

routes for each OD-pair. Hence, no effort was required to infer routes from the flow variables. Given 

that the sum of all flow variables must equal the demand expressed in average number of circuits 

required, it seemed logical to rank the routes according to the average number of circuits required. 

Consequently, the variable with the highest average number of circuits required would imply that the 

route associated with it would be attempted first. The variable with the second highest average number of 

circuits required would be attempted next. This process continued until all flow variables were ranked for 

each OD-pair. Table 6 details the ranking for OD-pairs 1-4 and 4-lduring the 11:00-12:00 time slot. 
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Variable Flow Route Routes Routes 
Ranking for 4-1 for 1-4 

X]04 41.4 2 4^0^ 1 1^0^4 
X 1 4 343.5 1 4-»l l->4 
X)24 28.9 3 4-^2^1 1^2^4 
Total flow: 413.8 D i k: 413.8 

Table 6 - Routes for OD-pairs 4-1 and 1-4 from the 11:00-12:00 time interval. 

Discussion 

The 2MLM solves in less time than the MCFM developed in XPRESS-MP. Furthermore, migrating to 

the 2MLM to CPLEX decreased the total runtime to approximately 30 seconds. As the name implies, the 

2MLM restricts route lengths to a maximum of two links. Thus, the two objectives set out for this model 

- restricting route length and solving quickly - were achieved. An additional benefit was that each route 

has a variable associated with it. Thus, the average number of circuits used on a specific route was 

directly inferred from the value of the corresponding flow variable. Consequently, a routing table was 

developed with little post processing. A final benefit was that the model could be extended to include 

routes of longer length. For example, if TELUS expressed interest in solutions with three link routes, the 

model could be reprogrammed in a matter of minutes. 

D) A Nonlinear Model 

Overview 

The 2MLM assumes a linear relationship between demand offered to a link and the demand carried on a 

link. Work dating back to Erlang demonstrates that the relationship is in fact nonlinear. To incorporate 

this relationship, a model with a nonlinear, convex objective function and linear constraints was 

developed. The move to nonlinear models generally implies a significant increase in runtime. However, 

one set of constraints in the 2MLM is not present in the nonlinear model. As will be shown shortly, the 

capacity constraints are now incorporated in the objective function. Thus, the runtime only increased 

from 30 seconds in the 2MLM to approximately 8 minutes in the nonlinear model. 
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The objective function was convex and the constraints were linear. Consequently, convex programming 

methods could have been used; however, we decided to use a nonlinear solver because it was readily 

available for use. Open source code programmed in Fortran for MINOS - the available nonlinear solver -

was used to develop a model suggested by Girard [2]. To invoke the model, we programmed the 

nonlinear convex objective function and recompiled the source code. Finally, a matrix generator was 

written in C to produce the text files required by the solver. 

Variables 
N The set of nodes (network switches) 
Cjk The number of trunks in link lj,k} 
D i k 

The average number of circuits required for each OD-pair i-k | i, k€ N 
where k ̂  i 

Zik The quantity of i-k demand routed on the direct link otherwise 
Zjjk The quantity of i-k demand routed through tandem j otherwise 
Xij The total offered traffic to link {i,j} 

Table 7 — List of nonlinear program variables 

Formulation 

objective: min YJYJX*B(XH'C^ (15) 
ieN j>i 

subject to: zik + ̂ zijk =Dik + Dki Vz, ke N. where i & j, j ^ k,k>i (16) 
jeN 

za + zy + H(zuk + Zky + Zjik + Zkji) = Xy e N where i *k,j* k,j > i (17) 
keN 

withB(xij,CiJ) = ̂ ^ (18) 

The Erlang-B loss function (18) is widely used to model the relationship between offered and blocked 

traffic on a trunk. Given the number of trunks on a link and an offered load (i.e., average number of 

circuits required), the Erlang-B function returns the proportion of blocked calls on the trunk. The 

objective of this model was to minimize the total expected number of blocked calls in the network (15). 

This was achieved by multiplying the traffic offered to link {i,j} by the proportion of calls blocked. The 
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resulting objective function was convex, which guarantees that the model converged to the optimal 

solution of the formulation. Equation (17) indicates how the offered traffic xy to link {i,j} was 

determined and equation (16) ensures that all demand was routed from its origin to its destination. 

The Erlang-B Approximation 

To invoke the model formulated above, some methods calculate link blockage by recursively looping 

over trunks working or offered traffic on each link. Instead of complete enumeration, other methods 

approximate the Erlang-B function because the number of trunks working and the amount of offered 

traffic is too large. Both methods assume an integer value for offered traffic and situations arise where 

the offered traffic to a link is fractional, which was true in this case. We decided to use an iterative 

method to calculate the carried link load and we used adjustments to incorporate the non-integer offered 

traffic. This entire procedure was taken directly from [4]. To start, the method uses a recursive equation 

that calculates the proportion of blocked calls given the offered traffic (19) and it was initialized by (20). 

xsBfx„ - 1 , Q ) 
B(xs, C , ) = 2-^-2 (19) 

t j } v ? ( ^ - i , c , ) + ^ 

where B(\,Cy) = \ (20) 

Equations (19) and (20) were programmed into the objective function and are only accurate for integer 

values of xy. However, Dy was actually non-integer, and therefore, at least some xy's were non-integer. 

Thus, equations (21) and (22) were programmed into the objective function to approximate blockage 

given the non-integrality of xy. As suggested in [4] the following approximation was used in the 

objective function: 

B(Xu,Cv) = B'-hB? Bl_ 
BB2 

(22) 

where B = B(n, Cy ), 5, = B, (n, C..), B2 = B2 (n, Cy ) 
and n = the closest integer to xy 
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MINOS is capable of estimating gradients used to determine the search direction for the next iteration. 

When MINOS estimated gradients, a 6-switch test problem was solved within a few minutes; however, 

the 32-node network model running on a Pentium III 800 with 256MB of RAM ran for an entire day and 

was still on the first iteration.22 Consequently, (23) was programmed into the objective function to 

estimate the rate of change in blockage with respect to offered load to each link. The model subsequently 

solved in approximately 8 minutes after incorporating this gradient estimation. 

Programming of the matrix generator and the nonlinear objective function in Fortran for use in MINOS 

was a time consuming process. Consequently, the flexibility of the model was quite limited. For 

example, the replacement of (12) with (14) in the 2MLM required a short time to reprogram, whereas the 

same replacement in the nonlinear model required a relatively large amount of rework and debugging. 

The nonlinear model overestimated blockage because the amount of offered traffic to the second link on a 

2-link route was not thinned23 by the blockage rate on the first link. Therefore, direct links were more 

preferred over 2-link routes relative to the 2MLM. Since the traffic offered to the second leg of a 2-link 

route is not thinned, the model overestimates the number of blocked calls. Without this assumption, 

nonlinear constraints would have been required to thin the traffic and it was unclear as to whether this 

new set of constraints was convex. This nonlinear model was developed as a stepping stone to a more 

complex nonlinear model that would have more accurately accounted for blockage. Pursuance of these 

nonlinear models completed when it was determined that the long-term objective of the research project 

with TELUS was to develop models that included trunk reservation. However, if the results from the 

2 2 The model was terminated before completion because any runtime over a few hours was unacceptable. 

a g ( s , , c y ) _ c , 
dXy 

(23) 

Discussion 
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2MLM did not considerably decrease blockage in the simulated network, then this model or possibly a 

more complicated nonlinear model would have been revisited to unearth a set of routing rules for TELUS 

in the short-term. 

V I . S C E N A R I O S 

Approximately 1040 hours of computing time were used to generate the 52 scenarios presented in this 

section. All scenarios were used to compare the current operation of the network with scenarios based 

upon routing rules suggested by the 2-link maximum linear model (2MLM). Of particular interest was 

the call blockage generated by the routing rules from the linear program in comparison to routing rules 

currently used by TELUS. To compare scenarios, we scaled up call attempts uniformly across the 

network, and tested the sensitivity of results to different reservation parameters. Finally, the benefit of 

time of day routing was assessed. 

Routing Rules Generated by The Linear Program 

Testing new sets of routing rules on a simulation with an extremely low percentage of blocked calls 

would not allow any performance improvements to be distinguished. Consequently, the number of calls 

attempts between each OD-pair was scaled up by 50% to compare the sets of rules. Figure 15 shows the 

mean (as well as its 99% confidence interval) number of calls blocked in the network when routing rules 

suggested by the 2MLM and TELUS' current hierarchical rules were used in the network simulator. 

Clearly, the hierarchical routes generated half the number of blocked calls as the routes suggested by the 

2MLM. This was expected and the methodology for extracting value from the 2MLM results is discussed 

next. 

When blockage occurs on the first link, then less traffic would be offered to the second link in the real network. 
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% Cal ls Blocked for The Status Quo 
and Linear Program Routes 

(50% Increase in Call Demand) 

10 5% 
- S -

9 5% 

8 5% 

O 
— 7 5% m 

6 5% 

5 5% 

4.5% -

-
4.5% -

Status quo Linear program 

_ 99% upper bound 0.0524 0.1082 
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Figure 15 - The performance of 2MLM routes versus the currently used routes 

Modifications to The 2MLM Routing Rules 

The performance of the 2MLM's routing rules were as expected. Given its objective to minimize the 

average number of circuits used and that 2-link routes were twice as expensive as 1-link routes, the 

2MLM intuitively uses 2-link routes sparingly. In essence, the model only rerouted traffic through under­

utilized trunks. Consequently, the 2MLM did not suggest any alternate routes for most of the OD-pairs 

(see table 8). This was problematic because the network was engineered for alternate routing, and 

therefore, the direct routes are not dimensioned to carry all traffic between each OD-pair. 

The value in the 2MLM's routes lie in the fact that the model seeks out underutilized links and uses them 

in 2-link alternate routes. With the intention of decreasing the number of blocked calls in the network, it 

was decided that the best alternative was to marry TELUS' current routing rules with the rules suggested 

by the 2MLM. This seemed appropriate because TELUS' rules incorporate hierarchical routing for which 

the network was designed, and the 2MLM routes seek out underutilized links. 
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In the new routing table, it was unclear as to whether the hierarchical routes or the 2MLM should be 

attempted first. For each OD-pair, the 2MLM routes could be attempted first followed by the current 

alternate routes. On the other hand, the current routes could be attempted first followed by the 2MLM 

routes. A third combination could have the direct route first, followed by the 2MLM routes with the 

current alternate routes attempted last. Thus, three sets of routing rules, one corresponding to each 

alternative, were generated. The first set had the 2MLM routes placed above the current alternate routes 

in the routing table and the second set had the order reversed. The third set was similar the first set except 

a direct route was attempted first, followed by the 2MLM routes, and then the current alternate routes.24 

Figure 16 shows the simulated total number of blocked calls of these routing rules compared with the 

status quo routes at a 50% increase in demand for the 11:00-12:00 data sample. 

% Calls Blocked for The Combined Routes 
(50% Increase in Call Demand: 11:00-12:00 data sample) 

5% 

_ 40/ 
3! 
0 3% 

-
m 
5? 2% 

1% 

0% i i i 

Hierarchical Hierarchical & 2MLM 2MLM & hierarchical 2MLM & hierarchical 
with directs 

- 99% upper bound |—| average % blocked call demand — 99% lower bound 

Figure 16 - Percentage of blocked calls for the combined route scenarios 
for the 11:00-12:00 time interval 

The rules where the 2MLM routes were attempted first performed better than the status quo; blockage 

was decreased by 1%. The performance of the reversed set of routes rules (i.e., current hierarchical routes 

2 4 Whenever the 2MLM suggested use of the same routes as the current routes, the second entry in the routing table 
was simply removed. 
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first) was relatively unimpressive. Consequently, further sensitivity analysis and scenarios with the 

reversed set was not pursued. 

Similarly, Figure 17 shows the performance of 2MLM routes optimized for the 21:00-22:00 scenario. 

However, in this case the hierarchical routing rules performed twice as well as the combined hierarchical 

and 2MLM routing rules. A 3-fold performance improvement was achieved from a new routing table, 

which had the direct route first, followed by the 2MLM routes, and then the alternate hierarchical routes. 

% Calls Blocked for The Combined Routes 
( 5 0 % Increase in C a l l D e m a n d : 21 :00-22 :00 data s a m p l e ) 
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Figure 17 - Percentage of blocked calls for the combined route scenarios 
for the 2 1 : 0 0 - 2 2 : 0 0 time interval 

Table 8 summarizes the different routing rules that were tested. Given their performance, the routing 

rules with the most direct connections outperform the others. Furthermore, routing rules with 40% to 

60% more alternate routes than direct routes outperform those with fewer alternate routes. 
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Status 
Quo 

11AM 2MLM 
Rules 

Modfied 2MLM.Rules 2MLM Rules with Direct Route Status 
Quo 

11AM 2MLM 
Rules 11 AM 9 PM 11 AM 9 PM 

1-link Routes 918 830 830 745 918 918 
2-link Routes 930 474 1,260 1,379 1,260 1,502 
3-link Routes 442 - 424 390 424 424 
Total 

Avg. / OD-pair 

2,290 1,304 2,514 2,514 2,602 2,844 Total 

Avg. / OD-pair 2.34 1.36 2.63 2.63 2.72 2.97 

Table 8 - Routing rule summary for three scenarios 

The Effects of Scaling Call Attempts upon Network Performance 

In order to assess the relative performance of the combined routing rules, demand placed upon the 

network had to be increased to create blockage in the network. The number of calls attempted between 

each OD-pair was scaled upon by 10%, 20%, 30%, 40% and 50%. The mean of the call arrival 

distribution for each OD-pair was scaled up and used in a theoretical Poisson distribution to generate new 

call duration distributions for each OD-pair. Figure 18 illustrates the performance of three sets of routing 

rules on the 11:00-12:00 time interval for varying levels of call attempts. Both sets of combined routing 

rules outperform the hierarchical rules. The combined routes with the direct link attempted first performs 

marginally better than the combined rules without the direct. Overall, these two sets of routing rules 

differed by 88 direct routes that were added. 
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% Blocked Vs. % Increase in Call Demand 
(11:00-12:00 data sample) 

0% 5% 10% 15% 20% 25% 30% 35% 40% 45% 50% 55% 

% Increase in Call Demand 

99% upper bound _ ^ — Hierarchical 99% lower bound 

99% upper bound — * — 2MLM & hierarchical 99% lower bound 

99% upper bound — e — 2MLM & hierarchical with direct 99% lower bound 

Figure 18 - The effect of increasing call attempts upon blockage for the 11:00-12:00 time interval 

A validity check of the network simulator was to compare blockage to link utilization. Since the 

percentage of blocked calls decreased, more calls were carried by the network. Consequently, the 

utilization of the links in the network should increase. Figure 19 displays percent idle and percent utilized 

CCS summed over all links in the network. Note the increased utilization for the network for the 

combined scenario. 
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Trunk Group Performance over Varing Levels of Demand 
(11:00-12:00 data sample) 
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Figure 19 - The effect of increasing call attempts upon utilized and idle CCS for the 11:00-12:00 time interval 

Figures 20 and 21 illustrate that similar behaviour occurred during the 21:00-22:00 time interval. The 

primary difference was that the relative improvement from use of the combined routing rules with direct 

routes added was more pronounced. At a 50% increase in call attempts, the percentage of blocked calls 

was approximately one third of the percentage that the hierarchical rules generates. The performance of 

the 2MLM married with the hierarchical routing rules over varying levels of call attempts was not 

generated because of their poor performance. 173 direct routes were added in total to the combined 

2MLM and hierarchical routing rules (relative to 88 for the 11:00-12:00 time interval), which possibly 

explains the discrepancy in performance. 
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% Blocked Vs. % Increase in Call Demand 
(21:00-22:00 data sample) 
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99% upper bound — • — 2MLM & Hierarchical with direct . . . 99% lower bound 

Figure 20 — The effect of increasing call attempts upon blockage for the 21:00-22:00 time interval 

Trunk Group Performance over Varing Levels of Demand 
(21:00-22:00 data sample) 
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Figure 21 - The effect of increasing call attempts upon utilized and idle CCS for the 21:00-22:00 time interval 
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Sensitivity of Performance to Trunk Reservation Decisions 

Two questions were of particular interest. First, what is the effect of applying varying uniform trunk 

reservation levels for direct trunk groups upon network performance? Second, if trunk reservation was 

implemented without changes to the routing rules (i.e., with hierarchical routing), what would the effect 

be upon network performance? 

In order to assess the sensitivity of the percentage of blocked calls in the network to different trunk 

reservation levels, the percentage of trunks reserved on each link was varied.25 Figure 22 presents the 

results from varying the percentage of trunks reserved between 0% and 10% for a 40% increase in call 

attempts during the 11:00-12:00 time interval. There appeared to be a slight decrease in percent blockage 

as the trunk reservation parameter increased from 0% to 8%. However, the mean percentage of blocked 

calls for each scenario was within the 99% confidence intervals of the other scenarios. Hence, the 

percentage of blocked calls in the network appears to be quite insensitive to the percentage of trunks 

reserved. 

In cases where applying the percent reservation to trunk groups resulted in a fractional number of trunks, we 
rounded to the nearest whole number. 
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% Blocked Vs. % Reserved Trunks 
(40% Increase in Call Demand: 11:00-12:00 data sample ) 
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Figure 22 - Percent calls blocked graphed over reservation parameters from 0-10% 

To address the second question, two simulations were run with a 50% increase in call attempts and 5% 

trunk reservation. One with the hierarchical routing rules on the 11:00-12:00 data sample and one with 

the hierarchical routing rules on the 21:00-22:00 data sample. Relatively small improvements to the 

percentage of blocked calls were achieved in both cases (Figures 23 and 24), which implies that 

implementation of a uniform trunk reservation policy alone is not worthwhile. 
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% Calls Blocked for Various Sets of Routing Rules 
( 5 0 % Inc rease in C a l l D e m a n d : 11 :00-12 :00 data s a m p l e ) 
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Figure 23 - The relative performance of hierarchical routing with 5 % trunk reservation 
for the 1 1 : 0 0 - 1 2 : 0 0 time interval26 

% Calls Blocked for Various Sets of Routing Rules 
( 5 0 % Increase in C a l l D e m a n d : 21 :00-22 :00 data s a m p l e ) 
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Figure 24 - The relative performance of hierarchical routing with 5 % trunk reservation 
for the 2 1 : 0 0 - 2 2 : 0 0 time interval 

Results from other scenarios are presented again for a relative basis of comparison. 



Time of Day Routing 

The best performing routes for the 11:00-12:00 and the 21:00-22:00 intervals were different. This would 

lead one to believe that time of day routing was Indeed beneficial. Before developing metrics to quantify 

and present the differences between the routing rules, we decided to test the best set from each time 

interval on a simulation of the other time interval. If a set of routes from the 11:00-12:00 interval 

performed reasonably well in the 21:00-22:00 time interval (or vice-versa), then time of day routing 

would not be necessary. 

Figure 25 presents the relative performance of the best set of routing rules from the 21:00-22:00 interval 

on the 11:00-12:00 interval. The performance of the rules is almost as good as the ones optimized for the 

11:00-12:00 interval. Hence, they could be used with a realized gain of 1% at a 50% increase in call 

attempts. 

% Calls Blocked for The Combined Routes 
(50% Increase in Call Attempts: 11:00-12:00 data sample) 
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Figure 25 - The relative performance of the 21:00-22:00 2MLM& hierarchical with directs 
routing rules on the 11:00-12:00 data sample 

Figure 26 presents the relative performance of the best set of routing rules from the 11:00-12:00 time 

interval on the 21:00-22:00 time slot. They outperform the rules optimized for the 21:00-22:00 interval. 
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% Calls Blocked for The Combined Routes 
(50% Increase in Call Attempts: 21:00-22:00 data sample) 
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Figure 26 - The relative performance of the 11:00-12:00 2MLM & hierarchical with directs 
routing rules on the 21:00-22:00 data sample 

One hypothesis for the performance improvement was the presence of localized suggestion in the 21:00-

22:00 time slot. The 2MLM minimizes the maximum average number of trunks required on each. Thus, 

if one area of the network was extremely strained, the 2MLM would focus its attention there and perhaps 

not do quite as good a job routing traffic in other areas. Table 9 shows the top 10 links for total number 

of calls blocked for the 11:00-12:00 scenario and the 21:00-22:00 scenario.27 The hypothesis was correct. 

65 of the 992 OD-pairs in the 21:00-22:00 scenario were blocking at 100%, which heavily contribute to 

the overall total percentage of blocked calls. 

The routing rules that produced the lowest percentage of blocked calls for each of the two scenarios was used. 
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Switches 11:00-12:00 Switches 21:00-22:00 
Origin Dest. Calls % Direct Origin Dest. Calls % Direct 

11 2 3,284 40% 31 18 9,691 100% 
22 2 1,960 25% 30 18 7,751 100% 
6 10 1,925 13% 30 2 4,651 100% 
4 3 1,801 17% 30 23 4,417 100% 
2 11 1,780 40% 30 4 4,046 100% 
3 4 1,661 17% 30 24 3,920 100% 
13 2 1,623 19% 31 4 3,803 100% 
4 13 1,583 13% 31 2 3,795 100% 
15 2 1,495 22% 30 22 3,196 100% 
6 2 1,438 25% 31 22 2,880 100% 

Table 9-10 highest blocking trunk groups for 11:00-12:00 and 21:00-22:00 intervals utilizing best routing rules 

VII. C O N C L U S I O N 

Based upon the results presented in chapter VI, it appears that TELUS could benefit from implementation 

of alternate nonhierarchical routing rules. Specifically, employing the combined routing rules - that 

attempt the direct route first, then attempt the 2-link Maximum Linear Model routes from the 11:00-12:00 

time interval, and finally the currently used alternate routes - generated the best routing table of those 

tested. Furthermore, these routing rules can be employed throughout the day without the need for change. 

Logistically, this makes implementation much easier for TELUS because the crossover to new routing 

rules in each switch does not have to be completely synchronized with other switches on a daily basis. 

The results from the trunk reservation analysis suggest that implementation of a uniform policy would be 

of marginal value. Sensitivity of the average percentage of blocked calls in the network to changes in the 

uniform trunk reservation parameter appears to be minimal. In other words, the gains achieved from 

implementation of new routing rules appear to be insensitive to the percentage of trunks reserved on each 

link. Finally, compared to Akinpelu's and Krupp's findings of instabilities in nonhierarchical networks 

without trunk reservation (see chapter II), no instabilities were found for this particular implementation of 

trunk reservation in the TELUS network. However, extensive analysis was not performed to ensure that 

instabilities would not occur. 
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Consequences of Alternate Nonhierarchical Routing on Dimensioning and Monitoring 

As mentioned in the introduction, a move to alternate nonhierarchical routing (ANHR) in the network will 

affect dimensioning and monitoring. Current dimensioning processes are designed for an alternate 

hierarchical network. If TELUS decides to move away from this network design, the dimensioning 

policies will most likely require change. Consequently a new knowledge base for dimensioning a 

network employing ANHR will have to be built within TELUS. Furthermore, more judicious monitoring 

of an alternate nonhierarchical network is required. For example, each switch is programmed with 

instructions for routing. If one switch was programmed incorrectly, cycling could occur in the network28 

causing the number of blocked calls to skyrocket. 

Future Research and Development 

These results are presented with cautious optimism. First, the suggested routing rules from any 

optimization method will be highly dependent on the non-probabilistic proxy for demand that they use as 

input. Consequently, this thesis was a proof of concept. A more comprehensive data sample should be 

collected over several days to ensure a representative network activity sample is obtained. Specifically, 

the hours with the highest percentage of blocked calls should be used in the analysis. 

Routing and Trunk Reservation 

A uniform trunk reservation policy was utilized for the analysis in this thesis and proved to be of little 

value. However, a non-uniform policy was not explored, which could possibly have significant potential. 

Furthermore, more rigorous tests for network instabilities without trunk reservation should be performed. 

Lastly, the interaction between optimal routing rules and optimal trunk reservation levels should be 

explored. One possibility is the development of an iterative search heuristic to find a good 

routing/reservation combination. 

A call "cycles" if it never finds its intended destination switch. Instead, it continues to consume circuits until 
none are available. 
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Runtime of The Simulation 

The runtime of the simulation limited the number of scenarios that could feasibly be tested. Work is 

currently underway to decrease the run time. Currently, the simulation generates call attempts and call 

duration between each OD-pair from empirical distributions. A move to generating call demand and call 

duration from theoretical distributions would greatly decrease the run time29 If this can be achieved 

without compromising the integrity of the simulation, it will be incorporated in the near future. 

Non-Stationary Simulation 

One limiting assumption of the analysis was the assumption that the underlying process was in fact 

stationary. The behavior of demand placed upon the network is in fact non-stationary. Development of a 

non-stationary simulator in the future would more accurately represent the network's behaviour. 

Furthermore, the non-stationary simulator could be started in the early morning of a simulated day when 

carried traffic is almost negligible, thus circumventing the need for a warm-up period. 

Large Deviation Theory Applied to Call Blockage 

If the demand place upon the network had not been scaled up, the confidence intervals around each 

solution would not be tight enough to assess the relative performance of the better sets of routing rules on 

the simulated network. Large deviation theory could be used to reduce the variance associated with the 

rare event of call blockage. Although the theory is based upon simple ideas, a practitioner should note 

that the mathematical details to invoke such analysis can sometimes prove quite unwieldy. 

The simulation would not have to search through discrete bins to find the generated value from the empirical 
distribution. Instead it would sample from a theoretical distribution with one call to a function. 
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APPENDICES 

Appendix 1 - A sample of the average number of lines required between all OD-pairs 
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Appendix 2 - Sample of the output from the MFCM 

Origin 1 1 1 1 1 1 1 1 32 32 32 32 32 
Dest. 2 3 4 5 6 7 8 9 27 28 29 30 31 
Route 1 1,2 1,3 1,4 1,5 1,6 1,7 1,i) i,y 32,27 32,28 32,29 32,30 32,31 
Route 2 32,16,27 32,23,7,17,28 32,11,29 32,23,7,17,30 32,30,31 
Route 3 32,23,7,17,27 32,2,17,28 32,30,11,29 32,2,17,30 32,23,6,30,31 
Route 4 32,2,17,27 32,23,6,17,28 32,23,6,30,11,29 32,23,6,17,30 32,23,7,30,31 
Route 5 32,23,6,17,27 32,14,2,17,28 32,23,7,30,11,29 32,14,2,17,30 32,23,7,17,30,31 
Route 6 32,14,2,17,27 32,12,7,17,28 32,23,7,17,30,11,29 32,12,7,17,30 32,23,7,18,30,31 
Route 7 32,12,7,17,27 32,16,7,17,28 32,23,7,18,30,11,29 32,16,7,17,30 32,21,24,30,31 
Route 8 32,16,7,17,27 32,23,7,18,28 32,21,24,30,11,29 32,23,7,18,30 32,21,25,30,31 
Route 9 32,23,7,18,27 32,2,18,28 32,21,25,30,11,29 32,2,18,30 32,21,26,30,31 
Route 10 32,2,18,27 32,23,6,18,28 32,21,26,30,11,29 32,23,6,18,30 32,21,27,30,31 
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