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ABSTRACT

An investigation has been unde?taken to ascertain how readiiy
a power system lends itself to statistical modelling. A nonlinear state
variable model has been derived in terms of measurable states. This
model is linear in its coefficients which are evaluated by the least
squares fitting technique of regression gnalysié. The statistical
model's performance is evaluated by comparison of its predicted system
responses with those predicted by Park's formulation, and with those

produced by a laboratory power system model.
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NOMENCLATURE

Prime'Mover

L a d.c. motor coefficient; where mea is the speed voltage

af coefficient £

r, armature resistance
\

T, series resistance in armature circuit
R .totél resistance in armature circuit
P
7 pole pairs
if field current
ia . armature current; controls mechanical torque output
W mechanical speed
Tdc 1 electrical torque ip d.c. ﬁotor
Ddc d.c. motor damping coefficient

Mechanical System

J moment of inertia of prime mover - generator set

F friction coefficient
Tf . torque loss due to friction; Tf = me

'TA regulator time constant

KAl regulator gain on feference voltage input
KAZ regulator gain on terminal voltage feedback
u regulator—exciter reference voltage

1
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. Synchronous Machine

D - .synChronous generatbr_dampingbcoefficient
Rf ~ field resistance
Té d-axis transient short circuit time constant
-Téo d-axis transient open circuit time constant
Tgo’ Tgo ‘ d- and q—a#is subtransient open circuit time constants
X 4 mutual reactance between étator and rotor in d—axis
X X d- and q-axis synchronous feactances
xé d-axis transient reéctance
xg, xa d- and q-axis subtransient reactance
X, equivalent reactance .of localAload and transmission system
(xé + x) :
id, iq d- and gq-axis current
ifd fiela current
P _ real power output of the machine
Q reacfive power output of the machine
Te . energy conversion torque of synchronous generator
'Ti mechanical torque on the rotor
Vg vq d- and q-axis voltages
"vt- ‘ - machine terminal voltage
Veg field voltage
vp a voltage proportionai to field voltage
QFR a voltage proportional to field current
wd"wq d~ and gq-axis flux linkages
wfd . fieldAflux linkage
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2 flux proportional to field flux linkage

w  electrical angular speed

7
w,o synchronous speed, 377 rad/sec : ///
Aw per unit speed variation //
8 torque angle (between q-axis and infinite bus voltage)

Transmission System

r ' o series resistance
X geries reactance

G _ shunt'conductance
B ' | shunt susceptance

Statistical Model

X independent variable
Yi value of dependent variable observed
Qi value of dependent variable predicted by model
Y ' mean value of observations of dependent variable
ey ' .. residuals (Yi'— ?i)
B = population coefficients
b sample coefficients
02 population wvariance
, R, mulfiple regression coefficient

ix



1. INTRODUCTION -

Requirements for exact and easily-updated power system
models are ever increasing with modern complex systems. One modelling
problem arises when attempting to find a detailed representation of
multimachine systems. For theoretical models, the analysis is very
involved [1], [2] and is limited to only a few machines [2]. Another
important problem in modelling avsystem is updating the model as the
system changes. For theoretical models, system parameters are measured
off-line and if they change during system operétion, fﬁr example when

a line is lost, the model is no longer exact.

A statistically derived model may find application in

' dynamic state estimation. Present static state estimation schemeé»and
tracking algorithms for system security assessment [3] - [9] do not

. require a system model. However, if state estimation techniques are
expanded to state prediction for use with local controliers then a

system model will no doubt be required. As data ié obtained for the
estimation scheme, it is convenient to also use this data for statistical

derivation of the system model.

A statistical approach to modelling is investigated in this
thesis. It is introdﬁced in an attempt to overcome the problems of
thebretical models in maintaining an up-to-date system model and
possibly to facilitate modelling more complex multimachine systems.

A statistical model has the following inherent advantages. It may be



set to retain only the.most statistiéally significant system variables,
- with,insignificant,variables readily eliminated. Secondly, the
étafistically—derived equations are determined using the particular_
system configuration operating as it will be when the model is
employéd. Also statistical modelling lends itself to real—fime
‘updating, phus allowing the mathematical representation of the system
to bé updated as parameters change, for example, in response to system

.

load changes.

Two ultimate aims of this project are: firstly, to model
systems for which accurate theoretical representations are not
obtainable; and secondly, to obtain a mathematical modelling scheme
which is feasible for on—line.modelling and parameter updating. The
research reported in this thesis is concerned with the intermediate
aim of investigating the proposed statistical scheme using a well

defined system in an off-line environment.

This project involves setting up a laboratory model power
system, and deriving two mathematical representations of this system.
One is a statistical representation whichbis nonlinear in the state
variables, but linear in their coefficients which are statistically
estimatéd. This model constitutes the major portiop of original
research. The other is a theoretical representation based upon
Park's formulation of the synchronous machine equations. Its purposé
is to allow a performance comparison of the newly-developed statistical
model with the classical theoretical model. Both of these are checked -
against the laboratory system performance. Another facet of this

research is the data acquisition required to collect observations



from the laboratory system for use in deriving the statistical model.

The basic interface and computer was available but the interface

required modification before being used. As the monitored power system
signals contain considerable undesired noise,'this project also entails
signal conditioning and filtering. Data acquisition required development
of PDP-8 software as well as extensive data handling and checking programs

written for the computing center IBM 360/Model 67.

The organization of the work is as follows. .Chaptér 2
contains a presentation of the ideas of regression analysis as it is
applied to the statistical modelling in this project. 1In Chapter 3,
the two mathematical nonlinear state variable representations of a
power system (theoretical and statistical) are developed. The lab-
oratory model power system and the data acquisition system are discussed
briefly in Chapter 4. A comparison is made in Chapter 5 of the responses
from the statistical model, the theoretical ﬁodel, and the laboratory
system. Testing tﬁe data for validity of assumptions is also discussed.
Chapter 6 includes the conclusions derived from this work as well as a

few guide lines for further inVestigations.



2. ‘STATISTICAL MODELLING USING REGRESSION ANALYSIS

There are advaﬁ;ages to obtaining experimental models of
Vsystems using statistical techniques. Insignificant variables can
vbe detected by various statistical tests, thus yielding a model
contaiﬁing only significant variables. Also, since the model is formed
by data acquired from the actual system, the statistical approach
"lends itself to on-line modelling or on-line updating of the system
model. Another advantage of using actual system data is that the

models are more readily expressed in terms of measurable states.

Describing a system's behaviour statistically is accomplished
by monitoring system performance, and deriving an equation to "best"
describe this observed performance. A common mathematically convenient
method of determining the "best" equation is to perform a least squares
fit to data combrised of measurements of system variables. This tech-
nique, which is one method of fitting a line to a set of observations
or data points, simply minimizes the sum of squares of the errors. If
Y is the dependent variable, which the model will eventually be used
to predict, then the error is the distance measured parallel to the

Y~axis between the given data point and the fitted line.

'Regréssion anélysis is one technique of performing a least
squares fit. This method of statistical analysis has been chosen for
the thesis partly because computer programs are readily available, but
maiﬁly because regression analysis provides many tests for checking
Vsystem data and for testing the model produced. When choosing a

modelling scheme, one must consider that systems are defined to greater



and lesser degrees. At one extreme are completely deterministic systems
for which all theory, and therefore the model, is completely defined. At
" .the other extreme are the "blackbox" systems for which there exists no
theory defining system performance from which a model may be derived. A
power system is somewhere mid-way because even though the theory is known
from which a model may be derived, the parameters of this model will

change as the systemoperating point and the system configuration change.

Regression analysis can treat any system as a 'blackbox'" and use
data to construct a model by trial and error, but this method requires
extensive analysis and may yield a model which allows little or no insight
into the physical structure and operation of the system, However, if the
form of the system model is constrained such that it has physical meaning
for that system, then regression analysis may be used to identify the
parameters of this model with much less analysis required than for the
trial-and-error blackbox approach. In this thesis the mathematical model
‘is constréined to be of a form derived from theory using Park's repre~
sentation of a synchronous machine (Chapter 3), and the coefficients in
tﬁese equations are estimated usihg regression analysis on measurements

of state variables made during system operationm.

2.1 Features of Regression Analysis

The basic concepts inﬁerent in regression analysis are now
introduced. The theoretical details of this statistical modelling
technique are not included because they are not required for the
application of regression analysis computer programs. What is required,
though, ig an undersfanding of underlying assumptions and of the basic

mechanisms of the analysis in order to accurately interpret the results



obtained. By way of definition, when concerned with the dependence
- of a random variable Y on a quantity X which is a variable but not a
random variable, an equation that relates Y to X is usually called a

regression equation.

Regression analysis is applied to determine the relationship
between a dependent variable Y and cne or more independent variables
Xl, Xyy oeve X where X; may be a simple system variable or a function
of one or more variables, The analysis uses many measurements of the
independent variables and corresponding dependent variable to detefmine
the coefficients in the relationship. For example let a system be described
by . : .
Y = Bo + lel + 82X2 +e, (2.1)
then many observations of Y, Xl’ and X2 are subjected to regression
analysis to obtain estimates of the linear coefficients Bos B1 and Bo .
In equation (2.1) ¢ represents the error the model will make when used
to predict Y and, as it is different for each Y observed, it is not
méasurable. The population coefficientsBo, 81, and By can not. be
found exactly without examining all possible Y, Xy , and X, values,
however they are estimated in regression analysis by the sample

coefficients b bl and b2. The mathematical model obtained then

o ?

may be written
A
Y = bO + lel + b2X2 (2.2)

A
where Y denotes the Y values obtained when using the model for

prediction.



The procedure used for fegression analysis may be explained

for the simple two-variable case by plotting points relating observed

" values of Y and X on a set of axes. A straight line is drawn through

these points such that the sum of the squares of the distances (parallel
to the Y-axis) between the points and the line is minimized. The
equation of this line thén defines the coefficients by, and b;. Multiple
- regression including many independent variables consists of a similar
process except the straight line is.replaced by hyperplanes in multi-

dimensional space.

The choice of independent variables and therefore the form
of the model chosen depends upon prior knowledge of the physical system
unless a blackbox approach is being used in which case the independent

variables are guessed.

2.2 Assumptions in Regression Analysis

In the model Y; = By + B1Xy + &5 i=1, 2, .;.n'
describing each measured value of the dependent variable, it is
assumed that:

(1) e is a random variable with mean zero and variance 02 (unknown),
that is, E(eq) = 0, V(eq) = o2 .

(2) €4 and ey are uncorrelated for i # j so that cov(ej, ej) = 0.
Therefore E(Yi) = B, + B1Xj , V(Yy) = o2
and Y; and Yj, i # j are uncorrelated.

(3) In addition to (1), e; is a normally distributed random variable.
That is, g5 = ﬁ(o, 02).

v Therefore €4, €; are not only uncorrelated, but necessarily

J

independent.



Knowing the assumptions governing the errors (and therefore
the data) in regression, one is able to test the model after it is
derived to be sure that it adequately explains the behaviour evﬁdent
"in the observed data. Also the data itself may be checked $6fverify
whether or not it does meet the assumptions inherent in thi; analysis.
The lack of fit of the model may be exéreésed analytically for the
simple regression casé [10]; however, in the multiple regression which
will be used, lack of fit is investigated by plotting the residuals
(or e, values). Verification that the data ﬁeets fequired assumptions

is also accomplished by means of residual plots. The examination of

residuals is explained thoroughly in Chapter 3 of Draper and Smith [10].

2.3 Significance of Regression Equation

After the form of the equation is established and regression
analysis is used to evaluate the coefficienfs, the usefulness of
the fegression equation as a predictor of system performance is checked.
This is aécomplished by gomparing the multiple regression coefficient,
" R, with tabulated values which give significant R values for the number
.of variables and the number of observations used. The multiple

regression coefficient is defined by

2 sum Of squares due to regression SSReg (2.3)
R “  sum of squares total ~8S
: ‘Total.
n -2 :
where S8 e =L (X -Y) _ (2.4)
& i=1 1 :
n A -2
SSTotal fiél(yl - Y) (2.5)



for which the various Y values are illustrated in Figure 2.1. If R
is not greater than the tabulated value for a desired level of
" significance, then the regression model is not useful because

Y could just as well be described by its mean value '

~.<

< <> <]

Figure 2.1 Example of Regression Model

2.4 Significance of Coefficients

When multiple regression is employed to identify coefficients
in an assumed modél, it is possible to have this analysis omit any
independent variable or éombination of independent variables which are
found to be insignificant in the data sample from which the model is
being derived. This is done by using an F—tesf to check the statistical
significance of the coefficients.

For example in the model

A
Y= b, + bX; + byX, (2.6)



10

the question of whether bl = 0 or not may be answered by investigating
- two models, one including b;X; and one omitting that term. That is,

consider equations (2.6) and (2.7)
A .

and measure the contribution of b; as though it were added to the
model last. This entails the use of a partial F-test for by. The
partial F-test which is outlined in detail in Chapter 2 of Draper and
Smith [10] involves finding the difference of the sums of squares due
to regression in models (2.6) and (2.7). This type of F-test is used
during the building up procedure for a regression model to omit

statistically insignificant variables from the resulting model.

2.5 Regression Analysis in Power Systems

" To obtain a physically meaningful system model, regression
analysis will be used only to identify coefficients in an assumed form
of a power system model. The form of this statistical model is outlined
in Chapter 3 after development of Park's formulation on which it is

based.

In using regression analysis to evaluate the coefficients
of a discrete state variable model, the dependent §ariable is chosen
to be the particular state considered at time Ctl and the independent
variables are the states and functions of states as defined by the
form of the model at time ty, where the measurements of state variables
are acquired at the uniform interval of tpe] - ty = At. When developing

the model, the state variables are measured and subjected to the
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regression analysis which, by least squares fitting to the acqﬁired
data, estimates the linear coefficients in the nonlinear state
variable equations.. To obtain a system model consisting of four state

variable equations, four separate regression analyses are required.



3. MATHEMATICAL MODELS - THEORETICAL AND STATISTICAL

A theoretical state variable model for a one-machine infinite
bus power system is derived. The model consists of a third order repre-
sentation of the synchronous machine approximated from Park's equations,
‘and a first order voltage regulator. Based on this formulationm, the
form of the statistical state variable model including only measurable

states is derived.

Initial development of Park's representation [11] closely
follows the development as outlined by Vongsuriya [12] and Dawson [13],
except thaf the torque angle, § , is defined as the angle between the
g-axis and the infinite bus or reference voltage at the beginﬁing of the
derivation. Other deviations from the references quoted include an
approximation of the synchronous machine electrical damping to compensate
for neglecting amortisseur winding éffects in Park's representation

and the derivation of a damping expression for the d.c. machine.

A third order machine representation was chosen for two
reasons. Firstly, Dawsén [13] concluded that for many system studies
(except subtransient and switching phenonmenon) a third order repre-
sentation is sufficient. Secondly, to find higher order models statis-
~ tically requires much fasterbsystem sampling and thus much more data

acquisition apparatus than that readily available for this project.

12



3.1 Synchronous Machine State Variable Equations

Detailed derivations of Park's equations are numerous., As

/

a third order representation is used; the derivation starts w;th the

third order appro%imation of Park's equations [12], [13]. Tg.obtain

this simplified form of Park's model,’the following assumptions are

made.

(1) -Subtransient time constants are neglected.

(2) The induced voltages and the voltages due to speed variations aré
neglected because they are small compared to the speed voltages
due to cross excitations.

(3) The relatively small d-axis damper leakage time constant and armatufe
resistance are neglected. |

These assumptions reduce Park's equations for a synchronous machine in

d-q coordinates to:

vdag = "'U)qwo (3.1)

Vg = Vawe (3.2)
x \4 | xq(1l + T} .

oy = ad £d - a( ap) iy (3.3)
woRp (1 + TYyp) wo (1 + Tiep)

vq = - X4 g (3.4)
wo ’

The mechanical behaviour of the machine is expressed by the torque
equation:

T; = Jp?S + Dps + T, (3.5)
and the expression for the rotor angle:

8 = wyt + & | (3.6)
Equation (3.6) is represented in Figure 3.1 where the rotating

reference is chosen to coincide with the infinite bus voltage phasor.



qg-axis

— = reference

a-phase

Figure 3.1 Rotor Angular Position

From equations (3.1) to (3.4) and (3.5) and (3.6) the
synchronous machine dynamics can be expressed in terms of one electrical
and two mechanical state variable equations. According to the develop-
mént in Appendix 3A, the state variable formulation of the machine

dynamics may be written as:

PYp = Vp = Vyp (3.7)

pS = wylw ) (3.8)

pho = —L (T. - Dp§ - T.) (3.9)
Juwg 1 e’” ’

Auxiliary equations required include the energy conversion torque

T, = iqwd - idwq‘ , (3.10)
the terminal voltage
2 _ .2 2
vi \Z + vq E _ .(3.11)

14
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the power and reactive power output

P = Vdid + tiq : ‘ _ (3.12)

and Q = vqid - Vdiq . o | | (3.13)

Also required are equations to evaluate Vrre 14 and iq . These can
be solved from equation (3.14) which is formed by combining equations

(3A.7), (3A.2), and (3.4).

— - — " 1

1 1
Vg Tao  Taol¥q = %) O VFR
ba| = | Yo, -xq [ wg 0 " iy (3.14)
wq 0 0 —xq/mo i
L | _ I

Measurable States

In defining the form of the statistical model based on
Park's formﬁlation,'it is required that all states be measurable. It
may be shown that the immeasurable state, yp, may be replaced by the

\

measurable field current, igy, as follows. From equations (3.4) and

(3A.11)
= t ] _ mt R R
Vp = Tao¥aalra = Tao(Xgq ~ Xg)ig (3.15)
and ig = Er—r ¥p = 6y 2r Va (3.16)
Tdoxd X4

which gives wF_in terms of igg, iq and iq. Equations (3.15) and (3.16)

are expanded further using auxiliary equations when outlining the form

of the statistical model.
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,Torgue

From d.c. machine theory [14] the torque developed by a shunt
d.c. motor is described as

Tdc = kvia . ' (3.17)

| where [15]

. P
k = 3 (3.18)

v Lagle -

The torque input to the synchronous machine, T

i» in equations (3.5)

and (3.9) is equal to the electrical conversion torque of the d.c.
machine in equation (3.17) minus the mechanical torque loss in the
system. Mechanical torque loss Tf=F(wm)-wm is determined experimentally
by evaluating the friction term, F, where

F = Tde = P lLagiaif _ (3.19)

o 2 w
m m

when using the d.c. motor prime mover to rotate the synchronous
generator (with no load) at various speeds near synchronous speed [15].
Then,

(3.20)

Damping

The description of the damper winding circuits for the
synchronous generator is not included in the machine equations for the
third order representation. However, the damping effect may be

approximated [16], [17], [18] by

D(S8) = Dlsin26 + D2c0326 (3.21)

_ ] (' - x"
where D, = v2 _4 4 T : (3.22)
1 © (x + X')z do
e -d



(x' - x') :
D, = A Y L (3.23)
° (x + x")2 qo
e q )

The d.c. motor simulating the prime mover has an electrical

/

damping which is dependent on the change of torque with motor speed,

and may be determined és follows. For a d.c. shunt motor [14]

Tge = kyla C(3.17)
e = ko v(3-24)
and in the armature circuit shown in Figure 3.2,
v = Ri, + e. (3.25)
Substituting gives
R .
v 5 —Tg. t kgu. (3.26)
ky
C;
+
:
B e
v —0
-0
o
R +5

Figure 3.2 D.C.

Shunt Motor Circuit



Assuming constant applied voltége, differentiating equation (3.26) yields

Rogr, =-kxdw . : - o (3.27)
kv de v m :

Hence the d.c. motor damping defined as

Dye dTgc (3.28)
dwm ,
may be expressed as
- k\ZI _ : ,
D = — ., : (3.29)
dc R ' :

3.2 Voltage Regulator-Exciter Equation

A voltage regulator-exciter was modelled by an amplidyne as
shown in Figure 3.3. Assuming a single time constant representation,

the amplidyne equation appears as

i % (3.30)

v, 1+ TAp ' : '
where :

Kv, = KAlul - KA‘ZVt . : _ (3.31)
Therefore;

PVey = 1 (—vfd + KAlul - KAZVt) (3.32)

describes the exciter in state variable form where the control, u;, is
the exciter reference voltage. This then produces a fourth order model

for the synchronous generator and its voltage regulator.

18
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Figure 3.3 Voltage Regulator - Exciter

Rating of Field Circuits

resistance |  maximum
toil label # of turns at 25° C current
F3 -~ F4 ’ 1780 980 0.12
¥7 - F8 390 - 43 0.6
F9 - F10 85 2.6 2.2
F13 - Fl4 400 56 0.5




3.3 ‘One-machine Infinite Bus System

The power system modelled is shown schematically in Figure 3.4.

l
H
g
=
T < o~

]
<
G

=

Figure 3.4 Power System Schematic

A state variable description of the generator and its exciter is expressed
by equati&ns (3.7) to (3.9) and (3.32) along with their associated
auxiliary equations. The transmission system may be described by the
éxternal voltage and current relationships

[ry = [yl (vl , (3.33)
The g-axis position has been described by equation (3.6) as

0 = w,t + 8 ‘ A (3.6)

.which is demonstrated in Figure 3.1.

The external system and the machine must be referred to a
common reference in order to derive physical system quantities from the

state variable model outlined. Expression of external system quantities

20
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in terms of d-q coordinates is presented .in Appéndix 3B using Park's.

transformations [12], to yield the following result.

v k, k., vsins| |k K i A
d 1 2 o 1 2 d
= : _ + : _ (3.34)
vq —k2 klv ‘ vocosd —K2 Kl 1q
where
(1 + G - xB)2 + (xG + rB)2
K - xG+ 1r B 3.36
2 (1 + £G - xB)2 + (xG + rB)2 (3.36)
K, = klr + k2X ' » v © o (3.37)
K2 = —kix + kzr'. (3.38)

An expression for V4 and v, is available in terms of.id and.

q

i

q and state variables (equation 3.34). Also ig and iq may be expressed

in terms of Y4 and wq and state variables (equation 3.14). Therefore
an additional expression is required giving vy énd wq in terms of state
variableé only, thus allowing all auxiliary variables to be evaluated
at any time knowing the state of the system at that time. The develop-

ment in Appendix 3C yields the following desired result.

Uy i M M, v _siné Ny
= . + ‘ lpF (3.39)
wq My 34 AAXCER Ny
where
mo Klk] 1
Ml = = [ P + (KZ;—_ - 1)1(2 1 (3.40)
q q ’
v,  Kyky 1 |
My = O [ o (Kphe - kg ] (3.41
- . - _ ( )
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w K.k 1
o) 172
My = — [~ : + (K2 — - 1)kl ] (3.42)
A\ X3 xd .
w K.k : :
o 171 1
M, = — [ - + (K2 — - l)k2 ] (3.43)
A Xd Xd
2
Wy Kl 1
Ny = -A - [ »+ (KZ - - l)Kz ] (3.44)
Tao*a  *q . %q
N, - 0 L2t g (3.45)
2 - ' ' - + 2 T, 1 <45
bT30%g X3 Xq
2.2 '
K, “w (x - K,)(x_ - K,)
1 d 2 2
A = ° 4 w02 q . (3.46)
qué X %g

Therefore from equations (3.14), (3.34) and (3.39), the auxiliary

system variables may be found.

The initial states of a power system defined by Vds Vg igs

iq, Vos and 6 are determined from the steady-state operating conditions
as outlined by Vongsuriya [12]. This operating point is described by
the machine terminal voltage, v, the real power, P, and reactive

power, Q, output of the machine.

3.4 TFormulation of Statistical Model

To obtain a physically meaningful system model, regression
analysis is used to evaluate coefficients in an assumed form of a power
system model. This form is derived using Park's formulation just out;
lined. It must, however, be in terms of measurable state variables so
that as the system is operating the data acquisition system can record

observations of these state variables directly. If the model were in



terms of immeasursble state variables, then theortical auxiliary
equations would be required to obtain the state variable value from
the measurements; thus resulting in a model’which no longer has
experimentally determined coefficients. Because the infinite bus
voltage, v,, is measurable and is controllable on the laboratory
system, it is expressed explicitly in the equations defining the form
of the statistical ﬁodel. This allows the model to be used to predict

system response to a voltage dip from a neighbouring system.

Choice of State Variables

For the theoretical model developed, the choice of wF, 8,
Aw, and.vfd as state variables is convenient both for the state space
model derivation and for evaluation of initial conditions. Before
.using this model to define the form of the statistical model, Yp must

be replaced by a measurable state.

In section 3.1 it is stated that i;y may be chosen to replace
yp as a state variabie thus giving a model in terms of measurable states
only. The derivation consists of substituting equation (3.16) into
(3.15) and eliminating Y4 using

vy = Mlvésiné + Myv,coss + N1¢F (3.47)
from equation (3.39). The resulting expression is

bp = Flifd + Fz(Mlvosiné + szocosé) ' (3.48)

where

1 \
Tao¥d%ad
. (3.49)

Xq - onéo(Xd - xé)Nl
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ondo(xd Xd)

F, = . (3.50)
1 1 /
xq = 0oTao(xg = xPNy ‘ ///
Differentiating equation (3.48) yields ..,/
(/
pr = Flpifd + won(Mlvocos6Aw - M2vosin6Aw). (3.51)

Substituting equations (3.48) and (3.51) into (3.7) gives a state
equation for the measurable state variable ipq as

1 . . Xad
pigg = — [Xaglea ¥ T veq

Py Ry

- won(MlvocoséAw —-szosinGAw)]. (3.52)

The torque expressions in equation (3.9) also require
expansion in terms of measurable quantities. From equation (3.17),
T; « iy. From equation (3.10)

Te = iglg - iglq (3.10)

where ig and i, are expressed in terms of Y4y and wq by equation

q
(3.14) so that

= _p L - 1 + W 1 . 3.53
T, vo Vs T e ' NESULE (3.53)
do®d d

Substituting equations (3.39) and (3.48) into (3.53) gives
T, = Apigg? + Apigqvosing + Agiggv coss

e
+ A4vozsin6cosﬁ + Arv 2sin2s + A!

5V, 6v02c0526 (3.54)

where the coefficients are not expanded because their values are not
required when defining the form of the statistical model. From
trigonometry

cos28 = 1 - sin?s : : (3.55)
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which reduces (3.54) to

T, = Ajic? + Ayigqv sind + Agigqvocoss

+ A4vozsin6cosd + Asvozsinzd. (3.56)

This formulation leads to additional nonlinearities due
to products of state variables appearing in the expréssion. It is
neverthelesé an acceptable form of solution for the statistical
modelling scheme used here and is readily handled by forming the
desired product at each sampling time and then obtainingAthe‘desired

linear coefficients by regression analysis.

The form of fhe model to Be exploited, then, is defined by
equations (3.8), (3.§), (3.32), (3.52) and auxiliary equations (3.17)-
and (3.56). The difference equation counterparts of-these differential
state equations are used because the discrete sampling environment of
the data acquisition system more easily facilitates a difference
equation representation. In the pertinent state equations there are
no- intercept terms present. However for the regression analysis, the
intercept b is included. To assume that statistically b, = 0 requires
considerable investigation. This intercept value is thus retained in
all the regression equations for this project to account for effects
of measurement offsets, even though it is desired thag b0 in fact
equal zero. Maintaining the offset term, bo’ énd expressing Vo
explicitly, the discrete state variable equations for regression
analysis are as follows:

ifd(k+l) = byg + bypyigg(k) + bygvea(k)

+ by 4V, (k) coss (k) dw(k)

+ blavo(k)siné(k)Aw(k) | (3.57)



§(t1) = b,  + b, 8(k) + by bu(k) (3.58)
Bu(ic) = byg + by Aw(k) + byyve? (k) sins (k) ///

+ b33ifd2(k) + b34v02(k)sin6(k)cosé(k%//

+ b351fd(k)vo(k)sin6&k) + by iy (K)v (k) coss (k)

'+ bysi (k) | (3.59)
Vg (kL) = byo + bagveg (k) + b42u1(k) + ..b43vt(k). (3.60)

Auxiliary Equation

A major consideration in this modelling involves the non-

linearities in equation (3.60) which arise when substituting for Vi
The terminal voltage, Vs is measurable and.thus can be used to

evaluate the coefficients in equation (3.60). However, when the model

is used as a predictor, an expression is required to express v_ as a

t

function of state variables, that is, Ve = f(ifd, §, bduw, Vfd)‘

From the terminal condition expressed by equation (3.11)

2

Ve

= vg? + qu. (3.11)

Substitution for vy and Yy from equations (3.l) and (3.2) gives

2 2y 20,2 4y, (3.61)

Ve q o

and a further substitution of equation (3.39) gives

vt2 = woz(MlvosinG + szocosé + leF)z

2 . 2 '
+ Wy (M3v081n6 + M4v0c0§6 + Nsz) . (3.52)
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Expressing wF in equation (3.62) By equation (3.48) and substituting

equation (3.55) yields an expression of the form

2

Ve

= Blvozsiné + Bzifdz + B3vozsin6cosé
+ Byigqv,siné + Beip v cosd (3.63)
" where the values of the coefficients are not required for defining the

form of the statistical model. Including an offset term, the desired

auxiliary regression equation is found to be

2 . .
Vtz(k) = b50 + b51vO (k)81n26(k) + b521fd2(k)
+ bgqvy2 (k) sind (k) coss (k)

+ bssifd(k)vo(k)cosé{k). (3.64)

If this auxiliary equation is substituted directly into
equation (3.60) then equation (3.60) is no longer linear in its

coefficients. However, because v,_ is a measurable quantity, equation

t
(3.64) may be treated as an auxiliary equation and regression analysis

will estimate the linear coefficients. When the model is used as a

2

¢ may be found at each time desired and its square root

predictor, v

used in equation (3.60).

Equations (3.57) to (3.60) and (3.64) then describe the
form of the state variable model of the system with all equations linear
in their coefficients. Regression analysis is used to estimate the
unknown linear coefficients in each of the five equations, thus yielding
a state variable nonlinear system model. This modelbis tested in
Chapter 5 by investigating it statistically as well by comparing its

performance with that of the theoretical model and the laboratory system.



4. LABORATORY POWER SYSTEM AND DATA ACQUISITION SYSTEM

A laboratory model of a one-machine infinite bus power

system has been assembled. This model is used not only to check the

/
/!

. /
responses predicted by both Park's model and the statistical model but
also to supply the data required in producing the statistical model.
This latter function requires considerable measurement and data

acquisition apparatus.

The laboratory model consists of a four pole d.c. motor
simulating a prime mover and driving a émall six pole three-phase
synchronous generator. An inductive.three—phase balanced transmission
system connects the machine terminals to the infinite bus. Voltage
regulation is accomplished using an amplidyne in the exciter circuit,
with a reference vbltage on one input of the amplidyne and feedback
from the generator terminal voltage on another input coil (Figure 3.3).
To collect observations for the statistical modelling, a computerized
data acquisition system is employed. The computer interface allows
measurement of a number of analog signals through a multiplexer and
an analog-to-digital (A/D) converter. An optical shaft-angle encoder
monitors the shaft position, from which shaft speed may be derived by
differentiation. The central processor used in the data acquisition

is a Digital Equipment Corporation (DEC) PDP-8/L.

The following three sections supply further details for the
power system laboratory model, the data acquisition hardware and the

data acquisition software.
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4.1 Power System Laboratory Model

Figure 4.1 illustrates the laboratory system configuration.
Specifications for the d.c. motor, the synchronous generator and the

amplidyne are displayed in Table 4.1.

Table 4.1

Laboratory Model Machine Specifications

Machine Specification

Synchronous Generator
output: 5 KVA

220 volts

13 amps

90% pf

60 Hz

1200 rpm

exciter: | 3.2 amps
125 volts

D.C. Motor 5.6 Kw

115 volts

56 amps
850/1200 rpm

Amplidyne
input: 220/440 volts
: 7.2/3.6 amps
3-phase - 60 Hz
1725 rpm
output: : 1.5 Kw
125 volts

12 amps
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Amplidyne

In an attempt to minimize undesired system noise an
amplidyne, rather than an available SCR exciter, was chosen to model
the voltage regulator exciter circuit. However, it appears Fhat

amplidyne-induced noise is plentiful and is in fact more difficult

to filter than short rise time peaks induced by the SCR exciter.

The regulator-exciter circuit was designed with a relatively
long open—~loop timé constant, T,, as seen in Table 4.2, This was
done because shorter time_constants, of the magnitude of the generator
open circuit time constant, cause the exciter-generator combination

to be unstable.
D.C. Motor

An attempt is made to decrease the inherent damping of the
d.c. motor, thus making it more realisticaliy model a prime mover,
typically with low p.u. damping. TFrom the analysis of Chapter 3 it
is seen that d.c. motor damping is inversely proportional to the

resistance in the armature circuit as described by:
Kk 2
v

Dic = .o (3.29)
: R

Therefore a series resistance is placed in the armature circuit to
increase its total resistance, R. Then 230 volts d.c. 1is applied to
the circuit to maintain approximately 115 volts across the armature
and thus maintain correct armature current. Input torque to the
generator is controlled by the armature current in the d.c. motor.

Torque is then evaluated according to equation (3.17), that is,
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Tdc = kvia' The advantage of this control over using field current
control is that fluctuations of field current in turn cause changes in

armature current requiring that both be monitored to evaluate torque.

System Parameters

Synchronous machine electrical parameters required for the
theoretical model based on Park's representation are determined using
standard techniques as outlined in Chapter 7 of IEEE Test Code [19].
Table 4.2 shows the measured values for the system parameters. They
are displayed in p.u. as well as in MKS units although MKS units have
been used throughout this thesis. The base values used are: 125 volts

r.m.s., ‘8 amps r.m.s., and 377 radians/sec.

The d.c. machine coefficient L_; is found from a plot of the

which is defined as open circuit

speed voltage coefficient, ¢y L _,
_ m af

voltage/field current [15].

The system inertia, J, is evaluated using the retardation
test. The friction damping term, F, is evaluated using equation (3.19)

[15]
F = _ (3.19)

by operating the synchronous generator at no load and driving it with

the d.c. motor at various speeds near synchronous speed.

A simplified single time constant model is used for the
amplidyne and the time constant is found by monitoring amplidyne output
for a step input. The steady state gain of each input is also found
from measured input and output voltages near the estimated operating

point.



Table 4.2

Laboratory System Parameters

33

Parameter MKS units per unit
DC machine parameter
volts-sec?
Laf +965 amps rad
Mechanical Parameters
J .62 kg - 'm?
foule-
F -.00081 w_ + .1637 22570
2
rad
Synchronous Machine Parameters
Xy 9.03 ohms 1.00 pu
Xq 5.47 ohms 0.60 pu
%' 2.00 ohms 0.22 pu
Tdé 0.282 secs
X4 125 ohms 13.85 pu
RF 20.4 ohms 2.26 pu
Exciter-Regulator Parameters
K 113
Al
Kyo 5.59
Ty 1.4 secs
Transmission Line Parameters
T .0313 ohms 0.0035 pu
X 1.77 ohms + 0.196 pu
G 0 0
B 0 0




4.2 Data Acquisition Hardware

Measurements

A number of the analog inputs required filtering before
entering the A/D converter at the interface. Active filters have
been selected to perform the low pass filtering which entails attenu-
ating noise at frequencies as low as 360 Hz without interfering with
system responses or with the 60 Hz éerminal waveforms. The schematic
of the Philbrick filters [20] ﬁsed for these voltage inputs is shown
in Figure 4.2. Filter performance curves are displayed in Figure 4.3,
labelled with the input signals to which each is applied. Table 4.3
displays a measure of ripple on the filtered signals which are sub-

mitted to the A/D converter.

R bC/3

IC/b =

|
|

bl na,
[y
v
Gy

..”!

!
V, = - vy
o 5
I+ b(RCp) + (RCp)

Figure 4.2 Active Filter Schematic
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Figure 4.3 Filter Performance

Table 4.3

Noise at A/D Input

Input Signal Percentage Noise (ripple)
synch. machine field volts (vfd) 1.3%
" synch. machine field current (ifd) 1.0%
terminal volfage (vt) negligible
exciter reference.voltage (ul) negligible
infinite bus voltage (VO) negligible

D.C. motor armature current (ia) 1.1%

35



Direct current is measured by detecting and amplifying the

"voltage drop across a series resistance. Alternating current is measured
//

/

" by means of a current transformer. Both d.c. and a.c. voltages are fed

/
directly to the interface with appropriate attenuation or amplification

and filtering.

A digital éhaft encoder‘is fixed to the accessible end of the
synchronous machine shaft. This optical encoder (DRC Model 29 manu-
factured by Dynamics Research Corporation) outputs square pulses as the
shaft rotates. Each revolution of the shaft produces 1500 pulses which
are fed to the interface where they are used to measure the rotor
position with respect to some reference. Further details are supplied

when describing the interface.
Interface

The primarily TTL intexrface, designed to be compatible with
a DEC PDP-8/L computer, was constructed prior to the start of this
research projecﬁ. However, this untried interface had a number of bugs
including design deficiencies which were to be rectified before this
project could proceed; Firstly, a short description of'the interface

is presented, and then a look is taken into the problems encountered.

Much of this interface is standard. It coﬁsists of an A/D
converter (DEC #A811 with 0.1% F.S. accuracy) following a multi;
channel (18 connected) FET multiplexer to measure analog signals. For
computer control functions using analog signals, four digital-to-

analog (D/A) converters are provided. The RTL system designed to



interpret the optical shaft-angle encoder output is not standard and
requires some attention. This logic allows measurement of the rotor
angle in electrical units while the encoder itself is detecting/gngle

/

/
in mechanical units. The result for the six pole synchronous machine
/‘/

being monitored is that the 1/1500 resolution for 2w mechanical radians

provides only 1/500 resolution for 2w electrical radianms.

To achieve the electrical angle measurement, the shaft-
angle encoder output pulses are counted by a modulo-500 counter which
is read by transferring its contents to a read buffer at a rate specified
by a reference pulse train. At the start of a mechancial revolution,
the counter is reset to zero and it then counts 500 pulses (1/3
revolution) when it resets itself. In the meantime, the reference
pulse has gated the counter to the read buffer to determine shaft
position at the time of the reference pulse. This read rate may be
specified by one of the two available shaft encoders, by the mains
frequency, or by a crystal oscillator if aﬁ absolute reference is
desired. In this project one state variable is 'the angle § between
the gq—axis and the infinite bus (mains) voltage. This can be measured
directly by using a reference pulse train of mains frequency to gate

the modulo~500 counter contents into the read buffer.

In an attempt to minimize construction cost,.the original
design of the interface incorporated a number of schemes to reduce
hardware expenditure. One example of this which led to a dangerous
design was in the multiplexer channel selection decoding logic.

Table 4.4(a) outlines a portion of the decoding scheme used for multi-

plexer channel selection. It is noted that if inadvertently, through



Table 4.4

Multiplexer Channel Selection Decoding

(a) Original Channel Selection Scheme

Word Addressing Channel
. Octal
Channel # [0 |1 |2 3|4 |516|7|8]|9]|10}| 11 Address

1 1 1 1 4050

2 1 1 1 4044
3 1 1 1 4022
4 1 | 1 1 4021
.5 1 1 1 2050
6 1 , 1 1 2044
7 1 1 1 2022
8 1 l. 1 Zle

(b) Modified Channel Selection Scheme

Word Addressing Channel
Octal
Channel # |01 (2 |3}4 (5|67 |{8(9 (10111 Address

0 | 0
1 1 1
2 1 2
3 1)1 3
4 1 4
5 1 1 5
6 171 6
7 11 1)1 7
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program error or hardware fault, bits 0 and 1, for example, are both
high, two channels may be selected at once. The result is a short

circuit through two of the FET switches and thus the destruction of

/
/

one or more multiplexer channels. As it is believed that thé cost of
detecting and replacing shorted FET's outweighed the gain of reduced
hardware for decoding, a fail-safe decoding scheme is implemented.
The resulting code which provides activation of only one péssible

channel for every 12 bit binary number is outlined in Table 4.4(b).

Another minor interface change which is made for programming
convenience is the installation of switches on all the interrupt lines.
Thus when programming with interrupt on, undesired interrupts are
easily disabled. This prevents loss of computing time in unnecessary

servicing of interrupts.

4,3 Data Acquisition Software

Software performance is dictated by both the laboratory
system and the statistical modelling scheme. A certain number of
observations of each variable is required for statistical analysis.
For this analysis to produce an accurate mathematical model, it is
further required that the observations be spaced close enough in
time to follow the fastest laboratory system response desired to be
represented. The form of the mathematical model further defines the

software by specifying which variables must be monitored.



Data Storage

When working with a basic 4-K memory computer without high
speed storage devices, data storage is a problem when a large pﬁmber

/
‘of observations of many variables is required. For the laboratory

/
/

system, time constants of interest were expected to be grea£er than
1/10 second and therefore it was decided to sample all system variables
oﬁce eéch period of the mains voltage waveform. Furthermore, it was
decided to store eight input signals per sampling time giving 480
samples per second. With only 3500 storage locations available it is
seen that at one observation per word storage, the system may only be
monitored for approximately 7.5 seconds. Thus a more intense packing

procedure is desired for data -storage.

The packing scheme adopted uses a full word to store the first
value of each input, and thereafter only stores the deviation from this
operating point. A problem arises because for a 10 bit A/D output
the 6 bit packing allows only 6.257 deviation when operating at full
scale of T 5 yolts input. By working at less than fFull scale, 10%
deviations may comfortably be stored. This small allowable deviation
requires software checking for overflows when packing deviations. A
packing scheme which allows larger deviations but which is more
susceptible to errors is to store the differences between successive
readings. Due to the possibilities of error (if one Qalue is wrong,
all those following are wrong) in the latt;r scheme, the deviations
from an operating point were stored. The small allowable deviations

are acceptable except in deriving speed from angle measurements where

limited resoclution of the shaft-angle encoder presents a problem. By
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storing two observations per computer word, the system's eight measurement
points may be interrogated each cycle of the mains for approximately 15
seconds. This provides acquisition of an adequate number of observations

i

for the statistical analysis.

Sampling a.c. Signals

Without reconstructing the waveform sampled there are two
methods of obtaining the magnitude of a.c. waveforms. They are to filter
the signal and record one sample, or to continuously sample the signal
and store the peak value. As filtering a 60 Hz waveform to‘an acceptable
ripple causes measurement response time constants longer than the system
time constants, the a.c. signals are continuously sampled and their peak
valués sfored. This too has potential measurement error as the peak
. value may occur between samples. The data acquisition program allows
for three desired a.c. waveforms to be sampled with 245 psec between
samples. This results in approximately 0.11% error in detecting the
peak values, which is in the range of the 0.1% error in the A/D con-
verter.‘vMany more a.c. signals could be cross-sectioned before obtaining

sampling errors of the magnitude of the noise ripple on the signals.

PDP-8 Program Outline

The PDP-8/L program, which is éutlingd by a flowchart in
Appendix 4A, begins by reading a grounded multiplexer channel and
storing the resulting A/D offset read. Another channel connected to
an.accurately known d.c. supply is read and the A/D output stored.
These offset and calibration values later allow for correction 6f A/D

readings and for conversion of stored binary numbers back to voltage
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levels on the system. The program fhen stores an A/D reading for each
variable thus describing the system operating point.. It then begins to
record observations and pack in hélf words their deviation from the
appropriate operating point value. A computer interrupt at each period
of the mains-voltage waveform theﬁ initiates the following procedure.
Pack the deviations from operating point for the previous sampling
interval in the computer. Sample rotor position and then all d.c.
variables in succession. Sample all a.c. variables successively and
continudusly until the next interrupt, storing the peak magnitude of each

a.c. waveform.

As the deviations from operating point are stored, they are
checked to see whether or not they may in fact be packed into six binary
bits. When an overflow in packing the deviation from operating value
in a half word occuré an overflow counter is incremented and the program
will halt at some preset allowable number of overflows. If the over-
flow is positive, the largest possible positive deviation is stored,
when negative, the most negafive deviation is stored. This minimizes
the error resulting from using the overflowed value as a valid obser-
vation in the statistical analysis. After the computer memory is filled
the data stored is punched on paper tape using a single odd parity bit

for each frame.

Off-line Data Handling

The information on the paper tape from the PDP-8 is con-
verted onto magnetic tape for use on the computer center IBM 360/
Model 67. This data is then supplemented with measured attenuations

of amplifications external to the interface for each variable and



with the accurate value of the d.c.~calibrati§n voltage. A Fortran
program uses tHis supplementary information and the paper tape

" . information to reconstruct all systém voltage and current values
monitored. The result is 861 observations of eight system variables
for use in the statistical modelling scheme. These observations are

stored on magnetic tape, readily accessible for analysis or output.

43



5. PERFORMANCE OF THE STATISTICAL MODEL

The proposed statistical model is investigated by checking
it statistically using the data acquired. Also its performance as a
prgdiétor is investigated by comparison with the performance of the
- theoretical model as well as with the laboratory system. Whether the
statistical model is a good predictor or not is easily determined by
comparison with the laboratory systeﬁ only. However, further investi-
gation of some aspects of the modél may be more easily performed in a
computer using the provenAtheoretical model. For example, a computer
comparison of mathematical model responées may be used to decide
whether or not the statistical model has identified a particular system

time constant.

Section 5.1 describes the system operating points investigated
and how the data is acquired for the statistical analysis. These
important points require consideration before beginning the investigation

of the statistical model.

5,1 ‘System Data for Statistical Model Derivation

. The laboratory power system is run at three different
operating points. Its operation is monitored using the PDP-8/L computer
and associated interface discussed in Chapter 4. At each operating

point, responses to steps in each of ups

ia and v, are monitored to be
used as comparisons for the responses of the mathematical models. Also
system response is recorded for small random variations in the three

inputs Ups ia and v, This is necessary to obtain the data required

b4
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to estimate the coefficients in thé eéuations defining the statistical
-_model. Applied perturbations are required at the three inputs because
fhese signals are generally very well regulated and thus do not provide
the amount of variation necessary in the statistical analysis. The
perturbations are introduced on the control inputs independently and
randomly. Simultaneously, the system résponse is monitored by recording
values of the system state variables 'at regular time intervals. Separate
sets of stéte variable observations are collected as perturbations are

applied to u, and ia,then'to uy and v,, and finally to ia and v, in

1
three test runs. Hard copy of the data taken for each test is produced
on paper tape by the PDP-8/L computer and is then processed using an

IBM 360/Model 67 computer. Gains external to the PDP-8 interface, such
as ratio of potential transformers, amplifiers and attenuators, are
measured using meters. This data is supplied to the IBM 360 on cards to
supplement the paper tapé information. Thus the system voltage and
current values may be reconstructed within the 1BM 360 for any sampling

time. These reconstructed voltage and current values are stored on

magnetic tape until they are required for analysis or plotting.

The three operating points for which data is acquired are

summarized in Table 5.1.



Table 5.1

System Operating Points Investigated

/
Operating Point //,
Variable Units A B KC

P watts 1230 . 1635 405
Q . vars 953 - 381 1660
v, volts ._125 125 124
ifd amps 1.75 1.25 2.0
S degrees . 29.5 45.4 3.6
Vo4 volts |  36.8 26.6 42.8
uy volts . 6.5 6.49 6.55
ia amps 15.5 18.9 9.4
v, volts 109 - 133 94

In Table 5.1 P, Q, and v, completely describe the initial
conditions of the system for the theoretical representation. The
§, v

values of 1 ~and v, are calculated from the theoretical

fd’ fd

model initial conditions as a preliminary check on the theoretical
model. Calculated and measured initial conditions are shown in
Table 5.2. It must be noted that meter accuracy is generally not

better than 2 ~ 37%.
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Table 5.2

Steady State Values

Steady State.Values
Variable Units Experimental Theoretical % Difference
ifd amps 1.235 1.172 5.1%
S degrees 46,0 ] 43.4 5.9%
Vey volts 26.85 23,91 117
v, | wolts 126 125 .80%
v_ volts 133 132 .76%

5.2 Statistical Investigations of the Regression Model

Two important statistical investigations of the model are
performed using residual plots. One is a check of whether or not the
assumptions inherent in regression analysis (Chapter 2) have been
violated. The other is a test of lack of fit, indicating how well
the particular form of equation describes the data to which it is fitted.
The philosophy used in interpreting residual plots is similar to that
evident in testing hypotheses. That is, if a plot indicates an
assumption is violated, one concludes the assumption is violated,
while if a plot indicates the assumption holds, one concludes only
that the assumption has not been violated. Residual'plots then give
evidence of lack of fit and violation of assumptions, but do not con-
firm that the model is perfectly adequate or that the assumptions have

been completely satisfied.



The normality assumption for the residuals (ei, i=1, 2, ...n)

is investigated using an overall plot of residuals as shown for a typical
case in Figure 5.1. As well as an overall normality distribution for

€.

;» it is also required that the ey be normally distributed at any

instant of time or over any. interval of time. Rather than using a
number of normality plots, the distribution of'ei with time is‘plotted
as shown in Figure 5.2. Since this plot indicates uniform disﬁribution
with time, then the results of the overall plot may be assumed to hold

during any interval of time.

It is noted that the distribution of e's in this thesis

depends . on how the perturbations of u ia and v, are administered. Here

l’
the inputs are varied manually and an attempt is made to induce random

fluctuations. It is more desirable to have controlled signals on the

system inputs so that regulated perturbations could be administered,
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thus producing a better gaussian error distribution. Also, poof resolution’

in speed detection requires larger than desirable perturbations from nominal

values.

s

The assumption of constant variance is readily checked by
plotting £y against the predicted value as shown in Figure 5.3. Using a
similar plot, lack of fit is investigated by plotting residuals for each
regression equation against each of the independent variables as well as
against the predicted value. An example is shown in Figure 5.4 where.

lack of fit of the v, term in the equation for vfd‘(Equation 3.60) is

t
checked. It is noted that although the normality assumption appears to

be violated, variance and lack of fit may be investigated qualitatively

using these residual plots.
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5.3 Model Responses to Step Inputs

The performance of the theoretical and statistical models
~were compared with each other and with the laboratory system response.
For the comparisons, step inputs were applied to the regulator reference

voltage, u,, the d.c. motor armature current, i , and the infinite bus
a

l,

voltage, Vs as outlined in section 5.1.

Effect of Operating Point

From Figures S.S, 5.6 and 5.7 it is evident that ghe
statistical model yields a good steady state response, but is not
capable of predicting the most rapidfluctuations in the system's dynamic
behaviour. It does, however, pfovide a close approximation to.the
system's dynamic response. By comparing Figure 5.6 and 5.7(a) it is
observed that the statistical models give similar prediction of response
whether or not they are‘used at the same operation point at which they
are derived. This indicates that the model sufficiently explains system
nonlinearities. This is further emphasized by comparing the coefficients
for a typical case (equation 3.57) given in Table 5.3. It is seen that
the most significant coefficients (b11 and by, in this case) vary by
only small amounts of the.operating point changes. Figure 5.5 displays
a response of a modei derived from data at all three operating points.
‘This less accurate predictor yields an‘acceptable rééponse when compared

with the steady state response obtained using Park's formulation.
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Table 5.3

Example of Variation in Coefficients

Coefficients
Operating
3 2
Point R b1 by b3 14
B .9930 .932 .0031 .0014
C .9917 .904 - .0043 .0028
A+BHC .9995 .929 .0033 .0034

The set of plots shown in Figure 5.7 indicate the predicted

responses of all the measurable state variables for a step in uy using

a statistical model with coefficients estimated at the same operating

point as the-step is applied.

point B.

The model used is found at operating

The coefficients describing this model (equations (3.57) to

(3.60) and (3.64)), excluding those coefficients which are non-significant

to a 5% levei, are as follows.

big = .00084 , byy = .932, by, = .00311

bzb = 0.0 , by; =1.0, by, =1.0

bgg = —.039 , b31 ~.156 b32_= 0.0 ,
b35 = -.000478 , b36 = ,000

bso = -.357 , b41 = ,959 , b42 = ,971 ,

bgy = 2548. , bSl = .307 , b52 = ~1334. ,
b55 = 96.7 .

This model was found

, by = -00136 , b, = 0.0
b33 = 0.0 ’ b34 = 0,0 N
0325 , by, = -.00481
b,y = =-0380

b, = 359, by, = -14.7,

using a 60 Hz sampling rate by combining three sets of

data runs at the same operating point (B) as outlined in section 5.1.

Similar statistical model performance was observed using step inputs of ia

and v .
o)



IFD (D.C. AMPS)

54

laboratory

- — - gtatistical

——————-- " theoretical
i
1
{
__________ :

-
¥ ! T f ¥ | v | ! L

1.1

(a)

ANCLE (DEGREES)

30

2 4 6 8 - 10
| TIME (SECS)

e — e A PR

(B

\\ PAIRN T L e e e e e e b o
Y B
e~ ‘laboratory
— ——— ——  gtatistical
———————— - theoretical
1
T I T i ¥ 1 M | ! 1
0 2 4 6 8 | 10

TIME (SECS)

Figure 5.7 Responses tec step in u, at operating point B
~ Statistical model from operatiiig point B



1
_0.005 1
(6p)]
(5]
| ¥ .
w
~.
&
cc 0
- i
LJ
Bf laboratory ‘
0«20 005 _ — — —  statistical
-------- theoretical
V00— T ]
TIME (SECS)
Figure 5.7(c)

23

T T

laboratory
statistical
theoretical

Figure 5.7

(a)

55



56

-
U “
’_‘.
—l -
© e SN T LS ST SE I T ST LSS ITIUITIINS
> 2t
031:30 -
=
o .
= . laboratory
- 4 - — —  gtatistical
> e m——— theoretical

ﬁigure 5.7(e)

Effect of Sampling Rate

Figures 5.8 and 5.9 indicate the effect of changes of sampling
interval when obtaining data to form a model. The statistical model used
to .produce the response in Figure 5.7(a) used samples collected at each
period of the mains. For the model producing Figure 5.8 the samples
were taken every second period and in Figure 5.9 every fifth period.

For this range of sampling frequency, change in sampling rate héd

negligible effect on the model produced.

In forming the various statistical models from different
sets of data, note was taken of changes in the value of the multiple
regression coefficient, R (see section 2.3). It is noted that as more

samples were used to estimate the coefficients in the model, the R2
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value tended to increase (e.g. Table 5.3). However, for equation (3.58)
describing speed, RZ was only slightly significant when sampling at

each period of the mains (.016 sec), but for most sets of data’ this R2

increased ten fold when sampling every second period (.033 sé;).

In the modelling scheme, speed is found by.differentiating angle

(i.e. (k) = 8(k+1)-86(k) ) which is monitored by the shaft encoder and
yields poor resolution after conversion to electrical units. The
effect is that small deviations with poor resolution produce a set of
data which the particular form of equafion chosen does not adequately
describe. In practice, though;-as long as the multiple regression
coefficient is significant, say by four times the tabulated value, an

order of magnitude increase in R does not appreciably affect the model

derived.

Generally, then, it is found that the derived statistical
model yields good steady state prediction, but it responds slower than
the system when predicting dynamics. Discrepancies observed in the
theoretical model performance at steady state are within meter error
tolerances as the theoretical and statistical models define their
operating point using a different set of variables and therefore
different meters. Lack of resolution in speed measurement (see

Figure 5.7(c) created the major problem in the statistical modelling.
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6. CONCLUSION

(A investigation hés been undertaken to ascertain how readily
a power system lends itself to statistical modelling. A nonlinear state
variable model has been derived. This model is linear in its coefficients
which are evaluated by the least squares fitting technique of regression
analysis. The form of the statistical model is based on Park's formulation
of syncﬁronous machine dynamics, with~the unmeasurable state describing
As the ekpression

field flux, Yy, replaced by the field current, i

F’ fa’

for v is nonlinear in the coefficients as well as in the states, an
. . 2
auxiliary equation was introduced to allow prediction of v, and thus

v, may be calculated at any time.-

An existing interface to a PDP-8 computer was modified and used
for data acquisition. Signal conditioning networks were designed to
eliminate undesired ripple and to obtain required signal levels for the
interface. The software was designed to pack observations in half words
by storing deviations from an operating point, thus allowing an adequate
- number of observations to bé stored in the minimal memory available.

Data handling software was also developed for the IBM 360. A program

was written to interpret the logged data, taking it from paper tape,
reconstructing the values of system signal levels; and storing them on
magnetic tape with appropriate headings. Other programs were written to
transform the data by combining wvalues at eaéh observation for regression
analysis input; to catalogue and store intermediate statistical results on
magnetic tape; to calculate and plot residuéls; and to solve and plot

the statistical model responses and the theoretical model responses as
well as the system responses to various inputs. All the data acquired

has been retained and, in conjunction with the data handling routines
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developed, this data may provide a starting point for further work on

similar projects.

The statistical models identified produce very accurate prediction
of the system steady state response. The models were not sensitive tb
operating points, asrthosevproduced from data at one operating point pro-
Qided accuraté prediction at another. When used to predict dynamic per-
formance of the system to step inputs, the statistical model failed to
predict the fastest system fluctuations. It did, however, predict the time
for the new steady state operating point to be reached and is therefore

a good dynamic model for many practical applications.

For further research, the following improvements are suggested.
More rapid sampling of system.variables is required to provide better
dynamic prediction. More resolution is required in the speed measurement.
This may be achieved by sensing speed directly or by having greater accuracy
in the angle measurements. To achieve a better .normal distribution of
residuals it is desirable to perturb the system using controlled random
inputs. However, the apparent violation of the normality assumption in
this work did not appear to have a significant effect on the results. An
extension of this work to more closely track system dynamics, preferrably
in an on-line environment, would be of practical interest. The ek—
tension of the modelling scheme to multimachine systems would provide a
valuable contribution as the scheme would then be of greater practical

interest.



APPENDIX 3A

Aithird order state variable model may be derived from the

/

simplified Park's equations (3.1) to (3.4) along with the mechaﬁical

/
equations (3.5) and (3.6). Equation (3.3) may be rearranged /as [12]
‘1 + T' ‘
) - *ad  Vid o ¥ag G TP i (3.3)
1 1
wORF (1 + Tdop) | W, 1+ Tdop)
X v A pB
ad id
lpd = ; -(— + T ). (3A.1)
woRp 1+ Tdop) W, wo(l + Tdop)
Solving for A and B and collecting terms gives
v X1
FR d~d
vy = - (3A.2)
Wo Yo
A Vvpt+opl x.(T' -T'Y 1} 1
where Vpr = d do d d (3A.3)
(1 + T§,p)
boFa (3A.4)
and VF = a Vfd. . .
Ry
AT
It can be shown that [12] X} = —— x, allowing v, to be written as:
T d F
do
vp = p LTy, [vpg = (xg = x{dig 1} + vy (3A.5)
or Ve = P¥p t vgp- (3A.6)

Thus equation (3.7) is found from (3A.6)

where

P, = Vp < Ve (3.7)

e

Up Tio [ vpp = (g = x3) 15 ] (3A.7)
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Substituting (3A.4) into(3A.6) gives

R
F v

y RF ( FR) (3A.8)
*ad *ad

Veg T PO

which when compared to the field voltage equation

Veqg = Pheg * Rpigq ' (3A.9)
X " Rp v (3A.10)
gives _ = _ .
F £d
ad
VFR
and — = igq } (3A.11)
ad

which are useful relationships when referring state equation variables

to actual system quantities.

The electro-mechanical relationship in equation (3.8) is

derived from the expression for the rotor angle in (3.6)

8 .= w,t + 8. (3.6)

Differentiating gives

P8 = w_ + pé ' (3A.12)
or ’ ps = wOAw | (3A.13)
where

6 - w -
b = o = % "% (3A.14)
w w
(o] o]

is a per unit change in speed.



APPENDIX 3B

For a one-machine infinite bus system, the transformation

of transmission system quantities to the d-q coordinate system is

straightforward. A simplification from Vongsuriya's derivation [12]

exists because the infinite bus voltage corresponds to the rotating

reference and therefore at steady state is at the angle § from the

' g-axis. Projections onto the d and q axes are then all that is

required to express v, in terms of Park's system. That is,
4o - . . )
Vod JVOq vos1n6 + Jv0c056
From the system diagram in Figure 3.4

{14+ (r+ ix) (G+jB)]vt - vo+(r+jx)i

where in Park's system

v = v_+ jv
t d
i = id + 31
Vo T vOd + vaq .

(38.1)

(3B.2)

(3B.3) .

(3B.4)

(3B.5)

.Substituting (3B.1) for v, in (3B.2) gives.vo in Park's system, and

equation (3B.3) and (3B.4) into (3B.2) puts v, and i in Parkis

t

system thus giving the system equation

[ 1+ (r+3ix)(G+ jB) ] [vg + jvq] = vosiné

+ jvgyeosd + (v + jx)(id + 3 iq)

(3B.6)

which by expanding and separating real and imaginary parts can be

written as equation (3.34).
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APPENDIX 3C

Equation (3.39), which expresses wd and ¢y in terms of state
, q

variables only, may be developed as follows. In (3.34) substitute

expressions for Vs vq, i

d'and iq in terms of fluxes, that is, use

equations (3.1), (3.2) for v, and vq and use equation'(3.14) for id :

d
and iq
! Y w ! v
i, = —— Vo "
d T' %' F o—'d
dod X4
— 1y
lq = wo-;— q
q

The equation resulting from these substitutions is

B -1 - -1 ~ ) = - — - —.l
_wqwo kl k2 v031n6 Kl K2 .
‘ Xdtdo
= [ + a
wdwo Lsz kl LjiocoscS —K2 Kl
L - - . L 4 L

-(3Cc.1)

(3¢C.2)
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APPENDIX 4A

Flowchart for Data Acquisition Program

( START )

)

Perform required flag clearing
and software initialization
e.g. initialize counters etc.

\

Read and store calibration voltage
(channel # 0)

Read and store A/D offset voltage
(channel # 1)

\

Turn interrupt ON

i

Wait for interrupt

INTERRUPT
{(at beginning of each synchronous
machinelelectrical cycle)

store machine angle

operating

store operating

peoint cycle
?

YES

point values

!

Wait for interrupt




Before

BEFORE or after operating

point cycle
9

\

Read A/D offset

Pack deviations from operating
point for previous cycle into

half words in storage checking
for overflows in packing. Yy

Take nominal values from
temporary storage and
place at beginning of
store buffer.

{

Read and temporarily [

store DC values. Following nominal values
store calibration voltage,
offsets before and after
run and # of overflows in
packing.

4

Read AC quantities and temporarily
store maximum values. Sample
continuously until interrupt

at beginning of next cycle.

Punch out storage buffer
on paper tape with half
word per tape frame plus

4
parity bit for odd parity.

To interrupt

/

( sToPp )
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