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ABSTRACT
v Snow profiles provide information of medium importance and uncertainty (Class Il) about the
characteristics of snow stratigraphy relative to patterns associated with avalanche formation and activity.
Snow profiles are time consuming and limited to a specific location. It would be a valuable improvement
to be able to sample more sites and gain rhore information in the same. time required for one manual
profile. | conducted a careful and systematic investigation of the Capacitec capacitance probe (Louge et .-
al., 2002) developed as a potential snow density profile tool. The probe utilizes measurements of
| dielectric properties of snow that have been related to the snow sample’s density (Cumming, 1952;
KUroiwa, 1962; Yosida et al., 1958). | tested the intended use of both the original prototype and an
improved second-generation prototype in a field setting representative of avalahche forecasting
conditions. . ’

| investigated three hypotheses. The first tested whether bulk snow density measured by the
probe is equal to or better than currently accepted practice. A supporting study determined the range of
values for “accepted practice.” The second hypothesis investigatéd whether a density p'roﬁle as estimated
by the probe is equal to or better than currently accepted practice. The third hypothesis examined
whether characteristics associated with structure and stratigraphy in the snowpack could be identified in
the information provided by the probe.

Detailed manual snow profiles with associated probe measurements were col|ect‘ed over a nine-
'day period from 23 February to 3 March 2006 in the Northern Selkirk Mountains of British Columbia,
Canada. These data were used as a training-set for the construction of recursive partitioned models fo
estimate densities from probe output. Portions of the training-set were used as validation-sets along with
" two test cases representing spatial and temporal differences, gathered on 5 and 10 March 2006. The
precision and accuracy of predictions against validation-sets and test cases were analyzed and cross-
validation was performed for models representing different sizes, grain types, and lag times.

In the supporting study, | determined that “accepted practice” includes under sampling errors of 1
to 2%, variation withih individual cutters of 0.8 to 6.2%, and significant variation between cutters of 3 to
12%. Given the mean of all samples is the accepted true value of the measured density, variation solely
in cutter types provides “accepted practice” measurements Ithat are within 12% of the true density. »

In addressing the first hypothesis, | was able to create and validate models based on probe
measurements that provide bulk density predictions accounting for 92% of the variability in the manual
density measurements (97% in a unique case) and are within “accepted practibe" values. o
Mechanical ‘problemS'with the tracking component of the‘ pfobe prevented numerical comparison of
predicted ahd manual profiles. Visual analyéis ascertained that though predicted and measured density
profile shépes were close, the probe profiles were generally not sufficiently closé to the manual profile to
replace it in represehting the structure of the snow cover. One case utilizing a layer ageing proxy did fit
close enough for practicai use. The same mechanical issues prevented a full conclusion regarding the

third hypothesis though my experience with the probe and manual observations suggests the nature of

grain bonding plays a noticeable role in the properties measured.
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~Chapter1 INTRODUCTION

My study focuses on observations of the snowcover during avalanche formati'on. It specifically
investigates an electronic probe (snow sonde) proposed to gather snow profile observations relevant to
prediction of avalanche activity; '

“Snow profiles provide information of medium importance and uncertainty (Class Il) about the |
characteristics of snow stratigraphy relative to patterns associated with avalanche formation and activify.
Snow profiles are time consuming and limited to a specific location. Improvement to this activity would be
in the form of fastef information collection and more sampling sites over the time required for just one
manual proﬁle. The holy grail of snow profile observation has been described as the development of non- )
destructive testing techniques for describing the three-dimensional extent of layers while providing
information about density and grain size (Colbeck, 1991).

A portable capacitance snow-sounding instrument was developed by Capacitec Inc. as a
potential snow density .profile tool utilizing a measurement concept d originated in research by others
(Cumming, 1952; Kuroiwa, 1962; Yosida et al., 1958). A density profile can serve as a proxy for snow
pack chéractéristics such as strength and are important in evaluation of potential avalanche formation.

i cohducted a careful and systematic invesﬁgaﬁon testing the intended‘ use of both the original prototype
and an impfoved second-generation prototype in a field setting representative of avalanche forecasting
conditions. In supporting studies, two preliminary analyses were conducted. First, a standardized and
rehroducible field method for layer identification at an appropriate scale was developed. This addressed a
complication of high-resolution snow sondes in providing information on fine scales relative to the snow cover
thickness that are difficult to compare to classically scaled, manual profile méasureménts. The second was an
analysis to establish a benchmark for “currently accepted practice” representing variance present in field density

measurements.

1.1 Motivation |
| have taken on the challenge of gaining the technique and skill of researcher and aspirant

scientist after fifteen plus years as a practitioner in the ﬁéld of avalanche education, forecasting, and
miﬁgation. In this effort, | find myself revisiting: classic techniques to determine the assumptions they are
~ based on and whether such suppositions still serve their ultimate goals 6f predicting avalanche activity.

| am standing in a rectangular hole dug in the snow at tree line near 51 dégrees north latitude. It
is .nine-thirty in the morning in late February. The snow pit is approximately two and a half meters deep
with a north-facing, plumb wall that is slightly more than two meters across; the ends of the pit are half
that distance wide. The five cubic meters and 1,500 kg of snow have beén excavated by hand in over 250
shovel loads. When the day is done, | will move all this snow a second time back into the hole. This
exercise has gone on each day directly adjacent to the prior day’s area for several days and will continue
several more without break. | have not kept tally of how many snow pits | have dug during my careér.
Digging snow pits is the standard method of observing the profile of the snowpack and gaining

information about its structure. It is a tangible activity in a field of inquiry plagued with uncertainty and is

not without limitations.




A snow profile is a po'int observation in a spatially and temporally dynarhic medium. | amin fuﬁ
agreement with LaChapelle’s (1985) admonishment that individuals often “are found in an ostrich-like -
position scrutinizing snow crystals with a hand lens while concrete evidence of snow behaviour goes
ignored.“ Yet, | continue to dig as | a!so continue to 'obseNe and learn, seekiﬁg :observations or scales of
observation not yet utilized that will reduce our uncertainty in forecasting avalanche activity. | am
motivated to know if it is possible to dig smarter, maybe less, and know more about what | am unable to
see and how | might pass on such a skill or technique to other practitioners or students.

During the winter of 2004/2005, | began a project to determine through field |nvest|gat|on and
expenmentatlon how instability present at a slope feature is related spatlally to the slope around it. |
proposed to use the Capacitec snow sonde (Louge et al., 2002) desngned to measure electrical propertles
of the snow. However, fieldwork immediately illustrated that the prdbe required substantiation fdr use in -
any experimental exploration. Thus, the project became one of instrument validation, which is necessary
for adoption of the probe by avalanche forecasters. '

In this study, | investigate a manner of observing, recordlng, and presentlng stratlgraphlc
information about a point observation of snowpack structure. For as Colbeck (1991) cautlons,"‘Whlle
theory has been enormously helpful in understanding snow’s behaviour, further theoretical developments ‘

without direct observations to support the assumptions and test the conclusions can be dangerous.”

1.2 Consuderatlons of Scale
Scale is essential in understanding and analyzing geographlcally based measurements and their

change over space and time. Scale issues develop when ‘measurement scales for observations
supporting understanding and .prediction differ from the scales on which avalanche phenomenon
processes occur over multiple spatial and temporal extents. Walker and Walker (1991) used Delcourt and
Delcourt’'s 1988 spatial definitions of macro (1010 to 10'2 m?), meso (10° to 10 m2), and micro (100 to 10°
m2) scales to characterize areal extent in their conceptual ‘“time-spacé”-of'Iandscape disturbance in the
Arctic. Landry (20A01) extended Walker and Walker's period of disturbance versus spatial scale to the
avalanche phenomenon and increased microscale to include 10 to 10° m? in his “avalanche time —
space”. Caution must be exercised and convincing rules regarding regions of validity hust be used when
extrapolating observations or model relationships between spatial scales (i.e. scaling).

: Bléschl (1996) provides a framework to describe scale through the measurement triplet of extent,
spacing, and support. Extent refers to the coverage of the observation in space or time. Spacing is the
distance (temporal or spatial) between observations. Support describes the volume of the sample. Hageli
and McClung (2000) adopted this triplet for avalanche measurements and models.

Scaling issues present in avalanche formation and activity prediction often ihvolve the estimation
of general conditions over larger areas or periods from point observations or estimation of point
conditions from general conditions. This compounds the avalanche forecasting process and must be
_ addressed through observatlon techniques and sampllng strategies. The same issues are present when
" .comparing observations from one day to the next.or from one area to another as in this study.

Snow processes present in the extent, spacing, and support of this study occur on the

microscale. The microstructure of the snowpack is arrangement of several grains and their respective
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bond condition. Individual grain bonds are on the order of less than 0.1 cm, strain softening of .those
bonds during fracture are on the order of 100 grains (McClung and Schaerer, 2006). SIaB failure in an
avalanche generally occurs between 0.5 to 1 m deep. The probe samples a volume of less than 100
gréins. ' ' '

Table 1 conveys the relationships between three perspectives of the triplet applied to categorical
differences in the data collection process. The first column is the actual measurement taken by the probe
as it penetrates vertically through the snow. A profile is the product of a vertically referenced set of
measured voltages. Profiles can be physically very near to each other or represent differences due to
topography (e.g. elevation, aspect, slope). Different sample days represent chénge in. meteorological

conditions as well as metamorphic change in the snow cover.

Profiles

X & Y measured voltages

Sampling Days

~2 meters vertical and ~2

2 meters horizontal and 15

160 m? and weeks

Extent minutes minutes for 11 plunges
: o Change in height of snow
Spacing . Randon;l:n:w:zsanearvce:ge of 5 ~30cm surface, snow and air
plesp temperatures over hours.
Product of capacitance value ‘
Support " 57 em® extent, spacing, and support Product of profile support

triplet times day spacing

Table 1. Bloschl's scale triplet applied to measurements taken during this stﬁdy.

Vertical Scale Probe Measuremeﬁts Manual Densities Manual Temperatures

~2 meters vertical and ~2 meters verticél.and ~2 meters vertical and ~10

.Extent ~2 minutes ~120 minutes minutes
o Randomly with an <2 cm (stacked and
Spacing average of 5 samples - ) 5cm
relatively continuous)
- percm ‘
Support Averaged to 0.5 cm 3 cm 5¢em

vertical region

Table 2. Scale triplet summary of the vertical snow profile measurements.

1.3 Research Hypotheses

Accurate snowpack observations are a cornerstone of both understanding avalanche formatioﬁ
and avalanche forecasting. In this study, | attempt to advance abilities in retrieving an accurate profile of
snowcover stratigraphy, without time consuming excavation, at accuracy comparable to accepted state of
practice. ' '

A portable capacitancevsnow—sounding instrument was introduced in 1998 as a potential snow
" density profile tool speéiﬁcally for snow hydrologists and avalanche forecasters. Limited measurements

made with a prototype during concept demonstration showed correspondence between probe values and
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measured values of show density with individual errors smaller than 20% (Louge et al., 1998a). The
probe is intended for operational use. Far less error is assumed to be present in density measurements
by avalanche practitioners, therefore acceptance requires further validation. This study addresses the
foliowing hypotheses in support of its validation:

Ho1: The bulk snow density measured by the probe is equal to or better than

currently accepted practice. 4 ‘

H.2: A density profile, as estimated by the probe, is equal to or better than

currently accepted practice.

Hgs: Characteristics associated with the structure in the snowpack can be

identified in the information provided by the probe.

The analysis and conclusions must be both relevant and significant if they are to be trusted by a
working forecaster and accepted within the scientific community. This is reflected in the development of
the research plan and selection of methods. To this end, field data collection was done in locations
representative of specific ones used by avalanche forecasters in support of the types of decisions they
make. ' T o

A commdn metric used by other researchers to evaluate snow pfoﬁle probe performance has
been the average of measurement values over the length 6f the profile (e.g. (Birkeland et al., 1995;
Brown and Birkeland, 1990; de Quervain and Meister, 1986; Kronholm, 2004; Perla, 1970)). This is valid
for consideration of bulk characteristics but not for the .interfaces and step-like stratigraphy relationships
important to avalanche forecasting. ldentification of layering from electronic probe information in
analogous applications such as weII'Iogging has been. done through visual analysis. This has also been
~ the case for snow (Kronholm, 2004).

There were concepts that required developmeht during this research to build a case supporting
the null hypotheses. A benchmark for “currentiy accepted practicé” was needed. The variance present in
density measurement tools currently used in snow profile work was analyzed in a supporting investigation
to establish a value range for “accepted practice”. _

The advent.of high-resolution snow profile probes introduces -an. additional challenge since they
generally measure at a scale far finer than classical manual techniques. A'component of this investigation

was the development of a manual, reproducible layer identification technique to expose or highlight

stratigraphy variation sUggested by the prbbe output..




Chapter 2 SUPPORTING THEORY AND PREVIOUS WORK

This chapter: provides background-and a base of knowledge through a literature review that
discusses the physical processes present in the snow cover affecting density, snow stratigraphy
observations and records, the context in which snow profiles are used to support avalanche forecasting,
the development of probes to gather snow profiles, and electrical properties utilized by the capacitance

probe for measurements.

- 2.1 Snow Densification A
Density is a measurement of the mass per unit volume. In dry snow, the volume is filled with a

mixture of ice and air. Since air has negligible mass, it is therefore a measurement of the amount of ice
mass present in the given volume. The size, shape and arrangement of grains in a specimén of snow

~ determine its texture, while the strétigraphy or layering seen in broﬁles is its structure (Colbeck et al.,
1990). Both texture and structure inﬂﬂenc‘e the density of a sarﬁple of snow. Metamorphism of the snow
results in a change of texture and structufe (Bader, 1954). .

Density of snow on the ground is known to change over time and increasing depth in a general
trend towards. greater density. If thi.s process goes uninterrupted, the stratigraphy is ultimately altered
from metamorphosed snow to firn to glacial ice ‘assurhing the snow is not ‘subjected to extreme
temperatures. Bader attributed metamorphism as a cause of increasing density and natural settling of the
snow, suggesting densification is a result of the metamorphism process that predominates in each layer
(Table 3). His original metamorphism discussion used the terms destructive and constructive that
correspond to present.termino|og-y\of low growth rate resulting in rounding of grains or high growth rate

"resulting in faceting of grains respectively.

. Metamorphism Process Description Relative to Density Change’ . Observed Denéity Changes

: 150 to 250 kg/m®
Destructive Loss of original shape resulting in fine grain (Further metamorphism relies on plastic
(Rounding). ‘ snow (0.5to 1 mm) . densification by load if dry; pressure

. metamorphism)

. Constructive ~

(Faceting) Development °f‘fa°sersn'r§)dges' vertices (210 - 50 t4 slightly more than 300 kg/m’
Melt Coarse grained, rounded to 3 mm and Any density up to that of ice

clusters to 15 mm

Pressure Mechanical deformation of dry snow , 450 to 830 kg/m®

Table 3. Density changes in relation to various metamo_rphi‘c processes (after Bader, 1962).

Bader (1962) also’observed that when he heaped disaggregated snow originally denser than 150 ‘
kg/m3 and having undergone destructive metamorphism (rounding) in the cold, the'resulting density was .
,approx’imatély 500 kg/ms. He took this to indicate that an irregular arrangement existed in the original
sample composed of randomly oriented intersécting chains of grains and that as density increased, the

average number of grains in contact increased. He described this micro-structure as a porous, permeable
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aggregate in which the grains might move into the large pore spaces as the structure is deformed thus
increasing the density, i.e. grain rearrangement. - v

Aroné and Colbeck (1995) analyzed the data of Yosida and others (1955) regarding observed
characteristics of'snow texture in relation -to density. Arohs and Colbeck made a generalization that the
number of bonds (joints) per square millimetre decreased as the dehsity increased over 30 days while the
percent distribution of joint order (number of bonds per grain) remainéd nearly unchanged. However, for
the increase of density from approximately 120 kg/m3 to approximately 240 kg/mi3 the number of bonds is
seen to increase by slightly more than 22% in their presentation of these data.

An increase in densify can also be considered as a reduction of volume occupied by a given
mass. Brown (1980) described a volumetric constitutive law based on neck gron_fth between ice grains to
account for pore space collapse in dénsities greater than 300 kg/m>. He illustrated a good fit with
experiméntal data over the range of 100 to 600 kg/m3 throu.gh stating that volumetric deformation in low-
density snow is determined by inter-granular Qlide and inelastic deformation of grains and necks. This
model has been used with success in thé'physicai SNOWPACK model (Bartelt ariq Lehning, 2002).

Early descriptions called density the most significant index property of snow (Bader, 1962). Mellor
(1964) called it a useful single property indicator with some correlation to gfain packing, bond
concentration, and structural characteristics. Mechanical and thermal properties significant to avalanche
- formation have been related partly or largely to snow density such as intrinsic permeability, thermal

condu\(:ti\}ity, diffusivity, (LaChapelle, 1961) and strength (Colbeck, 1991).

Generally, the hardness of snow increases as its density increases, though layers may exist
adjacent to each other at nearly the same density but different hardness. _Hargness is more closely
relét'ed to strength than density. Strength is closely related to bond formation (McCI‘ung and Schaerer,
2006). Shapiro and others (1997) suggest this apparent relationship between density and mechanical
properties seems to exist because both the mechanical properties and the density depend on the nature
-of the bonding/grain contacts. However there is no unit of hardness'fhdependent of the measurement
device (Gubler, 1975).Thus, density meaéurements_are basic to all calculations of force and stress, and
“therefore fuhdamental to most snowpack mecha‘nical inve‘stigations. | ‘ |

In summary, though various theories exist on the true nature of densification, it is ‘generally
obsérved that grain shape and mass along with size and number of bonds per grain relate directly to the '
~ density of a sample. Multiple processes are occurring that result in increasing density depen'ding on the
/ location within the snowpack. Chahg'es in any or each of these will influence the density of the sample, -
thus variations of each may be mésked if one solelyb considers the density measurement of a snow

sample. .

2.2 Snow Profile Observations
' Snow profiles are the record of observations made of the stratigraphy and characteristics of

layers within the snowpack. They are made in various topographical locations depending on the type of
decision their information is to support. Just as the structure of the snowcover is a snapshot of its

chronological deposition and changgs’at a unique point in time, an individual snow profile is a record of

observations made at of this structure at a unique location.




Paulke and Welzenbach both included detailed cross-sections of snow cover and cornice
stratigraphy in their publication_s (Pielmeier and ‘Schneebeli, 2003a). Seligman (1936) provided simple
drawings of snow sections to convey the information in his discussions of strata and examples. of ‘
dangerous vertical layer éequences. The importance placed on this visual communication of snowpack
structure is evident in the historical progression of profile illustrations from 1939 (Bader et al., 1954),
through their de facto adoption (USDA Forest Service, 1961), varying techniques for grain representation

~ (Pielmeier and Schneebeli, 2003a), and establishment of drafting and symbology standards (Associate
Committee on Geotechnical Research, 1982; Schaefer et al., 1954). i '

. Observation and recording guidelines and standards for snow profiles have been established and
adopted in North America (Canadian Avalanche Association, 2002; Greene et al., 2004). International
standards for describing seasonal snow on the ground have been fecognized (Colbeck et al, 1990) and
are presently being revised by the International Union of Geodesy and Geophysics Commission for the
Cryospheric Sciences (200'5). These provide a uniform lexicon for communication both text and visually
through drafting, notation, and symbology specification. Figures 38 to 46 in Appendix D provide
examples. Additional work‘ has been accomplished in Canada to establishk electronic communication
standards (H&geli, 2005). Snow profile specific field books for recording and graphing thé stratigraphy
have been in existence since 1980 (Conger, 1980). Computer software has been developed to graph and
store snow profile informationv (Kahrl, 2003; Kelly, 2005; Sims, 2005). |

2.3 Avalanche Forecasting Context
Empirical understanding of avalanche formation in the 1800s by winter inhabitants of the western

North American mouhtains is illustrated through narratives with reference to “snow slide weather” (Green,
19_87) énd the use of dynamite to initiate failure in “combs: of snow” to shorten travel timés into mines
(Wells, 1964). Avalanche research and forecasting gained hold in the alpine countries of Europe during
the later half of the 1800’s including published discussion of these topics. Seligman (1936) was the first to
describe scientific investigation of the avalanche phenomenon in English. He drew from personal
experience in the Alps and translation of earlier German publications. His was, the primary source of-

‘ knowledge in the North American snow community for decades (Atwater, 1968; Fraser, 1966)
~ Early alpinists alluded to the layered nature of the snow in accounts of glacier travel and
exploration (Tyndal, 1861). In their broad review of the history of snow stratigraphy developments,
Pielmeier and Schneebeli (2003a)  attribute Swiss forester Coaz with first describing a relationship
between snow cover stratigraphy and avalanche fd_rmation in 1881. Seligman (1936) quoting Zumstein
and deSaussure ascribes Agassiz as having known about stratification even earlier in 1840. During t.he
first four decadeé of the 1900s, Paulke pioneered detailed investigations and descriptibns published in

German of snow stratigraphy (Seligman, 1936). ‘ ‘ _
Modern avalanche forecasting began during the 1930s simultaneously in the European Alps and
the North American Wasatch Mountains with each location focusing on somewhat divergent paths.
Engineers, mineralogists, and foresters began organized research with the survey of snow profiles and

experimental investigations at Davos, Switzerland in a belief that the key to avalanche formation was

knowing what layers develop into sliding surfaces (Niggli, 1954). U.S. Forest Service Snow rangers: at
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Alta, Utah began development of forecasting techniques with the belief that it was the “nature with which
the snow fell” and focused on storm related observations (Atwater, 1968). The paths were not combined.
until some time later through describing the process of avalanche forecésting by Shoda (LaChapelle,
1980) and codifyin\g forecasting with the description of the avalanche friangle: terrain, snowpack, weather
(Frediston and Fesler, 1984). ' ' |
LaChapeIIe (1980) concluded that the psychological process of forecasting originates in right-
brain thinking. To the observer, the surface of the mantle of white snow covering a slope is all that is
seeh. This effectively hides the structure of the snowcover of which knowledge is key to understanding
formation and. activity of avalanches. It is unseen. From this, the assumption can be made that unseen
information is visualized (imagined) in the brain to better understand it and unseen information is
therefore better communicated in a visual medium; thus visual information about snow structure (snow
profiles) plays a fundamental fole in forecasting. McClung and Schaerer (2006) contribute that even
though most of the process relies on inductive reasoning it also includes deductive reasoning that'results

from targeted education, physical laws, deterministic and probabilistic models.

24 Snow Proflle Application to Avalanche Forecasting
LaChapelle (1980) described avalanche forecasting’s focus as interpreting uncertalntles He

organized the information used for forecasting in three data classes according to their level of entropy
relative to the amount of uncertainty associated with the information: Class | — low entropy, Class Il -
medium entropy, and Class 1l — high entropy. He placed stratigraphy (snow profiles) in the middle at
medium: entropy (Class Il). The use of data classes in forecasting was advanced by McClung (1993).
Recently, the use of snowpack factors is included as Class | information for positive test results revealing
structure necessary for avalanching such as test shear quality (McClung and Schaerer, 2006).

Expert knowledge was codified through structured interviews that elicited an avalanche
forecaster’s assignment of importance to snow profile information (McCIung, 1995). This was a successful
effort to verify and validate expert profile interpretation as a skill. The results were used in the
development of an automated snow profile assistant that calculated a “certainty factor” for indiv_idua:l
layers depending on the accumulated potential for the Iéyer to play a role in future avalanching based in
characteristics of layers throughout the observed snow profile.

Few attempts have been made to analyze the effectiveness of snow profile use in avalanche
forecasting. During the San Juan Avalanche Project, four avalanche forecasters’ combined accuracy of
whether natural avalanches were likely or artificially triggered avalanches were possible during a 24-hour
period varied between 58% and 90%: In a summary of obsérvéﬁons deemed significant by the four, only
- one (wind speed and direction) was unahimouSIy chosen. However, study plot snow stratigraphy was
chosen by three of the four as weré old snow stability, new snow load and-loading rate (LaChapelle, |
1974). o '

In her Ph.D. dissertation, Ferguson (1984) concluded that an unstable slab structure could be
identified from traditional snow profile observations and _sufﬁciently quantified for numerical analysis.

However, no single parameter in a snow profile could be identified with instability, but a linear

combination of five parameters could explain 72% of the variance relating to instability.




In another test, 58 practising avalanché forecasters were presented with 35 graphical fracture-line
snow profiles from Canada, U.S. A, and Switzerland. The actual bed surfaces were masked and subjects
were requested to select where they believed a sliding surface could exist. Results suggested that snow
profile interpretation is correlated to multiple years and location specific experience. Profiles with strong
discontinuities at the bed surface were more often identified correctly fhan those with subtle instabilities
(LaChapelle and Ferguson, 1980). This highlights the importance “profile shape” plays in the forecaster’s
mind.

Profile shape was the focus in a study of fifty years of rammsonde profiles taken on April 1 on the
Weissfluhjoch above Davos Switzerland combined with seasonal regional avalanche records. This
resulted in the characterization between stable and “bad” profiles with six general profile patterns (de
Quervain and Meister, 1986). Two of the six corresponded to ‘stable” years with the balance
characterized on one end by spring full-depth avalanches and on the other to high and very severe
avalanche seasons.

A specific example of snow profile use in avalanche forecasting was the construction of time
profiles. The time profile was introduced in 1939 to visually summarize and compare individual
observations over a season (Héafeli et al., 1954). The time profile is the history of the snowcover
represented by a continuous line referencing the height above the ground of the snow surface and date
specific snow pack information. Inserted at the appropriate date are vertical profiles of the snow
temperature, density, and stratification as indicated by the ram penetrometer and visually identified layers
(Figure 1). A time profile provides what LaChapelle (1961) described as the ability to inspect individual
properties separately (e.g. density, crystallography, temperature) in their relation to snow layer evolution.

| am not aware of the inclusion of time profiles in the forecasting process by any operation, due |
believe to the amount of time required to manually create and update them. As a substitution, such profile
comparison is done solely through snow profiles in chronological order back to front on clipboards

organized by location of information, e.g. drainage or avalanche path.

Figure 1. Example of a time profile following Hafeli's description.



A graphic display of snow ‘cover evolution model output provides a predicted timé_proﬁle thatis -
utilized iﬁ the current French CROCUS and Swiss SNOWPA_CK avalanche forecasting programs (Bartelt
and Lehning, 2002; Brun et al., 1992; Durand et él., 1999; Lehning et al., 1998). This represents one of
the fundamental benefits of the model and could represent a return to wider use of time profiles.

Modifications to -the original time profile concept included the addition of meteorological and
avalanche occurrence observations and development of a storm plot (Atwater and Koziol, 1952). The
graphical combination of contributing factors and occurrences assisted in developing rules of thul:rnb for
avalanche path specific forecasts. The éutomatic computer graphing of weather and snowfall
measurements from automated weather stations has replaced the storm plot for many avalanche-
forecasting operations in monitoring “the nature in which the snow falls” (Héageli and Atkins, 2002;
Tremper, 1992). -

2.5 Snow Profile Probes
The holy grail of snow profile observation has been described as the development of non-

destructive testing techniques for describing the three-dimensional extent of layers while providing some
information abouf their. density and grain size (Colbeck, 1991). The concept of probing the snow to gather A
information about its hidden stratigraphy is not new. In 1936, Seligman described a sounding practice' he
said was “strongly urged” in Zdarsky’'s 1929 writing: Beitrdge zur Lawinekunde. Seligman stated, “If the
s.ounding stick pushes straight down into the snow with great ease, the internai cohesion of the snow
particles is very low either through newness, extreme cold, or wetness.” He described his sonde as a
double pointed ski pole, which when the grip is removed exposed a second sharp point. |

The rammsonde’, a cone penetrométer, was also introduced in 1936 as a simple tést to assess
the relative strength of layers without digging a profile (Hafeli, 1954). A sectional shaft of rﬁetal tube with a
6.0-degree conical tip that is slightly larger than the shaft diameter is successively driven through the
snowpack by the weight of the instrument and the impact of a known weight dropped from a measured
height. Knowing the drop height, the weights, a.nd the vertical change in cone tip depth, a ram resistance
number is calculated representing penetration resistance in kilograms, which when graphed as a profile
provides a representation'of the snowpack stratigraphy. The ram profile is not completely‘quantitative as
a measurement or in physical interpretation though it is reproducible and provides an instrucfive picture of

) the mechanical state (de Quervain and Meister, 1986). The ram continues to be used. A handful of
avalanche forecasting operations gather monthly or more regular ram profiles from snow study plots and
other snow profile observation sites. Procedures are described in observation standard publications
(C.anadiban Avalanche Association, 2002; Greéne etal., 2004) '

The Cooperative Avalanche Research Laboratory at Montana State University developed the
portable snow resistograph to give a generalized strength or cohesiveness profile that possess'ed a
relationship to load. It was designed to be swift and simple thus allowing widespread sampling of the

- snowpack (Bradley, 1965). It operated in the opposite vertical direction as the ram. The resistograph was
pushed to the bottom of the snowpack and rotated 90 degrees allowing horizontal blades on the end to

position in undisturbed snow before being withdrawn. An ingenious paper roll recording device integrated

. Often referred to using the interchangeable terms; rammsonde, ram, and ram penetrometer.
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to the instrumenf scribed a profile as it was withdrawn. [t operates'on the assumption that the resistance .-
is approximately equal to the breaking strength of the snow measured in grams per centimetre squared. It
performed at a quicker pace (approximately 10 cm/sec) than an equal depth ram test. Bradley was not
able to make any firm Conclu.sions at the time of the original publication. Disadvantages included operator
sensitivity; a considerable learning curve, weight (3 kg) and cost; the latter twd prevented its acceptance
as a field instrument (Brown and Birkeland, 1990). .

Though not é probe in the sense described thus far, a nuclear isotope snow-proﬁlihg gauge was
develbped durihg the mid 1960s that warrants inclusion here. Four gauges were deployed throughout the
western United States. The gauge consisted of two parallel vertical tubes; one containing a radioactive
source the other a sensor. The source and the sensor were automatically lifted in unison by cables up the
tubes sémpling the snowcover in 1.27 ¢cm increments at a rate of 9.5 cm / minute when activated. When
the gauge was not in use, the source and sensor where stored below ground in a lead shielded portion of
the tube. The system was controlled by and data were transmitted via phone line to a base station
computér. Cost of the system was placed at US$8,000 to $10,000 with the computer base station at
US$6,000 to $9,000 (1972 dollars, unadjusted) (Randolph et al., 1972). »

One gauge was deployed at Red Mountain, Colorado and evaluated as part of the San Juan
Avalanche Project. The standard deviation was 6a|cu|ated between manual and profiling gauge density
values at 5 cm intervals on seven days during the winfer 1971-72. The deviations ranged from 9 to 17
kg/m® and were used to calibrate the profiler during the reméind_er of the project. Comparisons were made
between the gauge profile and ram profiles, and the gauge’s ai)ility to illustrate the dévelopment of
structurally weak depth hoar wés described (Armstrong, 1976). The nuclear profiling gauge has not been
used since the San Juan Avalanche Prc;ject. ,

A similar, portable device utilized a standard Mount Rose snow water equivalent sampler in which
a radioactive source and sensor were lowered once the core had been takeh, removed from the tube, and
the tube replaced in the vacated sampling shaft. It used a backscatter measurement from a 5 cm thick, 60 .
cm “doughnut” of snow outside the tube to estimate densities (Young, 1976). No record of ihis device’s
" further use or deployment was located.

A novel device was developed that allowed the extraction of a 15.6 cm thick, 35.8 cm wide, and
123.5 cm tall show section as a.more efficient option than the bonfire or.dye method of highlighting
stratigraphy for profile analysis (Hérrison, 1982). Other than its original use in studies of snow failure
under compaction, the device has not seen further use.

Though not a “profiling” probe, the Finnish Snow-fork was introduced in 1986 (Sihvola and Tiuri,
1986) and subsequently improved (Kendra et al., 1994). This dielectri'c'probe was designed to measure
density and wetness of the snow once the stratigraphy is exposed throughvexcavation. It is currently
commercially available (Tokka Oy, 2005). | ' v

A prototype digital resistograph was developed by Tim Dowd and Bob Brown at Montana State
University to allow rapid, repeated sampling and provide strength profiles comparable to the ram ‘
penetrometer that could be digitally stored and graphically presented in the field at the time of sampling

(Dowd, 1984). Simultaneously, the use of frequency modulated continuous wave radar to return snow
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profiles was being explored in Europe (Gubler and Hiller, 1984). Other than this reference and another
(Ellerbruch and Boyne, 1980) to the beginnings of work relatingto snow water equivalence, profiling using
radar is not discussed here. A

The digital resistograph was improved in 1988. The ptevious problems associated with the digital
resistograph included a low data storage volume of 25 profiles. In the improved version, the
mstantaneous plotting function was dropped and the profile storage was improved using EPROM
modules capturing 150 profiles at a time, which could be changed in the field. The original digital
resistograph had shown that the readings werée not significantly affected by the insertion rate. Study of the
improved resistograph indicated that index values of three profiles when ave'ra'ged over the length of the
profile presented a standard deviation that was 6% of the mean value. This was compared to a larger,
similarly calculated deviation for adjacent ram profiles that was 10.3% of the '.average ram value.
However, their overall conclusion was that the’diéital resistograph was equal in performance to the ram '
with similar correlation between averaged profiles. The improved version was used by Birkeland (1995) in
his spatial study of average resistance normalized for depth over,a uniform avalanche slobe; Both the
digital resistograph and ram require an experlenced operator (Brown and Birkeland, 1990).

A prototype fibre optic probe to determine snow Iayerlng was introduced-in 1991 and advanced
- during the following years to include multiple sensors measuring optical, mechanical, and electrical
properties. The digitai snow sonde weighed 20 kg and was designed to provide identification of coarse or
fine snow by reflectivity, soft oi' hard penetration force by load cell, and wet or dry snow through AC
conductivity over a vertical depth up to 1.2 meters. One test each in the cold room of a dry snow block
and a wet snow block illustrated signal responses relative to two layers in each block (Abe et al., 1998). .

Two other probes were introduced in 1998, the SnowMicroPen (Schneebeli and Johnson, 1998;
Schneebeli et al., 1998) and the Capacitec probe-(LoiJge et al., 1998a; Louge et al., 1998b). The
SnowMicroPen (SMP) is a penetrometer with a relatively small (5 mm) diameter conical tip that is motor
driven through the snowpack at 6 to 20 mm / sec. The cone is the rammsonde standard 60-degrees and
the force signal is measured every 0.004 mm. A textural index eonsisting of a ratio of the mean grain size
divided by the density of the snow was found to have a significant correlation to the‘ force signal
(Pielmeier et al., 2001). Investigations of the signal response as thin layer boundaries are crossed by the
tip have enabled identification of ihdii/idual layers (Kronholm, 2004). Technical problems that have
rendered 50% of profiles unusable for enalysis affect the SMP’s reliability in recent studies ‘(Kronholm,
2004). - ' | | '
' The Capacitec probe is a hand push'ed sonde that measures electrical properties (capacitance) of
the snow to create a density profile. It was designed, it's concept feasibility established, and an industry
needs assessment accomplished under a U.S. Army research grant (Louge et al., 2002). This probe is
described further in the instrumentation section of the methods chapter. '

‘The Himachal Safety Systems SABRE penetrometer was mtroduced in 2002. It is an electronic,
lightweight, and portable penetrometer hased on a tip located force sensor and accelerometer

(Mackenzie and Payten, 2002). The accelerometer signal was shown to visually compare well between

)
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two plunges. One example was shown of its»simirlarity to a standard hand hardness test. This probe is
currently undergoing modification and evaluation (Foner and Jamieson, 2006). ’
The comparison of the resistograph to the rammsonde described earlier was one of three studies
contrasting performance of probes to other methods for snow profiles. Pielmeier and Schneebeli (2003b)
compared hardness profiles measured by hand hardness, rammsonde, and SnowMicroPen against
surface section images. They found that the SMP proﬁle capfured the stratigraphic features identified in
* the surface sections nearly completely. Hand hardness profiles captured 80 % and ram hardness profiles
only 60 % of the features. They cautioned in their conclusion that “classical stratigraphic methods should
be applied with great care to qﬁantitative comparisons”. »
 Harper and Bradford (2003) investigated the spatial variability of stratification processes, especially
densification, in the accumulation zone of én Alaskan glacier using multiple methods. During a three-day
period, a 20 meter by 20 meter area was explored using the Finnish Snow-fork, classic snow profiles,
ground-penetrating radar, and back-illuminated columns. They found “good” agreement' between density
profiles with a range of 100 to 350 kg/m3 taken by the three methods but varying levels of detail. Classic .
profiling revealed 5 to 8 layers in the upper 2 meters of the snowback. Dielectric measurements taken at
discrete-5 cm vertical intervals revealed at least twice as many layers as did the radar. Analysis of the

backlit column identified two orders of magnitude more.

2.6 Dielectric properties and snow _
The previous section contained the research and development of various probes and

technologies that have been introduced to gather snow profiles. The Capacitec probe is the topic of this
study. This section includes an overview of the electrical propérties utilized by the probe and a history of
their snow research use. ’

A material's permittivity (¢) is a physwal property (Equatlon 1) It is is a measurement of the
m.atenals ability to store electrical potential energy (D coulombs / m ) when exposed to an electrical field
(E volts / m) (Coelho, 1979). The permittivity of vacuum is approximately 8:854 x 10" farads per meter
(F/m) and known as the electric constant.
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A material through which the energy required to establish an electrical field can be recovered in
whole or part is described as being dielectric. Its permittivity is given relative to that of vacuum and known
as the materials dielectric constant. Capacitance is a property of a system of conductovrs and dielectric
material that permits storage of an electrostatic charge. _

Cole and Cole called the behaviour of permittivity “absorption conductivity” and.described as the

complex dielectric constant (g*) fitting the dimensionless equation:

g* =g'—ig" . (2)

Where g' is the dielectric constant, the real component

(A}

& is the loss factor, the imaginary component




i=A-1
The real component describes the electrical field that is recovered once ‘the poles are reversed.

The loss factor describes the portion that is not recovered (disbursed) and lost to the generation of heat.
g" ' /
A //
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Figure 2. Cole - Cole plot (Argand diagram) of the relationship between real and imaginary components of
the complex dielectric constant through frequencies from the static dielectric constant to the optical
' ' dielectric constant.

Ice was investigated as a dielectric material with the first experimentation on the frequency
dependence of the dielectric properties of ice attributed to J. Errera in 1924 (Auty and Cole, 1952;
Kuroiwa, 1962). A graphic representation known as the Cole-Cole plot of the Debye relation (Equation 3)
allows estimation of values over a full range of frequencies.-The Cole-Cole plot is semi-circular for ideal
conditions _(dashed curve in Figure 2). However, actual measurements of snow (solid line in Figure 2) do
not follow the curve in the lower frequencies near the static dielectric constant due to imperfections and
impurities (Yosida et al., 1958). This shape is also described as representative of a double layer capacitor
(Coelho, 1979). ‘

Variations in dielectric constant measurements were attributed to voids and impurities in ice"
samplesA by Auty and Cole (1952) who through careful experimentation were abie to describe dielectric

_dispersion using the Debye relation:

, (3
l+ioT
Where w is the angular fréquency
T " is the relaxation time
E. is the optical dielectric constant
g,  isthe static dielectric constant

Cumming (1952) investigated radar. echoes from snow-covered terrain and microwave energy
attenuation Aby snowstorms. He studied the permittivity and loss tangent (g'/€”) of snow and ice at a "
frequency of 9.375 GHz. He attempted to make his samples of cut snow blocks as homogeneous as
possible and found no relation between crystal structure and the dielectric loss tangent. Though his
frequency was outside the focus of this study, it is important to note that he attached no significance to

one or two cases where the loss tangent appeared to have a permanent increase following warming the .
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sample to 0°C and chilling it to an unmentioned lower temberature. This éuggests a possible change from
the ice grains responding dieledtrically individually to a condition with little or no distinction between grains
or bonds and effectively responding as a large ice mass rather than a lattice: '
' _ Ambach’s 1958 German publication is one of the- first descriptions of the relationship between the
capacitance of snow and its water équivalent content (Evans, 1965). ‘

A number of experime_nté were done by the institute of Low Temperature Science exploring the
dielectric properties of snow and ice at frequencies from 0.5 KHi to 1,000 KHz (Yosida et al., 1958). Their
discussion begins with the statement that snow always contains impurities making matters regarding
snow’s dielectrics a hopeless issue; however, | assume for the purposé of this in-situ study that impurities
are homogenous within the layer of their deposition and may accentuate layer definition. They
demonstrated that impurities resulted in effects on the dielectric constant (real) and loss factor (imaginary)
and that by extrapolating é.“pure snow” the Debye relation remained valid.

Tests were conducted on non-compacted snow samples placed in an ebonite container with
electrodes inserted vertically into the snow. A fundamentally important conclusioﬁ relative to this study
was that snow’s influence on ¢ is more evident at low alternating current (A.C.) frequencies. This
supports the notion that the ‘amplifier frequency of the Capacitec probe at 3.9 KHz may be better suited to
suggest grain or structure differences than those at higher frequencies. _

Yosida and others (1958) also concluded that the snow dénsity and the dielectric values were not -
the same unless the ice structure of the snow was the same. They proposed use of Wiener's formzahl (v)
formula (Equation 4) for a two component dielectric mixture to characterize the structural relationship of
graihs in the snowpack. Additionally, they estirﬁated appropriate limits to the range of € values for the
same. snow densities. The formzahl is a strong conceptual'_ link between theory .and actual geometry.
However, it must be correlated to known structure before its value has a physical meaning (Arons and
Colbeck, 1995). | ' |

-1 -1 -1 |
e gl & liieg) L (4)

.gs+u_ gi-l-u : ga+u
where: is the dielectric constant of SNow
E;s
& is the dielectric constant of ice (3.15 (Cumming, 1952))

E. is the dielectric constant of air (1 (Yosida et ai., 1958))

q =— is the sample density of snow / density of ice
The multiple frequency investigation of snow was continued by Kuroiwa (1962) exploring the
change in dielectric properties resulting from freezing wet snow and ageing granular or compact snow. He
sampled natural snow, cut in blocks, and placed between electrodes to form the condenser. His
experimental data had a better fit to formzahl limits 10<u<25 than Yosida and others (1958). Notable is

his exploration of changes in the dielectric constant and loss factor due to ice grain bonding. Compact
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snow was disaggregated and packed in a condenser (capacitor). Measurements were taken over the
range of 0.5 k'Hz to 1,000 kHz for a series of days at 0, 16, 40, 70, 113, and 143 hours. The real_
component increased from near 12 to near 26 over this period. He concluded a calculated increase in the
formzahl from 20.9 to 263 as evidence of progressive growth of ice bonds between grains, the sample
and the electrodes. The highér value is the first mention of a formzahlin such a range.

' Denoth‘ (1982) described control of the dielectric constant and loss tangent at frequencies less
‘than 100 MHz by idealized grain or cluster shape. He used porosity based on known density and liquid
water content as his response variable. He argued that use of shape was more suitable for wet snow as
opposed to dry snow and suggested it as a method of classification in lieu of sieving or visual
observation. He could attribute no significance to grain size. This marked a time when concentration on
snow dielectrics shifted to wet snow, liquid water content and density related to h1e|t and wet snow. A
second focus on higher frequencies related to remote sensing.

Little work has been done regarding the dielectric properties of dry snow since Kuroiwa (1962),
~ Yosida and others (1958). Only recenﬂy, have Takei and Maeno (2003) studied the dielectric properties of
snow near the melting point. They concluded that above —0.6 °C the mechanicél properties of the snow

samples related to the properties of the boundary rather than the ice substrate.

2.7 Relevance ,
Shapiro and others (1997) recommended investigating dielectric measurement as an index

property for tests designed to be sensitive to the snowpack microstructure in their review of snow
mechanics and effort to encourage the expanded use of snow mechanics in applied problems. The
Capacitec probe non—destructively'measures the dielectric properties of a small volume of snow that
represents several grains, their respective microstructure and bonding. ' ’ V

The volume of measﬁrement is 3 mm vertically and extends 13 mm into the snow pack from the
face of the sensors. The extent, spacing, and support of this measurement éhould be adequ‘ate to sample
thin Iayeré for in their dielectric properties. A relationship has been described between the dielectric
measurements,of snow versus those of air resulting in values associated with the volume of ice in the
sample (Kuroiwa, 1962; Louge et al., 2002; Yosida et al., 1958). Based on this, it should be possible to
model an in-situ relationship between the probe dielectric measurements and manually measured density
at a fine scale near the resolution provided by the spacing and support‘of the probe measurements. _

Snow profile shape relative to hardness determined from continuous - vertical probe
measurements of snow structure have been shown to contribute Class Il avalanche forecasting
information (de Quervain and Meister, 1986; Schweizer et al., 1998). The demonstrated dielectric
measurement and density relationship combined with the apparent relationship between density and
mechanical properties should be sufficient to utilize a snow density proﬁie from information gathered by a
validated Capacitec probe.’

An additional benefit may result through detailed investigation of the Capaciteé probe; it is has
been suggested that heat conduction, electrical, and mechanical properties of the ice lattice of the snow
-cover strongly depend on the bonds and must be related to the same geometrical pfoperties (Arons and -

Colbeck, 1995). The frequency at which the probe excites the ice lattice to make a measurement has
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been shown to be influenced by the structure within which the field is being generated (Cumming, 1952;
Takei and Maeno, 2003; Yo_sida et al., 1958). If an index of geometry such as formzahl can be .-
successfully correlated to observed structure using the probe measurements, snow profiles observed

through use of the probe might provide highly useful information in avalanche forecasting.
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Chapter 3 METHODS

This chapter contains the setting, data collection, sources of error, and data processing used for
this inquiry and analysis. The research methods described in this section, though unique to the specifics
of snow cover investigation of avalanche formation, reflect fundamental field methods utilized in physical

geography (Jones, 1968).

3.1 Research Setting

3.1.1  Location and Climate
Field work was conducted during the months of January, February, March, and early April of 2005

and 2006; in the Selkirk Mountains near Rogers Pass between the towns of Golden and Revelstoke in
southern British Columbia, Canada (Figure 3).

During both field seasons, the bulk of field data collection for this study was done in a large, flat
area directly adjacent to the study plot at the Mount Fidelity Observatory. The Avalanche Control Section
of Parks Canada Glacier National Park maintains the Observatory site at 1905 meters above sea level as
part of their avalanche forecasting and control program for the Park and this segment of the Trans-
Canada Highway (Schleiss, 1990). Snow and weather measurements have been recorded at this upper-
elevation observation and research site since 1966 and the site has been the location of numerous

avalanche related studies.
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Figure 3. Location of research sites on British Columbia map (Parks highlighted in grey).

The Selkirk Mountains are one of four individual ranges that make up the Columbia Mountains

located in the southeast interior of British Columbia; bordered on the west by the interior plateau and on

18



the east by the Rocky Mountain Trench: (Robinson, 1987). The portion of the Trans Canada Highway
between /Re'velstoke and Golden traverses the IoWest route between the Sir Donald and Hermit Ranges
of the Selkirk Mountains at Rogers Pass located in Glacier National Park. The Selkirk Mountains li in the
“Interior Wet Belt” (British Columbia Natural Resources Conferehce, 1956) second only to the Vancouver
Island and Coastal Mountains in annual precipitation. Interestingly, Hageli and McClung (2003) classify
Mount Fidelity in the maritime snow climate based on Mock and Birkeland’s snow climate scheme (2000)
while the remainder of the Columbia’s are placed in the Transitional snow climate. Mock and Birkeland’s
scheme uses the criteria of >8b mm average rain to classify maritime, and Mount Fidelity is very near to
the threshold (82 mm avérage). Hageli and McClung rightfully ‘questi_on the validity of this scheme since it
misses the critical beginning m‘onth of November. Regardless, the Mount Fidelity location does: exhibit
traits characteristic of being on the up slope side of the pass. Reflecting this, the snow climate of the area
is subdivided by local experts into.the milder temperatures - heavy snowfall western zone, colder — lighter
snowfall eastern zone, and the summit of Rogers Pass where both sub-zones mix creating unstable
weather (Schleiss, 1990). The observed weather conditions for the period of the study are presented in

Appendix A.

3.1.2 First Field Season _ _
’ The first field season (2004 — 2005_) was plagued by confounding weather and equipment

difficulties. At the onset of the first field season, initial field procedure and equipment operation techniques.
were practiced during the second week of January 2005. Towards the end of January, a sevére storm
with heavy rain to unusually high elevations moved through the entire province. This created a hard and
thick crust that delayed fieldwork until mid-February. A relatively dry and clear period occurred during
much of Febfuary with shallow accumulation (~1m) over the impenefrable January storm layer. A period
of unseasonably warm' air temperatures during later February and early March created moist and wet
snow surface cond'itions. This effectively limited the prob'es ability by introducin.g a layer of moisture to the
sensor surface and rendering measurements out of range. This provided an opportunity to explore
.various methods for layout spatial sampling both in flat terrain and across slopes. Use of a high accuracy
~(sub centimetre) Global Positioning System to survéy sampling positions was investigated. The high
latitude, steep incline, and generally north facing aspect characteristic of the selected avalanche slopes
made it difficult to obtain adequaté satellite constellations required to _achieve the desired (i.e. low)
location rheasurqment uncertainties. Theée problems rendered this method of surveying inadequate for
spatial studies of selected slopes similar to avalanche start zones. Manual methods using rod and chain
with an inclinometer proved satisfactory.
A second-generation prototype probe and encoder base was delivered by Capacitec in mid-
March, 2005. Near average weather had returned but the snowcover was quickly losing the stratigraphy
and variation characteristic of dry snow. Two data collection platforms accompanied the newer probe and
base. The first was a tablet pc running a Labview® based program that quickly proved inadequate due to
programming bugs. The second was‘a newer version of a palm held device and analog to' digital (A-D)
converter. The palm held system allowed a maximum sample-recording rate of 40 Hz rather than the

earlier 5 Hz. Data were recorded to allow comparison of the two probes and a handful of data collection
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days were undertaken with the second generation probe and palm held device before field work ended
the first week of April. The new probe and palm device generally operated as desired, providing the

necessary information to plan data collection with it the following season.

3.1.3 Second Field Season
. Careful analyses of the second-generation probe vertical travel, encoder roller movement, “and

slgnal output was undertaken at the onset of the second field season in order to isolate measurement
- errors uncovered during the first field season Another |mportant change was the switch to an accurate
" electronic scale for sample weighing rather than the_den_slty cutter provided scale. Two supporting
investigations, that are described later, were undertaken in the field before data collection with the probe.
Mid way through the second field season and following a multi-day series at Fidelity Observatory,
two sets of field day data were gathered approximately 25 kilometres due north in the Selkirk for
comparison of findings from the primary research site. These two sets were collected at a remote
backcountry location near Sorcerer lodge. One set just below tree line near the lodge’s weather
observation plot. The second set from a flat open area in the alpine, chosen for its exposure to winds and
likely stratigraphy. ' ' . |
Additional data sets were gathered during March and early .ApriI 2006 for further investigation of
grain type, instability tests, and their relationship to the probe measurements. These data were collected.

at the Mount Fidelity study plot area.

3.2 - Data Collection

Data collection is the process of capturing raw or primary data from a smgle source or from
multiple sources. Measurements and observations were made and recorded manually as well as
electronically during this study. This section contains a discussion of instrumentation, methods, sources

of measurement error, and experimental design.

321 Instrumentation
This study focused on the use and validation of a specific snow measurement mstrument a

~ capacitance probe manufactured by Capacitec Incorporated located in Ayer, Massachusetts. Several
components make up the probe. The primary elements are the capacitance sensors located in a chisel-
shaped tip that is fit to the end of a lance-like probe. Electrical wiring connects the sensors to an
electronic “rack” enclosure containing circuit boards to process the various signals from the components
and pass them on to the data collection platform. The'rack weight is 3.5 kg and is carried in a backpack.
Connected to the rack by wiring is a depth encoder: base (2.3 kg) that tracks the vertical movement of the
probe shaft. Signal recording was accomplished with an analog to digital (A-D) converter attached to a
personal data assistant (PDA) and connected by wires to the rack. Power is supplied by DC batteries in
the rack, A-D converter, and PDA. , |

Louge and others (2002) prowde an explanation of the physics and conceptual description of the
electronics assocrated to the measurements made by the probe. Three electrodes make up the

" measurement surfaces: sensor, ground, and guard. The electronics measure the impedance Z (ohms)

between the sensor and ground while a buffer amplifier maintains the guard at the same sinusoidal
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‘ voltage as the sensor (current | / impedance Z). The output is the recti.ﬁéd guard voltage (V) that is kept
proportional to the sensor voltage and is ‘rela‘ted to the capacitance (C) between the ground and sensor
surfaces through an empirical rélaﬁonship. The amplitude of the sensor current is kept constant by
controlling the v'oltagé (V,) across a reference impedance. The electroniés exploit the phase lag between
V, and V, to approximate a relationship between the real (+¥) and imaginary (+¥) components of the -
sample’s complex dielectric constant. _ |

_ Laboratory calibration of the probe provides empirical equations that allow the extraction of the

- real and imaginary pans of the complex dielectric constant of the sample (+¥). The electronics then output

voltageé over a specific range. The output channel 1 voltage (X) is proportional to the real Component and

the output channel 2 voltage (Y) is propoftional to the imaginary component. |

Use of the early prototybe of the probe (season 1) was plagued with difficulties. It wés a two-
" piece, 2.5-meter lance designed to be driven into the snow in a hammer-drop fashion like the ram
penetrometer. Early on, it was discovered that the probe did not require hammering and could easily
penetrate the dry snow by smooth, hand over hand, pushing. Snowpack conditions included a very solid,
rain soaked and frozen old snow surface formed in January 2005 on all aspects and elevations near the
res_earch site. This substrate, still close to the surface in early February, effectively stopped deeper
penetration. The buried rain crust and the soft, compressible new surface snow fesulted in an immediate
change of technique from that originally described for the probe. The encoder base was rigged to a pair of
skis allowing it to be moved across the snow surface avoiding disturbance and compression in the area
under the encoder that altered the snow and \}ertical reference point. The hammer, heaviness of the lance
itself and its length made smooth vertical movement through the relatively shallow (less than 1 meter)
snowpack difficult and visibly caused lateral movement to the probe’s axis at the lance tip. The ha}nmer
was removed and only the lower section of the probe was used. It was observed that the constant
cylindrical shape of the probe body laterally stabilized the penetration axis once that point along the
probe’s Iength-was 10 to 15 centimetres into the snowpack. ' .

During the preliminary evéluation of the first probe, a visually identified, thin (1.cm) and clearly
separate layer was not reflected in the probe measurement values. Thié led to consultation with the probe
manufacturer in order to achieve greater sensitivity for the probe. Different amplifier gainseftings weré '
tested until one was found that maintained .continuity within the measurement range for all types of
available snow as well as showing discernable  differences between similar, soft layers. However,
cpntinuéd difficulty was experienced during the first field season in resolving an adequate number of
samples vertically ensuring measurement relatively close and above, within, and relatively close and
below thin layers (1 cm). This was due to the data collection device’s recording rafe. upper limit of 5 Hz,
The lack of an adequate combination of measurement support and spacing along with a lack of variable
continuity, amplifier calibration chang_es, and near daily system troubleshooting rende"red fhe data set
inappropriate for any conclusive analysis. ' |

A second-generation probe was received late in the first field season. Its design made it easie( to
transport and use. The sensors were located in a chisel-shaped, stainless steel tip fit to the end of a

modified collapsible avalanche probe (upper left, Figure 4). The depth encoder incorporated four legs
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allowing it to sit above the snow surface without influencing the area to be sampled along with easy view
of the probe tip as it approached and penetrated the surface. This also made it easy for repositioning
without sinking into the snow (Figure 4). Signal recording continued to be performed with an A-D
converter attached to a PDA. The new configuration consisted of a Palm® Tungsten T3 handheld
computer with a Datastick® Systems DAS-1245 data collection module with four single-ended analog
inputs. Datastick Connection™ 3.5 software was run on the T3 to monitor and record measurements in
real time and store them in Palm OS™ databases on the Palm handheld. The DAS-1245 was powered by
an external rechargeable battery (Datastick p/n:MH-DPB180M). The T3 relied on its internal rechargeable
battery. Neither power source presented problems during fieldwork and battery use of 1 to 3 hours;
however, screen visibility was often an issue due to cold air temperatures, sunlight, or water droplets from

melting snow. Various weatherproof enclosures were tried without success. They became too stiff in the

cold to allow the necessary screen tapping that controls Palm® operations.

Figure 4. lllustration of second-generation probe following a full depth plunge, encoder, and backpack
containing electronics. Upper right insert shows the PDA and A-D device, upper left insert shows the
probe tip and collapsed avalanche probe shaft.

Unlike the earlier setup, the new data acquisition device was unable to read negative voltages.
The second-generation probe system was modified by Capacitec between field seasons with the addition

of an adjustable offset for the Y channel of the probe responsible for the voltage signal associated to the




imaginary dielectric component. Additionally, the probe and amplifier were calibrated to capacitance and

impedance in air at the optimal gain settings determined-during the previous season.

3.2.2 . Classic Manual Observations :
Observation and recording standards outlined by the Canadian Avalanche Association (2002)

were adhered to in making manual observations except where finer resolution or additional clarity of
records was required. The exceptions included sampling spacing of snow pack temperatures, densities,
" and inclusion of a standardized method of using a brush to identify Iayering. Snow grain notations
included non-standard terms that are described in Appendix B. The shaft of the probe was merked with
an adhesive centimetre rule tape and left in place following plunges to be used for manual measurement
of layer boundary positions. Snow temperatures were taken at 5 cm vertical spacing using one
thermometer to avoid disparate mea_surerhents due to slight calibration differences. Temperatures were
measured vxrith a widely available dtgital thermometer that is commonly used for snow profile observations
(Thermor Itd. model PS100) The packaging that accompanies this rugged, waterproof thermometer
describes an accuracy'of + 2.2°C. This is no doubt a printing error since a review of scientific instrument
firms selling this model prcvided the specification of + 0.56°C for the range -17.8 to +110°C. One
thermometer was used and was calibrated to zero in ice-water slhrry‘once a week. Snow densities were
taken in nearly continuous vertical sampling W|th the top of one sample as cIose to the location of the

bottom of the previous as p055|ble

3.3 Sources of Error

3.31 Instrumentatlon ,
Potential sources of measurement error or bias were identified. They included effects of the probe

on the snow, instrument system performance, observation skill and technique.

Effects of the probe to the snow it was penetratin.g were investigated using the bonfire method
(Nakaya et al., 1936) of highlighting grain textUres.v This technique involves igniting a shallow, flat pan of
kerosene at the base of the pit wall. Soot from the flames is fanned towards the wall. The soot adheres to
the exposed pit.-wall in a manner thatvvisu'ally highlights grain size and bonding. The design of the probe
tip is chisel-like vsrith the sensor on the flat front to create little disturbance of the snow density while.the
back is cut at an angle of ten degrees. Several shallow plunges were made along a line that allowed for a
section view of half the cavity created once the probe was removed and a pit excavated. There were
changes visible in the grain texture with a 10-power hand lens along the wall cf the cavity where the snow
had been displaced by the shaft but not in the region Where only the chisel tip had been.

" Investigation of the relative “zone of influence” was accomplished by observing the measurement
values from a vertically stabilized probe with the sensor tip 15 crn below the surface. Foot 'penetration and
'compression of the snow to a depth of 20 to 25 c¢m along a line directly approaching the sensor face up to
a location 5 cm away from the probe revealed no change in the signal. This was taken as an empirically
acceptable minimum lateral limit between plunges. " | |

The encoder base used a USDigital Corporatlon #H1-360-HS ball-bearing, optical, and

incremental shaft encoder (a sensor of mechanical motion) to track the rotation of the probe guide wheel
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and measure the vertical distance traveled by the probe. It is unknowh whether the systematic errors
described here were unique to this application or attributable to the products involved. The error was
reproducible and highly predictable, allowing its influence to be isolated.

The .encoder ge'nevrated a voltage relative to one-degree rotation increments. The voltage was
progressive until it rolled over at a maximum value near 5.0 VDC at about the first third of the: 11"
" rotation. The voltage was converted to a “wheel” count by the data acquisition module and softWare. Each

count ostensibly represented 0.057 cm travel of the probe. However, a rounding. error occurredbin a saw

‘tooth pattern and altered the measurement scale. Additionally, theencoder generated a random negative
_ voltage value at its reset to zero and associated value of 38 for the wheel count. This occurred again
1 when the count rolled over at a value of 3360. A non-elegant but satisfactory solution was arrived at

through diligent experimentation to match recorded wheel count with an accurate distance values.'My
| conﬁdenee is high that the probe  measurements are accurate + 0.1.cm relative to the wheel count
locations except in the cases where profile measurement is shallower than 2.2 cm or deeper than 191.2
c¢m from the surface. The error induced at the wheel count rollover was not resolved to a level of comfort
for making analysis and conclusions for deeper layers. ' )

A random measurement error was observed in the raw data it is unknown Wthh component of
the system was responsible for this reproducible artifact. It was evident when the sensors were .
‘ maintained in a stable environrﬁeni, (i.e. stationary in either air or snow). With no.associated movement of
the encoder wheel, the recorded wheel count fluctuated plus or minus one or two codnts (£0.057 cm to
0.114 cm). Statistical review of this observed change in counts for the stationary wheel suggesfed a
normal distribution. The assumption was rhade it represented randqrﬁ noise. Only the values associated
with negative wheel count changes were cleaned during the data manipulation described in a Iatef'
“section. This suggests an error associated with the vertical Ioeation of a probe measurement to manual
measurements of approximately +0.1 cm with a slight bias to;/vard +0.1 cm.

Another error associated with the vertical location of a probe measurement to, manual
measurements resulted from operator technique. When the wheel counter was reset upon the probe tip .
. touchlng the surface, it was difficult to V|suaIIy determine the precise |ocat|on ofthe tip from the posmon of
the operator. The tip was always at or slightly under the surface. The sensors are Iocated 0.9 cm from the

tip. Visual inspection of the probe voltages when preparing the data for analysis suggested an ldentlfable

difference between the last air and first snow measurements. Half this distance was assumed to be the

surface, adjustment of the wheel counter reset position to this assumed snow surface position equalled

the 0.9 cm offset of the sensors from the probe tip in the majority of instances. The largest variance was
0.5 cm. - o

| assume a vertical accuracy of probe measurements are + 0.7 cm.for this study based on the

" combination of these three error sources associated 'w‘it_h the location of a probe measurement to manual

‘measurements.

3.3.2 Observatlon Skill and Technique
Ferguson (1984) estimated - the accuracy of observations to describe measurement errors

associated with classic snow profile including thickness, hardness, grain type, size, layer denS|ty, and
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temperature. These estimations were necessary since she coded each value numerically for analysis. Her
‘examples of error causes remain valid in considering measurements taken by unknown observers. These ‘
examples include: .

e Measuring layer depths anng a I|ne other than vertical

e Varying hand hardness penetration force-or instrument (gloved versus un- gloved)

e Unfamiliarity with grain types or unable to see shapes,

» Not disaggregating or not distinguishing between grain size range or mean size,

o Compressing or disturbing density sample upon extraction, |

» Notallowing thermometers to equilibrate with environment. . _

Thése issues were avoided in my study since all manual measurements were taken by a single
skilled observer. Sources of error in manual density measurement are discuséed in ihe manual density

measurement current practice section.

3.4 Experimental Design
Experimental design draws upon all the toplcs of the methods chapter This section contains a

description of the physical and temporal regiment that framed the data sets, isolated the differ%nces to be
‘measu{red, and minimized external effects on the information. Data were collected in a three-tiered
'sequénce (represented by the column headings in Table 1). The first tier is the individual plilnges. This
technique is described in the following séction'under field data procedures.

The second tier is related to each day’s sampling as laid out in the rectangular sttjdy plot area
(Figure 5). A reference line was established perpendicular to the left or right boundary in the undisturbed
area of the study plot adjacent to the previously sampled area. Eleven plunges were performed in a’
specific spatial alignment along this line. Beginning on the observer’s left looking into the unbdisturbed
area, the first plunge was done following the first tier procedures. Sampling was then moved right 25 cm
and repeated. This was done until five good samples were taken. Sampling was then moved to a point
near the right end of the reference ata spacing equal to the number of plunges on the left plus one. The
procedures were repeated moving right to left with 25 c¢cm between samplings until the final plunge
occurred at the center of the sampling line.

The encoder base was then removed from the probe, leaving the probe in place for measurement
reference using the rulings on the shaft with the sensor’'s position represenﬁng zero (Figure 6). The
excavation for the manual snow profile, instability tests, and density measurements were then done in the
area between the older, disturbed area and the line of plunges.

The third tier consisted of carefully. marking the disturbed areas and systematically moving into
undisturbed areas on following days with adequate spacing to ensure previous excavation did not
influence the new sampling area. Two days were done moving left to righf before rhoving forward into
undisturbed area. The ground under the study plot area was near uniformly fiat without large vegetation.
A slight difference in relative snow depth was observed left to right looking towards the undisturbed area
with the re'gion‘on the left sometimes 5 to 10 cm deeper. Each excavation was refilled at the end of.

sampling to ensure limited horizontal influence of temperature to the snowpack between sampling days.
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Figure 5. Typical field layout for data collection day. (a) The probe as left in place following the last plunge
along line (b). (c) The area of previous day’s data collection. (d) Area for next data collection day.

3.5 Data Manipulation, Management, and Quality Assurance
This section contains a description of the approach, standards, and methods of data recording, its

subsequent archiving, and preparation for analysis used over the course of the study.

3.5.1 Field Records and Procedures
Both electronic and manual records were made in the field. Electronic files were saved on the

Palm component of the data collection system described in the earlier instrumentation discussion. These
were ASCII tab delimited text files. Daily notes were kept in a waterproof field book and snow profiles
were recorded using an avalanche field book formatted for use of standardized observations and
measurements (Canadian Avalanche Association, 2002).

The same procedure was followed each field session. Upon arriving at the location to be
sampled, the probe was assembled and the electronics powered on for at least thirty minutes prior to
measuring to ensure the circuitry was stabilized at the ambient temperature. Each electronic file consisted
of one plunge or other designated observation such as the air calibration file done at the beginning of
each data collection session. Once the system (probe and electronics) had stabilized over the thirty-
minute period, a file was recorded of probe measurements with the sensor off the snow surface
approximately one meter and shaded. This allowed for the probe measurement of base dielectric
properties of the air on the day of sampling as well as thermistor measurements of air temperature in
conjunction with a manual measurement. Dielectric measurements of air were necessary in converting
recorded voltages from the probe measurement to real and imaginary components of the complex
dielectric constant.

A new file was created for each plunge of the probe. File naming was automatically accomplished

by the Datastick software running on the PDA using the date and time stamp, e.g.
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21Feb2006(1039)DBData.txt for the data file began at 10:39 on 21 February 2006. A second file (e.g.
21Feb2006(1039)DBLog.txt) was also vautomaticallly created when a new file was begun. In the case of

- less than a minute elapsing before the need to begin a new file, the new file Was manually named for the
future minute and a note was recorded in the field book.

A systematic procedure was rigorously followed to ensure continuity beginning with positioning
the encodér base at the sampling plunge location and followed in order by:

1) Tvesting roliers and encoder output.

2) Creating a new file set (*DBData.txt and *DBLog.txt)',

3) Starting data recording, cleaning the sensor face,

4) Threading the probe through the encoder rollers and pausing with the probe tip at the snow
surface maintaining the probe plumb,

5) Resetting the wheel count,

6) Checklng the data on the PDA screen after beginning the plunge

7) Plunging steady and smoothly to the ground,

8) Stopping data recording, removing the probe from the plunge and setting it aside, and

9) Creating a new file for the next plunge befére making any notes in the field book.

The probe was left in place to thé ground following the last plunge of the sequence and a new file
was created. This final empty file set ensured that all data collection files were closed and saved since
corruption of the final file of the day had been experienced the previous winter when downloading files
from the PDA. '

The simple check of the values and their changes upon the plunge entering the snowpack (step 6
above) and the values prior to removing the probe from the hole provided a quick quality assurance step.
If the wheel count behaved appropriately and the values were within range, the plunge was counted as

good.
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Figure 6. Typical data collection excavation showing the probe as left in place for vertical measurement
reference following final plunge of day’s sequence. Manual densities were measured directly adjacent to
probe.

3.5.2 File Transfer and Storage
At the end of each day upon returning from the field, data stored on the PDA was retrieved with a

laptop via the manufacturer’s supplied connection cradle. A copy was made of the entire set of files
created that day and saved in a separate electronic folder named by the date providing simple navigation
between files during analysis. File size was reviewed for any indications of problems such as failed
plunge recording. File names were confirmed against related notations in the field book. Original file sets
remained on the Palm until file backups were made both on a compact disk and remotely to the
departmental server.

3.5.3 Data Manipulation and Preparation
In each case of a file being prepared for analysis, a copy was made from the original before

manipulation. In a first tier of preparation, the .txt file was opened in Microsoft® Excel 2000%. The wheel
count value was used to identify various periods of the plunge record for cleaning from the file and those
to be eventually used in analysis. Rows associated with all wheel count values prior to the reset value of
38 were deleted, as were rows associated with the probe at rest on the ground prior to ending the data
recording. Due to the problems associated with the encoder described in the methods section, rows
beyond the encoder-wheel rollover-point of 3360 counts were deleted as well. An automated procedure
was then used to go through the remaining rows and delete all that represented a negative direction or
zero step of the wheel count based on the assumption described earlier in sources of error. The file was

then resaved as a .txt file to be imported into Excel in the next step.

2 Subsequently referred to as Excel.
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Déscriptive statistids were calculated for the plunge data sets. Generally, the raw data for a
plunge represented 800 to 1000 point measurements collected around five samples per cm at
approximately 8 cm/sec. Once the data were prepared for analysis they represented 300 to 500
measurements at 2 to 3 samples per cm per plunge. '

A complex master Excel file (workbook with multiple worksheets) Was prepared to transform raw ..
probe measurements into appropriate variables and combine the multiple électronic and manual
observations into a single useful format. An individual file (Excel workbook) was created for individual
plunges and named using the same convention (e.g. 21Feb2006(1039).xls). The .txt file containing the
raw probe measurements (X and Y component' voltages, distance wheel counts) was imported to the
primary worksheet in the workbook. Another worksheet provided conversion information from reference
wheel cbunt to distance from surface. Using the ‘index” and “match” Excel functions, each measurement
was-assigned a location (distance from the surface) based on the recorded wheel count. A feature was
included that allowed an offset adjustment of the probe tip from its reset pbint to a location appropriately
matching the sensors relation td the snow surface. ' '

_ Other observations. including the densities, layer identification, stability test, and témperatures
-recorded in the snow proﬁlé field book were transcribed to individual worksheets in the workbook. Study
plot readings (HS, HN, HST, and ram pen) for the season occupied another. A set of worksheets provided
by Capacitec were included and linked to transform the raw voltages reco\rde_d from the probe to the real,
imaginary, loss tangent, and complex dielectric constant based on design eduations (Louge et al., 2002).
The “‘index” and “match” Excel functions where then used to associate the raw voltages and calculated
dielectric values to the other observations based on the distance td the surface. The information from the
various worksheets was combined in graphs similar to classic snow profiles for visual analysis and
reference on another worksheet. V

An additional worksh.eet reformatted the information from the primary. Wofksheet to a uniform
-scale. The uniform scale was set at a vertical increment of 0.057 ¢m represenﬁng one wheei count
distance "between references. Measurements from the primary workshéet were assigned to the
appropriate distance from the surface Value. This allowed for the calculation of moving averages over
vertical distances either side of a known measurement point. A “half-centimetre” (0.513 cm or 9 wheel
counts) moving average (0.285 cm above and 0.228 c¢m below due the wheel count) was calculated for
the X and Y component voltages. This represented an up scaling from probe ‘measurement extent to
manual density measurement extent and a smoothing of raw measurements (0.061 volts. RMSE for the X
component and 0.022 volts RMSE for Y component). This was done so probe measurements and manual

density measurements were comparable at the same resolution.
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Chapter 4 SUPPORTING INVESTIGATION AND BENCHMARK

'T_his chépter contains the analysis and results of efforts in developing concepts required to build a
case supporting the null Hypotheses. A supporting investigation was undertaken to develop a manual and
reproducible layer identification technidue to expose or highlight stratigraphy variation suggested by the
probe output. A benchmark for “currently accepted practice” was - establlshed through vanance

comparison of density measurements made ‘with cutters presently used in the field.

41  New Manual Observation Method
_A layer identification technique to expose or highlight stratigraphy variation suggested by the

probe output was developed during this study. It was clear at an early stage that classic methods of layer
identification performed at a scale of spacing and suppeyr‘( that was not appropriate-to the closely spaced
" probe measurements. Pielmeier- and Schneebeli (2003b) described this difficulty as well. It was important
that this field method be repeatable and reproducible. . ‘

The classic method of hand hardness has many limitations: its accuracy is observer dependent, it
is unable to test thin fist or 4 finger hard layers, and the ranking of such lesser hardness when occurring
between harder layers is purely subjective. Ferguson (1984) estimated the uncertainty of hand hardness
when converted to force as + 5 x 10° N{mz. Additionally, McClung and Schaerer (2006) point out that
important soft layers will be missed if the 1ICSI recomr.nended5 N force is used and recommend 1.5 N.‘

Thin section profiles and photography techniques were determined not to be options due to the
time and equipment required. Andersen (1960) introduced-the u'se of a brush to highlight layers. It was
the likely candidate ar.1d' previous work offered the following limited but encouraging guidance:

e Careful horizontal strokes will model out layers(USDA Forest Service, 1961).

. Brushing ... will help bring out the nafural layering...” (Greene et al., 2004).
) One_ of three options to reveal changes of hardness and fayer borders (McClung and
Schaerer, 1993). ' | B |
e “.. it's a good way to dull your pencil and fill up your field book ,\lNith layers” (Anonymous
Practitioner, personal communication, 2005).

Two steps were undertaken in this supporting study, first the selection of a “best” brush, and
second, the development of a general method. Ten brushes (Table 16 Appendix C) in a range of styles
-and brush materials were selected representing examples of economical cost and widespread avallablllty

The criteria for development of the general method were set such that the results were: 1)
reproducible, 2) comparable between pits and observers: (repeatable),v and 3) consistently identified
changes in more than one hand hardness level from fist (F) or four finger (4F); and required nothing more
than the brush. o | : '

The assumption on which the method is based is that the brush applies a uniform force of ‘
disaggregation to the grain str_uctufe on the face of the snowpit wall based on the stifiness of the brush.
" Disaggregation force is related to the density and strength of the layer (Mellor, 1964). However, no

stiffness standards exist for paint brushes (American Society for Testing and Materials (ASTM), 2002).

Using a test stand (DuPont Filaments, 1999) each brush’s stiffness was measured by displacing 2 cm of
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the brush tip from the brush while it was held perpendicular to the measurement surface. The area
. pressured by the flexed brush and splayed end was measured to determine a value per unit of pressure

to compare brushes.

i

Hk
Visible relief Exagg_erated - No relief present
relief on profile wall
Easy to see layer boundaries
; . 1 2 3
and/or grains
Challenging to'see layers and ' 5 . 4 V 6
or grains S
Difficult to see layers and or 3 6 9

grains

Table 4. Matrix describing the ratings used in combining relief characteristics of relative layer hardness
with visual quality. (**Decreasing ability to differentiate layers)

A matrix combining the ease of differentiating layers visually and the relative disaggregation of
the grains was used to rate each test (Table 4). Field trials consisted of excavating a.:long trench exposing
similar conditions at each point along the pit wall where testing was to occur. Multiple tests of each brush
were completed, working into the pit wall and cleaning the back wall with a fresh shovel cut between each
test. ) , _

The finalized method was utilized in flat terrain only, though tested for inclined terrain. The
following description of the method includes.instructions for its use on inclined terrain. _

1) Prepare pit wall -or column as customary with a shovel blade (a shaded column side wall if the
method is to be used for an inclined snowpit).

2) Determine the upper layer representing fist or lowest hand hardness resistance. _

3) Hold the brush perpendiculaf to the pit or column wall, brush iightly, smoothly, and parallel to the
layering; with a full sweep across before beginning the return stroke. Across the pit wall for flat terrain
and along the side of the column or pit wall for inclined terrain. .

4) Exercise caution to maintain the brush handle perpendicular to the wall to ensure accurate
results. | )
5) Count the number of strokes (eaéh direction is counted individually) until »the fist or lowest
resistance.snow is displaced by the brush to a depth equal to half the bristle length.
'6) Move to an undisturbed area or re-prepare the pit wall or column side.

7) Brush the width of the wall or the length of the column side the number of strokes determined in
the prior step. 4 ' '

8) Move the brush position down the wall or column one brush—Width and repeat.

9) Continue to the bottom of the pit.

10) Record layering as: valley if rélief is 21 cm or edges are square to adjacent faces, ridge or
'plateau depending on the shape of the top of the relief face. Annotate square edges.

11) Determine boundaries between classic hand hardness changes, e.g. F to 1F.
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Table 17 in Appendix C contains the field trial results, ratings, and comments. The better-rated
brushes fell in the mid range of pressure values. Thicker and. stiffer brushes did not perform well, they
damaged the surface making relief and layering difficult to see. Snow adhesion was ‘a problem on
synthetic brushes when snow and air temperature were warmer. '

A drafting brush (brush | in Table 17) received the best overall ratin'g and was the brush of choice.
. This brush distinguished thin'F or 4F layers from adjacent layers that were harder or softer by one hand
hardness level. Variations in the hardness relief of the lowest density layers (HN and HST) generally
corresponded to subtle grain differences representing variations in near-surface conditions during
deposition (wind and grain type) \and variations in metamorphism occurring near the surface. Beyond this
study, such results have potential to improve amateur observation quality for incorporation in snow profile

analyses using threshold values.

4.2 Current Practice Benchmark _
When an avalanche forecaster uses a snow density sampling kit for snow profile work, she or he

rarely gives thought to the accuracy of the measurement provided by the device. When densities are
utilized in published studies, accurécy is often not addressed other than in statements such as
measurements were made according to observation standards (e.g. (Schweiier and Jamieson, 2001)).

Several density kits a.re commercially available and currently being used, as are a few that are no
longer purchasable. These represent different styles of cutters for taking the volume sample as well as
different weighing devices. Weighing devices such as spring scales, balances, or digital scales nominally
have accuracy and environmental limits described in accompanying literature prbvided by the
manufacture. For example, a Swiss 500g X 5g spring scale thét accompanies a wedge-type cutter is
described by the manufacture as having-an accuracy of + 0.3% or about a gram and a half. This does not
address the size of sample, i.e. such accurécy means something véry different for a 100 cm® versus a
1000 cmi® sample of the same density. ,

. During the first season fieldwork the density kit “at hand” was used, which included a wedge-type
cutter and a dial-spring scale. It was discovered that a non-linear relationship existed‘between actual and
measured sample densities through comparison of measurements on a triplé beam balance in the field
with those of the spring scale béing used. Such error resulting from “accepted practice” provided the
impetus to evaluate variance in snow density measurementé of various cutters for reference in evaluating

the probes ability to discriminate snow density.

4.2.1 Standards Review
A reV|ew of described or specified technlques provided limited guidance. Very few details are

included in current North American avalanche, weather and snow observation standards (Canadian
Avalanche Association, 2002; Greene et al., 2004). These are limited to:
- e Describing the use of wedge-type or smaller cutters for thin layers,
e Larger volume cutters for depth hoar, ' _ )
« Insertion horizontal in the center of the layer, vertical if layer thicknes‘s exceeds cutter width,

and in the pit sidewall for angled slopes.
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The sole additional standard states that if more than one layer is sampled by the cutter it is
described as bulk density (Greene et al.,, 2004). An observation of snow density competency or
confidence (SDC) that describes sample quality as: 1) good sample 2) some loss of snow 3) full sample
not possible due to too low of cohesion or too hard to sample was included in data standards for the Long
Term Ecological Research McMurdo Dry Valleys Project (McMurdo Dry Valley LTER,'2000).

Other published wofks lent little to the topic of density cutter accuracy other than validation of an
over sampling bias of up to 12% for snow survey devices used in total snonack snow water equivalent - -
measurement (e.g. '(Petersoh and Brown, 1975). A 10% combined sampling and weighing error in
repeated density measurements with a 100 cc density cutter was. described by ‘Harper and Bradford
(2003) during their small area spatial density investigatioﬁ on.an Alaskan glacier. The lone density cutter -
analysis was done as part of the San Juan Avalanche Project (Carroll, 1977). |

Carroll (1977) determined there was no significant difference in measured snow densities When
using 500 cc aluminium tube, 200 and 100 cc stainless steel box-type density cutters. Using a two-way
analysis of variance to address randdm effects by operators, fifty sam'ples»per cutter per layer for three

"homogeneous layers were analyzéd (N=150). Five operators took 10 samples each cutter per layer. He
found insufficient evidence in all three Iéyers to suggest significant difference in cutter type. He did find
significant evidence that operator effect existed in ‘the upper and lower layers at the 0.01 alpha-level,
which he attributed to grain type and associated measurement difficulties that required greater -
experience; | assume that different weighing devices were used for the tube cutter versus the box cutters
based on knowledge of the scale supplied with the box-type cutter kit and the weight characteristics of the

tube cutter.

4.2.2 Density Cutter Types .
A field experiment to determine the relative precision of snow density cutters was undertaken

testing the 500 cc aluminium tube, 200 and 100 cc stainless steel box-type cutters evaluated by Carroll as
well as a 200 cc stainless steel wedge—type cutter and a 100 cc stainless steel tube-type cutter. The
“standard” 500 cc tube was originally described in English by Seligman (1936) and the -sampling
technique published in 1939 (Bader, 1954). Bader described the maximum measurement error as 0.25 to
- 1% for fine-grained-and coarse-grained snow respectively. This cutter is commonly referred to as the
Swiss or SIPRE (Snow, Ice, and Permafrost Research Establishment) cutter and sometimes the CRREL
(Cold Regions Research and Engineering Laboratory) cutter. It is easily constructed from tube aluminium
stock with one end sharpened chisel-like. The box-type cutter design originated at the Institute for Low
Terhperature Science and was manufactured in the U.S. by Hydro-Teéh as the Taylor-LaChapelle density
kit (Figure 7, Ieft). The wedge-type cutter design is attributed to R.I. Perla and is manufactured by
Snowmetrics in the U.S. However, the wedge-type cutter tested by me was made by. Snow Research
Associates and is no longer available (Figure 7, middle). The Wasatch Touring density kit with the small,
100 cc tube-type cutter (Figure 7, right) was designed by Steve Rosso and can be obtained through

numerous sources worldwide. Specifications of the cutters are summarized in Table 5.
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Figure 7. Various types of density cutters tested for variance, left to right: box (100 cc), wedge (200 cc),
and tube (100 cc).

These density kits come with a variety of scales; hanging and dial mechanical spring scales,
digital scales, and in the case of the Wasatch Touring model; a custom made balance device. Due to the
measurement error experience described earlier and a desired design to compare cutters not scales, an
appropriate digital scale was used for all experimental measurements. The scale was portable,
waterproof, measured up to 1000g at a 0.5g resolution with accuracy of + 1g, an operating environment of
-10°C to 40°C, and had a calibration accuracy of + 0.1g.

All the cutters were pushed horizontally into the layer being measured. This ensured they were
sampling as close to the same stratigraphy as possible with vertical variation the same across each
sample. The box-type cutters are supplied with a close fitting cap that slices the sample down both open
ends of the cutter and snugly encloses the cutter. The wedge-type cutter has a sliding plate that slices the
sample from the surrounding material as it is inserted along the open top edge of the cutter. Often this
squeezed the cutter out of the sample area leaving a less than complete volume in the cutter. The tube-
type cutters require using a flat metal piece such a crystal screen or spatula to cut away material from
both open ends. There is regularly opportunity for low-density snow to fall out of these when removing

them for weighing.

Tare ; . ; ;
Measured ” Width Diameter Height Length Cutting
Gutisr TyPe  volume cc @gr?] C cm cm cm cm Edge
Hydro-Tech 99 71 6 55 3 Y
100
Hydro-Tech oy 197.4 88.5 7 47 6 Y
200
SIPRE 500 tube 4854 490 5.63 19.5 Y
Snow Y
Research ;
« wedge 207.5 172 10 41 1.01 (on cutting
Associates late)
200 P
Wasatch
Touring 100 tube 99.2 47.5 3.71 9.18 N

Table 5. Specifications and characteristics of density cutters tested in the randomized block experiment.
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423 Measurement and Sampling Error
A component of the density cutter analysis was estimation of measurement and sampling error.

The measurement error was assumed to be the variation of density measurements resulting from the
scale accuracy over the sampled range of densities. A Monte Carlo simulation was run 100 times for 100
randomly assigned errors within the stated scale accuracy resulting in the estimated measurement errors
shown in Table 6. The sampling error was estimated using a simi|arly‘ iterated Monte Carlo simulation. A
potential under sampling error was assumed and calculated using a 0, 1, er 2 mm randomly assigned
volume reduction at the open ends or top of the cutter. This was also done for the range of density

measurements taken during the analysis and resulted in the estimated under sampling errors shown in
Table 6. ' '

Density Cutter Measurement Percentage of Cutter Under ' Percentage of

Y~ Accuracy : Measurement Sampling Error Measurement
HydroTech100  ed kgim® *4 to 4% 2to 8 kg/m® - 2%
HydroTech200 « 2 kg/m® 4 t0 2% 2to 7 kgim® - 2%
SIPRE 0.8 kgim® 4% 1to 5 kg/m’ 3 -1%
SRA « 2 kg/m® <4 10 2% 2to 8 kg/m® - 2%
Wasatch Touring « o4 kgim® «1t04% . . 1 to 5 kg/m® -1%

Table 6. Measurement error and cutter under sampling error estimates.

Interpretation of these estimates is not straightforward; the estimated sampling errors do not
include the likelihood of under sampling based on the relative ease of making an accurate measurement.
Though the box cutters have the larger error (-2%), their design makes actual under sampling very
" unlikely, which was supported by experience. The wedge cutter often under sampled due to its design.
The tube cutters, though smaller error percentages, also regularly under sampled due to the manner in
which the snow is cut from the ends of a horizontally inserted tube. Combination of these observations,
measurement and sampling error estimates therefore result in the error bar values associated with the

scale used and are shown in Table 7.

a Density Cutter Density_ Measurement Error Bars
HydroTech100 . 4%
HydreTechZOO 2%

SIPRE : -2%to +1%
SRA ' -4% to +2%
Wasatch Totlring -5% to +4%

"~ Table 7. Summary of density measurement error bar values for tested cutters when used with the
experiment specific scale.
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424 Experlmental Design and Samplmg
A randomized block experimental design was chosen to focus measured effect on the density

cutter as the treatment and to account for variability.between sample areas (blocks). An experimental
design evaluation day preceded data-collection to ensure consistency and'suita~ble techniques. Data for
_analysis were collected in the flats adjacent to the Mount Fidelity Station study plot on 3 field days: 15, 17
February 2006, and 29 March 2006. On each day, a rectangular pit was excavated in a previously
undisturbed Io<_:ation such that the working area (approximately 70 cm thick and 130 cm across) was to’
the south of a deeper trench for standing. A small trench was cleared perpendicular to the standing area .
so a two-dimensional reference to the horizontal bedding of layers was visible. Each block included one
sample per cutter, werking from closest to the standing trench away and towards south. Sequencing of
cutters within the biock was randomized. In cutting and removing a sample, substandard ones (e.g.,
visible volume loss or non removable extraneous snow) were discarded and the sample was repeated V
until an adequate one was taken before moving on to the next cutter in sequence. Blocks progressed left
to right along the same layer plane into a section undisturbed by the prewous block One experienced
individual took all samples and measurements. '

Layers for sampling were selected based on a visual observation of homogeneity, at least 10 cm
th|ck and preferably 15 ¢cm or more. On 15 February, the base of sample layer 1'was 33 cm down from
the surface and consisted of small rounds; size 0.25 to 0.5 mm with limited evidence of past facetlng on
the larger sizes: The layer thickness was 12 cm. The wind speed was calm with the temperature ranging
from -9.3°C at the start to ~11.3°C near the end of data collection. Eight blocks were sampled.

On the 17th of February, two sets of twelve blocks were sampled .in the same manner. The upper
twelve blocks (layer 2) sampled were centered in a layer between 5 cm and 15 cm down from the surface.
" This layer consisted of.decomposing ﬁagmente; size 1 to 2 mm with some féceting occurring. The second
set of 12 blocks (layer 3) was taken from a thick layer and sample centers were relatively close to 57 cm
below the surface. ,

Two sets of eight blocks were sampled on the 29th of March. The first set (layer 4) was taken
directly above an old crust 7.5 cm down from the surface and represented the most heterogeneous layer
sampled. This layer consisted of rapidly rounding grains, 0.5 mm m size. The second set of eight (layer 5)

was taken 67 cm from the surface and consisted of moderately necked rounds, 0.5 mm in size.

425 Density Cutter Conclusions
A one-way analysis of variance (ANOVA) was used to test the nuII hypothesis that the means of

each cutter were the same (N=220). Statistical analyses- were performed using the JMP IN ® Version 5.1
. software package (Sall et él.; 2003). The Iayefs described above were analyzed and F-test results
compared for an alpha-level of 0.05. In three of the five layers, results suggested rejecting the n‘uII
hypothesis that the cutters were the same and therefore significantly different. Initial results also indicated
blocking was not necessary in three of the five layers. Re-calculation of ANOVA results for those layers

did not change the outcomes (Table 8).
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: : Greatest  Greatest
Prob > F Greatest  Greatest density cutter &
No Null density cutter Layer difference block
Laver of‘ N Hvoothesis .difference  difference  mean between difference
Y Blks ylgesult between as % of densitg/ cutter mean as % of
) cutteras layer mean (kg/m”) & block layer
(kg/m”) density - i mean mean
Cutter Block (kg/m°) density
' 0'3’?088 Cutters ‘ ,
1* 8 40 . 0.0747 significantly 9.21 5% 195 5.8 3%
blocking different :
0.0183
_ Cutters .
2* 12 60 0.0006 | 0.0002 significantly 9.5 8% 119 54 5%
different
3 23 60 00701 |011q7 Unddleto g4 3% 255 48 2%
reject null .
<0\'A?/?)01 Cutters .
4* 6 30 ; 0.1078 - significantly 18.7 12% 151 10:2 7%
. blocking diff t
<0.0001 feren
0.14314
5 6 30 WO |oa419s Unableto 544 7% 345 134 4%
‘ blocking reject null
0.1379

Table 8. Result summary of randomized block analysis of density cutters.

All pairs were tested using the Tukey-Kramer Honestly Signiﬁcant Difference to decrease

committing a Type | error in the analyses. The results are shown in Table 9 summarizing the cutters that

were suggested to be significantly differen.t from others. In this table, cutters not connected by the same

letter (A, B, C, etc) with in a layer were significantly different from the letter-connected sets. There was no

threshold or pattern evident in the differences, e.g. 200 cc or tubular cutters always fell in the same

groupings. However, in all cases where the cutters were signiﬁcantly different, both the small box and

small tube cutters were not different from the large tube. -

Layer 1 Layer 2 Layer 4
HydroTech100 A B D v
HydroTech200 B ' F
SIPRE A B ic D
SRA B c \F
Wasatch A C D
Blocks 8 12 ‘
Layer mean density (kg/m"3) 195 . 1‘1 9 .
Form df & fc . rd
Size (mm) 1-2 0.5

Table 9. Summary of Layers 1, 2 and 4 where null hypothesis of cutters measuring equal was rejected.
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ANOVA assumes the variances are equal within the treatments. Four statistical tests (O'Brian’s,
Brown-Forsyihe, ‘Levene’s, and Bartlett's) were applied to each Iayer"analysis to evaluate this
assumption. In only layer 1, two of these tests suggest un-equal variances. Application of -the Welch
ANOVA (which weights observations by an amount in\)ersely proportional to the variance) supported

rejection of the null hypothesis for layer 1. A closer look at the individual variances is shown in Table 10.

HydroTech100 HydroTech200 SIPRE SRA Wasatch
Cutter . alsa;’,/oe:)f - Cutter alsa://t;:)f. Cutter- alsa;/oe:f Cutter alsa;/‘;ff . Cutter alsazf)e'rOf
Layer StDev " StDev StDev StDev StDev
(kg/M’)  gorany  (kg/m) donaity  (k¢/m) donaity (ko/ ™) donaty K9/ oo g
1* 49 2.5% 4.3 2.2% 15 . 0.8% 3.0 - 1.5% 6.7 - 3.4%
2* 4.2 3.5% 4.1 . 3.4% 3.4 2.9% 7.4 6.2% 6.0 5.0%
3 49 1.9% 6.5 2.5% 52 2.0% 7.4 2.9% 6.2 2.4%
4* 57 = 38% 37 2.5% 35 2.3% 6.0 4.0% 38 2.5%
5 14.3 4.1% 6.1 1.8% 17.4 5.0% 14 41% 153 4.4%

Table 10. Variances of cutter measurements with in layers.

In application, snow density measurements taken by various density cutters may be significantly
different though there are expected ranges of precision. A conclussion can be made solely on the value
ranges presented by the investigation Witﬁout taking into account various reasons for the differences,
e.g., stage of densification or mixture of metamorphism states. Without accounting for variation due to
weighing devices, the “accepted” range of density measurements includes under sampling errors of 1 to
2%, variation within individual cutters of 0.8 to 6.2%, and variation between cutters of 3 to 12%. These
ranges are illustrated in Figure 8 showing the mean layer densities of each cutter and relevant error bars
for each tested layer. Interpreation of Figure 8 suggests that given the mean of all samples is the

acceptéd to be the true value of the measured density, variation exclusively between cutter types provide

“accepted practice” measurements that are within 12% of the true density.
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Figure 8. Graphic summary of sampling variance and weighing errors for density cutters evaluated for
“accepted practice” benchmark. (Organized by sample layer and showing cutter mean densities.)
The HydroTech100 was chosen as the cutter used during the duration of the study. It and the
Wasatch Touring tube cutter are the ones consistently near the mean density in Figure 8. The HydroTech

model was chosen because it is easier to gather accurate samples with and removes a thinner section.
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'Chapter 5 RESULTS: DENSITY MODEL DEVELOPMENT
VALIDATION AND ANALYSIS

This chapter contains a discussion on the development and analysis of several models. based on
correlation between manually observed density and probe-provided measurements. The models seek to
answer the first two research hypotheses: 1) whether the bulk snow density measured by the probe is
equal to or better than currently accepted practice, and 2) whether a denS|ty profile, as estlmated by the
probe, is equal to or better than currently accepted practice. '

To assess strength of this correlation, several density prediction models were developed using
probe measurements versus manual measurements as training-set data. Predictions of density were
compared against validation-sets and test cases. The predictive models were also tested using cross-
validation within the training-set data. Conclusions are based on interpretations of precision and accuracy
of bulk density predictions and where the predictions fall in relation to “accepted practice”. Model
predicted stratigraphy profiles are graphically compared to manual profiles. Statistical analyses were
performed using the JMP IN ® Version 5.1 software package (Sall et al., 2003).

51 Data

§.1.1 Field Measurements
Measurements collected over a nine-day period from 23 February to 3 March 2006 were selected

as a calibration or training—set to determine models for estimating densities from probe output. Samples
were taken on all days except 24 February, i.e. 8 of the 9 days. A description of daily weather conditions
and manual snow profiles from each are presented in Appendix D. Following the multi-day series, data
sets from two profiles were gathered approximately 25 kilometres due north of the same elevation on 5
and 10 March 2006. These were gathered to use as test cases against which models built on the trainihg—
set were compared. Test caee 1 was from a sn’ow.proﬁle two days after the last training-set day. The
profile was just below tree Iihe with very similar snow pack conditions to the training-set. The second test
case was gathered five days later in a flat, open area in the alpine, chosen for ite exposure to wi‘nds and
I|kely contrasting stratigraphy. ' ‘

Part of testing the probe in an avalanche -forecasting. environment included using only the values
returned by the - probe. These included voltages representing the real and imaginary dielectric
components and temperatures. The probe-mounted thermistor was unable to measure at a rate
commensurate with the desired rate of plqnge. This was due to the thermal characteristics of the metal
ﬁp. Thus, snow temperatures from manual measurements were used for analysis and model construction.
" Snow temperatures were inferred to the locations of the probe dielectric mea‘sufements based on the

" slope between physical temperature measurements.

5.1.2 Voltage Measurement versus Dielectric Values Assumptlons
Dunng the concept demonstration of the probe a separate snowpress built by Capacitec was

used to establish the density calibration. It was desugned to accept a snow sample of known density and

allow calibrated compression of the mass while measuring in the same manner as the probe. The
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- snowpress was not used during this study due to the belief it does not represent the physical grain and
bonding differences in in-situ snow densification. This decision was supported by the following findings:

o Dielectric properties related to density change with bond growth (Yosida et al., 1958),

o Dielectric properties related to density change with age (Kuroiwa, 1962),

¢ Dielectric properties related to density change with temperature (Cumming, 1952; Takei and

Maeno, 2003; Tiuri et al., 1984). |

Difficulty was encountered using the vendor supplied spreadsheét for conversion of measuremerit
voltages .to dielectric values ¢ and £”. The calculated dielectric values exhibited noticeably lower
‘correlations to manual measured densities than the voltage measurements. The built-in spreadsheet
computations use snowpress calibration values. Though the correlation discrepancy was attributed to not
using 'the snowpress, the true source of the error induced in the spreadsheet calculations remained
unidentifiable. The voltage measurements returned by the probe are representative of real physical
conditions and dielectric properties present in the measurement volume (Louge, personal communication
2006) . Therefore, the measurement voltages rather than the dielectric values were used for analysis and

validation.

52 Model Development

5.2.1 Variables ‘
Numerical models were constructed and analyzed with the foIIowmg variables representing

density, dielectric values, temperature, and layer age.

assignRho In all cases of the model developm'ent and analysis, the manual density
measurement assigned to a probe measurement point was considered the response variable.

movAvgXptScm is an effect factor that is the half-centimetre moving average of X component
voltages assigned to a probe measurement p‘oint | s

movAvgthScm is an effect factor that is the half-centimetre moving average of Y component
voItages assigned to a probe measurement point.

Temperature was included as an effect since it varies in-situ rather than belng held constant or
controlled, as it had been in cited laboratory studies (Kuroiwa, 1962; Takei and Maeno, 2003; Yosida et
al., 1958).. Thermal conditions play a fundamental ro‘Ie in metamorphic state of snow grains. The
temperature gradient is an index commonly used to determine what metamorphic regime a layer of snow
is under (Armstrong, 1985). | believed this is an important effect variable for consideration in the analysis.

'Snow temperatures were inferred to the locations assigned to the probe measurements based. on the

slope between manual temperature measurements. ‘

slopeTemp is the effect variable of snow pack temperature inferred to a probe measurement
point. ‘

TGslope is the effect variable that provides a proxy for the metamorphic procees present at the
probe measurement point. It is the calculated slope between the manual temperature measurements

above and below the probe measurement point.
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locat is the wheel count determined distance from the surface in bentimetres after adjustment
has been made to the 0 cm snow surface location relative to the position represeﬁting the probe sensor .
when reset of the wheel count occurred with the probe tip at the surface. Its use as an effect factor is as
an assumed ordinal metric répresenting the temporal sequence of the layers.

Distribution of avalanche related data are often right-skewed (Bovis, 1976; Bovis, 1977). The
distributions of my observations and variables are shown in Appendix E. A Lilliefors test (KSL) uﬁlizing the
Kolmogorov-Smirnov statistic to evaluate normality was applied to the distributions (Table 11). In all tests,
the test statistic is larger than the critical value of 0.016 for an alpha of 0.05, therefore the null that the

distribution is normal is rejected. Distribution graphs are included in Appendix E.

Variable ' © Test Statistic D
. (prob D>0.01 all cases)

'movAngptScm ‘ V ' 0.176

Log Transformed mO\I/Angpt50m - 0.041
. movAvgYpt5cm s 0.108 |

assignRho : . 0.116

slopeTemp _ ‘ 0.099

TGslope _ | | v 0.186

locat ' ’ ' 0.095

Table 11. Kolmogorov-Smirnov-Lilliefors test results of normal distribution for model variables.
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Figure 9. Scatter plot of model variables with .95 confidence interval ellipse

5.2.2 Density Model Development
The requirement of normal distribution for many multivariate statistical analyses (e.g. principle

component analysis (PCA)) restricted choices of modeling techniques. Scatterplot analyses suggested a
lack of linear relationships between variables (Figure 9). | chose recursive partitioning described by
Friedman (1977) to explore variable relationships and create the density prediction model for the probe
measurements. Unlike PCA, which assumes the vector that describes the least variance between factors
is used to establish a numerical relationship; recursive partitioning maximizes the difference between
factors as successive forks in a decision tree. Recursive partitioning is a robust method for data
classification not requiring prior knowledge of distribution (Breiman et al., 1984). Recursive partition has
been applied to avalanche data (Davis et al., 1999). They evaluated the importance of several avalanche
contributory factors, including empirically derived ones, through the application of classification and
regression trees. Davis and others argue that strength of recursive partitioning applied to avalanche data

lies in its ability to over fit a model for exploratory purposes and provide a conservative prediction model.
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A caution exists when'using recursive partitioningAto explore relationship. You cannot run an
unrestrained number of new iterations until one provides the desired results. Ulﬁmately, if the data is
purely random, it will suggest significance at an alpha of 0.05 about 5% of the time. -

The use of recursive pértitioning in this study treats density correlation as a classification problem
based on an assumption that density measurement is an index of change in volume resulting from
metamorphic grain and bond change at a given environmental temperature. The metamorphic grain and
bond change are manifested as variations in the real and imaginary dielectric; values of the sample.

+ Recursive partitioning mimics the decision tree it creates as the Construction process progresses
through the data éet examining both the factors and response variable at each new branch pair (split).
This occurs at the primary split node and at subsequent nodes that represent the subset created by the
previous split; At each ‘split, an opportunity exists to use a cutting value for fhe factors that divides
(partitions) the sample into groups above and below the value. The sblit in déta is accomplished by
selecting the factor and its associated cutting value that signiﬁcanﬂy separates the sample into two
groups by separating the means of the response variable. This is done by examining the sums of squares
due to the mean’s differences (Sall et al.., 2005). |

Figure 10 provides an example of the JMP IN output tree of a three-split rebursive partition model.
" In this example there are four factors being considered as effects: on the response variable. At the first
splitting node, all 3453 values of the response variable with mean 222.3 are considered. Factor 4
provides the opportunity to split the full set in half creating the largest sum of the squares of the residuals
(candidate SS of 26,894,886). The cutting value for factor 4 in this split is < -0.329 or >= -0.329. The
second split is governed by which of the two new sets possesses the opportunity for the largest candidate
sum of squéres, in this example it is factor 2 in the subset factor 4. >= -0.329. Factor 3 will create the
Iarges,tv candidate sum of squares (2,326,654) in the other factor 4 group however the candidate SS for
factor 2 in that group is less than (3,268,744) thus the choice of splitting the factor 4 >= -0.329 subset.
Logically this three-split tree would be written for épplication to another data set as:

If Factor 4 >=-0.329, Then

If Factor 2 <-6
Then, assign prediction value 260.9
Else, assign prediction \)alue 3524

Else, assign prediction value 139.1
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(Al Rows RN

Count 3453
Mean 2223
StdDev 1048

[[Candidates ..~ ]

" Term Candidate SS
Factor 1 16170561
Factor 2 6113453
Factor 3 25249739
Factor 4 26894886 *

1 —

[Factor 4<-0.329" - ||ll|[Factor 4>=-0.329" i
Count 1828.0 Count” 1625.0
Mean 1391 Mean 315.9
Std Dev 51.9 Std Dev 61.3
[[Candidates 7 || ([Candidates _ 1
Term Candidate SS Term Candidate SS
Factor 1 1051224 Factor1 - 968871
Factor 2 -+ 580947 Factor 2 3268744 *
Factor 3 2326654 * Factor 3 1301885
Factor 4 2131220 Factor 4 3178592
1
Factor.2<-6
Count 648.0 Count 977.0
Mean 260.9 Mean 352.4
Std Dev 349 Std Dev 458
[[candidates 1l [[Candidates ]
Term Candidate SS Term - Candidate SS
Factor 1 167309 Factor 1 677769 <
Factor 2 95302 Factor 2 . 378453
Factor 3 33876 Factor 3 677769 >
Factor 4 172749 * Factor 4 518085

Figure 10. Exa'rhple of two-split recursive partition tree from JMP IN output.

5.3 Model Bulk Density Analysis _
Recursive partitioning was performed on groupings of data representing various combinations of
data set size and type to create several models. For each of these models, assignRho was the response
variable. Four effect variables 'were included in. model construction: movAvgXptScm, movAvgYptdScm,
élopeTemp, and TGslope. Model outputs of predicted densities were recorded at five-split intervals, i.e. 5
splits, 10 splits, 15 splits, etc. This allowed an overview of relative model performance and identification of
an optimum number of decision splits. Such optimization is done by identifying limited ‘additional .
improvement evidenced by decreasing slopes between performance measures of subsequently more
‘complex models. ’
_ Three, one-day model sets were constructed repreéenting the first training-set day (23 February),
the last training-set day (3 March), and the first test case day (5 March). The test case day model was
built to allow comparison between the training-set and test-set values. Two model sets of two days each

(one consecutive, one not) were constructed using the first and second tfaining-set days (23 and 25

A\
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February) along With the last two trainingfset days (2 and 3 'March). Two, three consecutive day model
sets were also developed (26 to 28 February, 1 to 3 March). Different percentages (33.3, 50, and 66.6%)
were randomly selected from measurements covering all eight training days and used in constructing
‘another three model sets. Measurements from all eight training-set days were used for an additional
model. _ _ '
An example of output tree cutting values at 5, 10, 15 splits for the model constructed from the

randomly selected 50% of measurements covering all eight training days is provided in Appendix F. -

5.3.1 Model Precision

Models using Various Training_-éets
A bivariate fit between the assignRho value representing the manually measured density at a

probe measuremenf location and the model predicted density was plotted for each model output.” A
coefficient of determination (Rz) was calculated for the linear fit between the observed and predicted
densities for each model. The coefficient of determination provides an index of how well a model fits
(precision) without consideration of how well the modeI works (accuracy). Figure 11 illustrates the R?
values for the fit between the various models described above and the manual density measurements. An
‘ example is provided in Appendix G illustrating the full complement of XY fit graphs. for the 50% of all
training days model. o ‘ ‘

The R? values for the three, one training-day model sets (23 February, 3 March, 5 March) can be
seen close together from the 10" split on in the region above 0.98 (Figure 11). The R? values for the set
representing all eight training-set days can be seen following the same trend as the other model sets from
a value of 0.93 at 10 splits to 0.97 at 45 splits.

1
0.98 4---A--"- - - g R

096 4-- g_ I @ S

# of Splits
A 23 Feb (1 training-set day) X 23 & 25 Mar (2 training-set days)
O 25 Feb (1 training-set day) + 2 & 3 Mar (2training-set days)
B 5 Mar (test case day 1) ) O -1to 3 Mar (3 training-set days)
® 26 to 28 Mar (3 training-set days) : O 50% of All 8 Training-set Days
- & 100% of All 8 Training-set Days X  66% of All 8 Training-set Days
= 33% of All 8 Training-set Days —O - df2rd Model - 50% of All 8 Training-set Days
| - -df2rd Model of All 8 Training-set Days - 3 - df2rd Model - 66% of All 8 Training-set Days |
—o- df2rd Model - 33% of All 8 Training-set Days

Figure 11. This graph shows the respective R? values calculated or precision for the bivariate fits between
model predicted densities and the response variable used in creation of the various models.
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Evident in the trend between split increments illustrated in Figure 11 are all models nearing a sill
between 15 and 25 splits where little improvement in precision follows. This is evaluated further through
residual analyses. A conservative conclusion is possible given the consistent patterns in the portion
beyond 15 splits of Figure 11 that partitioning the four effect factors result in models with fits to the
training-set data that accounts for over 93% of the variability in the manual density measurements.

Earlier work on dielectrics and density was done with sieved and near uniform grains (Kuroiwa,
1962; Takei and Maeno, 2003; Yosida et al., 1958). In an effort to explore the role that grain type and
bonding might play in model predictions, four additional mode! sets were constructed 4in a similar manner
as above. These were constructed using a partial data set, preened from all eight training-set days and
represented a physical based model (df2rd). The df2rd models utilized only measurements ‘where the
identified grain type were non-rimed, decomposing fragments and non-rimed rounds to constrain the
model as one solely based on slow growth metamorphism (rounding). One used all eight training-set days
and the others represent randomly selected third, half, and two-thirds sets taken from all eight days.

Calculation of R? values for these df2rd models is ahlso shown above in Figure 11. Their trend is
similar to the all- grairt models though cIearIy offset at a lower coefficient of determinatien This is taken to
indicate that in-situ snow structure possesses additional attributes related to the measured densities
beyond the rounding and sintering characteristic of to the weak temperature gradient present in slow

growth metamorphism.

" Model Fit for Excluded Values from Selected Trammg-sets
’ In six of the models described above, the training-sets were subsets of the entire sample set The

portions not included in constructing the models were tested as validation-sets to gain an idea of relative
classification error. The difféerence between precisions of predictions for each of the models against the
btraining—set excluded values is shown in Figure 12. There are slight reductions and increases in precision
from the model fit to the validation prediction evident. This general lack of difference supports the
" existence of ‘the assumed strong relationship between the manually measured densities and the probe
measurements. It also illustrates a general lack of over fitting for models based on multiple day training-
_ sets. The model created from 50% of the entire eight training-set days exhibits the best performance

when interpreting Figure 12. It ishighlighted with a solid connecting line between square markers.
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Figure 12. Comparison of pr'ecisions for selected models applied to excluded training-set data of the
percentage of change between model fit to training-set data and model fit of predicted densmes for
training-set 'data excluded from model constructlon

Training-set Size
To investigate the role training-set size affects modeI results, the last tralnlng -set day (March 3)

was set aside as the validation-set. As before, assignRho served as the response variable with the four
factors: movAvgXptScm, movAvgth!5cm, slopeTemp, and TGslope, as effect variables. Prediction
models were developed in the manner described earlier using incrementally larger training-sets
sequentially incorporating earlier days. A seven-day set using all but the validation day, a six-day model
including the six days prior to the validation day, a five-day mbodel of the five prior days, and so forth.

The fit for five of the models (7, 6, 5, 4, and 3 cumulative days prior to 3 March) are almost _
uniform and nearly equal (Figure 13). This consistency eupports the assumption of a strong correlation .
between the factors and the response variable. However, the application of such strong fitting models to
the validation-set dees not offer a similarly consistent pattern (Figure 14). The difference between the
validation-set fit and the model fit is shown in Figure 14 as a percentage of change from the model fit. The
results illustrate a cautionary conclusion that though model fits for the small training-sets are high, their
validation values are the lowest tested. The greater number. of days (7,6, and 5) in the training-set results :

in predictions with the least amount of negative change from the model fit (over fitting).

48




- - = 3 Lo
| _ 3 e ot
} + K
, o + K
0.94 4 - R G e e e
092 - ﬁ T . T = - T ‘ T T T T . {
5 10 215 20 - 25 30 35 40 45
# of Splits
A Feb23 - Mar 2 model (7 days) "~ OFeb 25 - Mar 2 mode (6 days) OFeb.26 - Mar 2 model (5 days)
X Feb 27 - Mar 2 model (4 days) + Feb 28 - Mar 2 model (3 days) O Mar 1 - 2 model (2 days)
= Mar 2 model (1 day) . A

Figure 13. Coefficients of determination for density prediction results relative to tfaining-set size.

When a curve is fitted to the points, there is a lack of symmetry to the trends for each model. Some
models increase in precision at the early split outputs then decrease (seven and five day models).
Generally, the precision of each set of predictions stabilizes in relation to the model fit between 20 and 30

splits. This suggests other influences resulting from combinations of specific days in the training-set.
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Size of Training-Set Validation Fit Comparision
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# of Splits 5 10 15 20 25 30 35 40 45
AMar3from7days | 4.1% | 0.3% | -1.6% | -2.3% | -2.8% | -3.0% | -31% | -3.1% | -0.2%
O Mar 3 from 6 days | 0.8% | -0.4% |-1.5% | -2.4% | -3.1% | -2.9% | -3.0% | -3.6% | -3.8%
O Mar 3 from5days|-34% | -22% | 2.3% | -2.4% | -2.9% -4.0% | -4.6% | -4.6% | -4.9%
X Mar3from4days|-37% | -4.9% | 44% |-52% | -41% | -5.0% | 55% |-57% | -6.4%
4+Mar3from3days|-4.4% | -4.4% | -52% | -4.4% | -5.0% | 52% | -55% | -5.6% | -52%
OMar3from2days | -2.9% | -4.4% | -6.5% | -7.8% | -8.2% 81% | -77% | 8.1% | 8.1%
—Mar3from1day |-3.8% |-4.0% 56% | -5.4% | -55% | -5.7% | -59% | -5.9% | -5.9%

Figure 14. Summary of results for consecutively i mcreasmg sized training-sets shown as a percentage of
change from the model fit to a single day validation- set.

‘Single-day Training-set Model Fits
Clearly if the probe is to be valuable in an operatlonal application, a balance must be found

between the number of training-set days and the length of time the predictive model is useful. It is unlikely
that a user would spend seven days collecting a training-set to calibrate the probe for use in the same
location. A single-day training-set would be ideal. A trend seen thus far are though, the least amount of
over fitting of models occurs when they are created from a larger number of training-set days, smaller
training—sets may produce results that fall i.n' a useful range. The fesults may also pint towards the
concept that conditions may be present on specific days that influence the model if included.

The relationship resulting from-use .of a single-day model was explored ‘by creating all-grain
models for the |nd|V|dual days of 23, 25, and 26 February. As usual, assignRho served as the response
variable with the four factors: movAngpt5cm movAvgth5cm slopeTemp, and TGslope, as effect
variables. As previously observed, the smgle-day training-sets result in highly precise models with
coefficients of determination ranging between 0.974 and 0.996 and reaching sills at 20 to 30 splits as

shown below in Figure 16. The bivariate fits between assignRho and predlcted densities from which the

R? values were calculated are in Appendix H.




One-Day Training-Set Model Fit Comparison
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Figure 15.Comparison of selected one-day training-set model fits

The residuals of the three model sets s_hoWn in Figure 15 plotted against the predicted densiﬁes
at each split output were analyzed. The standard deviation and Shapiro-Wilk statistic W for each fit is
provided in Table 12. Interpretation of the results suggest that though the error decreases with the
number of splits (over-fitting), the best performance gauged by normalcy of the model residuals is
between 10 and 20 splits depending' upon the model. Plofs of these residuals are included in Appendix |.
Figure 16 of the 15 split output for the 23 and 25 February models suggests that grain type might play a

role in the errors associated with the density prediction based on probe measurements.

Model Split 23 Feb Model  25 Feb Model 26 Feb Model
5 - 12.710.96° , 21.1‘/ 0.97 _ ©17.2/0.95
10 ‘ ‘ 8.1/0.93 13.1/0.94 . ‘ 11‘9/0..90
15 6.6/0.87 o 10.8/0.87 . 8.6/0.92
20 597084 9.0/082 . : 6.3/0.79
25 .55/0.82 | 7.9/0.81 o 561062
30 | : - 54/083 | 75/073 517049

Table 12. Residual analysis of the single training-set day models in Figure 15 summarizing the standard
deviation and Shapiro-Wilk statistic W testing normal distribution of residuals.
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Figure 16. Residual blot examples suggesting grain type influence on model errors.

The three single-day models were applied to the subsequent days of the training-set. The results
are presented from two perspectivés. In Figure 17, the difference between the model fit R? values and the
density prediction R? values on increasingly distant days from the model day are shown as a percentage
of change from the model R? value. The three single-day models’ predictions exhibit dissimilar precision.
The model created from the 23 February training-set day is close to what one might expectb if the
precision decreases the further into the future one applies the model. The 25 February model provides a
contrary example as does the 26 February model. Only predictions for 3 and 5 days out appéar

_ consistent though at a 10 to 15% lower bprecision than the model fit.
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1-day Model Precision by Distance from Prediction
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Figure 17. One-day model precisions by distance (days out) from prediction.

The same metric focused on the day prédicted is illustrated in Figure 18. Clearly all three models
exhibit difficulty in predicting values for 2 March since it has the largest difference from the model fit in all
three applications. Predictions for 26 and 27 February are similar with little decrease in precision from the
model fit.
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1-day Moqel Precsion by Prediction Day
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Figure 18. One-day model precisions or'ganizedlby the prediction day.

Conclusions may be inferred from these Mo graphs: ) _

e A precise model is possible that exhibits little influence of time (days) prior.to appiication (25
February model), ’

+ Single-day training-sets generally over fit by at least 5%, and

e The relationship between structuré or characteristics of the training-set day and the prediction

day plays a stronger role than the temporal distance between the days.

5.3.2  Model Accuracy -

Model Fit and Cross-Validation for Selected Training-sets -
The previous sections discussed sensitiyity‘and apparent precision related to data type, amount,

and time to model application but did not address accuracy of the evaluated models. Root Mean Square
Error (RMSE) is an effective metric for such since it is in the éame units as the measurements and
represents an unbiased .estima‘te of precision. RMSE values allow the comparison of prediction precision
with the range of “accepted practice” described in section 4.2. The “accepted practice” value is illustrated
relative to mean bulk density of the training-set, validation-set, or test case being describe in the fo]IoWing
figures. | _

Additionally, the technique of cross validation is valuable in estimating miss-classification error of

' partitioning models. K-fold cross validations use a re-substitution method that is efficient and unbiased.
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The all-grain and df2rd model sets described in the previous section (Figure 11) were analyzed in
terms of the RMSE of their fit between measured and predicted densities. A ten-fold cross validation was
~ calculated for each of the 5-split incremental output steps per model set. An RMSE value was calculated

for both the model fit and the model’s cross validation (Figure 19).
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' Figure 19. Comparison of fit accuraby for selected models as suggested by RMSE analysis.

Interpretations are possible based on‘ the. RMSE values illustrated above in Figure 19. A trend
similar to one seen in the coefficient of determination analyses is present. In all cases, the df2fd
physically based models do not perform as well as the all-grain models using all measurements for the
given training-set. Though many of the values resulting from the all-grain training-sets are in the
acceptable range for bulk density prediction at the higher splits, cross-validation indicates performance of
the 1/3 and 2/3 partial training-sets failing to match 'the i'nitial model run. The use of the full data or
dividing it randomly.in half, results in a cross validated models. The fit appears good and generally meets.
accépted practice values. The RMSE results support.the sill for optimal decision tree size at 20 to 30
splits. _

The seven incrémentally larger training-sets described earlier in éonjunction with Figure 13 were
evaluated for their RMSE énd cross validation. Each of the models fall within the accepted practice 12%
mean bulk density with the exception of the 5 split output for the model constructed from five training—set'
days (Figure 20). Cross validation of the model fits consistently support the models except for the case of
using the training-set for fhe one day prior to the 3 March validation-set. Generally for this selection of
models, accuracy of fit decreases within the model at fewer number of splits and between models with

increasing number of days in the training-sets. Models that incorporate measurements from the day
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before the validation to three déys earlier appear to be the most precise, i.e. lowest RMSE and with in the.

bulk density of the validation-set.  /
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Figure 20. Accuracy comparison of increasing sized training-set models.

Prediction Accuracy for Selected Training-Sets

The accuracy of single-day models originally described in Figures 16 to 18 were investigated. -

RMSE values were calculated for the fit of the predictions of the 23, 25, and 26 February one-day models.

Figure 21 highlights »consistency in the 23 and 25 February models two to four days out. The RMSE

values for these outputs are stable around 25 kg/ma. The outputs for the 26 February model fluctuate with

the three-day out prediction paradoxically performing béﬁer than shorter prediction times. It is observed - .

that the RMSE falls under accepted practice values only for models that prediction over fit was limited to

approximately 5%. Figure 21 suggests that the variances of each one-day model are unequal. However,

the sample sizes are small and therefore meaningful analysis of such is not appropriate.
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Figure 21. Accuracy of one-day training-set models abplied to increasingly distant validation daysi.

5.3.3 Concluding Model Selection and Bulk Density Validation
The previous sections support the precept that construction of both accurate and precise bulk

density models using vafious_'sized or aged training-sets is possible. In the final model analyses, | chose
to use three individual days as validation-sets; the last trainingéset day and the two test case days. Two
additional efforts were included to explo.re potential model improvements. The first was the manual
intervention in splitting node selection by th‘e statistical software. The second was use of a different effect

variable as a factor.

Interactlve versus Automated Construction Prediction Models
The previously discussed accurate and precise bulk density models were constructed by

.accepting the output.of the JMP recursive partitioning platform without predetermining the choice of factor
for various splits or pruning questionable splits. Interactive recursive partitioning of models is a method

recommended to reduce the over-fitting that commonly occurs.(Breiman et al., 1984; Davis et al., 1999;

Friedman, 1977). This was undertaken for two iterations of three predict'ion models each applied to the

last training-set day, 3 March.
For the first iteration of the three, the first split was made accordlng to movAvgYptScm values

regardless of whether it resulted.in creating the largest difference. This was tested based on an

assumption that the movAvgYpt5cm variable represents properties assomated to the ice lattice structure

relative to €”. Subsequent splits were according-to the software’s internal rules described earlier.
The procedure was followed to create prediction models for 3 March based on 2 March (one

training-set day), 1-2 March (two training-set days), and 28 February — 2 March (three training-set days).
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Each model was construcfed to 40 splits and then the ten worst nodes were pruned. This pruning
removed the splits that used the smallest discrimination cutting valués. ' ‘

Each model was 10-fold cross validated. The fits for model, cross validation, and prediction are
~ shown in the following figures with accuracy (RMSE) and precision (Rz) as x and y-axes. Results are
shown in Figure 22. The two-day ‘model had the highest precision and accufacy followed by the three-
day, then the one-day. Cross validation results were highest precision and accuracy for the three—day,.
followed by the two-day, then the oné-day. Fit accuracy and precision for thé 3 March validation-set
followed suit with the cross validation ranking: three, two, then one-day mod_’els.

The mean density for the validation-set day was 240 kg/m3 (accepted practice range: <28.8

kg/m’) placing the prediction results outside “accepted practice” values.
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Figure 22. Overall fits for one, 2, and 3 consecutive training-set day, interactively cbnstructed model
' applied to validation-set.

In the second iteration of one, two, and three-day models for validation against 3 March, no
forcing of the first or any split was done. In ailowing the automated choice of discrimination values, the
model fits were better and improved predictions resultea. The single-day training-set mode! provided
predictions very near the abcepted practice limit, 29.7 versus 28.8 kg/m3 (Figure 23). The one-day model
had the highest precision and accuracy' followed by the two-day, then the three-day. Cross validation
results were highest precision and accuracy for the one and two-day, followed .by the three-day. Fit
accuracy and precision for the 3™ of March validation-set results ranked the tWo-day highest, one-day
second, and the three-day lowest. Residual analysis of the model fits'generated Shapiro-Wilk test statistic
values (W) for the one, two, and three-day models of 0.970, 0.956, and 0785 fespectively. This suggests

strong to moderate strength for the models. In this example, the one-day model is the overall better

performer.
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The same procedure was followed to create two iterations of prediction models for the last three
days of the training-set for application to the two test case days (Figure 24). Three models were
constructed to make predictions for the test case daysthatconésted of one, two, and three consecutive
training-set days (3 March, 2-3 March, and 1-3 »I\'/Iarch). Not evident in the graphic trend towards less
accuracy and precision from the model fit to test case 2 is the ranking of the three. The three-day model
predicted best, the one-day second, and the two-day third as shown in TaBIe 13. Mean density for test
case 1 was 263 kg/m® and 285 kg/m® for test case 2, 12% of which are 31.6 kg/m® and 34.2 kg/m®
- respecﬁvely. Only the one and three-day models applied to test case .1 fall within accepted practice
range. - »

The one-day model had the highest precision and accuracy followed by the thr‘ee—day, then the
two-day. Cross validation results followed the same ranking. Fit accuracy and precision for the 5 Maréh
test case results ranked the three and one day highest and the two-day lowest. The same (3,1, 2-day)
ranking was found for the 10" of March test case fit results. Residual analysis of the model fits generated
Shapiro-Wilk test statistic values (W) for the one, tWo, and three-day models of 0.79, 0.801, and 0.861
_ respectively suggesting the accuracy and the préecision of the predictions are related to the strength of the
model. '

Results of the models when applied to the tést case days are contrariety; clearly there are
conditions related to time and distance from the training-set that affect the model’s ability to .predict bulk
densities. Applicaﬁon of non-interactively developed models generated overall fits at lower values for both

test cases.
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anure 24. Overall fits for one, two, and three consecutlve training-set day, mteractlvely constructed model '
applled to the test cases.

R?/RMSE Model Fit Test Case 1 Test Case 2
1-day 992/98 . .896/31.3 . 7761522
2-day . 969/17.1 _ . .844/38.3 ' 743156.0
3-day ) 9701 16.6 ‘.897 131.0 - .789/50.8

Table 13. R? and RMSE values for model and test case fits of1,2,and 3 consecutlve day models
|IIustrated in Flgure 24.

Unique Case Predictive Model Construction _
Kuroiwa (1962) demonstrated large time-lapse dielectric measurement changes of snow. He

attributed this ageing affect to the shortening of electrical paths due to ice bonding between grains.
Without the ability to attach dates, and therefore ége, to various snhow pack layers a proxy was adopted
for one round of model development. Distance from the surface (variable: locat) is assumed an- ordinal
metric representing the temporal sequence of the layers. The argument fbf use of this proxy can only be
made wﬁen considering the flat, uniform conditions present in the study plot area. It would be
inapbropriate to use in extrapolating such a model to different locations or shaped stfdtigraphy on slope
features and therefore is limited to this sole application and discussion. A-_ovne, two,_and‘ three-day
training-set based rpodel was constructed using movAvgXptscm, mdvAvgth5cm, locat, and TGslope in
the same manner described in the'previous section. The snow temperature was not used becauée it was
strongly cross-correlated to the depth. This yielded a ‘highly precise model with prediction accuracy better
than “accepted practice”. The prediction R? and 'RMSE values of these models against the 3 March. data
set are illustrated in Figure 25. ,

The one—day model had the highest precision and accuracy followed in order by f(he two and

three-day models. Cross validation results followed thie same ranking. Fit éccuracy and precision for the
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unique model predictions for the 3 March validation-set were clustered extremely close with the three day
highest ranked nearly identical the two-day, which was slightly higher than thé one-day. Residual analysis
of the model fits reflected the éame tight cluster. The Shabiro-\/\ﬁlk test statistic values (W) for the one,
two, and three-day models of 0.952, 0.950, and 0:.949 respectively'suggests including the ageing proxy

makes the model insensitive to the number of training-set days used in its construction.
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Figure 25. Exceptional overall fits for one, two, and three consecutive day training-set model, model cross
validation, and validation set with inclusion of ageing proxy as an effect factor.

5.3.3 Bulk Density Conclusions
The use of accuracy (R2) and precision (RMSE) values of the bulk density fit for p[edictions

regressed over the length of the profile is consistent with other studies of snoW'proﬁIing probes. The
following conclusions are supported by the results presented in previous se.ctions:
e Increases in time and space between training-set collection (calibration values) and
application reduce the accuracy and precision of predictions made with probe measurements.
e. Variations in processes dominaﬁt in the organization of local stratigraphy spatially limit
application of predictions made with probe measurements.
e - Physical prdcess based models do not improve accuracy or precision of the resu.lts.f
¢ Models are possible that provide bulk density predictions that account. for 92% of the
variability in the ménual density measurements and are within “accepfed 'practice” \)alues
(97% in.a unigue case). .
The JMP scripts using the four factors (movAvgXptbcm, movAVgthScm, slopeTemp, and
TGslope) for the models shown in Figures 23 and 24 are providéd in Appendix J for reference. These
prediction model scripts are unique to the samples taken due to local impurities and this study, however

the modeling technique is valid and applicable to use of the probe. -
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54 Predicted Density Profile An_alysis

‘The probe’s ability to provide information with a strong relationship to the bulk density over the
profile depth was shown in the previous sections. The manual density measurements were taken over
discrete 3 cm intervals. The probe measurern'ents; even though scaled to be comparable were taken at
relatively random locations. This allowed statistical bulk density correlation but necessitates alternative
method for comparison of manual density stratigraphy versus that described by the probe This section
contains analysis of the relationship of the final three predictive models (Figures 23, 24, and 25) to the
layered density profile. .

Visual comparison of snow profiles for classification is not without precedent (de Quervain and
Meister, 1986). | am confident that the relative accuracy between the probe profile and manual is such
that visual fitting is acceptable for the following analysis bésed on the diligence exercised during data

collection and preparation

541 TestCase 1: 5 March 2006
Test case 1 was the first of two sets of field day data gathered approximately 25 kilometres due

north of the Mount Fidelity. It was collected below tree line near a backcountry ski lodge’s sheltered
weather observation plot. The lag between the last training-set day and the observation day was 2 days.
Figure 26 shows the profiles calculated for the.test case based on the one, two, and three
consecutive day training-sét models. The interactively partitioned model was used because its overall .
accuracy and precision resﬁlts were higher than the non-interactively generated ones. The three-day
model approximates the manual density profile the nearest. Similar areas of visual fit can be seen for all
three model applications. The fit is especially good in the top 40 cm where layer identification using the
brush technique consiétently represented the greatest variation as recent and storm snow is undergoing
- initial metamorphism. The fit is also good in the lower 60 cm of the'proﬁle.A The most difference between -
the two is seen in the middle 40 cm of the profile around the first homogeneous layer and the density
ra-nge of 200 to 300 kg/m3. The three modeled profiles are shown in conjunction wi'th the manual profile in
Figure 27. Though the profile shapes are close, the probe profile is not sufficiently- close to the manual
profile to repl.ace- it in representing the structure of the snow cover. This visual conclusion is in agreement

with the R2 and RMSE results for the same models.
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Figure 26. Predicted density profiles shown in relation to the measured density profile for test case 1
based on one, two, and three-day training-set models. The heavier and darker line represents the
predicted profile while the lighter line is the manually measured density profile.
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measured density profile. Left to right: 3 March training-set, 2-3 March training-set, and 1-3 March training
set.
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54.2 TestCase 2: 10 March 2006
Test case 2 was collected 400 m away at near the same elevation but in an open alpine valley

bottom between two lateral moraines where the snowcover was exposed to regular winds and their effect
to stratigraphy. The lag between the last training-set day and the observation day was 7 days and 5 days
following test case 1.

Figure 28 shows the profiles calculated for test case 2 based on the one, two, and three
consecutive day training-sets. The three-day model approximates the manual density profile the nearest.
Again, similar areas of visual fit can be seen for all three model applications. The manual density and
layer profile highlight the existence of dramatic differences in density and hardness, sometimes
paradoxically as in the region from 160 to 175 cm above ground. Similar to test case 1, there is good
agreement in the top 35 cm where layer identification using the brush technique indicates the most
variation. The fit is also good in the lower 50 cm of the profile. The most difference between the two is
seen in the middle of the profile in the transition of densities from 200 to just less than 400 kg/m3. The
three modeled profiles are shown in conjunction with the manual profile in Figure 29. Empirically, the
probe profile is not sufficiently close to the manual profile to replace it in representing the structure of the
snow cover. This conclusion is supported by the earlier accuracy and precision analysis that placed all
three models outside the accepted practice values for bulk density.

This test case represents a snow pack that is most different from the rest. A primary mechanism
present is that of wind transport and wind packing of snow. Not only does the wind affect the shape of
snow grains but also it is believed to organize the structure in a uniform relationship to the wind direction.
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Figure 28. Predicted density profiles for Test Case 2 based on one, two, and three-day training-set
models. The heavier and darker line represents the predicted profile while the lighter line is the manually
measured density profile.
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54.3 Validation-set: 3 March 2006
Two presentations are included of predicted profiles for the validation-set day immediately

following the training-set days and in a location less than two meters away. The first includes the same
model factors as presented in the test cases. The second uses the prediction model that included the
ageing proxy, which proved most accurate and precise for bulk density.

Figure 30 shows the profiles calculated for the 3 March validation-set based on the one, two, and
three consecutive day training-sets. Again, similarities of visual fit can be seen for all three model
applications. The overall visual fit is better than each of the test cases in agreement with the better bulk
accuracy described earlier. Variations between predicted and measured profiles tend to follow the trend
of the measured profile, e.g. where the predicted is a greater density, it corresponds to the boundaries of
a region of higher density such as 190 to 193 cm above ground. Unfortunately, the vertical position
accuracy is not such that the negative spikes in the profile density can be definitively attached to the thin,
low resistance layers identified in the manual profile such at 193 cm and between 170 and 180 cm. The
three modeled profiles are shown in conjunction with the manual profile in Figure 31. Empirically, the
probe profile is not sufficiently close to the manual profile to replace it in representing the structure of the

SNOw cover.
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Figure 30. Predicted density profiles for 3 March validation-set based on one, two, and three-day training-
set models. The heavier and darker line represents the predicted profile while the lighter line is the
manually measured density profile.
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Figure 32 shows the profiles calculated for the 3 March validation-set based on the one, two, and
three consecutive day training-sets using the model that included the ageing proxy. There is less variation
between the two density profiles and overall visual fit is better than the previous examples. The predicted
profile closely mimics the measured density profile except in a few instances where comparison to the -
manual layer profile (Figure 33) suggests structure or distinct thin layers contained in the manual density
sample may play a role. These are between 190 and 200 c¢cm above the ground and between 170 and 180
cm. There is also more smoothing of the predicted density in the lower 100 cm of the profile than the
models with out the ageing proxy shown earlier in Figure 30. The predicted density profiles in Figure 32
could replace the manual profile in representing the snow cover.
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Figure 32. Predicted density profiles for 3 March validation-set based on one, two, and three-day training- -
set models including ageing proxy. The heavier and darker line represents the predicted profile while the
lighter line is the manually measured density profile.
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Figure 33. Modeled density profiles utilizing the ageing proxy shown in conjunction with the manual snow
profile for March 3 validation-set. Left to right, 2 March training-set, 1-2 March training-set, and 29 Feb — 2
March training-set.

5.4.4 Probe Density Profile Conclusions
Though the profile shapes are close, the probe profiles are not sufficiently close to the manual

profile to replace it in representing the structure of the snow cover except in the last case. This case is
constrained by the appropriate use of the ageing proxy allowing for predictions against probe data

collected in areas that possess the same weather event and accumulation history.
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Chapter 6 CONCLUSIONS

6.1 Summary

In this study, | evaluated the performance of a probe designed to quickly gather vertically
continuous snow density profiles relevant to avalanche forecasting and snow hydrology through
measurement of dielectric properties. Such a validation is both valuable and difficult. A conundrum exists
when evaluating new technology relative to avalanche forecasting. There must be far less uncertainty to
the new method than the classic one if it is to be adopted. However, if the new technology or method is
not replacing an existing one, it merely needs to illustrate a relation to empirical observations at a less
rigorous level. Snow profiles are time consuming and limited to a specific location. Improvement to this
activity would be in the form of faster information collection and more sampling sites over the time
required for just one manual profile.

Snow profiles provide information of medium importance and uncertainty (Class Il) about the
characteristics of snow stratigraphy relative to patterns associated with avalanche formation and activity.
Because avalanche forecasting already focuses on interpreting uncertainties, the practices of observing
the snow stratigraphy and of the determination of snow profiles receive an inordinate amount attention
since they are a tangible activity.

Early avalanche forecasting efforts included the use of both density and ram hardness profiles.
Vertically continuous density profiles have not continued to be utilized in avalanche forecasting due to the
substantial time required. The relative lack of additional information beyond the general shape
interpretation of a ram profile, and the fact that other variables such as hardness seem more important.
An exception is Conway and Wilbour's model (1999).

An apparent relationship has been described between hardness and the combination of
microstructure and density. A relationship between snow’s dielectric properties and its density has been
shown in prior work by others. It has also been suggested (by others) that the dielectric properties of
snow might relate to its structure (grain shape, size, and bonds).

I investigated three hypotheses. The first tested whether bulk snow density measured by the
probe is equal to or better than currently accepted practice. A supporting study determined that the range
of values for “accepted practice” includes under sampling errors of 1 to 2%, variation within individual
cutters of 0.8 to 6.2%, and variation between cutters of 3 to 12%. The results of a statistical analysis
suggest that snow density measurements taken by various density cutters might be significantly different
from each other. Given the mean of all samples is the accepted true value of the measured density,
variation solely in cutter types provides “accepted practice” measurements that are within 12% of the true
density.

Methods consistent with other studies of snow profiling probes provided results that supported the
following conclusions. These conclusions are limited to training-set values collected one day prior and
application of the prediction model to near-by terrain with similar history of weather events and snow

accumulation.
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e ltis possible to create modeis from single-day training-set measurements accounting for 92%
(97% in a unique case) of the variability between bulk density predictions and manual density
measurements and that are within “accepted practice” values. .
e Increases in time and space between training-set collection (calibration values) and
application reduce the accuracy and precision of predictions made with probe measurements.
o Physically based process models did not improve accuracy or precision of the results.
 Variations in processes dominant in the organization of local stratigraphy or the presence of
© contaminants appear to limit épplication of predictions made with probe measurements.
| have coﬁﬁdence in the reproducibility of these conclusions based on ﬁeld experience with the
probe, the method of analysis, and trends evident throughout the results. The modeling technique is valid
and applicable to future, similar use of the probe.
Failure to reject the null hypothesis here does not validate its use in avalanche.forecast'ing though
‘it does validate the pro'b‘e’s intended design of measuring snow 'densiti'es. It does however strongly
support the probe’s use in snow hydrology appﬁications for dry snow. Manual, bulk density measurements
using tools such as the Mount Rose snow sampler have error fanges of -9.1 to +18.5% with a mean error
of 10.0 to 10.3% (Goodison et al., 1981). o ‘
In applied use, the predicted méasurerﬁents of mass per volume would allow gathering useful
load or snow water equivalent values over a small area. This study suggests inconsequential scaling
issues in up-scaling the support scale’ measurements from the probe to the support of small dénsity
cutters. Patterned consistency in the validation of the models suggests extrapolation along the extent
- scale decreases as time and space increase. A '
The second hypothesis explored whether a density.‘proﬁle as estimated by the probe is equal to
or better thah currently accepted practice. Mechanical problems with the probe prevénted numerical
comparison of predicted _a‘nd manual profiles. Visual ana'lysis ascertained that though predicted and
measured density profile shapes were close, the probe profiles were generally not sufficiently .clos,e to the
manual profile to feplace itin repreéenting the ‘structure of the snow cover. One case utilizing an ageing
proxy did fit close enough for practical use. This model is constrained to use in areas that possess the
_same weather event and. accumulation history such as a study plot or possibly a small slope (limited
extent). o
» The third hypothesis investigated whether charac'teristicsb associated with structuf_e and
stratigraphy in the snowpack could be identified in the information provided by. the probe. The results of
this study were inconclusive primarily due to the mechanical problems with the encoder. The manually
identified layer boundaries were located relative to the scale attached to the probe at a resolution of 0.25
cm with -an estimated accura“cy 0.1 cm. The vertical accuracy of probe measurements + 0.7 cm
associated with the location of manual measurements precluded analyses matching density
measurement boundaries. Without the ability to know with appropﬁate accuracy the location of probe
measurements relative to a reference such as the surface, the measurements could not be analyzed
against careful observations.and measurements of grain type, size, and test failure locations. However,

even without high accuracy in the location of probe measurements, one can compare or gain information
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from the shape of profiles. My experience with the probe output and with the manual observations
suggests the nature of grain bonding plays a noticeable role in the properties measured. This is can be
interpreted from the smoothing of densities ,predicted'by the probe at higher dénsities that include
~ rounding facets (mixed forms) lower in the snowpack aldng with visible signal and prediction chan.ges at

the new snow or storm snow interface to old snow.

6.2 Study Limitations

The most glaring limitations of this study are those resulting from equipmen't constraints and
problems. One limitation manifested in the study is that only the top 190 cm of the pack is addressed on
any given test day. The results and conclusions might be different if the lower portion of the snow pack
was considered. However, most training and validation-set profiles included higher densities e.g. 400+

kg/m’ and examples of faceted grains. Variations may be expected when considerihg depth hoar. An-other
| limitation is the inability to know the vertical location of the probe measurements at accuracy equivalent to
the manual measurements. Confidence is high that they are relatively clése (within 1 cm) due to the use
of the probe left in-situ as the measuring device and careful manual measurements. '

.Another limitation is the inability to compare outcomes of this study with other published work due
to the lack of ability to calculate dielectric values from the probe measured voltages. Fortunafely, the.
voltages appear to represent a response equivalent to the dielectric properties for the physical properties

being measured.

6.3 Future Work

6.3.1 Investigations and Analyses
 This study has established a baseline for accurate use of the probe. The next step is evaluation

of the probe measurements in relation to specific structure and texture. There is ample evidence in the
information collecte‘d' during this study that points towards the probes ability to differentiate areas of
similar bonding. A field method of identifying bonding structure will be necessary to accompliéh this as will
improvement, of the vertical accuracy of the probe as described in the next subsection.

Preliminary investigation of the spatial consistency of the probe measurements indicated good
correlation between parallel plunges. The movAvgXpt5cm values for the plunges made on 17 March are

shown in Figure 34. Table 14 presents the correlation matrix of the various plunges.
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Plunge 1 Plunge 2 Plunge 3 Plunge 4 Plunge 5 Plunge 11 Plunge 10 Plunge @ Plunge 8 Plunge 7 Plunge 6

Plunge1 1.000 0936 0945 0942 0.950 0.904 0.952 0.942 0941 0865 0.908
Plunge 2 0936 1.000 0934 0920 .0.944 0879 0.938 0922 0915 0814 0.883
Plunge3 0945 0934 1000 0.947 0.926 0.907 0935 0918 0.916 0.837 0.876
Plunge4 0942 0920 0.947 1.000 0.935 0.904 0.937 0.930 0932 0.887 0.897
Plunge5 0950 0944 0926 0935 1.000 0.882 0.954 0.938 0.923 0874 0.899
Plunge 11 0.904 0879 0907 0904 0.882 1.000 0.899 0.906 0.930 0.854 0.929
Plunge 10 0.952° 0.938 0.935 0937 0.954 0.899 1.000 0.954 0931 0862 0.927
Plunge9 0942 0922 0918 0.930 0.938 0.906 0.954 1.000 0951 0881 0.921

Plunge8 0941 0915 0916 0832 0.923 0.930 0.931 0.951 1.000 0895 .0926
Plunge7 0.865 0814 0.837 0.887 0.874 0.854 0.862 0.881 0.895 1.000 . 0.876

Plunge 6 _ 0908 0.883 0876 0.897 0.899 0.929 0.927 0.921 0.926 0.876 1.000
Table 14. Correlation-matrix for parallel plunge variable movAvgXpt5cm values.
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FigUre 34. Traces of movAvgXpt5cm variable for parallel plunges 30 cm apart. The order of the plunges
left to rightare 1,2, 3, 4,5, 11,10, 9, 8, 7, 6 that correspond to the plunge numbers in Table 5. Relative
hand hardness layering is shown for reference in grey. ‘
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6.3.2 Probe Improvements
Suggestions for several improvements to the probe resulted from its use and evaluation. A key

and primary improvement would be sample recording triggered at specific vertical increments rather than
governed by a temporal cycle. The spacing that the current encoder is capable of (0.48 mm) is more than
adequate. The addition of a second set of sensors at an optimal distance apart would allow simple field
averaging and quality control of measurements. If possible, a set of sensors that sampled along the
vertical axis of the probe might provide information that recognized a lack of bonding between layers.
General usefulness would be improved if the unit were to be better adapted to rugged fieldwork
with the appropriate display screen, cabling, and connections for the winter environment. Incorporation of
a set of capacitance sensors identical to those on the probe in a box-type density cutter would allow
efficient and potentially more accurate calibration to a training-set. The ability for field visualization of the

collected profile will ultimately change the instrument from research focused to operationally viable.

6.3.3 Other Recommendations ‘
An outcome of this study is the recommendation that observation guidelines and recording

standards include descriptions of density cutter technique. The wedge and tube cutters are prone to
higher variances if used on one axis versus another. A wedge shaped density cutter when inserted
horizontally (top of wedge sloping from the top at the front to the bottom at the back and the bottom
parallel to the layering), 75% of the measured volume is in the lower half of the measurement (Figure 35)
providing a vertically biased sample. When it is rotated 90° and inserted with the bottom and top of the
wedge plumb, any layering bias is removed. This is reflected in the description by the current

manufacture of wedge cutters.

Figure 35. lllustration of varying vertically segregated volume percentages sampled by a wedge-type
density cutter when inserted horizontally.

A similar condition exists when using tube density cutters. They should be inserted with the
cylinder axis vertical, cutting down through the layer to a pre-placed metal spatula or snow crystal card.
This will provide a sample with less variance than inserting horizontally. This effectively limits the
thickness of layers that these two types can sample based on the length of the tube or width of the

wedge.
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APPENDICES
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Appendix A

Figure 36. New snow and height at Fidelity 23 February through 3 March 2006.
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Figure 37. Air temperatures at Fidelity 23 February through March 3 2006.
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Appendix B

O

m E ¢ Xx O

bl
bl/ibx
mf
df
dfr
fc
fc/pp
ibx
PP
ppr
g
rgr
sh

tc

Grain Notation

Grain Description / Classification
“Bread Loaf” Mixed forms Facets *
“Bread Loaf / Ibex” Mixed forms Facets / Decomposing SH **
Rounded Polycrystals
Decomposing & Fragmented Precipitation Particles
Decomposing & Fragmented Precipitation Particles - rimed
Facets
Facets / Precipitation Particles
“Ibex” Decomposing Surface Hoar **
Precipitation Particles
Precipitation Particles - rimed
Rounded Grains
Rounded Grains - rimed
Surface Hoar
“Tea Cups” Mixed forms Rounded Grains *

Grain classification not assigned to probe measurement location

* Common field practitioner classification vernacular was used in recording ICSI grains 3c RGmx as “Tea
Cups”, 4c FCmx as “Bread Loaves” .
** Non-ICSl classified form of decomposing SH was recorded as “Ibex”.

Table 15. Description of grain notation used in field recording and study graphics.
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Appendix C Brush Comparison Summary and Test Results

Brush ID Style Supplier Weight (§)  Material mﬂz‘ Théfm)ess L(f:r?f)h Toat i;z 7 of length floxed ol

(mm®) (Pa)

A Wallpaper Brush Paint Sundry Products 229 briste 180 20 50 6960 40.0% 975
B Stain Simms 151.5 polyester 101.6 20 80 3200 25.0% 2445
C Wall Simms 62 briste 101.6 10 47 2920 42.6% 1056
D Stain Simms 127 briste 101.6 17 70 3840 28.6% 689
E Sash HydroTech 215 bristle 37 7 42 1040 47.6% 880
F Wax Swix 21 polyester 50 8 37 1480 54.1% 1464
G Sash Generic 255 polyester 50.8 9 45 1040 44.4% 1839
H Sash Rona 37 bristle 30 14 65 1200 30.8% 1101
I Drafting Staeder 65.5 mixture 200 6 53 2640 37.7% 1218
J Sash Simms 16 bristle 12 round 50 640 40.0% 1024

Test was done with

a standard amount

(20 mm) of the tip
displaced

Table 16. Summary of brush characteristics and specifications.




Brush Test Resuits

Test 1 Test 2 Test3 Test 4 Test 5 Test 6 Test7
30-Jan-06 30-Jan-06 19-Feb-06 19-Feb-06 19-Feb-06 25-Feb-06 8-Mar-06
Counted Overall
ber of Rating  General
1sweepLtoR One pass num Counted number of .
BrILE)Sh with light iisﬁsggg I(:ﬁt)o 1passLtoR rating both rating :sgfes ren?c?vsesist:)01 /2 rating a#sgfas passes to remove F to 1/2 rating tg:;\;vgr
pressure g directions P P of brush clear length
of brush clear pack
tength
Exaggerated
1st pass 1st Not very good at Too stiff, relief Exaggerated
A brush, generally the bottom of the displacestop 4  betweenF-& 2 6 relief between 3 8 Difficult with low relief 3 8 Did not test
ok pack in facets 20 cm F, visible F-&F
relief in F
Fairly
evenly
displaces F
- s : . Exaggerated Easy with exaggerated and F-
B Better ch_an Aat Vl&:g:/? sri‘(;?nf/ n No relief 9 F ;:fglesr: in 5 relief, thin layer 2 8 relief, brought out loose 2 7 snow,
evident snow under crust 43 down shows
stiffening
below new
snow
. . Challenging with light
Too short and stiff ~ No difference ) - . : 5 Too soft, no
C for this snow from Test 1 No relief 9 F- 6 10 Visible relief 2 5 relief, didn tgo aswellas 2.5 10.5 relief
Easy with exaggerated
Consistent visible  2nd best visible : . i : relief, didn't bring out layer Too soft, no
D relief relief Norelief 9 F 6 0 Visiblerelief 2 & 43 down butdid for layer ©° 95 relief
40 down
. Exaggerated Easy with light relief,
E No relief ’\#?o(rjrlwﬁ'?g:?ie No relief 9 F- 6 10 relief, good 2 7 brought out layers in HST 2.5 10.5 Toorgﬁ);, no
disaggregation but not below
F Requires
cleaning
. Exaggerated
Visible relief in F- Nf?oﬂ']fffg“;?ﬁe Norelief 9 F- 6 7 relief, good 2 5 No relief 9 17 sf:)i’;
disaggregation obliterates
most layers
@
A



Test 1 Test2 Test3 Test 4 Test5 Test6 Test7
30-Jan-06 30-Jan-06 19-Feb-06 19-Feb-06 19-Feb-06 25-Feb-06 8-Mar-06
Counted Overall
number of Rating  General
1sweeplLtoR One pass Counted number of .
BrILBSh with light ifmjggcs) I(Sftt)o 1passLto R rating both rating :sgfas rerr?:vs:(fa:stfao 1/2 rating :s(s);s passes to remove F to 1/2 rating tg::gg:}
pressure g directions P p of brush clear length
of brush clear pack
length
Cleaned
each pass,
. - . Exaggerated good relief
G Visible relief  \o difierence - Visible relief - 5 2 5 relief, good 25 5 No relief 9 135 but doesn't
disaggregation correspond
to CT
location
Exaggerated
. relief Challenging Easy with light relief,
H No relief Nodiference  between F-& 15 F- 15 6 with visble 2 5 goodinlowdensity, layer 1 45 MO
F, visible relief down 40 comes out well
reliefin F
Brings out
No relief Easy, visible stiff layer in
Consistent visible  No difference except . R Easy with light relief, good F-/F/F-
relief from Test 1 highlighting 9 NC in slab 15 12 ];egfé I:—EZHF 1 5 at 40 down ! 35 where CT
crust y Te T PCis
located
Became
E"a?ggf"“ed Challenging Same as H, alittle difficult bent in bag
Visible relief F- No difference . e at 40 down layer, variation which
J /F/F+ from Test 1 beltzwii?b":e' & 2 NC in slab 15 8 W'ﬂ:e‘lli‘:f'ble 2 5 in stiffness in upper 20 is 1.5 5 seemed to
rélief inF evident, grains visible make a
difference

Inconclusive test and
not very interesting
Not included in
overall rating

H & J best in low density,
B best in high density.
Layer 40 down was facets and surface
hoar

Table 17. Brush test results.



Appendix D Training-set Manual Snow Profiles

Snow Cover Profile

Location: Fidelity Flats Date: 06-02-23
Sky: Wind: nil Air Temperature: -10.3 Time: 1215
Aspect: 0 Elevation: 1905 Incline: 0 Observer. smc
HSW:
i K P IF_4F F H e F E R c
T R r T r T . . oy
T 52 20 -18 -16 <14 -12 -10 -8 -6 -4 -2 e omments
Finger Resistance
m Ram Resistance | 50
mTemperature [ 3ed + 2 ~
! + 2 = HS 268
/- 1 ~
[ 1 ~
/ 1 ~
e[ [os10 ~
o 0.6 ~
L * 0.5 ~
ry
?‘ [ 0.5 ~
° 05 ~
e 05 ~
f i e |95 ~
7 O s -
3
éﬂl] [ ] 0.5 ~
i e 0.5 ~
’ﬁ{"'/ P 05 ~
;9,/ B o 0.5 ~
‘il 0.5 ~
0 ] .
o [ 05 ~
g e |03 ~
e 0.5 ~
n 05 ~
[ 0.5 ~
e 0.5 ~
8] 0.5 ~
* 0.5 ~
0 05 ~
e 05 ~
< i ~
° 05 ~
< 0.6 ~
° 05 ~
4= did not dig deeper
- 190
- 200
210
~ o~ -~ ~ |~
F 220
1 230
- 240

Figure 38. Snow profile for 23 February 2006.
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Snow Cover Profile

Location: Fidelity Flats Date: 07-02-25
Sky: @ wind: nil Air Temperature: -9.2 Time: 1223
Aspect: 0 Elevation: 1905 Incline: 0 Observer: smc
HSW:
i K P IF 4 F q e F E R c
T 22 20 -18 -6 -l4 -2 -10 8 -6 -4 -2 P omments
Finger Resistance
m Ram Resistance L 30
m Temperature
I 20
1 ~
0.5-1 ~
05 ~
1 ~
0.6 ~
2 ~ M CT1Sdn28Q2
6110 ~
0.5 ~
-2 ~
0.5-1 ~
0.5/1 ~
0.5 ~
2 —~
05 ~
2 ~
0.5 ~
2 ~
0.5 ~
1-2 ~
1 -~
2 -~

Figure 39. Snow profile for 25 February 2006.
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Snow Cover Profile

Location: Fidelity Flats Date: 06-02-26
Sky: ® wind: calm Air Temperature: -5.8 Time: 1142
Aspect: 0 Elevation: 1905 Incline: 0 Observer: SMC
HSW:
i K P IF _4F F

T 22 -20 -18 -16 -14 -1z -10 -8 -6 -4 -2 H |6 F E | R | p | Comments

Finger Resistance

D] Ram Resistance L 280
ED Temperature
270
Loso, [~ o3 | 1 ~
A ad kK, 0.5-1 -~
'~ ew |061 ~
nd ] 0.25-.5 ~
~ * 0.5 ~
~ /@ |1058 -~
] /® | 105 ~
i~ /@ | ~ ~ Me CT1516 Q2 Stellarsz 1
/
~| X/ s ~
~ *® 0.5 ~
~ o 0.5 ~
-~ - 0.5 ~
~ o 0.5-1 ~
~ O |os1 ~ [ CT25Q1 SH and decomp
SH, feathers 1-2
il * 05 ~
~| 0O o0& ~
-~ [} 0.6 ~
~ o 05 ~
~ < 1 ~
~ [ ] 0.5 ~
M= did not dig deeper
90
- 80
70
r 60
F50 |~ ~ ~ ~ ~
I 40
r 30
20
10

Figure 40. Snow profile for 26 February 2006.
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Snow Cover Profile

LLocation: Fidelity Flats Date: 06-02-27
Sky: Wind: Air Temperature: -1.3 Time: 1437
Aspect: 0 Elevation: 1905 Incline: 0 Observer. SMC
HSW:
1 X P IF 4F F
T 22 60 -18 -16 -4 -1g -0 8 -6 4 -2 H 16\ F E | R | p | Comments
Finger Resistance
r 280
[ID Temperature
t 270
b 260

~ X 2-3 ~
+ 2 ~
~| @ o255 ~
~ 7/ 1 ~
~| @ 05 ~
~ 7 1 ~ [ CT16Q2
~ D 05 ~
~ e 06 ~
~| O<4 s ~ M= CTI13Q1
~ e 05 ~
~ Ve |ws ~ M CcTI8QL
~ e 05 ~
~ * 05 ~
~ < 2 ~
~ . 08 ~
~ < 2 ~
~ [} 05 ~
M= did not chg deeper
L 80
L 70
- 60
Leg |~ ~ -~ |~
F 40
+30
20
- 10

Figure 41. Snow profile for 27 February 2006.
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Snow Cover Profile
Location: Fidelity Study Flats

Date: 06 Feb 28

Sky: ® Wind: mod NW Air Temperature: -18 Time: 1234
Aspect: 0 Elevation: 1905 Incline: 0 Observer: SMC
HSW:
1 K P 1F 4F F
T 92 20 -18 -16 -14 -12 -10 -8 6 -4 -2 H 6 F E|R Comments
Finger Resistance
270

[H] Temperature

4= CT9dn12Q2

CT12dn 80Q3

= CT20dn 40Q2

= CT20 dn 59Q2

[4= CT26 dn 62Q1

= CT28X2dn 69 Q1

/i 1-2
XA 1-2
A 26
> 1-2
X | 12
/. 1-2
e 0.5
e 1
) 0.6
® 0.6
OV |s1-2
) 05
O/ |smn
] 0.5
AV ji-an-g
L) 05
e 0.5
o 0.5
e 0.5
e 05
< 1-2
° 0.6
L4 1-2
- 80
+ 170
- 60
F 50
b 40
- 30
- 20
1o

M did not dig deeper

Figure 42. Snow profile for 28 February 2006.
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Snow Cover Profile

Location: Fidelity Flats Date: 07 Mar 1
Sky: @ wind: nil Air Temperature: -3.8 Time: 1102
Aspect: 0 Elevation: 1905 Incline: 0 Observer: SMC
HSW:
i K P \F__4F F Hle| E | r c
T 22 20 18 -16 -14 -12 -10 8 -6 -4 -2 P omments
F)nger Resistance A~] %k =3 bang ~
)
Logo/d~l + 10 ad
EDTempemLure yl,’, ~l X/ 2 ~
o
Lot ~| @ X | t2
’,:,,;’,‘ ~ A o4 ~
-é’l”l’,' ~ / ® 1-2 ~
G~ s e ~
S~ /e |10 ~
/
gt~ £ | re ~
i
_'-'zgé/' ~ Xk, | 12 ~ = CT9&11dn29Q2
::':’1// ~ 7/ 1 ~
I
iy~ £ | oo -
,’,',','l,‘/ ~ @/ | 05 ~ M= CT22dn38Q1
L
‘g~ /{061 ~
| " Lo -
i
] =
o[~ 2 O s
o~ 7@ pslig ~
Lo~ O 1-2 ~
A
Ml -] @ |pes-g ~
e
,',)lgfg/ ~ 1-2 ~ 4= CT24dn65Q1
I~ 0O |os ~
e~ Ve ~ ¢ CT164dn68Q1
k170
~ e 0 ~
L 160
k150
ligg [~ @ 05 ~
L 136
~ Y 05 ~
k120
-~ 1-15 ~
F110
~| @ |08 ™ M= did not dig desper
F100
k90
L 80
L 70
L 60
lsg |~| ~ ~ | o~ |~
- 40
- 30
20
10

Figure 43. Snow profile for 1 March 2006.
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Snow Cover Profile

Location: Fidelity Flats Date: 06-03-02
Sky: —@ Wind: ItN Air Temperature: -0.6 Time: 1339
Aspect: 0 Elevation: 1905 Incline: 0 Observer: SMC
HSW:
i K P IF 4 F F R o
T 92 -20 -18 -i6 -14 -12 -10 -8 -6 -4 -2 H |6 E P omments
Fmger Resistance
- 330
H[] Temperature | 500
t 310
~ / 1 ~
~ / 1-2 ~
~[ /7 X | we ~
~ /® | 05 ~
~ @ X [u2s ~
~ @/ [ 05 ~
~ yd 1 ~
~ 20 [osn ~
~ ) 0.25 ~
~ /@ | 08 ~
~ /0O Jos1 ~
7 X 1 ~ [ CT11dn31Q2
~ / Jos1 ~
~ @/ |05 ~
~| @ o254 ~
~ Ve 1 ~
~ @ 108 ~ [ CT22dn41Q2
~ ) 0.26 -~
. ~aaj ~ M cT18dn56Q1
~ITVQO| 2 ~ = CT20dn60Q2
~ e 05 ~
~ @ 05 ~
~ * 05 ~
~ < 1-2 ~
M= did not dig deeper
~ e 06 ~
- 80
+ 70
I 60
FEO | ~| o~ ~ ~ |~
r 40
- 30
F 20
10

Figure 44. Snow profile for 2 March 2006.
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Snow Cover Profile

Location: Fidelity Flats Date: 06 Mar 3
Sky: O Wind: L-M@N Air Temperature: Time: 1123
Aspect: 0 Elevation. 1905 Incline: 0 Observer: SMC
HSW:
T K P IF__4F F
T 98 -g0 -18 -16 -14 -2 -10 -8 6 -4 -2 H 0 F E | R | p | Comments
Finger Resistance
D:l Ram Resmistance L 290
E]:l Temperature
- 280
I~ kO3] ~ | ~
+/ |12 -~
/ 05 ~
/X |12 ~
] 0.5 ~
% 1 ~ = CTT@216
/® | 05 ~
7/ 1-2 ~
/- 1 ~ M= CT12@ 209 SP
./ 1 ~ [ cT148205SP
/ 05 ~
+/ |12 ~
° 05 ~
O, 1 ¢ CT188196
/® |05 ~
8] 1 ~
) 25 ~
/70|12 ~
[ 285 ~
, OV | 13 ~ = CT22@171 SP Feb 21
° 0.5 ~
OV | 23 ~ M= CT23@167 SP Feb 20
e 0.6 ~
e |05/1 ~
e 05 ~
< |1l ~
e 05 ~
(¥ 1-3 ~
. 05 ~
0 1-2 ~

Figure 45. Snow profile for 3 March 2006.
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Snow Cover Profile
Location: Sorcerer Lodge - Weather Plot
Sky: —@ Wind: calm  Air Temperature: -5

Date: 06 Mar 5
Time: 1047

Aspect: 0 Elevation: 2030 Incline: 0 Observer: SMC KE
HSW:
i X P IF _4F F a1 e F E | R c
T -2 -20 -18 -16 -l4 -1z -0 8 -6 -4 -2 omments
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*V |~ |~
mTempemture s A 05
s 0O -2
e/ 02511
o X ps5ied
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e 0.6
e 0.25
/@ 105
o 05 = CT17@ 181
7 e l2/0] CT14@ 178
] 05 CT188175
», 0 |1r0s
/@ |1.0s8 CT26@166
® (J2-0p
De |1106
o 0.5
O 0.5
e 0.25
= CT26@169
8] 08 CT23B168
[ 06 CT288156
Ne | 06
P 1
° 06
e 0.6
) 06
° 05-1
< 1
[ I 1
aOA |12

Figure 46. Snow profile for 5 March 2006.
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Snow Cover Profile

Location: Nordic Lake Date: 06 March 10
Sky: CB Wind: calm  Air Temperature: Time: 1218
Aspect: s Efevation: 2085 Incline: 3 Observer: SMC KE
HSW:
i R P IF__4F F a e F E c
T 22 20 -18 -16 -14 -12 -0 -8 6 -4 -2 R e omments
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a 0.5 ~
e[ |0s1 ~ [ chain
oo | o ~
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@0 | o5 ~
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0O |os1 ~ e chain
[} 051 ~
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< 1-3 ~
e (25-0 ~
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n 1-3 ~ [& chain
= CTM10@ 39
0o A 24 ~ |4 decomp DH

Figure 47. Snow profile for 10 March 2006.

95




Appendix E
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Distribution of Variable: movAvgXpts5cm
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Appendix F Decision-trees Examples for 50% Training-set Day Models

[avgrpt]
[ 1

<{1.369 >=-{1369
[mowsugxptson)] [mowsug vptscm]

]

E <1238 >=-{1238
Imousug vpsoml} |5 tope Templ

Figure 48. Recursive partitioning tree for density prediction model based on 50% of training-set days at 5

splits.
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Figure 49. Recursive partitioning tree for density prediction model based on 50% of training-set days at
10 splits.
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Figure 50. Recursive partitioning tree for density prediction model based on 50% of training-set days at
15 splits.
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Appendix G

# of
Splits
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densities at assigned probe measurement
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Appendix H

Bivariate Fits for 1 Training-set day Model Examples
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Appendix | Residual Plots for 1 Training-set day Model Examples
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Appendix J JMP scripts for Select Models
Interactively constructed models for 1, 2, and 3 day prior training-sets (3 Mar, 2-3 Mar, 1-3 Mar)

3 Mar Model

If( :movAvgYptscm < -0.28491, If( :movAvgYptScm < -0.40701, [f( :slopeTemp >= -3.04, 80.8, If(
:slopeTemp >= -5.56, If( :slopeTemp >=-3.7, 121.2, 126.3), If( :movAvgYptScm < -0.49492, I(
:slopeTemp >= -6.725, If( :TGslope >= 0, 131.3, 146.5), If( :movAvgYpt5cm >=-0.60115, If( :slopeTemp <
-7.215, If( :movAvgXpt5cm < 0.80952, 141.4, 148.48), If( :movAvgXpt5cm >= 0.860806, If( :TGslope <
0.0199999999999999, 146.5, 151.5), 161.62)), 165.85)), If( :movAvgXptScm >= 0.623116666666667,
163.316666666667, If( :movAvgXptscm < 0.577126666666667, 166.7, 183.84))))), If( :slopeTemp < -
5.99, If( :movAvgYptscm < -0.35206, 181.84, If( :slopeTemp < -6.09999999999999, If( :movAvgXpt5cm
>=0.31013, 207.916666666667, If( :movAvgYptscm >= -0.29956, 211.5125, 236.642857142857)),
243.857142857143)), 287.9)), If( :movAvgYptscm < -0.21775, ( :slopeTemp < -5.745, If( :slopeTemp < -
5.86999999999999, If( :TGslope < 0.0200000000000065, 233.757142857143, If( :movAvgXpt5cm <
0.19902, 245.314285714286, 251.54)), 277.8), If( :slopeTemp < -5.38999999999996, If( :slopeTemp < -
5.665, 300.98, 310.877777777778), If( :movAvgXpt5cm >= 0.32845, 333.3, 353.52))), If( :slopeTemp < -
4.53999999999997, If( :slopeTemp < -5.46, 282.114285714286, If( :TGslope < 0.0400000000000064, H(
:slopeTemp < -4.69000000000001, 340.033333333333, 348.5), 359.711111111111)), if( :slopeTemp < -
3.67, If( :slopeTemp < -4.25, 378.8, If( :slopeTemp < -3.91499999999999, l{( :slopeTemp < -4.08,
390.566666666667, 393.9), 400.633333333333)), If( :slopeTemp < -2.36, If( :movAvgXptbcm >=
0.23443, If( :movAvgXpt5cm < 0.30525, 398.98, 410.783333333333), If( :movAvgXptScm >= 0.12088,
412.416666666667, 417.16)), 435.32)))))

"2-3 Mar Model

If( :movAvgYpt5cm < -0.28613, If( :movAvgYpt5cm < -0.35776, If( :slopeTemp >= -4.22096, If(
:slopeTemp >= -3.04, 80.8, If( :movAvgYptdScm >= -0.42288, 99.2, 122.22)), If( :movAvgYpt5cm < -
0.49248, If( :TGslope >= -0.0199999999999998, If( :slopeTemp >= -6.29999999999999,
133.26170212766, 148.752272727273), If( :movAvgXptscm >= 0.84493, 149.91, 164.338461538462)),
If( :movAvgXpt5cm >= 0.82051, 136.38, 178.022807017544))), If( :movAvgXpt5cm >= 2.418805, 84.2, If(
:slopeTemp < -5.835, If( :movAvgXptscm < 0.35897, If( :movAvgYptScm < -0.32642, 204.772727272727,
224.521212121212), 242.8875), 300.885714285714))), If( :movAvgYpt5cm < -0.21897, If( :slopeTemp < -
6.06179999999998, If( :movAvgXpt5cm < 0.285715, If( :movAvgYptScm < -0.233625, If( :TGslope >=
0.0399999999999892, 213.222222222222, |i( :slopeTemp < -6.20000000000002, 223.111764705882,
244.805882352941)), 262.6375), lf( :slopeTemp >= -6.10000000000002, 239.611111111111, 274.15)),
If( :movAvgXpt5cm >= 0.472526666666667, 171.72, If( :slopeTemp < -5.68205999999999, 288.81875, If(
:slopeTemp < -5.38999999999996, 316.313333333333, 337.4125)))), If( :TGslope <
0.0199999999999784, 187.7, lf( :slopeTemp < -4.61031999999998, If( :slopeTemp < -
5.69399999999999, 281.155555555556, lf( :slopeTemp < -5.00647999999999, 331.991304347826,
353.676923076923)), If( :slopeTemp < -3.67, If( :slopeTemp < -4.1288, 375.76, 391.321621621621),
412.906896551724)))))

1-3 Mar Model

If( :movAvgYpt5cm < -0.33253, If( :movAvgYptScm < -0.389, If( :movAvgXptScm >= 1.24094666666667,
If( :slopeTemp >= -3.04, 78.7409090909091, 116.312903225806), If( :movAvgXptScm >=
0.643466666666667, If( :movAvgYptscm < -0.632585, 122.803921568627, If( :slopeTemp >= -4.22096,
130.242857142857, 1f( :slopeTemp < -4.9899, If( :TGslope >= -0.120000000000002, If( :slopeTemp >= -
6.725, 139.434579439252, 152.1), 157.322222222222), 167.5))), 170.890909090909)), If( :slopeTemp
>=-3.67376, 98.5, If( :movAvgYpt5cm < -0.3716, 186.45, If( :movAvgXptScm < 0.34432,
199.707692307692, 225.75)))), If( :movAvgYptScm < -0.21897, If( :slopeTemp < -6.08000000000004, If(
:movAvgXpt5cm < 0.285715, Hf( :movAvgYpt5cm < -0.233625, 226.508695652174, If( :movAvgXptsem <
0.202075, 245.48, 293.94)), If( :TGslope < 0.0200000000000044, If( :slopeTemp >= -6.10000000000001,
234.490476190476, If( :movAvgYptsScm < -0.308715, 224.733333333333, 256.602702702703)),
275.654838709677)), If( :movAvgXpt5cm >= 2.5772275, 90.2, If( :slopeTemp < -5.68205999999999, If(
‘TGslope < 0.0400000000000026, 281.086956521739, 311), If( :slopeTemp < -4.91000000000001,
320.366129032258, 366.7875)))), If( :TGslope < 0.0199999999999784, 214.271428571429, If(
:slopeTemp < -4.61031999999998, H( :slopeTemp < -5.69399999999999, 292.93125, If( :slopeTemp < -
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5.00647999999999, 330.7, 350.120338983051)), If( :slopeTemp < -3.91499999999999, 377.0359375,
406.330434782609)))))

Automatically constructed models for 1, 2, and 3 day prior training-sets (2 Mar, 1-2 Mar, 28 Feb - 2
Mar)

2 Mar Model

If( :movAvgXpt5cm >= 0.484494, If( :slopeTemp >= -4.22096, If( :TGslope >= -0.2, 75.8, 101), If(
:movAvgYptscm < -0.521373333333333, If( :slopeTemp < -6.20000000000001, 126.3, If( :slopeTemp < -
5.8074, If( :movAvgYpt5cm < -0.560855, If( :slopeTemp < -6.13572, 141.4, 146.5), 150.658333333333),
If( :slopeTemp >=-5.2863, lf( :slopeTemp < -5.0754, 151.5, 163.62), 171.7))), If( :slopeTemp < -4.9614,
{f( :movAvgXpt5cm >= 0.53602, If( :TGslope >= -0.0999999999999996, If( :movAvgXptscm >=
0.599103333333333, 155.58, 162.66), 171.7), 186.9), 181.8))), lf( :slopeTemp < -6.06179999999998, [f(
:slopeTemp < -6.2, If( :movAvgYptscm < -0.35776, If( :TGslope >= 0, 166.7, 186.9), If( :movAvgXpt5cm <
0.27595, If( :movAvgYpt5cm < -0.309635, 196.98, If( :movAvgXptScm < 0.17501, 215.2625, If(
:movAvgYptscm < -0.271476666666667, If( :movAvgYptscm >= -0.281855, 212.1, 224.385714285714),
235.5))), If( :slopeTemp < -6.3, 222.2, 232.772727272727))), If( : TGslope >= 0.0399999999999892,
225.085714285714, If( :TGslope < 0, If( :slopeTemp >=-6.1, 237.4, lf( :slopeTemp >= -6.13518, 252.5,
262.6)), If( :movAvgYpt5cm < -0.26354, 264.844444444444, |f( :slopeTemp >=-6.15962, 282.8,
287.9))))), If( :slopeTemp < -5.00647999999999, If( :movAvgYptScm < -0.26049, If( :movAvgXptscm >=
0.43834, 298, 309.75), If( :slopeTemp < -5.69003999999999, 311.08, If( :TGslope <
0.0199999999999947, 317.6, If( :slopeTemp >= -5.42030000000001, 324.9, 333.3)))), If( :slopeTemp < -
4.61031999999998, If( :movAvgXpt5cm >= 0.241755, 338.4, 356.075), If( :slopeTemp < -4.1288,
370.485714285714, If( :movAvgXpt5cm >= 0.1453, 378.788888888889, 391.4))))))

1-2 Mar Model

If( :movAvgXptscm >= 0.484494, If( :movAvgXptscm >= 1.24094666666667, If( :slopeTemp >= -3.2486,
72.0125, 108.107407407407), If( :movAvgYptS5cm < -0.632585, 121.325, If( :movAvgXptscm >=
0.7539675, If( :slopeTemp >= -4.09328, 130.715151515152, If( :TGslope >= -0.120000000000002, If(
:slopeTemp < -4.9899, If( :movAvgYpt5cm < -0.59789, 132.5, 144.078181818182), 175.066666666667),
if( :movAvgXpt5cm < 0.8083, 143.1, 171.119230769231))), If( :movAvgYptscm < -0.521373333333333,
141.881818181818, If( :movAvgYptscm < -0.4598175, If( :slopeTemp < -6.23, 156.2625, 177.77),
178.0375))))), If( :slopeTemp < -6.06179999999998, If( :movAvgYptScm < -0.32703, If( :movAvgYptsecm
< -0.38564, 173.823529411765, If( :movAvgXpt5cm < 0.33028, 195.053846153846, 216.94347826087)),
If( :slopeTemp < -6.21, 1f( :TGslope < 0.0199999999999962, 223.196153846154, If( :TGslope <
0.0599999999999912, If( :movAvgXpt5cm < 0.3199, 227.266666666667, 252.52), 277.8)), If( :TGslope
>= 0.0399999999999892, 223.4625, If( :TGslope < 0, If( :slopeTemp >=-6.1, 237.4, 257.045), If(
:movAvgYpt5cm < -0.2708675, 268.083333333333, 286.755555555556))))), If( :slopeTemp < -
5.00647999999999, If( :slopeTemp < -5.85, 295.286666666667, If( :movAvgXptscm >= 0.43834,
302.328571428571, 324.315625)), If( :slopeTemp < -4.61031999999998, 348.278723404255, If(
:slopeTemp < -4.20999999999996, 364.295652173913, 380.678378378378)))))

28 Feb — 2 Mar Model

If( :movAvgYptscm < -0.33253, If( :movAvgXpt5cm >= 0.7539675, If( :movAvgYptScm < -0.637046, If(
:movAvgYptscm < -0.74726, 91.6982323232323, 118.09317898082), If( :movAvgXptScm >= 1.6123325,
111.002312008979, If( :TGslope >=-0.32, If( :slopeTemp >= -4.22096, If( :slopeTemp < -3,
103.022222222222, 141.428904428904), If( :TGslope >= -0.120000000000002, 140.721230655175,
166.924348750665)), 164.125))), If( :movAvgYptScm < -0.39724, If( :movAvgYpt5cm < -0.49248,
156.920014094433, 173.580471380471), If( :TGslope < 0.0399999999999963, 206.25513963161,
244.444444444444))), 1f( :movAvgYptbcm < -0.227113333333333, If( :TGslope < -0.100000000000005,
90.2, If( :slopeTemp < -6.08000000000004, If( :TGslope < 0.0200000000000044, If( :movAvgXpt5cm <
0.286935, 224.788418430884, If( :slopeTemp < -7.57, 223.484848484848, If( :slopeTemp >= -
6.90500000000002, 251, 274.281274281274))), If( :movAvgYpt5cm < -0.25683, [f( :TGslope <
0.0399999999999967, If( :movAvgXpts5cm < 0.293043333333333, 213.936363636364, 11(
:movAvgXpt5cm >= 0.36386, 249.360606060606, 286.192480359147)), 288.08703030303),
292.618426691154)), If( :slopeTemp < -4.71, 313.124130190797, 358.58))), If( :movAvgXptbcm >=
0.37485, 192.92, If( :slopeTemp < -5.58, Ii( :slopeTemp < -6.005, 304.507407407407,

109




334.480963480963), If( :slopeTemp < -4.20999999999996, If( :movAvgXpt5cm >= 0.298535, 328.9, If(
-TGslope < 0.0400000000000141, 349.922641509434, 366.693407761829)), 380.872222222222)))))
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