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ABSTRACT

This thesis presents and investigates new structures for use within coherent M-PSK (M-ary Phase Shift Keying) receivers.

The thesis is divided into three main parts. The first part of the thesis presents and investigates a new family of carrier lock detectors. These detectors are self-normalizing, i.e., they are independent of the AGC (Automatic Gain Control) circuit parameters.

In the second part of the thesis, two new families of carrier phase detectors are presented and analyzed. The first family of phase detectors is self-normalizing (i.e., the phase detectors are independent from the AGC). The second family of phase detectors is based on an adaptive structure that achieves not only independence vis-à-vis the AGC, but rather also independence from the SNR (Signal-to-Noise Ratio), hence potentially allowing the carrier synchronization circuit to operate optimally at all SNRs.

In the third part of the thesis, two new families of SNR estimators are presented. The first family of SNR estimators requires that the carrier synchronization PLL (Phase Lock Loop) be locked in order to function. The second family of SNR estimators is more complicated but has the advantage of dispensing with the carrier synchronization requirement; thus, this second family of SNR estimators is also suitable for SNR estimation in D-MPSK (Differential M-ary Phase Shift Keying) receivers.

The aforementioned lock detection, phase detection, and SNR estimation structures are compared to previously available structures and it is shown that they have significant implementational and performance advantages. Three important unifying aspects of the proposed structures are: (1) They are Non Data Aided (NDA); (2) they all have compact fixed-point implementations suitable for use within an ASIC (Application Specific Integrated Circuit) or an FPGA (Field Programmable Gate Array); and (3) they are all to a great extent independent from the AGC circuit. These key advantages make the proposed structures particularly attractive for use in FPGA-based or ASIC-based receivers.
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Chapter 1  Introduction and System Model Definitions

Digital wireless communications systems involve three general elements: the transmitter, the channel, and the receiver. The transmitter's purpose is to modulate the data stream and send the RF (Radio Frequency) signal over the channel, where that signal is corrupted by noise and possibly also interference and distortion. The receiver's purpose is to recover the original data stream while overcoming to the best of its ability the malicious effects of noise, interference, and distortion. This process is known as demodulation.

In this thesis we shall investigate structures for coherent demodulation of single-carrier M-PSK signals. M-PSK modulation is used in a wide variety of contemporary broadcasting and networking standards. For example, M-PSK is used in various configurations of the DVB-S [2], DVB-S2 [3], DVB-T [4], DVB-H [5], WiFi (802.11) [6], WPAN (802.15) [7], and WiMAX (802.16) [8] standards, to name a few. M-PSK also has many applications in military communications, especially using satellites [9], [10], [11].

Design of coherent receivers in digital communications involves generating a local carrier that is in phase with the received carrier, and then using this local carrier in order to demodulate the received signal. Generation of the local carrier can be done in one of the following manners: (a) by using pilot symbols or pilot signals, or (b) by extracting of carrier phase information from the received signal itself. The use of pilot signals or pilots symbols has the distinct and inevitable disadvantage of necessitating the expenditure of transmitter power that could otherwise have been used to increase the transmission power of the information-bearing signal (or, alternatively, to increase the the data rate). Hence, if possible, one would like to avoid the use of pilot signals or symbols and endeavour to regenerate a local carrier using only information obtainable from the information-bearing received signal. This indeed shall be the focus of this thesis.
In coherent suppressed-carrier receivers, regeneration of the local carrier is generally done via a Phase Locked Loop (PLL) that operates on the output of a Phase Detector (PD). The phase detector provides an indication of the residual phase error between the local and received carriers, and the PLL acts in feedback in order to cancel that phase error.

Recovery of the symbol clock is also done using a PLL, which in this instance is called the symbol timing synchronization PLL (or symbol PLL for short). The purpose of the symbol PLL is to generate a local symbol clock that is time-coherent with the received signal's symbol clock. This allows the receiver to sample the received symbol waveforms at the optimal times. The symbol PLL operates upon an error signal that is supplied by a Timing Error Detector (TED).

Another essential element in any PLL circuit is a lock detector. In a carrier PLL the purpose of the lock detector is to indicate when the local carrier is phase-coherent with the received carrier, in which case the carrier PLL is deemed "locked". Timely lock detection is necessary for many receiver operations. For example, when the carrier PLL becomes locked the receiver needs to stop scanning the input frequency uncertainty region in order to avoid driving the carrier PLL out of lock.

A crucial element in any modern communications receiver is an SNR (Signal-to-Noise Ratio) estimation module. In many modern communications schemes an accurate $E_s/N_0$ estimate is needed not only as a monitoring aid, but rather it plays an important role in the receiver's operation. For example, some error correction decoders can make use of an $E_s/N_0$ estimate to increase their coding gain (e.g. turbo codes [12]). Another example are systems that employ diversity reception, for which SNR estimates are used to assign relative weights to the data obtained from the various receivers [13 Sec. 14.4]. As another example we mention adaptive schemes (e.g. [14], [15]) where the data and/or coding rates are altered according to the $E_s/N_0$. See also [16 Sec. 1.2] for a more extensive overview of the uses of SNR estimators in contemporary communications systems, along with many useful references. In this thesis, we shall present new SNR estimators for M-PSK and D-MPSK receivers.
1.1 Overview of This Thesis

In the remainder of this introductory chapter (Chapter 1) we shall provide an overview of the signal and receiver models pertaining to this thesis. The object of this thesis is to present new structures for M-PSK lock detection (Chapter 2), phase detectors for coherent M-PSK carrier synchronization (Chapter 3), and SNR estimation in M-PSK and D-MPSK receivers (Chapter 4). The final chapter (Chapter 5) is devoted to conclusions, and is followed by several appendices which contain important mathematical derivations which were relegated there in order to maintain the thesis's flow.

As we shall see, the structures presented in this thesis are interrelated, and often one can obtain added benefit by exploiting these interrelationships. Although the digital portion of the receiver could be implemented either in hardware or in software, this thesis focuses on fixed-point hardware implementations. The reason is that, first, fixed-point hardware implementations will always have distinct performance advantages due simply to the fact that fixed-point hardware implementations can always be made to operate faster than any software and/or floating point implementation ([17 Chap. 9], [18], [1]). Secondly, more intriguing challenges are present when trying to design a hardware system: while a software system could be implemented in a high-level language, in contrast when implementing a fixed-point hardware system the designer must explicitly address such issues as scaling and dynamic range, logic resource usage, implementation of mathematical operations, etcetera. Finally, given the preponderance of FPGA-based and ASIC-based receivers, such a focus on fixed-point hardware implementations is appropriate in the context of contemporary trends in receiver design.

1.2 Intuitive Understanding of M-PSK Synchronization

Before delving into mathematics, it may be worthwhile to attempt to attain an intuitive understanding of the meaning of carrier and symbol synchronization in an M-PSK receiver. To this end, let us assume a BPSK communications system where the baseband data pulse is rectangular, and let us look at the waveforms at the outputs of the I and Q matched filters (note that the post-matched-filter pulse shape is triangular [13 Sec. 5.1]). In the following figures, the system's symbol rate is denoted as $1/T$. 
Fig. 1. Post-matched-filter signals. The received signal is noiseless BPSK. No carrier error, no timing error.

Fig. 2. Post-matched-filter signals. The received signal is noiseless BPSK. No Carrier error. Timing error of $T/4$. 
Fig. 3. Post-matched-filter signals. The received signal is BPSK with $E_s/N_0=7$ dB. No Carrier error. Timing Error of $T/4$.

Fig. 4. Post-matched-filter signals. The received signal is noiseless BPSK. Carrier frequency error of $1/(50\cdot T)$. No timing error.
In Fig. 1 we see the situation that occurs when there is perfect carrier and symbol synchronization (a noiseless BPSK signal is assumed). The small circles denote the samples of the \( I \) and \( Q \) channels (at rate \( 1/T \), i.e. 1 sample/symbol, which is the rate needed by the carrier PLL). As we can see, the receiver's carrier is in complete synchronization with the input carrier (as seen by the fact that the \( Q \) channel is always 0) and the symbol timing synchronization loop is also working perfectly (as seen by the fact that the samples of the \( I \) channel are always taken at the symbol's peak).

In Fig. 2 we can observe the effects of a symbol timing synchronization mismatch between the local and received symbol clocks. The lack of symbol timing synchronization is evident in that the samples (the small circles) are now not taken at the peak of the symbols but rather at an offset of \( T/4 \) seconds. Though these sampling instances are not ideal, in the case of a noiseless BPSK signal they will have no effect upon the error rate since the data decision algorithm, which in this case is simply \( \text{sign}(I) \), is unaffected. However, there will be a very appreciable impact upon the error rate once
noise effects are taken into account. To see this, observe Fig. 3, which shows the effects of a timing error of $T/4$ upon the reception of a BPSK signal with $E_s/\sigma_0 = 7$ dB. In this case the error rate of the decision algorithm $\text{sign}(l)$ is significantly degraded due to the timing error.

Now let us take a look at the effects of carrier frequency errors. In Fig. 4 we see the case where there is a carrier frequency error (but no timing error). The carrier frequency error causes the signal to meander between the $I$ and $Q$ channels. In Fig. 5 we see what happens when the carrier loop is unlocked and there is also a timing mismatch between the receiver and transmitter symbol clocks. The carrier frequency error manifests itself in the signal meandering between the $I$ and $Q$ channels, while the timing error manifests itself in that the samples (the small circles) are offset from the peaks of the symbols. Clearly, even for the noiseless BPSK signal shown in Fig. 4 or Fig. 5, there is an extraordinary degradation in the error rate as a result of the carrier frequency error, and when noise effects are taken into account there will be an even more pronounced degradation that will also be adversely affected by the lack of symbol synchronization.

![I-Q Graphs for $E_s/\sigma_0 = 7$ dB. Left: no timing or carrier error. Right: no carrier error, timing error of $T/4$.](image)

It is also instructive to look at various scenarios using I-Q graphs. In Fig. 6 we see samples of a BPSK signal where the carrier PLL is locked. On the left-hand side of Fig. 6
we see a signal with $E_s / N_0 = 7$ dB where the symbol timing recovery is perfect. On the right, we see the effects of a timing error of $T / 4$. Clearly, the timing error causes some data points to cross the decision region boundary (which is the vertical line $l=0$), hence worsening the error rate as compared to the perfect-timing recovery case.

In Fig. 7's left we see the effect of carrier frequency error on the I-Q graph; obviously, in this case no data recovery is possible. The case of a constant carrier phase error is shown on the right-hand side. Though data recovery is possible, the error rate will suffer tremendously as a result of the fact that many more of recovered symbols have crossed the decision region boundary $l=0$ (as compared to Fig. 6 left).

![I-Q Graphs](image)

**Fig. 7. I-Q Graphs.** Left: $E_s / N_0 = 15$ dB with carrier frequency error, no timing error. Right: $E_s / N_0 = 7$ dB with constant carrier phase error of $0.4\pi$, no timing error.
Fig. 8. I-Q graphs for BPSK with $E_s/N_0 = 30$ dB. Left: no carrier or timing error. Right: Gaussian carrier phase jitter with $\sqrt{\text{var}(\theta_c)} = 20^\circ$, no timing error.

Fig. 9. Post-matched-filter signals. The received signal is BPSK with $E_s/N_0 = 30$ dB. No Carrier error, no timing error.
Fig. 10. Post-matched-filter signals. The received signal is BPSK with $E_s/N_0 = 30$ dB. Gaussian carrier phase jitter with $\sqrt{\text{var}(\theta_e)} = 20^\circ$, no timing error.

In Fig. 8 we see the effects of carrier phase jitter. On the left, we see how an I-Q graph would look for $E_s/N_0 = 30$ dB for an ideally synchronized receiver. On the right, we see the effects of carrier phase jitter, that is a phase error $\theta_e$ which has a zero-mean and Gaussian distribution with $\sqrt{\text{var}(\theta_e)} = 20^\circ$. The corresponding I and Q channel graphs are shown in Fig. 9 and Fig. 10.

Although for BPSK and $E_s/N_0 = 30$ dB the effects of the carrier phase jitter shown in Fig. 8 (right) and Fig. 10 upon the error rate will be mild, the effect upon the error rate would be much more grave for a lower $E_s/N_0$ and/or a higher modulation index (e.g. QPSK, 8-PSK, etc.). We can see this in examining the I-Q graph of such a situation as shown in Fig. 11. As seen there, the phase jitter in this case compromises the separation
between the received constellation signal points to such an extent that it causes the error rate to be substantially increased.

![Fig. 11. I-Q graphs for QPSK with $E_s/N_0 = 30$ dB. Left: no carrier or timing error. Right: Gaussian carrier phase jitter with $\sqrt{\text{var}(\theta_c)} = 20^\circ$, no timing error.](image)

Clearly, as we've seen in this section, achieving carrier and symbol timing synchronization is crucial for proper data recovery. In this section we proceeded with the aim of attaining an intuitive (and, hence, qualitative) understanding of the meaning of synchronization. Quantitative effects of carrier phase jitter and symbol timing error upon the error rate of M-PSK can be found, for example, in [19 Sec. 4.3], [20], [21 Sec. 2.2.5], [22 Chap. 7], [23], and [24].

In the receiver, the synchronized carrier and symbol clock are generated by using PLLs which may have various topologies, an issue that is discussed in the next section.

### 1.3 Coherent M-PSK Receiver Topologies

There are three types of receiver topologies: (a) analog; (b) digital; and (c) hybrid. In the following three subsections, these architectures are discussed.
1.3.1 Analog architectures

In this case the PLL is implemented using analog components. Examples can be found in many texts, e.g. [25 Chap. 11], [13 Chap. 6], [26], [27 Chap. 10], [28 Chap. 11], [29 Chap. 9], [11]. Analog implementations suffer from some inherent problems, including: (a) variation of system parameters due to component value fluctuations; (b) parasitic and secondary effects which cause degradations; and (c) crosstalk-induced performance degradation. These problems are eliminated or at least significantly mitigated when using a digital implementation or a hybrid implementation.

Until the mid-to-late 1980's to the beginning of the 1990's, analog implementations were the workhorses of demodulators for high-speed communications. With the advent of powerful and cheap microelectronic circuits over the last 2 decades (including, notably, high-speed samplers and fast and dense FPGAs), purely analog implementations are quickly being abandoned in favour of digital and hybrid systems.

1.3.2 Digital architectures

Digital receiver architectures have been the subject of much investigation over the past 20 years. Two general subclasses of this architecture are possible.

\[a\] IF sampling

In the IF-sampling topology, the IF (Intermediate Frequency) signal is sampled, and the downconversion and demodulation is performed digitally on the sampled IF signal. Since the IF frequency is usually much higher than the symbol rate, this means that the sampling of the IF signal must be done at a rate much higher than the theoretical minimum of 2 samples/symbol, which renders this approach impractical for demodulating high datarate signals.

Sometimes the IF signal can be sampled using bandpass sampling techniques (see for example [30 Sec. 2.3.2], [31 Sec. 10.4.3], [17 Chaps. 7, 10]). However, even with this approach the sampling rate is usually much higher than 2 samples/symbol, particularly when one takes into account the necessity to increase the sampling rate in order to be able to handle carrier frequency uncertainties.
Thus, due to the high sampling rate required as compared to the symbol rate, the IF-sampling topology is usually adopted only for demodulation of low datarate communications.

b) Near-baseband sampling

In the near-baseband topology, coarse frequency downconversion is done in the analog domain and the resulting near-baseband signal is sampled [22 Chap. 4]. Fine downconversion and demodulation is then performed entirely in the digital domain upon these near-baseband samples. Perhaps the most comprehensive treatment of this subject can be found in [22] (see an overview of this architecture in [22 Chap. 4]). An excellent tutorial and many important results can be found in [32] and [33].

The near-baseband digital architecture offers the important advantage of considerably simplifying the analog section of the receiver (essentially reducing it to an AGC (Automatic Gain Control) circuit followed by a coarse downconversion circuit). However, the digital implementation has two big drawbacks. First, the need to perform downconversion and interpolation ([32], [33], [22]) in the digital domain implies a rather complicated digital section. Secondly, the sampling rate necessary for good performance is at least 2 samples/symbol, and more likely at least 2.5 to 3 samples/symbol (see [33 Tables IV, V]). This, as compared to a minimum of 1 sample/symbol that is necessary for a hybrid implementation (see Sec. 1.3.3).

As sampler and FPGA/ASIC speeds become higher and digital logic densities increase, there is no doubt that digital implementations will gradually replace hybrid and analog implementations for many communications systems. However, due to the high sampling rate requirement and the high digital logic complexity, there shall always be a sizeable portion of receivers which are implemented using hybrid architectures, especially for high datarate communications.

1.3.3 Hybrid architectures

In a hybrid architecture, some of the PLL components are implemented in the analog domain while others are implemented using digital logic. Since many components can be implemented either analogically or digitally, this gives rise to many architectural possibilities. For example, in one hybrid implementation of a carrier PLL only the phase
detector is implemented digitally, while in another implementation the digital portion would also include the loop filter and the matched filters. In general, the choice as to whether to implement a certain component in the analog or digital domains will come down to economics: i.e. what is the cheapest and/or easiest and/or most performance-effective way to implement that particular component, or what is the best implementational tradeoff given these constraints. An example hybrid implementation of an M-PSK receiver is shown in Fig. 12, although the reader is advised to remember that other variations on this architecture are possible.

Fig. 12. General structure of a hybrid receiver for digital communications. The parts within the dashed line are implemented digitally, while the rest are analog components (the samplers and DDS (Direct Digital Synthesizer) are mixed-signal components).
Hybrid implementations offer the important advantages of being able to operate with excellent performance at sample rates as low as 1 sample/symbol (if a 1 sample/symbol TED is used, such as in various detectors discussed in [34], [35], [36], [21 Chaps. 7, 8] and [37], [38], [39], [40]). This is at least 2 to 3 times lower than the necessary sampling rate for a digital topology [33]. Moreover, the digital logic can be made to be extremely simple (see [41], [18], [1]). At a rate of 2 samples/symbol, virtually ideal performance can be achieved and carrier-independent timing error detectors that require 2 samples/symbol can be used ([42], [43], [37], [44]). The rate of 2 samples/symbol is still 25%-50% lower than the 2.5 to 3 samples/symbol usually needed for using a simple linear interpolator within the digital topology [33 Table V]. The hybrid topology is thus particularly suited for high-data rate communications (for example (in current technology) for symbol rates which are above 50 MHz) where sampling and real-time processing of the IF or near-baseband signal is often either impossible or uneconomical.

Using the hybrid architecture allows the designer to enjoy architectural benefits which are unavailable when using a completely analog or completely digital receiver. As alluded to earlier, sampling the baseband signal rather than the IF or near-baseband signal generally allows more inexpensive samplers which operate at a lower clock rate to be used. Furthermore, the fact that downconversion of the incoming signal is done in the analog domain considerably simplifies the digital logic required, since the latter is relieved from the need to perform downconversion of the complex (i.e. I-Q) sampled signal.

On the other hand, having the I-Q demodulator in the analog domain driven by an analog local carrier allows an arbitrarily high IF frequency \( f_{IF} \) to be used with the aid of an external mixer and a fixed oscillator. Thus, with a relatively inexpensive low frequency DDS (Direct Digital Synthesizer) and an additional (relatively inexpensive) fixed RF oscillator, the use of an expensive and difficult to use high frequency VCO (Voltage Controlled Oscillator) is averted. Moreover, the long-term stability and phase noise characteristics achievable with DDS chips are difficult to attain using a VCO. See [45 App. A] and [46] for an explanation on the DDS's operation.

The advantages of implementing the phase detector and the loop filter digitally are numerous. First and perhaps foremost, the repeatability of filter and transient response
specifications that can be achieved via a digital implementation is exceedingly difficult to duplicate in an analog implementation. Second, arbitrarily complicated phase detector and filter structures may be implemented, whereby that complexity is only limited by the amount of logic and computing power available for the digital section's implementation. Finally in this very non-exhaustive list, the implementation of certain synchronization loop elements by digital means allows testability and probing with accuracy and availability that is hard to attain in a completely analog system; for example, if the loop filter is implemented digitally then its (digital) input may be monitored by a computer console or analyzed in real time using the FFT transform.

Due to the low sampling rate requirements and the relatively low complexity in both the analog and digital domains, the hybrid implementation is the architecture of choice for high-datarate communications. Thus, it is of most interest to us. Hence, as already stated, we shall assume for the remainder of the thesis that the receiver has a hybrid architecture, whose precise characteristics are discussed in the next section.

1.4 Signal and Receiver Models that are Used in this Thesis

In this section we shall present the M-PSK receiver model that is discussed in the remainder of the thesis. In this thesis we are not concerned with implementation of the symbol synchronization PLL, and, unless otherwise stated, that PLL is assumed to be operating ideally. We thus limit ourselves to investigation of the carrier PLL, which is assumed to be a hybrid PLL as discussed in Sec. 1.3.3. Though a hybrid structure is assumed, it is commented that the structures presented in this thesis will work and will have the exact same behaviour if the carrier PLL has a digital topology. The simplified receiver model is as shown in Fig. 13, and this model is used throughout the thesis.
We denote the M-PSK data signal as $m(t) = \sum_{n=-\infty}^{\infty} a_n p(t-nT)$, where:

$$a_n = \exp(j\phi_n), \quad \phi_n = 2\pi \cdot m_n / M, \quad m_n \in \{0, 1, ..., M-1\}$$

(1)
is the actual data and $p(t)$ is the baseband data pulse. The modulated signal is $s_m(t) = \Re[m(t)e^{j\omega_c t + j\phi_n}]$ and that signal is corrupted by an AWGN channel. Fig. 13 shows a simplified diagram of the M-PSK receiver under discussion. In Fig. 13:

1. $1/T$ is both the symbol rate and the sample rate.
2. We assume a narrowband bandpass signal, i.e. $\omega \gg 1/T$.
3. $n(t) \sim N(0, N_0 W)$ where $W$ is the width of the bandpass IF filter (not shown).
4. \( K \) represents the physical gain associated with the circuit. It is assumed that \( K \) has the same value in both the \( I \) and \( Q \) arms (i.e. the arms are "balanced"). In general, \( K \) is a slow function of time controlled by the AGC to achieve a desired signal level at the sampler inputs. A more detailed discussion of the AGC and the parameter \( K \) is presented in Section 1.5.

5. When the carrier loop is locked around a stable equilibrium point, we have \( \Delta \omega = 0 \) and (since M-PSK carrier synchronization has an inherent M-fold phase ambiguity (\cite{13 Chap. 6}, \cite{22 Chap. 5, 6}, \cite{21 Sec. 5.7}))
\[
\theta_o \in \{ \theta_i + 2\pi k / M - \theta_o \} | k = 0,1,\ldots,M - 1 \}, \text{ where } |\theta_e| < \pi / M \text{ is the residual phase error.}
\]

6. The matched filter \( h(t) \) is assumed ideal and the sampling at the outputs of matched filters is considered to be at the ideal time (i.e. the symbol synchronization loop is assumed locked).

7. From \cite{13 Sec. 4.1.1} we have
\[
E_S = \int_{-\infty}^{\infty} p(t) \cos(\omega_0 t + \theta_i)^2 dt \approx \frac{1}{2} \int_{-\infty}^{\infty} p^2(t) dt = \frac{1}{2} E_P.
\]
Without loss of generality, we assume for convenience \( E_P = 1 \) (implying \( E_S = \frac{1}{2} \)).

8. Throughout this thesis, the terms SNR and \( E_S / N_0 \) ratio are used interchangeably, and we use the notation \( \chi \) to refer to the \( E_S / N_0 \) ratio (=SNR).

9. We assume that the Nyquist criterion for zero-ISI \cite{13 Sec. 9.2.1} is obeyed regarding the output of the matched filters. Two important pulse shapes that fulfill this condition are:

- The rectangular pulse:
\[
p(t) = \begin{cases} \sqrt{1/T} & -T/2 \leq t \leq T/2 \\ 0 & \text{otherwise} \end{cases}
\]

- The Square-Root Raised Cosine (SRRC) pulse ([47 eq. 68.15]) which is shown in Fig. 14 (where \( 0 < \alpha \leq 1 \) is the rolloff factor) :
\[
p(t) = 4\alpha \frac{\cos((1 + \alpha) \pi t/T) + \sin((1 - \alpha) \pi t/T)}{\pi \sqrt{T} (1 - 16\alpha^2 t^2/T^2)}
\]

10. Throughout this thesis we make the standard assumption made in synchronization texts (e.g. [22], [21]) that the carrier PLL is a high-loop-gain second-order system. Hence, the linearized-model Laplace transfer function of the PLL is

\[H(s) = \frac{\theta_0(s)}{\theta_1(s)} = \frac{2\zeta \omega_n \cdot s + \omega_n^2}{s^2 + 2\zeta \omega_n \cdot s + \omega_n^2}\]

where \(\zeta\) is the damping ratio and \(\omega_n\) is the natural frequency in radians/sec (see for example [25 Sec. 2.2]).

11. We assume, unless otherwise stated, that no signal fading is occurring. Hence, the \(E_s/N_0\) ratio is considered to be a constant. Fading effects shall be treated in a specific manner where appropriate.

\[\text{Fig. 14. Square-Root Raise Cosine pulse shapes}\]

Note that in Fig. 13 we have:
\[ n_I(nT) = \left[(2n(t) \cos(\omega t + \Delta \omega t + \theta_0)) \otimes h(t)\right]_{t=nT} \sim N(0, 2N_0E_S) \]

\[ n_Q(nT) = \left[(-2n(t) \sin(\omega t + \Delta \omega t + \theta_0)) \otimes h(t)\right]_{t=nT} \sim N(0, 2N_0E_S) \] (4)

and:

\[ I(n) = K \left(2E_s \cos(-\Delta \omega \cdot nT + \theta_i - \theta_o + \phi_n) + n_I(nT)\right) \]

\[ Q(n) = K \left(2E_s \sin(-\Delta \omega \cdot nT + \theta_i - \theta_o + \phi_n) + n_Q(nT)\right) \] (5)

We shall now derive (5). Referring to the I channel, we have from Fig. 13:

\[ I(t) = K \left(\sum_{r=-\infty}^{\infty} p(t-rT) \cos(-\Delta \omega t + \theta_i - \theta_o + \phi_r) \otimes h(t) + n_I(t)\right) \]

\[ = K \left(\int_{-\infty}^{\infty} \sum_{k=-\infty}^{\infty} p(\tau-rT) \cos(-\Delta \omega \tau + \theta_i - \theta_o + \phi_r) h(t-\tau) \, d\tau + n_I(t)\right) \] (6)

\[ = K \sum_{r=-\infty}^{\infty} \int \left(\cos(-\Delta \omega \tau + \theta_i - \theta_o + \phi_r) p(\tau-rT) h(t-\tau)\right) \, d\tau + Kn_I(t) \]

We shall limit ourselves to dealing with baseband pulses \( p(t) \) that are real. Furthermore, we require that \( p(t) \) have a finite effective length defined as \( L = mT \), where \( m \) is some (small) positive integer, chosen so that \( p(t) \) is nonzero only in the interval \([-L/2, L/2]\). This condition on \( p(t) \) does not limit the applicability of the ensuing analysis, since the vast majority of practical systems employ baseband pulses which comply with this requirement or are closely approximated for the purposes of analysis by such finite duration pulses (this is true, for example, for both rectangular and SRRC pulses, given in (2) and (3), respectively). Under those conditions we have that the matched filter \( h(t) \) abides by \( h(t) = p(-t) \). Furthermore, for convenience we define \( s(t) = p(t) \otimes h(t) \), and we note that we have assumed that \( s(t) \) conforms to the Nyquist criterion for zero-ISI [13 Sec. 9.2.1]. From [13 Chap. 9] we thus have for any integer \( r \):

\[ s(rT) = \begin{cases} E_p (= 2E_s) & \text{for } r = 0 \\ 0 & \text{for } r \neq 0 \end{cases} \] (7)

For the ensuing analysis to be valid, we must assume that the beat note \( \Delta \omega \) has a much smaller frequency than the matched filter bandwidth. This is not a real limitation since if this condition is not obeyed, then the \( I \) and \( Q \) signals cannot even be considered
baseband signals and a coarse (open-loop) correction of the local carrier is needed if there is to be any hope of the loop acquiring lock. Formulation of this condition takes the following form:

$$\frac{|\Delta \omega|}{2\pi} \ll \frac{1}{L} = \frac{1}{mT} \tag{8}$$

Re-examining (6), we note that since $h(t)$ is nonzero only in the interval $[-L/2, L/2]$, the integration bounds can be reduced to comprise only the interval $[t-L/2, t+L/2]$. Furthermore, because of (8), the signal $\cos(-\Delta \omega \tau + \theta_i - \theta_o + \phi_r)$ can be assumed constant in the interval $[t-L/2, t+L/2]$ with the approximate value of $\cos(-\Delta \omega t + \theta_i - \theta_o + \phi_r)$. Using these observations, we can simplify (6) to:

$$I(t) = K \sum_{r=-\infty}^{\infty} \left\{ \cos(-\Delta \omega t + \theta_i - \theta_o + \phi_r) \int_{t-L/2}^{t+L/2} p(\tau - rT) h(\tau) d\tau \right\} + K n_i(t) \tag{9}$$

$$= K \sum_{r=-\infty}^{\infty} \cos(-\Delta \omega t + \theta_i - \theta_o + \phi_r) s(t-rT) + K n_i(t)$$

The $n$-th symbol is sampled at time $t = nT$, so that:

$$I(n) = I(t) \bigg|_{t=nT} = K \sum_{r=-\infty}^{\infty} \cos(-\Delta \omega \cdot nT + \theta_i - \theta_o + \phi_r) s(nT-rT) + K n_i(nT) \tag{10}$$

Because of (7), only one term in the summation does not vanish (the one for which $k=n$), and we are left with:

$$I(n) = K \left( \cos(-\Delta \omega \cdot nT + \theta_i - \theta_o + \phi_n) s(0) + n_i(nT) \right)$$

$$= K \left( 2E_s \cos(-\Delta \omega t \cdot nT + \theta_i - \theta_o + \phi_n) + n_i(nT) \right) \tag{11}$$

which agrees with the $I$ component in (5). A similar analysis can be carried out to prove the equation for the $Q$ component in (5).

1.5 The AGC's Operation

General analysis of AGC-induced effects is hindered by the fact that the constraints and parameters of AGC circuits are strongly dependent upon the specific communications system. It is thus, perhaps, less of a surprise that most contemporary synchronization texts ignore these effects (by assuming a constant $K=1$). This is the case,
for example, throughout [22] and [21], which are some of the most comprehensive modern works on synchronization in wireless communications. Nonetheless, some treatment of AGC effects does exist; see for example [48 Chap. 9] and [49 Chap. 7], though the discussions there pertain to unmodulated carrier-wave synchronization.

For this thesis we wish to attain an understanding of the AGC's operation and effects upon the carrier PLL and associated structures. To that end, it is instructive to take a look at the waveforms before and after the AGC. We assume throughout this thesis an example AGC that attempts to control the waveform amplitudes at the input of the samplers so that the RMS value of the waveforms is 80% of the dynamic range of the samplers. We also assume, for simplicity, that the samplers' full-scale input range is ±1 volt, which means that our AGC tries to ensure that the pre-sampler waveforms have an RMS of 0.8 volt. The characteristics of this example AGC shall be discussed further in the following subsections.

1.5.1 The parameter $K$ and its relationship with the AGC

Obtaining a physical insight into the meaning of the parameter $K$ (see Fig. 13) is straightforward and should perhaps even be intuitively apparent to persons who have designed and built an M-PSK wireless receiver. To explicitly spell out this meaning, we recall that we assumed in Sec. 1.4 that for convenience and without loss of generality the baseband pulse energy (=matched filter energy) is unity, i.e. that

$$E_p = 2E_s = \int_{-\infty}^{\infty} p^2(t)dt = \int_{-\infty}^{\infty} h^2(t)dt = 1.$$ 

Let us further assume that we are ideally locked (i.e. $\Delta \omega = 0$ and $\theta_o \in \{\theta_i + 2\pi k / M | k = 0,1,...,M - 1\}$). We then have from (5) that:

$$I(n) = K(\cos \phi_n + n_I(nT)) \quad \text{and} \quad Q(n) = K(\sin \phi_n + n_q(nT)).$$

Now, define the time-average operator $\langle \cdot \rangle$ as $\langle x(n) \rangle \triangleq \lim_{N \to \infty} \frac{1}{2N} \sum_{n=-N}^{N} x(n)$. It is then easy to see that:

$$K \xrightarrow{E_s/N_o \to \infty} \sqrt{\langle I^2(n) + Q^2(n) \rangle}$$

i.e. at high SNR we have that $K$ is roughly the RMS (root-mean-square) of the M-PSK signal. Now, to inject a little more real-world issues into the model, we know that
samplers have a finite number of bits and the AGC’s job is, as already noted, to ensure that the samplers are not overdriven or underdriven. Consider, for example, a system which samples the input $I$ and $Q$ channels with 8-bit samplers, which give a range\(^1\) for $I(n)$ and $Q(n)$ of $\pm 127$. Let us also assume that the AGC controls the input signal so that, to avoid sporadic overdriving the samplers due to noise, the input signal’s RMS is controlled to about 80% of the dynamic range. Note that 8-bit samplers and 80% driving of the samplers are certainly real-world parameters. In terms of the signal model used in the thesis (see Fig. 13) where unity gain samplers are assumed, it can be seen that at high SNR the model of Fig. 13 applies with about $K=100$ (we rounded to $K=100$; the exact number is $K = 80\% \times 127 = 101.6$).

Let us look at the situation at low SNR. Since we assumed for our model a constant $E_s$, it follows that $\text{var}(n_I(nT)) \xrightarrow{E_s/N_0 \to 0} \infty$ and $\text{var}(n_Q(nT)) \xrightarrow{E_s/N_0 \to 0} \infty$. The AGC still needs to control $K$ so that the samplers are not overdriven. Hence, at low SNR, to insure finite and non-overdriving sampler inputs, we must have $K \xrightarrow{E_s/N_0 \to 0} 0$.

In summary then, if $b$ is the number of bits in the samplers (including sign bit) and the AGC attempts to control the RMS of the input signal to $100\cdot r$ percent of the samplers' range, we have $K \xrightarrow{E_s/N_0 \to 0} 0$ and $K \xrightarrow{E_s/N_0 \to 0} r \cdot 2^{b-1}$. For example, for the 8-bits samplers with 80% driving we discussed above, we have $b=8$ and $r=0.8$, and the dynamic range of $K$ is about $0 \leq K \leq 100$.

We could have just as easily adopted the convention that the binary point at the output of the samplers immediately follows the sign bit. For example, if the output of the sampler is 0000001\(_b\), this could signify the value 3 or, alternatively, $y_{128}$ (if we think of the binary point as being at the right of the sign bit, i.e. 0.0000011\(_A\)). This decision is purely arbitrary and has no actual bearing upon the resultant dynamic range analysis stemming from $K$’s behaviour and the influence of the latter upon the rest of the

\[^1\] More accurately, in a two's complement 8-bit system, we would have $I(n), Q(n) \in \{-128...127\}$. For simplicity and fluency of the discussion (and without incurring any appreciable loss of accuracy), we ignore the -128 value.
receiver. Under the convenient assumption of the binary point being after the sign bit of the sampler, we have that \(0 \leq K \leq r \leq 1\) regardless of the number of bits in the sampler. Unless otherwise stated, this is the convenient implicit notational choice made in this thesis.

### 1.5.2 Demonstration of the AGC's operation

For the purposes of the following demonstration we make the convenient assumption that we are ideally locked (i.e. \(\Delta \omega = 0\) and \(\theta_0 \in \{\theta_i + 2\pi k / M | k = 0, 1, ..., M - 1\}\)). Now, let us look at the pre-AGC (=post-matched-filter) and the post-AGC (=pre-sampler) waveforms at various SNRs. We shall look at the \(I\)-channel of a BPSK signal that has rectangular baseband pulses (remember that the signal has passed through a matched filter, so the signal waveform is now composed of the triangular pulses \(p(t) \otimes h(t)\)). The sampling instances in the following figures are denoted by small circles.
Fig. 16. Pre-AGC and post-AGC sampled waveforms for $E_s/N_0=8$ dB.

Waveforms for $E_s/N_0=8$ dB, $K=0.74$. 

$QP2 = \frac{\text{Signal}}{\text{Noise}}$
Waveforms for $E_s/N_0 = 2$ dB, $K = 0.63$
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**Figure 1**: Pre-AGC and post-AGC sampled waveforms.
In the above graphs, we see the effects of the AGC upon the waveforms. In the bottom subplots, the dashed horizontal lines represent the samplers' full-scale voltage. Of course, the AGC "sees" only the pre-AGC signal+noise waveform, and the samplers "see" only the post-AGC signal+noise waveform; the separation into separate signal and noise waveforms that is shown in the above figures is only presented, courtesy of the computer simulation, for the benefit of the reader.

As can be clearly seen in the graphs, the AGC insures that the signal+noise waveform at the input of the samplers is such that the samplers are saturated infrequently. At \( E_s/N_0 = -3 \, \text{dB} \), which is just about the carrier PLL lock threshold for BPSK, we see from inspection of Fig. 18 that the samplers will be saturated only 10-12 samples out of 100 samples, i.e. only at most about 12% of the time, which may have an acceptably small effect on the receiver (results for higher SNRs are, of course, even better, as Fig. 15-Fig. 17 show). Yet, the 80% RMS driving level ensures that most of the dynamic range of the samplers is used at all SNRs (hence minimizing the quantization noise).

Clearly, had \( K \) not been reduced to accommodate for the noise power, the samplers would be saturated almost all the time, especially at low SNRs, as can be seen in the signal+noise waveforms before the AGC for \( E_s/\text{IN}_0 = -3 \, \text{dB} \) and \( E_s/N_0 = 2 \, \text{dB} \) (in Fig. 18 and Fig. 17, respectively).

Now, notice that the assumption made here is of a constant \( E_s \) and a changing noise power. Put another way, we assume that the \( E_s/N_0 \) changes because \( N_0 \) changes. This is contrary to what happens in practice. In practice, the noise power is generally constant (we have \( \text{NoisePowerPerHz}_{\text{dBm}/\text{Hz}} = \text{ThermalNoisePowerPerHz}_{\text{dBm}/\text{Hz}} + \text{ReceiverNoiseFigure}_{\text{dB}} \) ) and the \( E_s/N_0 \) changes because \( E_s \) changes. However, the adoption of the convention of a constant \( E_s \) does not impact the analysis, and in fact simplifies it. The analysis is simplified because we can assume that a true matched filter (with energy \( E_p = 2 \cdot E_s \) ) is present at the receiver. The receiver model adopted here is also the one used in most communications and synchronization texts (for example, see [22] and [21]). More
importantly, the post-AGC (=pre-sampler) waveforms presented in Fig. 15 to Fig. 18 will be those that will indeed be encountered in practice.

Our AGC tries to control the RMS, namely it tries to control the value of \( \sqrt{\langle I^2(n) + Q^2(n) \rangle} \), where \( \langle \cdot \rangle \) is the time-average operator defined as
\[
\langle x(n) \rangle \triangleq \lim_{N \to \infty} \frac{1}{2N} \sum_{n=-N}^{N} x(n).
\]
Therefore, this is an AGC that is a squaring detection AGC. Note that, despite appearances, this is not an Envelope Detection AGC. An Envelope Detection AGC would try to control the value of \( \langle I^2(n) + Q^2(n) \rangle \). In contrast, our AGC tries to control the value of \( \sqrt{\langle I^2(n) + Q^2(n) \rangle} \) so that it equals a certain voltage \( v \). This is equivalent to trying to control the value of \( \langle I^2(n) + Q^2(n) \rangle \) so that it equals \( v^2 \). That having been said, the graphs for envelope detection and square-law detection are very similar, as [49 Fig. 7.2-5] shows, so the distinction is almost immaterial.

As further verification of the validity of the AGC behaviour presented here, we can define the AGC signal suppression factor at \( E_S/N_0 = \chi \) as
\[
\alpha_{AGC}(\chi) \triangleq \frac{K(E_S/N_0 = \chi)}{K(E_S/N_0 = \infty)}.
\]
The graph of \( \alpha_{AGC}(\chi) \) for our example AGC is shown below.
Fig. 19. AGC signal suppression factor for the example AGC used in this thesis.

Comparing Fig. 19 to [49 Fig. 7.2-5] we see that the AGC curve presented here is indeed in agreement with the data presented in [49] for the Squaring Detection AGC. The congruence between the curves is perfect and serves to highlight the validity of the AGC parameters used in this thesis.

1.5.3 Discussion – ideal AGC vs. atrophied AGC

It is of paramount importance to realize that we are still assuming an *ideal* AGC, i.e. the example AGC circuit discussed above is assumed to be devoid of lag time and is assumed to control the RMS of the pre-sampler waveforms to precisely 80% of the samplers' dynamic range. The assumption of a constant $K=1$, though undertaken in the vast majority of synchronization texts (e.g. [22], [21]) does not really describe an *ideal*
AGC, but rather an *atrophied* AGC which operates within a system whose samplers have an infinite dynamic range and an infinite number of quantization bits. Clearly, the AGC discussed here (though still "ideal") is a much closer approximation of reality, as opposed to the assumption of a constant $K=1$. 
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Chapter 2  A Family of Self-Normalizing Carrier Lock Detectors and $E_s/N_0$ Estimators for M-PSK

2.1 Introduction

When building coherent M-PSK receivers, there is an invariable need to generate a reliable carrier lock detection mechanism. This is necessary, for example, in order for the receiver to know when to stop searching the carrier frequency uncertainty region in order to avoid driving the receiver out of lock. As another example, lock detection is necessary in order to allow the receiver to change (adaptively) the loop-filter parameters for different responses for acquisition and for tracking. Yet another use of lock detection is as a start trigger for downstream decoding and data processing elements of the receiver.

Generally, lock detection incurs generating a lock metric, which is compared to a threshold. If that threshold is exceeded, then lock is assumed; otherwise the receiver is considered to be unlocked. This process is illustrated in Fig. 20.

---

Lock detectors such as those suggested in [50], [51], [48 Chap. 11], [22 Sec. 6.5.2], [25 Sec. 5.4], [52] and [53] operate according to the principle of Fig. 20. The prevalent methods for carrier lock detection for M-PSK rely either on Non Data Aided (NDA) detection based on $M^{th}$-order nonlinearities ([50], [51]) or via Decision Directed (DD) schemes [22 Sec. 6.5.2]. However, a drawback of the detectors in the aforementioned references is that the lock detector output is dependent upon the input signal level\(^2\), and thus the threshold must be so dependent. This regularly overlooked problem often consumes a disproportionate amount of engineering time and energy during receiver design, in order to accommodate the dynamic range of the lock detector and to avoid false locking or false-unlocking due to non-ideal signal levels or non-ideal AGC performance. Even with an ideal AGC circuit any change in the AGC's nominal level must evoke a corresponding change in the lock detection threshold. In contrast, the lock detectors suggested in this chapter are self-normalizing, that is the lock threshold's value may be set independent of signal level or AGC performance.

\(^2\) The term signal level as it is used in this thesis must not be confused with the term $E_s / N_0$ ratio. The former refers to the total signal+noise power that is present at the inputs of the samplers in Fig. 13, while the latter refers to the signal-to-noise ratio of that signal.
As a useful by-product, the value of the proposed lock metrics, when in lock, will be shown to be a reliable indicator of the $E_s/N_0$ ratio, which is another important metric in receiver operation. Frequently, a downstream decoder can make use of an $E_s/N_0$ estimate for modifying its own internal metrics in order increase its coding gain (e.g. turbo codes [12], diversity reception [13 Sec. 14.4]). Alternatively, the use of adaptive coding schemes (e.g., [14], [15]), where the coding and/or data rate is altered according to the channel $E_s/N_0$, presupposes the availability of a reliable and timely $E_s/N_0$ estimate. What is appealing about the proposed metrics is that they provide just such an estimate based only on the sampled baseband input signal (sampled at a rate of one sample per symbol, and that sample corresponds to the symbol strobe), necessitate a relatively small number of samples in order to arrive at an accurate estimate, and are irrespective of the data sequence. This obviates the need to estimate the channel $E_s/N_0$ from the pre- or post-decoder symbol or bit error rate of the received sequence, as is often done.

Finally, the lock detectors presented here will also be shown to have an extremely simple hardware implementation that requires only a single, compact lookup table and use of summation as the only mathematical operation, thus greatly facilitating implementation as part of an FPGA-based or ASIC-based receiver.

With regards to the layout of this chapter, it is as follows. Section 2.2 presents an overview of the general structure of the receiver and signal around which the discussion applies. Section 2.3 engages in rigorous statistical characterization of the lock metric in an AWGN channel, assuming perfect (i.e. jitter-free) carrier and symbol synchronization. That section further outlines the lock detector's hardware implementation and discusses $E_s/N_0$ estimation from the lock metric value, and it culminates in a subsection that aims to provide the reader with an intuitive insight into the lock metric's behaviour. Section 2.4 analyzes the lock detector's performance when imperfect locking is present, providing a detailed quantitative treatment for the case of carrier synchronization phase jitter. In Section 2.5 the variance and distribution of the lock metric are investigated. Section 2.6 provides design formulas for determining the lock detector parameters that will result in desired lock detection probabilities and false alarm rates. Section 2.7
discusses the lock detector's operation in the presence of fading. The final section in this chapter, Section 2.8, is devoted to conclusions.

2.2 Signal and Receiver Models

The signal and receiver models, as well as the applicable notations, have been defined in Section 1.4.

When in this chapter the terms "signal-level dependence" are referenced, the meaning pertains to dependence on $K$. Since $K$ multiplies both the signal and noise, it is clear that any dependence of the lock detector characteristics or threshold on $K$ is a mathematical appendage, as well as a practical one, because it introduces $K$ (and its dynamic range) as a quantity to be reckoned with during the lock detection process. Furthermore, since $K$ is a function of time controlled by the AGC (see Sec. 1.5), any dependence on $K$ implies dependence of the lock detection process on the AGC loop's temporal behaviour, often through a decidedly nonlinear interaction. And yet, with previously available lock detectors such as those presented in [50], [51], [48 Chap. 11], [22 Sec. 6.5.2], [25 Sec. 5.4], and [53], precisely that kind of dependence exists. In contrast, the lock detectors suggested here are (as shall be shown shortly) absent of any association with $K$, and hence they and their thresholds are nearly impervious to the AGC's performance or dynamic range.

2.3 Detector Characteristics

2.3.1 Basic Definitions and Equations

The family of lock detectors is defined as:

$$i_{M,N} = \frac{1}{2N} \sum_{n=-N+1}^{N} \Re[(I(n) + j \cdot Q(n))^{M}] \left( \frac{\sum_{k=0}^{M/2} \binom{M}{2k} (-1)^k I^{M-2k}(n) Q^{2k}(n)}{(I^2(n) + Q^2(n))^{M/2}} \right)$$

which is of course a finite approximation of:
\[ \hat{I}_{M,N} \triangleq \lim_{N \to \infty} \hat{I}_{M,N} = \left\langle \frac{\text{Re}\left[ (I(n) + j \cdot Q(n))^M \right]}{(I^2(n) + Q^2(n))^\frac{M}{2}} \right\rangle \]  

where \( \langle \bullet \rangle \) represents the time average operator defined as:

\[ \langle x(n) \rangle \triangleq \lim_{N \to \infty} \frac{1}{2N} \sum_{n=-N+1}^{N} x(n) \]  

For example, for \( M = 4 \) (QPSK) we have \( \hat{I}_{4,N} \triangleq \frac{1}{2N} \sum_{n=-N+1}^{N} \left( \frac{I^4(n) - 6I^2(n)Q^2(n) + Q^4(n)}{(I^2(n) + Q^2(n))^2} \right) \).

We shall also define for future convenience:

\[ x_{M,n} \triangleq \text{Re}\left[ (I(n) + j \cdot Q(n))^M \right] \left/ \left( I^2(n) + Q^2(n) \right)^{\frac{M}{2}} \right. \]  

whereupon we have:

\[ \hat{I}_{M,N} = \frac{1}{2N} \sum_{n=-N+1}^{N} x_{M,n} \]  

The proposed lock detector can be thought of as a modification of the \( M^{th} \)-order nonlinearity detector ([50], [51], [22 Sec. 6.5.2]). To see this, consider that if the denominator term in (14) is eliminated, the latter equation reduces to

\[ \frac{1}{2N} \sum_{n=-N+1}^{N} \text{Re}[ (I(n) + j \cdot Q(n))^M ], \]  

which is the \( M^{th} \)-order nonlinearity detector. Generally, one can say that the denominator term in (14) performs adaptive normalization on the numerator; this action has a profound influence on the lock detector's statistics and implementation and makes it, despite the notational similarity, quite different from the \( M^{th} \)-order nonlinearity detector. These performance and implementational advantages shall be investigated in the remainder of this chapter.
2.3.2 Lock Detector Expectation

Elementary rectangular-to-polar manipulations and the use of De Moivre's theorem\(^3\) [54 eq. 6.9] yields:

\[
\text{Re} \left[ (I(n)+jQ(n))^M \right] = \left( \sqrt{I^2(n)+Q^2(n)} \right)^M \cdot \text{Re} \left[ (\cos \phi_n + j \cdot \sin \phi_n)^M \right]
\]

\[(19)\]

\[
= \left( I^2(n)+Q^2(n) \right)^M \cdot \cos(M\phi_n)
\]

where:

\[
\phi_n \triangleq \tan^{-1} \left( \frac{Q(n)}{I(n)} \right)
\]

(20)

and using (5) we can write:

\[
\phi_n \triangleq \tan^{-1} \left( \frac{Q(n)}{I(n)} \right) = \tan^{-1} \left( \frac{\sin(-\Delta \omega \cdot nT + \theta_0 + \phi_n) + n_q(nT)/(2E_s)}{\cos(-\Delta \omega \cdot nT + \theta_0 + \phi_n) + n_i(nT)/(2E_s)} \right)
\]

(21)

If the carrier loop is locked and assuming perfect coherent demodulation, we have \(\Delta \omega = 0\) and \(\theta_0 \in \{\theta_1 + 2\pi k/M \mid k = 0,1,\ldots,M-1\}\), and hence from (5):

\[
I(n) = K \left( 2E_s \cos \psi_n + n_i(nT) \right)
\]

(22)

\[
Q(n) = K \left( 2E_s \sin \psi_n + n_q(nT) \right)
\]

where:

\[
\psi_n \triangleq \phi_n + \theta_1 - \theta_0 = \phi_n - 2\pi k / M = 2\pi (m_n - k) / M
\]

(23)

Thus, when locked we have from (21)-(23):

\[
\phi_n = \tan^{-1} \left( \frac{\sin(\psi_n) + n_q(nT)/(2E_s)}{\cos(\psi_n) + n_i(nT)/(2E_s)} \right)
\]

(24)

(that is, when locked \(\phi_n\) is a noise- perturbed estimate of \(\psi_n\)). The rationale behind (14)-(15) now immediately becomes apparent:

---

\(^3\) De Moivre's theorem states that for any real \(x\) and \(y\), \((x + j \cdot y)^M = (x^2 + y^2)^{M/2} \exp(j \cdot M \theta)\) where \(\theta = \tan^{-1} (y/x)\).
If the carrier loop is unlocked, then the variables $\varphi_n$ are samples of phases of a rotating sinusoid (that sinusoid is noise-corrupted and phase-modulated, but it is nonetheless rotating). Thus:

$$
\hat{i}_{M,\infty} = \left< \frac{\text{Re}[I(n) + jQ(n)]^M}{(I^2(n) + Q^2(n))^M/2} \right> = \left< x_{M,n} \right> = \left< \frac{(I^2(n) + Q^2(n))^M/2 \cos(M\varphi_n)}{(I^2(n) + Q^2(n))^M/2} \right> = \langle \cos(M\varphi_n) \rangle
$$

Further justification of (26) will be given in Section 2.3.6. If the carrier loop is locked, then noting that:

$$
\cos(M(\varphi_n - \psi_n)) = \cos(M\varphi_n) \cos(2\pi(m_n - k)) + \sin(M\varphi_n) \sin(2\pi(m_n - k))
$$

and denoting $\Delta\varphi_n \triangleq \varphi_n - \psi_n$, we have:

$$
\hat{i}_{M,N} \xrightarrow{N \to \infty} \hat{i}_{M,\infty} = \left< \cos(M\varphi_n) \right> = \left< \cos(M\Delta\varphi_n) \right> = \left< \cos(M\cdot0) \right> = 1
$$

When locked, the departure of $\hat{i}_{M,\infty}$ from the value of 1 is dependent on the channel $E_s/N_0$, and for the finite-approximation $\hat{i}_{M,N}$ this also depends on how large $N$ is. Thus it is clear that $\hat{i}_{M,N}$ when the carrier loop is locked provides an estimate of the channel $E_s/N_0$. In order to develop quantitative results regarding the dependence of $\hat{i}_{M,N}$ on the $E_s/N_0$ ratio, we note that when in lock at $E_s/N_0 = \chi$ the process $\Delta\varphi_n$ has the distribution as the phase of a Rice random variable with a probability density function (pdf) for $|\Delta\varphi| \leq \pi$ of ([55 Sec. 4.5], [56], [13 Sec. 5.2.7], [57 Sec. 3.4]):
\[
p_R (\Delta \phi | \chi) \triangleq p (\Delta \phi_n = \Delta \phi | E_S / N_0 = \chi) = \frac{\exp (-\chi)}{2\pi} \times \left[ 1 + \sqrt{2} \chi \cos (\Delta \phi) \exp (\chi \cdot \cos^2 (\Delta \phi)) \cdot \int_{-\infty}^{\infty} e^{-y^2/2} dy \right]
\]

(29)

Noting that the distributions of the variables \(\Delta \phi_n\) are identical (there is no dependence of the pdf on the actual symbol transmitted), and that these variables are mutually independent, we have assuming ergodicity and using (27):

\[
f_M (\chi) \triangleq E \left[ \hat{t}_{M, N} | E_S / N_0 = \chi \right] = \hat{t}_{M, \infty} \bigg|_{E_S / N_0 = \chi} = \left\langle \cos (M \Delta \phi_n) \bigg|_{E_S / N_0 = \chi} \right\rangle
\]

\[
= \left\langle \cos (M \Delta \phi_n) \bigg|_{E_S / N_0 = \chi} \right\rangle = E \left[ \cos (M \Delta \phi_n) \bigg|_{E_S / N_0 = \chi} \right]
\]

(30)

\[
f_M (\chi) = \int_{-\pi}^{\pi} \cos (M \Delta \phi) \cdot p_R (\Delta \phi | \chi) \cdot d\Delta \phi
\]

It is easy to compute (30) numerically, but due to the complicated nature of \(p_R (\Delta \phi | \chi)\), as expressed in (29), computation of (30) may seem to elude closed-form representations. However it is in fact possible to arrive at a closed-form formulas for \(f_M (\chi)\). This is done in Appendix A. We arrive there at the following closed-form representation:

\[
f_M (\chi) = \frac{\sqrt{\pi} \cdot \chi}{2} \cdot \exp \left( -\frac{\chi}{2} \right) \left[ I_{M-1} \left( \frac{\chi}{2} \right) + I_{M+1} \left( \frac{\chi}{2} \right) \right]
\]

(31)

where \(I_k (\bullet)\) is the \(k\)-th order modified Bessel function of the first kind [54 Chap. 24]. Moreover, (31) can be simplified even more, as shown in Appendix A. We arrive at the following formula, which is a finite sum composed of polynomials and exponentials:

\[
f_M (\chi) = 1 + \sum_{n=1}^{M/2} \frac{(-1)^n \cdot (M/2 + n - 1)!}{n! \cdot (M/2 - n)! \cdot \chi^n}
\]

(32)

As examples, the results of (32) are shown for \(M = 2, 4\) and 8 in Table 1.
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Table 1. Closed-form expressions for lock detector expected value

| $M$ | $f_M(\chi) \triangleq E\left[ \hat{I}_{M,N} \left| E_s / N_0 = \chi \right. \right]$ |
|-----|------------------------------------------------------------------|
| 2   | $f_2(\chi) = \left(1 - \frac{1}{\chi}\right) + \frac{\exp(-\chi)}{\chi}$ |
| 4   | $f_4(\chi) = \left(1 - \frac{4}{\chi} + \frac{6}{\chi^2}\right) + \left(-\frac{2}{\chi} - \frac{6}{\chi^2}\right) \exp(-\chi)$ |
| 8   | $f_8(\chi) = \left(1 - \frac{16}{\chi} + \frac{120}{\chi^2} - \frac{480}{\chi^3} + \frac{840}{\chi^4}\right) + \left(-\frac{4}{\chi} - \frac{60}{\chi^2} - \frac{360}{\chi^3} - \frac{840}{\chi^4}\right) \exp(-\chi)$ |

While (31), (32), and Table 1 are extremely useful in computer simulations and generation of lookup tables for estimation of the $E_s / N_0$ from $\hat{I}_{M,N}$, they somewhat tedious for use by the designer during the initial design process, e.g. with a handheld calculator in order to get a "rough draft" idea of the detector's behaviour. Thus a closed-form simplification is sought for this purpose. To that end, if we look at high $E_s / N_0$ ratios, we have that $\Delta \phi_n$ is generally very small (i.e. $p_\mathcal{R}(\Delta \phi|\chi)$ is non-negligible only for small $\Delta \phi$), and thus we can write (using (29) and $\int_0^\infty e^{-\alpha^2} d\alpha = \frac{1}{2} \sqrt{\frac{\pi}{\alpha}}$ [54 eq. 15.72]):

$$p_\mathcal{R}(\Delta \phi|\chi) \approx \frac{1}{2\pi} \exp(-\chi) \times \sqrt{2\chi} \exp\left(\chi \cdot \cos^2(\Delta \phi)\right) \cdot \int_{-\infty}^\infty e^{-y^2/2} dy$$

$$\approx \sqrt{\frac{\chi}{\pi}} \exp\left(-\frac{\chi}{\pi} (\Delta \phi)^2\right)$$

(33)

Which means that for high $E_s / N_0$ ratios:

$$\Delta \phi_n \sim N\left(0, \frac{1}{2\chi}\right)$$

(34)
(see also [56] for a similar derivation) from which it follows that (using
\[
\int_0^\infty e^{-ax^2} \cos(bx) \, dx = \frac{1}{2} \sqrt{\frac{\pi}{a}} e^{-b^2/(4a)} \quad [54 \text{ eq. 15.73}]
\]

\[
f_M(\chi) = \int_{-\pi}^{\pi} \cos(M\Delta \phi) \cdot p_R(\Delta \phi \mid \chi) \cdot d\Delta \phi
\]

\[
\approx \sqrt{\frac{\chi}{\pi}} \int_{-\pi}^{\pi} \cos(M\Delta \phi) \cdot \exp\left(-\chi (\Delta \phi)^2\right) d\Delta \phi = \exp\left(-\frac{M^2}{4\chi}\right)
\]

(35)

Fig. 21 shows the value of \( \hat{i}_{M,8192} \) (obtained through simulation) and Eqs. (30) and (35) as a function of the \( E_s/N_0 \). As seen in that figure, (35) is a good approximation even for low \( E_s/N_0 \) ratios, which makes it quite a useful tool for the designer. Note also that the linear range of the curves corresponds precisely to the most "interesting" range of \( E_s/N_0 \) ratios, i.e. from the minimal ratio where lock can be maintained [58 Sec. III] to a moderately high \( E_s/N_0 \) for the modulation in question.

Fig. 21. Lock metric when locked vs. \( E_s/N_0 \).
2.3.3 Hardware Realization

\( \hat{I}_{M,N} \) lends itself to efficient hardware implementation. This can be easily seen by looking at (14), (17), and (18): the terms \( x_{M,n} \) can be generated by a single, fixed-point lookup table which has \( I(n) \) and \( Q(n) \) as its address, and a single digital Integrate-and-Dump module can perform the summation (the division by \( 2N \) is avoided if \( 2N \) is chosen to be a power of 2, and then the division can be implemented by discarding the lower \( \log_2 2N \) bits of the output of the summation). Thus no mathematical operations except summation are required. This is depicted in Fig. 22.
Fig. 22. Efficient hardware generation of \( \hat{i}_{M,N} \).

Since\(^4\) for all \( M, K \) and \( n \), \( |x_{M,n}| = |\cos(M\varphi_n)| < 1 \), this implies that the lookup table in Fig. 22 needs only to facilitate representation of fractional numbers, hence making its implementation in hardware quite practical. Additionally, comments which are also easily applicable to the lookup table in Fig. 22 are given in Sec. 3.4.9 and are omitted here in order to avoid repetition. Those comments outline the practical way to implement the lookup table in fixed-point hardware, and the reader is referred to Sec. 3.4.9 for more information.

Now let us treat the other component of Fig. 22, namely the Integrate and Dump module. The Integrate-and-Dump (IAD) averager is one of the simplest modules

\(^4\) Ignoring the infinitesimally probable case of \( |x_{M,n}| = 1 \) which can always be approximated to any desired tolerance by suitably close fractions
available for hardware signal processing, and among the most widely used and well known. It must be emphasized that the Integrate-and-Dump averager is not the same as a "moving average". This distinction is crucial, and is now explained.

First, let us look at a moving average. It is shown below:

![Moving Average Diagram]

Fig. 23. Moving average: There are 2N-1 taps (registers). The current sample and 2N-1 delayed samples are summed at each clock; then (in a fixed-point hardware implementation) the log₂(2N) lower bits are discarded in order to produce the average y(k).

Now, let us look at an Integrate-and-Dump module:
Fig. 24. Integrate and Dump module. There is one feedback register (Reg1) (the accumulator) which holds the accumulated value. Every $2N$ samples the value of Reg1 is passed on to the output $y(k)$ after the $\log_2(2N)$ lower bits are discarded. Then the value of Reg1 is cleared to make way for the next $2N$ samples.

Note that the moving average produces an output every $T$ seconds, where $1/T$ is the rate of samples of $x(n)$. In other words, for the moving average the output clock rate of $y(k)$ is the same as that of $x(n)$. In contrast, the Integrate-and-Dump module produces an output sample every $2 \cdot N \cdot T$ seconds, i.e. the sampling rate of $y(k)$ is $\frac{1}{2 \cdot N}$ less than that of $x(n)$. This is the "price" we pay for the reduced complexity of the Integrate-and-Dump module (as opposed to the moving-average).

The use of an Integrate-and-Dump averager was deliberate. This is because a moving average would require inordinate amounts of logic resources. For example, consider the resources needed for the storage elements in the moving average for an 8-bit input data (i.e. $x(n)$ is 8-bits wide) for $N=1024$. Using the moving average, we would need $8 \cdot (2N-1) = 16376$ flip-flops and $2N-1 = 2047$ adders - a truly remarkable amount of logic. However, using the Integrate-and-Dump module, we would need only two
registers, Reg1 and Reg2, and only a single adder. Reg1 would have \(8 + \log_2(2N) = 8 + 11 = 19\) flip-flops, and Reg2 would have 8 flip-flops. There would also be a need for some "control logic" (see the Fig. 24). This logic is essentially little more than a self-resetting counter which controls the signals of the "clock" of Reg2 and the "clear" of Reg1. This control logic is, thus, trivial to implement. In summary, then, the Integrate-and-Dump averager implementation is very compact and offers a very significant logic savings as compared to the moving-average implementation.

2.3.4 Implementational Advantages vs. Other Lock Detectors

To see the advantage of the proposed detector over previously available detectors, we note that the M-PSK lock detectors which are prevalently used today are the following:

- The NDA (Non-Data Aided) \(M^{th}\) power detector ([50], [51], [22 Sec. 6.5.2]):

\[
LND A_{M,N} \triangleq \frac{1}{2N} \sum_{n=-N}^{N} \text{Re}[(I(n) + j \cdot Q(n))^M] \tag{36}
\]

- The DD (Decision Directed) detector [22 Sec. 6.5.2]:

\[
LDD_{M,N} \triangleq \frac{1}{2N} \sum_{n=-N}^{N} \text{Re}[(\hat{I}(n) - j \cdot \hat{Q}(n))(I(n) + j \cdot Q(n))]
\]

\[
= \frac{1}{2N} \sum_{n=-N}^{N} I(n)\hat{I}(n) + Q(n)\hat{Q}(n)
\]

where \(\hat{I}(n) + j \cdot \hat{Q}(n)\) is the symbol decision.

The fact that \(\hat{I}_{M,N}\) can be computed using a small fixed-point lookup table is in sharp contrast to the lock detector schemes of (36) and (37), for reasons which we shall now outline. Dealing first with (36), we see that \(LND A_{M,N}\) value of the lock detector includes a dominant term that is proportional to \(K^M\), and accordingly the lock threshold must be so dependent; additionally, any attempt to compute those lock detectors must accommodate the dynamic range of \(K^M\), which quite often precludes their implementation through the use of fixed-point lookup tables in hardware. An example of the necessary implementation is shown in Fig. 25 for \(LND A_{2,N}\). Since \(K\) is a function of the AGC, \(\hat{I}_{M,N}\)'s independence from \(K\) also provides significant insulation from false
locking and loss of lock due to non-ideal AGC behaviour, particularly when dealing with rapidly fading signals. Specifically, instead of the AGC having to cordon $K$ to within the range $K_{\text{nomin}} - \text{tolerance} \leq K \leq K_{\text{nomin}} + \text{tolerance}$, the AGC now has only to abide by the relatively loose requirements that $K$ is such that (a) no signal-chain or sampler saturation occurs, and (b) the samplers are not underdriven to the extent that quantization noise becomes significant.

![Diagram](image)

**Fig. 25.** 2$^{\text{nd}}$-order nonlinearity lock metric generation for BPSK.

Dealing now with $LDD_{M,N}$ (given in (37)), we see that the latter is proportional to $K$. This may, depending on the receiver's implementation, present dynamic range problems which are similar (though not as acute) as compared to $LNDA_{M,N}$. Moreover, we observe that $LDD_{M,N}$'s value and threshold are dependent upon the AGC's nominal level and performance. In contrast, again, no such dependence exists for $\hat{I}_{M,N}$.

### 2.3.5 Principle of SNR Estimation from the Lock Detector Value

We can derive an approximation of the $E_s / N_0$ ratio from $\hat{I}_{M,N}$. Using units of dB we have from (35):

$$
\chi_{db} \approx 10 \cdot \log_{10} \left( f_{M}^{-1} \left( \hat{I}_{M,N} \right) \right) \approx 10 \log_{10} \left( \frac{-M^2}{4 \cdot \ln \left( \hat{I}_{M,N} \right)} \right)
$$

(38)
If we indeed use units of dB, we have a greatly reduced dynamic range. Combined
with the small dynamic range required to describe $\hat{I}_{M,N}$, this allows (38) to be
implemented as a relatively small fixed-point lookup table, hence facilitating rapid,
reliable estimation of $E_s/N_0$ within an FPGA or an ASIC. Note that if increased
accuracy is required the right side of (38) can be replaced with the (numerically
obtained) values derived from the lock metric expected value of (31)-(32). This can
likewise be incorporated into a lookup table so no logic complexity penalty is incurred.
Thus, estimation of the $E_s/N_0$ can be achieved using the method described here, using
an almost trivial hardware structure, with one sample per symbol (which corresponds to
the symbol strobe), and without the need for any symbol decisions to be made. This
appears to be quite an improvement over previously available methods, as are analyzed
in [59], [60], [61], [62], [63], [64], [65], [66], [67], [68], [69], [70], [71], [72], [73], [16]
and [74]. The proposed SNR estimation method is investigated in depth in Chapter 4.

2.3.6 Intuitive Understanding of the Detectors' Behaviour

The behaviour of $\hat{I}_{M,N}$ can be intuitively understood by looking at a contour graph of
$x_{M,n}$. This is shown for the case of QPSK, i.e. $x_{4,n} = \frac{I^4(n) - 6I^2(n)Q^2(n) + Q^4(n)}{(I^2(n) + Q^2(n))^2}$, in
Fig. 26 and Fig. 27, where sample demodulated signals are superimposed on contour
maps of $x_{4,n}$.

Conforming to the title of this subsection, we shall now proceed with an intentionally
non-mathematical discussion, with the hope of achieving an intuitive appreciation of the
lock detector computation process. As exemplified in Fig. 26, for a given demodulated
symbol $(I(n),Q(n))$ the corresponding value of $x_{M,n}$ is an indication of how close the
phase of that symbol is to a valid M-PSK constellation point's phase. If the carrier is
locked (as is the case depicted in Fig. 26), the symbols $(I(n),Q(n))$ will be concentrated
in clouds around the constellation signal points, which, for QPSK, are on the $I$ and $Q$
axes (on the "1" contour). The location of the center of each cloud is a function of the
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signal level (i.e. is dependent upon $K$), however this does not impact the value of $x_{4,n}$ due to the radial symmetry of the contours. It is also intuitively clear that the size of the demodulated signal point clouds will be inversely related to the $E_s/N_0$. The ideal constellation points are on the "1" contour, and thus when the values are averaged for many symbols the value of the lock metric will be 1 for infinite $E_s/N_0$, and decrease as the $E_s/N_0$ decreases, as more symbols depart more significantly from the constellation point's phase and a bigger proportion of contours of lower values are encountered.

If the carrier is unlocked, the phase of the demodulated constellation will rotate due to the incommensurate local and received carriers. Consequently, the output $x_{M,n}$ of the lookup table will be concentrated on a circular ring around the origin, with the ring's radius (i.e. mean distance from the origin) proportional to $K$, and the ring's width inversely related to the $E_s/N_0$ ratio. This scenario is depicted in Fig. 27. The values accrued for many symbols will thus (from symmetry considerations) average to 0 in the unlocked state; this reasoning provides graphical validation to (26).

It is again emphasized that due to the radial symmetry that is evident from the contour graphs of Fig. 26 and Fig. 27, there is no dependence of $\hat{I}_{M,N}$ (in either the locked or unlocked case) on $K$ but only on the angle of departure of the demodulated constellation from the ideal M-PSK constellation and on the $E_s/N_0$. To visually illustrate the difference between $\hat{I}_{M,N}$ and previously available lock detectors, refer to Fig. 28 and Fig. 29. In those figures demodulated QPSK signals, with $K=0.8$ and $K=0.4$ respectively, are superimposed upon a contour map of $\text{Re}[(I(n)+j\cdot Q(n))^4]$, which is the NDA 4th power nonlinearity lock detector term (see [50], (36)). Whereas the radial symmetry evident in Fig. 26 ensured that variations in $K$ did not have an impact on the value of $\hat{I}_{M,N}$, this is clearly not the case in Fig. 28 and Fig. 29.
Fig. 26. Received QPSK signal, with $E_s/N_0 = 20\,dB$ and with receiver in lock, $K = 0.5$, superimposed on contour map of $x_{4,n}$.

Fig. 27. Received QPSK signal, with $E_s/N_0 = 20\,dB$, unlocked receiver, $K = 0.5$, superimposed on contour map of $x_{4,n}$. 
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Fig. 28. Received QPSK signal, with $E_s/N_0 = 20\,dB$, $K = 0.8$, receiver in lock, superimposed on contour map of $\text{Re}[(I(n) + j\cdot Q(n))^4]$. 

Fig. 29. Received QPSK signal, with $E_s/N_0 = 20\,dB$, $K = 0.4$, receiver in lock, superimposed on contour map of $\text{Re}[(I(n) + j\cdot Q(n))^4]$. 
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2.4 Performance Analysis for Imperfect Locking

If the local carrier exhibits phase-jitter (i.e. imperfect carrier PLL lock), or the sampling of the outputs of the matched filters is not at the ideal instant (i.e. imperfect symbol PLL lock), this also degrades the value of $\hat{I}_{M,N}$, though this could also be modeled as an effective decrease of the $E_s/N_0$ ratio [19 Sec. 4.3.2].

The case of imperfect locking due to carrier phase jitter can also be easily modeled by modifying the definition of $\theta_o$ during lock to account for the residual phase error $\theta_e$ (where $|\theta_e| < \pi/M$). The modification is as follows:

$$\theta_o \in \{ \theta_i - \theta_e + 2\pi k / M \mid k = 0,1,..., M - 1 \}$$  \hspace{1cm} (39)

With this definition we have when locked (using (21)):

$$\varphi_n = \tan^{-1} \left( \frac{\sin(\theta_e + 2\pi(m_n - k)/M) + n_Q(nT)/(2E_s)}{\cos(\theta_e + 2\pi(m_n - k)/M) + n_f(nT)/(2E_s)} \right)$$  \hspace{1cm} (40)

Furthermore, we shall arbitrarily set $k = 0$. This is tantamount to ignoring the carrier synchronization ambiguity, or equivalently rotating the demodulated constellation by $2\pi k_o / M$, where $k_o$ is an arbitrary integer. This is permissible due to the fact that the value of $x_{M,n}$ for a given demodulated symbol is invariant under such a rotation (see Section 2.3.6 and Fig. 26 for a graphical illustration of this property). Finally, as a generalization of (27), we note that for any M-PSK constellation point $\phi_x = 2\pi \cdot m_x / M$ where $m_x$ is an integer we have:

$$\cos \left( M (\varphi_n - \phi_x) \right)$$
$$= \cos (M \varphi_n) \cos (2\pi \cdot m_x) + \sin (M \varphi_n) \sin (2\pi \cdot m_x)$$
$$= \cos (M \varphi_n) (= x_{M,n})$$  \hspace{1cm} (41)

that is, the lock detector metric term for a given symbol is not dependent upon that symbol but rather only on the phase difference between the received symbol's phase $\varphi_n$ and the phase of any valid M-PSK constellation point $\phi_x$. Thus we can assume for
simplicity $\phi_n = 0$ (which implies $m_n = \psi_n = 0$) for all $n$. Under the above simplifications we can rewrite (40) as:

$$\varphi_n = \tan^{-1} \left( \frac{\sin(\theta_e) + n_Q(nT) / (2E_s)}{\cos(\theta_e) + n_i(nT) / (2E_s)} \right)$$  \hspace{1cm} (42)

A quick glance shows that (42) is of the same form as (24) with $\psi_n$ replaced by $\theta_e$. Therefore if we re-define:

$$\Delta\phi_n \triangleq \varphi_n - \theta_e$$  \hspace{1cm} (43)

then $\Delta\phi_n$ is still distributed according to (29). Thus, if we define $\tilde{f}_M(\chi)$ to be the expected lock detector value at an SNR of $E_s / N_0 = \chi$ including carrier jitter effects, then:

$$\tilde{f}_M(\chi) \triangleq E\left[ \tilde{i}_{M,N} \bigg| E_s / N_0 = \chi \right] = \tilde{i}_{M,\infty} \bigg|_{E_s / N_0 = \chi} = \left( x_{M,\infty} \bigg|_{E_s / N_0 = \chi} \right)$$

$$= \left[ E\left[ \cos(M\phi_n) \right] \cdot E\left[ \cos(M\theta_e) \right] - \left. E\left[ \sin(M\phi_n) \right] \cdot E\left[ \sin(M\theta_e) \right] \right|_{E_s / N_0 = \chi} \right]$$  \hspace{1cm} (44)

$$= f_M(\chi) E\left[ \cos(M\theta_e) \right] \bigg| E_s / N_0 = \chi$$

where, through comparison with (30), we see that the presence of carrier phase jitter results in the degradation of the lock metric expected value by the multiplicative, less-than-unity factor of:

$$\nu(\chi) \triangleq E\left[ \cos(M\theta_e) \right] \bigg| E_s / N_0 = \chi$$  \hspace{1cm} (45)

The factor in (45) can be further simplified by using the Taylor expansion method [54 Chap. 20]. Using the Taylor expansion $\cos x = \sum_{n=0}^{\infty} (-1)^n \frac{x^{2n}}{(2n)!}$ [54 eq. 20.22] and adopting a first order approximation which retains only the first two terms of the Taylor series, we get:
\[ \nu(\chi) = E\left[ \cos(M\theta_e) \big| E_s / N_0 = \chi \right] = E\left[ \sum_{n=0}^{\infty} (-1)^n \frac{(M\theta_e)^{2n}}{(2n)!} \big| E_s / N_0 = \chi \right] \]

\[ \approx 1 - \frac{M^2 E\left[ \theta_e^2 \big| E_s / N_0 = \chi \right]}{2} \]

and we can write:

\[ \tilde{f}_M(\chi) = f_M(\chi) \nu(\chi) \approx f_M(\chi) \left( 1 - \frac{M^2 E\left[ \theta_e^2 \big| E_s / N_0 = \chi \right]}{2} \right) \] (47)

and the phase error variance \( E\left[ \theta_e^2 \big| E_s / N_0 = \chi \right] \) can be evaluated using a plethora of known methods, such as those presented in [26], [49], [19], [51], [9], and [58].

To validate the results of (44)-(47), computer simulations of an equivalent (w.r.t. Fig. 13) baseband system were conducted, with the synchronization loop configured to behave as a second-order PLL. This model is shown in Fig. 30. In those simulations, the values of the lock detector were recorded, as was done with the values of the residual phase error \( \theta_e \). The recorded lock detector values were then compared to those computed using estimates of (44) and (47). The simulation results are shown in Fig. 31, Fig. 32, and Fig. 33, for \( 2B_L \cdot T = 0.01, 0.1, \) and \( 0.25 \), respectively. \( B_L \) is the noise bandwidth of the carrier synchronization PLL (see [25 Sec. 3.1 and App. A] for a discussion of this parameter). For the second-order loop under discussion, \( B_L = 0.5\omega_n (\zeta + 1/(4\zeta)) \) where \( \omega_n \) is the natural radian frequency of the PLL and \( \zeta \) is its damping factor [25 Sec. 3.1 and App. A]). As can be seen in Fig. 31- Fig. 33, is excellent agreement between (44) and the measured results, and this is also true for (47) albeit to a lesser degree of congruence for the higher \( 2B_L \cdot T \) factors. It should be noted, however, that the values of \( 2B_L \cdot T = 0.1 \) and \( 2B_L \cdot T = 0.25 \) are extremely high compared to those usually found in carrier synchronization PLLs; typically \( 2B_L \cdot T \) is in the order of magnitude of 0.01 at most ([25], [58], [22 Chap. 5, 6], [21 Chap. 5]), for which (as Fig. 31 illustrates) the values obtained through (30) and (44) (and even (47)) are virtually identical for all practical \( E_s / N_0 \) ratios. The rather large \( 2B_L \cdot T \) values of 0.1 and 0.25 in Fig. 32 and Fig. 33, respectively, were used with the intent of making the plots distinguishable, so
that the reader could ascertain a qualitative appreciation of the influence of carrier phase jitter on the lock metric value. Consequently, it can be said that for most practical carrier synchronization PLLs the effects of carrier phase jitter on the lock detector value can be neglected.

Fig. 30. Equivalent baseband model of the synchronization loop that was used for closed loop simulations.
Fig. 31. Theoretical and simulated lock detector values, using equivalent baseband model of Fig. 30, for $2B_L \cdot T = 0.01$. Solid line is the theoretical, jitter free case (Eq. (30)). Blank polygons connected by dashed lines are the averages of measured lock detector values obtained in the simulation. Gray-filled polygons are approximations for Eq. (44), i.e. the results of multiplying Eq. (30) by an estimate (which we will denote $\hat{\nu}(\chi)$), of $\nu(\chi) \triangleq E\left[ \cos(M\theta_e) \right] E_s / N_o = \chi$, obtained by the time average $\hat{\nu}(\chi) = \cos(M\theta_e)$, where $\theta_e$ was measured in the simulation. Similarly, black-filled polygons connected by a dashed line are approximations to Eq. (47), where $\hat{\nu}(\chi) = 1 - \frac{1}{2} M^2 \cdot \theta_e^2$. 
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Fig. 32. Theoretical and simulated lock detector values, using equivalent baseband model of Fig. 30, for $2B_i \cdot T = 0.1$. Solid line is the theoretical, jitter free case (Eq. (30)). Blank polygons connected by dashed lines are the averages of measured lock detector values obtained in the simulation. Gray-filled polygons are approximations for Eq. (44), i.e. the results of multiplying Eq. (30) by an estimate (which we will denote $\hat{\nu}(\chi)$), of $\nu(\chi) \triangleq E[\cos(M\theta_e)|E_s/N_0 = \chi]$, obtained by the time average $\hat{\nu}(\chi) = \cos(M\theta_e)$, where $\theta_e$ was measured in the simulation. Similarly, black-filled polygons connected by a dashed line are approximations to Eq. (47), where $\hat{\nu}(\chi) = 1 - \frac{1}{2}M^2 \cdot \theta_e^2$. 
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Fig. 33. Theoretical and simulated lock detector values, using equivalent baseband model of Fig. 30, for $2B_e \cdot T = 0.25$. Solid line is the theoretical, jitter free case (Eq. (30)). Blank polygons connected by dashed lines are the averages of measured lock detector values obtained in the simulation. Gray-filled polygons are approximations for Eq. (44), i.e. the results of multiplying Eq. (30) by an estimate (which we will denote $\hat{\nu}(\chi)$), of $\nu(\chi) \triangleq E[\cos(M\theta_e)E_s/N_0 = \chi]$, obtained by the time average $\hat{\nu}(\chi) = \cos(M\theta_e)$, where $\theta_e$ was measured in the simulation. Similarly, black-filled polygons connected by a dashed line are approximations to Eq. (47), where $\hat{\nu}(\chi) = 1 - \frac{1}{2} M^2 \cdot \overline{\theta_e^2}$.
2.5 Lock Detector's Variance and Distribution

In order to allow for detection probabilities to be evaluated, the variance and distribution of the lock metrics must be ascertained. Recalling (17) and (18), since it has been established in Sec. 2.3.3 that $\forall M, \forall n, |x_{M,n}| \leq 1$ we consequently arrive at the bound:

$$\text{var}(x_{M,n}) = E[x_{M,n}^2] - E^2[x_{M,n}] \leq \left(\sup |x_{M,n}|\right)^2 = 1$$

(48)

If $I$ and $Q$ sampling is done at the ideal instants (i.e. the symbol synchronization loop is ideally locked) then the symbol components of those samples are mutually independent, which is also true regarding the noise components (due to the matched filters). Thus the variables $x_{M,n}$ may be viewed as mutually independent, and hence:

$$\text{var}(\hat{I}_{M,N}) = \left(\frac{1}{2N}\right)^2 \sum_{n=-N}^{N} \text{var}(x_{M,n}) \leq \left(\frac{1}{2N}\right)^2 2N \cdot 1 = \frac{1}{2N}$$

(49)

Note that since no limiting assumptions were made, (49) is valid for any input signal at any $E_s/N_0$, including a noise-only signal, and for any carrier synchronization loop. In particular, (49) is valid for any carrier phase jitter conditions; the value of this observation will be apparent in Section 2.6. Due to the central limit theorem [13 Sec. 2.1.6] the distribution of $\hat{I}_{M,N}$ can be considered Gaussian when in lock since it is a sum of independent equally distributed variables $x_{M,n}$, and this is also true for the unlocked case provided there is no significant frequency error between the local and received carriers. Thus to a good (if conservative in terms of variance) approximation:

$$\hat{I}_{M,N} \big| \text{locked} \sim N\left(\mu_c(\chi), \frac{1}{2N}\right)$$

$$\hat{I}_{M,N} \big| \text{unlocked or noise only input} \sim N\left(0, \frac{1}{2N}\right)$$

(50)
where for jitter-free locking $\mu_l(\chi) \triangleq f_m(\chi)$ (given in (30)-(32)) and if modeling of the effects of the carrier synchronization PLL's phase jitter is deemed necessary, $\mu_l(\chi) \triangleq \tilde{f}_m(\chi)$ (given by (44)), as was discussed in Section 2.4.

2.6 Lock Probabilities and Circuit Parameter Determination

Eqs. (50) and (30)-(32), (44) can be used to set the threshold for achieving lock, from which it is evident that (with $M$ assumed an unalterable system-level constant) the only quantity that needs to be decided upon by the designer in order to facilitate determination of the lock detector circuit's parameters is the minimum $E_s/N_0$ for which reliable lock is desired. To illustrate this, for a given threshold $\Gamma > 0$, at a given input $E_s/N_0$ ratio that we will denote $\chi$, the lock detection probability $P_D$ and false alarm probability $P_{FA}$ are from (50) (assuming $\Gamma < \mu_L(\chi)$, which is reasonable since otherwise we wouldn't be interested in detecting lock at an $E_s/N_0$ of $\chi$):

$$P_D = P\left(\hat{i}_{M,N} > \Gamma \bigg| \frac{E_s}{N_0} = \chi\right)$$

$$\geq \frac{1}{\sqrt{\pi / N}} \int_{\Gamma}^{\infty} e^{-(\tau - \mu_L(\chi))^2N} d\tau = \frac{1}{2} \text{erfc}\left(\sqrt{N} \left(\Gamma - \mu_L(\chi)\right)\right)$$

$$P_{FA} = P\left(\hat{i}_{M,N} > \Gamma \bigg| \text{noise only input}\right)$$

$$\leq \frac{1}{\sqrt{\pi / N}} \int_{\Gamma}^{\infty} e^{-\tau^2N} d\tau = \frac{1}{2} \text{erfc}\left(\sqrt{N} \cdot \Gamma\right)$$

---

\(^5\) In fact we are implicitly making the assumption here that we are disinterested in detecting lock for any $E_s/N_0 = \lambda$ for which $\Gamma \geq \mu_L(\lambda)$; this is because for all $E_s/N_0 = \lambda$ for which $\Gamma \geq \mu_L(\lambda)$ we have $P_D \leq \frac{1}{2}$. 

-61-
Solving (51) and (52) through a series of straightforward manipulations yields that suitable \(^6\) values of \(N\) and \(\Gamma\) are:

\[
N = \left( \frac{\text{erfc}^{-1}(2P_{FA}) - \text{erfc}^{-1}(2P_D)}{\mu_L(\chi)} \right)^2
\]  

(53)

and:

\[
\Gamma = \frac{\text{erfc}^{-1}(2P_{FA}) \cdot \mu_L(\chi)}{\text{erfc}^{-1}(2P_{FA}) - \text{erfc}^{-1}(2P_D)}
\]  

(54)

Unsurprisingly, (51)-(54) are completely independent of \(K\). As has been noted in Section 2.5, since \(1/(2N)\) is an absolute upper bound on the variance of \(\hat{I}_{M,N}\) which is valid for any phase jitter conditions, eqs. (51)-(54) are equally applicable if significant phase jitter is present, so long as \(\mu_L(\chi) \approx \hat{f}_m(\chi)\) (given in (44) or approximated by (47)).

Curves of (54) are shown in Fig. 34 for various values of \(M\). Note that the value of \(\chi\) chosen for each \(M\) corresponds to a reasonable minimal SNR for which reliable lock can be expected for that modulation [58 Sec. III]. Graphs of (53) are given in Fig. 35 for QPSK and \(\chi=1\) dB, for jitter free conditions and for a loop SNR of \(\rho=16\) dB, where \(\rho\) is defined as ([25 Sec. 3.1], [51]) \(\rho \equiv 1/E[\theta^2]\) and (47) is used to compute the graphs pertaining to \(\rho=16\) dB. The use of \(\chi=1\) dB and \(\rho=16\) dB allows direct comparison of Fig. 35 to [51 Fig. 6], which, if undertaken, shows that the number of symbols (which is \(2 \cdot N\)) needed for \(\hat{I}_{4,N}\) is somewhat larger (but not excessively so) than that required for the \(4^{th}\)-order nonlinearity lock detector \(LND_{4,N}\) that is discussed in [51]. However it must be remembered that (in contrast to this thesis) the analysis in [51] makes the

---

\(^6\) Note that (51) and (52) are inequalities due to the fact that the variance of \(\hat{I}_{M,N}\) is bounded by the limit \(1/(2N)\) (see (49)), and not necessarily equal to it. Thus computation of (53) will produce somewhat conservative (i.e. larger than needed) values of \(N\).
assumption generally made in previous analyses of lock detectors, namely that the AGC operates perfectly. As already noted, if the AGC in [51] is not ideal (and none ever is) this will likely have adverse effects on $P_D$ and $P_{FA}$, which are unaccounted for in [51 Fig. 6]. Particularly, if an abrupt fading of the input signal is experienced, $P_D$ and $P_{FA}$ will be severely affected until the AGC has settled; because the AGC generally has a time constant that is several orders of magnitudes larger than the symbol interval [49 Chap. 7], it will thus take many symbol intervals for the circuit in [51] to operate anew at the required $P_D$ and $P_{FA}$. Such a phenomenon is entirely absent$^7$ for $\hat{I}_{M,N}$, and this must be held in context when comparing [51 Fig. 6] to Fig. 35. Furthermore, it is worthwhile noting that the author of this thesis has re-simulated [51 Fig. 6] using the data provided in [51] and the result is shown in Fig. 36, which shows some discrepancy with [51 Fig. 6]. If the results of Fig. 35 are compared to Fig. 36, we see that $\hat{I}_{4,N}$ has almost identical (only very slightly worse) performance (in terms of required symbols) as $LND A_{4,N}$.

$^7$So long as no signal-chain or sampler saturation occurs, and the samplers are not underdriven to the extent that quantization noise becomes significant. See Section 2.3.4.
Fig. 34. Required threshold $\Gamma$, needed to achieve a necessary $P_D$ and $P_{FA}$, for various values of $M$. 
Fig. 35. Required No. of symbols, $2\cdot N$, if using $\hat{I}_{4,N}$, needed to achieve a necessary $P_D$ and $P_{FA}$, for $\chi=1$ dB, for $M=4$ (QPSK), for jitter-free conditions and for a loop-SNR of $\rho=16$ dB.
Fig. 36. Required No. of symbols, $2N$, if using $LNDA_{4,N}$, needed to achieve a necessary $P_D$ and $P_{FA}$, for $\chi=1$ dB, for $M=4$ (QPSK), for jitter-free conditions and for a loop-SNR of $\rho=16$ dB.

2.7 Operation in Fading Conditions

Up until this section we have assumed, rather conveniently, that the $E_s/N_0$ ratio is constant. In many cases, however, the signal experiences fading ([75], [76], [13 Chap. 14], [77]) which must be taken into account when modeling the lock detector's behaviour.

Before we engage in any quantitative discussions, we must first qualify the fading process under consideration. In the analysis of our lock detector, as we shall shortly see,
we must differentiate between two cases according to the channel coherence time $T_{coh}$.

The channel coherence time is a measure of how fast the channel's characteristics are changing (see [13 Chap. 14]). In general, we can assume that the channel $E_s/No$ is the same during time intervals which are significantly shorter than $T_{coh}$. Note that $T_{coh}$ is the inverse of the channel's Doppler spread, that is $f_D = 1/T_{coh}$ (see [13 Sec. 14.1.1]).

This is an important observation since in many papers the performance is given as a function of $f_D$, whereas here we have found it more convenient to work with $T_{coh}$, but since $f_D = 1/T_{coh}$ these measures are equally applicable.

In this thesis we assume that the fading is frequency-flat (i.e. $1/T \ll W_{coh}$ where $W_{coh}$ is the coherence bandwidth of the channel [13 Chap. 14]) and slow (i.e. $T_{coh} \gg T$). The logic behind this choice is that we are dealing with single carrier coherent M-PSK system. If frequency-selective fading is present one would perhaps have chosen to implement a multicarrier communications system ([78], [79]), e.g. OFDM (Orthogonal Frequency Division Multiplexing). If fast fading had been present (i.e. $T_{coh} \ll T$), coherent demodulation without a pilot signal or pilot symbols would be very difficult, and hence one would have likely opted for a non-coherent or a differential modulation (see [13 p. 818], [78], [79]). Hence, the fact that the designer has chosen to implement a coherent, suppressed carrier, pilot-free M-PSK system almost assures, in and of itself, that the fading is frequency flat and slow. In this section we ignore the effects of phase jitter. This is permissible because of the analysis in Sec. 2.4 which showed that ignoring jitter-induced effects is a good assumption even at low SNRs.

The conditional probability distribution of the SNR due to fading will be denoted as $F(\bar{X}, \sigma_f^2)$ where $\bar{X}$ is the average SNR ratio (defined as $\bar{X} \triangleq E[E_s/No]$) and the associated pdf (probability density function) is denoted by:

$$p_F(\chi|\bar{X}) \triangleq p(E_s/No = \chi|E[E_s/No] = \bar{X})$$

(55)

We now present some common phase fading statistics, as taken from [77 Table 2]:
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Table 2. Fading distributions for common channel types

<table>
<thead>
<tr>
<th>Channel Type</th>
<th>Fading Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( p_F(\chi</td>
</tr>
<tr>
<td>Rayleigh</td>
<td>( \frac{1}{\bar{\chi}} \exp \left( -\frac{\chi}{\bar{\chi}} \right) )</td>
</tr>
<tr>
<td>Rice (Nakagami-n)</td>
<td>( \frac{(1+n^2)e^{-n^2}}{\bar{\chi}} \exp \left( -\frac{(1+n^2)\chi}{\bar{\chi}} \right) I_0 \left( 2n\sqrt{\frac{(1+n^2)\chi}{\bar{\chi}}} \right) )</td>
</tr>
<tr>
<td>Hoyt (Nakagami-q)</td>
<td>( \frac{(1+q^2)e^{-q^2}}{2q\bar{\chi}} \exp \left( -\frac{(1+q^2)\chi}{4q^2\bar{\chi}} \right) I_0 \left( \frac{(1-q^4)\chi}{4q\bar{\chi}} \right) )</td>
</tr>
<tr>
<td>Nakagami-m</td>
<td>( \frac{m^m \chi^{m-1}}{\bar{\chi}^m \Gamma(m)} \exp \left( -\frac{m\chi}{\bar{\chi}} \right) )</td>
</tr>
</tbody>
</table>

To evaluate the lock detector's behaviour during fading, we must differentiate between two cases:\(^8\):

(a) \( 2N \cdot T \ll T_{coh} \): The lock detector calculation interval is much shorter than the coherence time. Thus, the \( \frac{E_s}{N_0} \) can be considered constant during the lock detection computation process, and the analysis undertaken so far is applicable, regardless of the fading distribution.

---

\(^8\) A third possibility, namely that \( 2N \cdot T = T_{coh} \) (where "\( = \)" means the same order of magnitude), is undesirable and can be avoided, as discussed in Sec. 2.7.1.
(b) $2N \cdot T \gg T_{COH}$: The lock detector calculation interval is much longer than the coherence time. Thus, the effects of fading must be taken into account in computation of the lock metric.

We now proceed to analyze each of these two cases.

2.7.1 **Lock detector distribution for Case (a):** $2N \cdot T <\ll T_{COH}$

In case (a), the lock detector value will be based upon the instantaneous $E_s / N_0$, which we shall denote $\chi$. In lieu of the fact that $2N \cdot T \ll T_{COH}$ this SNR can be considered constant during the lock detector computation process. Hence, the lock detector expected value will be as given in (30), i.e.:

$$f_M(\chi) \triangleq E \left[ \hat{M}_{M,N} \left| \frac{E_s}{N_0} = \chi \right. \right] = \int_{-\pi}^{\pi} \cos(M\Delta\phi) p_R(\Delta\phi|\chi) d(\Delta\phi)$$  \hspace{1cm} (56)

where from (29):

$$p_R(\Delta\phi|\chi) \triangleq p(\Delta\phi_n = \Delta\phi|E_s / N_0 = \chi)$$

$$= \exp\left(\frac{-\chi}{2\pi}\right) \times \left[ 1 + \sqrt{2\chi} \cos(\Delta\phi) \exp(\chi \cos^2(\Delta\phi)) \cdot \int_{-\infty}^{\cos(\Delta\phi) \sqrt{2\chi}} e^{-y^2/2} dy \right]$$ \hspace{1cm} (57)

Similarly, it is trivial to note that the analysis given in Sections 2.3 to 2.6 is applicable without modification.

2.7.2 **Lock detector distribution for Case (b):** $2N \cdot T \gg T_{COH}$

For case (b), since $2N \cdot T \gg T_{COH}$ then we can make two observations. First, since the lock detector estimation period is longer than the channel coherence time, then in the course of computing the lock metric we can expect to encounter changes in the SNR, and hence these must be taken into account when predicting the lock detector's performance. Secondly, since the estimation time is in fact *much* larger than the channel coherence time, we can assume that the $E_s / N_0$ values encountered during the lock detector computation time are distributed according to the channel fading statistics around the
average SNR $\bar{X}$. Hence, it is expected (and, indeed, is verified shortly) that the lock
detector value will be dependent upon two things: (i) the fading statistics, and (ii) the
average SNR $\bar{X}$. Consequently, SNR estimation and threshold determination for this
case will also be dependent upon $\bar{X}$ and the fading statistics.

Before we continue to quantitatively evaluate the performance of the lock detector for
the case of $2N \cdot T \gg T_{coh}$, we comment that the case $2N \cdot T \approx T_{coh}$ (where "\approx" means the
same order of magnitude) is undesirable since in that case the SNR distribution during
the lock detector computation period cannot be accurately predicted. This is because
since $2N \cdot T = T_{coh}$ we are not statistically guaranteed that during the lock detector
computation period of $2N \cdot T$ seconds the distribution of the SNR values encountered
will be a sufficiently accurate approximation of $p_F(x|\bar{X})$, nor are we guaranteed that
the SNR remains constant. Thus, for the case of $2N \cdot T \approx T_{coh}$, the lock-detector's value
cannot be predicted and, ipso facto, the lock detection algorithm is rendered useless.
Fortunately, $2N \cdot T = T_{coh}$ can always be avoided by choosing a large enough $N$, which
ensures that $2N \cdot T \gg T_{coh}$ (case (b)). Ideally, though, we would prefer to always have
$2N \cdot T \ll T_{coh}$ (case (a)), so that we could rapidly generate lock detector values and also
maintain the ability to generate estimates of the instantaneous SNR (if we need the
average SNR for some purpose, this can always be obtained by averaging the
instantaneous SNR estimates). However, if the fading is such that $T_{coh}$ is small, it might
not be possible to find $N$ which satisfies both the estimator accuracy requirements and
yet which is small enough so that $2N \cdot T \ll T_{coh}$ is still obeyed. In that case, we must
choose $N$ such that $2N \cdot T \gg T_{coh}$ and content ourselves with a longer lock detector
calculation period (which would be dependent upon (and produce an estimate of) the
average SNR ratio $\bar{X}$).

Since $2N \cdot T \gg T_{coh}$, we have that the lock detector expectation is weighed by the
SNR distribution given by the fading probability function, i.e.:
\[
\bar{f}_M(\bar{x}) \triangleq E \left[ \hat{I}_{M,N} \left| E \left[ \frac{E_S}{N_0} \right] = \bar{x} \right. \right]
\]

\[
= \int_0^\infty f_M(x) p_F(\chi | \bar{x}) \, d\chi
\]

\[
= \int_0^\infty \left( \int_{-\pi}^{\pi} \cos(M \Delta \phi) p_R(\Delta \phi \left| \frac{E_S}{N_0} = \chi \right.) d(\Delta \phi) \right) p_F(\chi | \bar{x}) \, d\chi
\]

Using (31) we may also write:

\[
\bar{f}_M(\bar{x}) = \int_0^\infty \frac{\sqrt{\pi} \cdot \bar{x}}{2} \cdot \exp \left( -\frac{\chi}{2} \right) \left[ I_{M-1} \left( \frac{\chi}{2} \right) + I_{M+1} \left( \frac{\chi}{2} \right) \right] p_F(\chi | \bar{x}) \, d\chi
\]

Regarding the lock detector's variance and distribution, we note, first, that the assumptions that led to the bound \( \text{var} \left( \hat{I}_{M,N} \right) \leq \frac{1}{2N} \) in Section 2.5 are still valid. Such is also the case regarding the conditions outlined in Section 2.5 which led to the conclusion that \( \hat{I}_{M,N} \) is Gaussian. Hence, we conclude that (50) is still valid for the case of fading discussed here, provided that we use \( \mu_L(\bar{x}) \triangleq \bar{f}_M(\bar{x}) \) as given by (58) instead of \( \mu_L(\bar{x}) \).

Secondly, as an immediate consequence of the previous paragraph we conclude that the analysis given in Section 2.6 is still valid, provided that we use \( \mu_L(\bar{x}) \triangleq \bar{f}_M(\bar{x}) \) as given by (58) instead of \( \mu_L(\bar{x}) \).

As a consequence of the above analysis, we conclude that in order to apply the equations in Sections 2.3-2.6 all we need to do is to compute \( \bar{f}_M(\bar{x}) \) via (58) and then use this in the appropriate equations. Obviously, there will be as many lock detector distributions as there are fading probability distributions, namely such analysis gives rise to an infinite number of lock detector expectation curves. Rather than attempt the impossible task of presenting results for all possible fading distributions, in the sequel we shall present some specific results for Nakagami-m fading, with the understanding that computations for other fading statistics can be done in an analogous manner.
2.7.3 Example: Operation in Nakagami-m fading for $2N \cdot T \gg T_{COH}$

In this section we shall evaluate, as an example, the lock detector's operation in the presence of Nakagami-m fading $2N \cdot T \gg T_{COH}$. As outlined in previous subsection, the distribution of the lock detector is still Gaussian, and the bound $\text{var}(\hat{I}_{m,N}) \leq \frac{1}{2N}$ is still valid. Hence, all that remains to characterize is the lock detector's expected value, namely $\bar{f}_M(\bar{X}) \triangleq E\left[ I_{m,N} \bigg| E\left[ \frac{E_S}{N_0} \right] = \bar{X} \right]$. This has been done in Appendix B, where it was found that:

$$
\bar{f}_M(\bar{X}) = \tilde{Y}_{0,0,m}(\bar{X}) + \frac{M}{2} \sum_{n=1}^{M/2} \frac{(-1)^n}{n!} \frac{(M/2 + n - 1)!}{(M/2 - n)!} \cdot \tilde{Y}_{n,0,m}(\bar{X})
+ \left[ (-1)^{M/2+1} \sum_{n=1}^{M/2} \frac{1}{(n-1)! \cdot (M/2 - n)!} \tilde{Y}_{n,1,m}(\bar{X}) \right]
$$

where:

$$
\tilde{Y}_{k,\ell,m}(\bar{X}) \triangleq \begin{cases} 
Y_{k,\ell,m}(\bar{X}) & m-k \notin \{0,-1,-2,-3,...\} \\
Y_{k,\ell,m}(\bar{X}) & m-k \in \{0,-1,-2,-3,...\}
\end{cases}
$$

where $k, \ell \geq 0$ and $m \geq 0.5$, and $\tilde{m} \triangleq m + m/1000$

and:

$$
Y_{k,\ell,m}(\bar{X}) \triangleq \frac{\bar{X}^{-k} m^m \cdot \Gamma(m-k)}{\Gamma(m)}
$$

where $k, \ell \geq 0$ and $m \geq 0.5$

Curves of (60) are shown in Fig. 37. As seen in that figure, the lock detector curves have similar shapes in the presence of fading as compared to their values when operating in a fading-free environment. Note, furthermore, that results for $m=1$ correspond to Rayleigh fading (see [13 Sec. 14.3]).
Fig. 37. Theoretical expectation of lock detector vs. simulations, for cases of (i) no fading (or, equivalently, fading but with $2N \cdot T < T_{COH}$), and (ii) for frequency-flat slow Nakagami-$m$ fading with $2N \cdot T \gg T_{COH}$ for various values of $m$. For case (i) the graph shows $f_M(\chi)$ vs. $\chi$, while for case (ii) the graph is of $\overline{f}_M(\overline{\chi})$ vs. $\overline{\chi}$. The simulations used $N=512$ and 100 lock metrics were averaged to compute each simulation data point. For the computation of $\overline{f}_M(\overline{\chi})$ the simulations used $T_{COH} = 10 \cdot T$, while for computation of $f_M(\chi)$ the SNR was assumed to be constant (i.e. no fading, or equivalently $T_{COH} = \infty$).
2.8 Conclusions

A family of carrier lock detectors for M-PSK receivers was presented, its theoretical properties analyzed, and simulations used to validate the results. It was found that the proposed lock metrics could be of substantial practical significance, as they lend themselves to simple hardware implementation and have easily bounded variance behaviour that, along with self-normalizing qualities, facilitate straightforward lock threshold determination and detection probability computation. It was found that the proposed lock detectors have a significant advantage over previously available lock detectors in terms of their ability to lend themselves to compact implementation in fixed-point hardware. Moreover, the AGC-independence afforded by the proposed detectors is also an advantage over previously available structures. In the final part of the chapter, the operation of the lock detector in the presence of fading was discussed, and specific results were given for Nakagami-m fading.

It was further found that the channel $E_s / N_0$ could be easily estimated from the lock metric value. This shall be investigated in depth in Chapter 4 Part A. We shall also see that the proposed lock detector has other advantages. In Chapter 3 we shall see that it can be used as a building block of an adaptive phase detector structure. In Chapter 4 Part B we shall use a modified lock detector structure in order to achieve SNR estimation for D-MPSK and for M-PSK in the absence of carrier synchronization. Thus, the lock detectors presented in this chapter are not only useful for lock detection, but have a range of other applications in SNR estimation and phase detection, issues that are explored further in the remainder of this thesis.
Chapter 3 Robust M-PSK Phase Detector Structures: Theory, Simulations, and System Identification Analysis

3.1 Introduction

Carrier phase error removal in M-PSK demodulators is generally achieved via one of two techniques. The first method uses a feedforward phase estimator ([22 Chap. 5, 6], [80], [81], [82], [83], [84], [85], [86], [87]) such as the Viterbi & Viterbi (V&V) detector [80] to estimate the phase error, and that estimate is then used to demodulate the received signal. The second method is the use of feedback ([22 Chap. 5, 6], [88], [89 Chap. 9], [90 Chap. 16], [91], [92], [93], [94], [95], [96]) systems, which remove the carrier phase error using a Phase Locked Loop (PLL) that ideally cancels the phase error between the local and received carriers. While the phase-error variance performances of appropriately chosen feedforward and feedback systems converge to the same bounds at high SNR (see [22 Chap. 6]), at moderate and low SNRs feedback systems exhibit nonlinear behavioural artefacts that cannot be modeled by an equivalent feedforward system.

A simplified illustration of feedforward demodulation of an M-PSK burst is shown in Fig. 38. Illustration of the topology of feedback receivers has already been discussed in

This chapter was presented in part in Linn, Y., "A Robust Phase Detection Structure for M-PSK: Theoretical Derivations, Simulation Results, and System Identification Analysis", 18th Canadian Conference on Electrical and Computer Engineering (CCECE'05), May 1-4, 2005, Saskatoon, SK, Canada, pp. 869-883.
Sec. 1.3, and diagrams of the place of the phase detector within such a system can be seen in Fig. 12 and Fig. 13.

![Diagram](image)

**Fig. 38. Simplified flow diagram of feedforward demodulation of an M-PSK burst. Note that storage and carrier phase estimation can proceed concurrently.**

It is instructive to engage in a point-by-point comparison of the qualities of feedback phase detectors with those of feedforward carrier phase estimators.

**Phase detectors:**
1. Are used in closed-loop as part of a PLL.
2. The receiver achieves coherent carrier synchronization (i.e. $\Delta \omega = 0$ and $\theta_c \approx 0$).
3. A phase error estimate is produced for each symbol.
4. The PLL that produces the phase estimate is an IIR (Infinite Impulse Response) system.
5. The phase estimate is causal.
6. There is an acquisition time for the PLL to acquire lock.

**Feedforward carrier phase estimators:**
1. Are used in an open-loop fashion and cannot be used in a PLL.
2. The receiver does not achieve coherent carrier synchronization (i.e. $\Delta \omega \neq 0$ and $\theta_c \neq 0$).
3. One phase error estimate is produced for each block of symbols.
4. The estimator produces a phase estimate using (in most cases) an FIR (Finite Impulse Response) system.
5. The phase estimate is non-causal.
6. There is no acquisition time.

Phase-detectors and feedforward carrier phase estimators have different advantages and disadvantages which make them suitable for different tasks. Phase detectors are used when the communications signal is continuous, which allows for acquisition and tracking of the input carrier by a PLL. In contrast, feedforward carrier phase estimators, such as the Viterbi & Viterbi estimator [80], are best suited for burst transmission which is too short to allow a carrier PLL to be employed because the acquisition latency cannot be tolerated. The tradeoff is that the amount of processing required for feedforward phase estimation is much larger and the rate of phase estimates is much reduced: one needs to store the entire burst in memory, and remove the phase error later after a single phase error estimate is made upon the burst; this is also a manifestation of the non-causality of the estimate. Increasing the rate of phase estimates garnered from a feedforward phase estimator requires even more significant processing, i.e. by using multiple overlapping estimation windows ([22 Sec. 6.5.4], [80]).

The tracking error variance of a feedback system will tend at high SNR to the same Cramér-Rao Bound of a feedforward system if we choose \( N = 1/(2B_L T) \) where \( N \) is the number of symbols used to estimate the phase in the feedforward system, \( B_L \) is the noise bandwidth of the feedback system, and \( 1/T \) is the symbol rate (see [22 Chap. 6]). However, at moderate and low SNR, loop nonlinearities and/or decision errors will cause an increase in the phase error variance of the feedback system. This phenomenon will not be observed for the corresponding feedforward system. Put another way, at low SNRs the feedback phase detector operates more and more in a nonlinear capacity, the linearization assumptions of the PLL break down, the nonlinear behaviour of the PLL dominates, and this results in an additional degradation in the phase error variance. Even at moderate
$E_s/N_0$, the phase detector will operate a large enough portion of the time in its nonlinear region, hence affecting the PLL dynamics and the phase-error variance. The feedforward and feedback systems cannot remain equivalent at low and moderate SNR, because the PLL's system dynamics change with decreasing SNR (behaving more and more as a nonlinear system), while the feedforward system's dynamics remains unchanged.

In this thesis, as already noted, we concentrate solely on coherent M-PSK receivers that utilize feedback in the form of a carrier synchronization PLL to remove the carrier phase error. Carrier synchronization PLLs in coherent M-PSK receivers are tasked with cancelling the carrier phase error, an estimate of which is provided by a carrier Phase Detector (PD). There are two general categories of PDs: Non Data Aided (NDA) and Decision Directed (DD). The $M^{th}$-order nonlinearity detector ([13 Chap. 6], [22 Chap. 5,6], [21 Chap. 5], [92]) and the multiphase NDA Costas loop ([26], [21 Chap. 5], [92]), and the multiphase Costa loop or $M^{th}$-order order nonlinearity followed by a limiter [92] are examples of NDA phase detectors. Examples of DD detectors can be found in [13 Chap. 6], [22 Chap. 5, 6], [58], [9], [97], [98], [93] and [91].

An inherent problem of DD detectors is that at low SNRs (and, as well, during acquisition) they suffer from considerable self-noise due to erroneous decisions, something which also has an effect on their S-Curves (see [22 Fig. 6-2], [58], [9], [97]). NDA detectors, while not susceptible to such a phenomenon, are nonetheless seldom used for higher order modulations. This is because at higher $M$s NDA detectors experience high self-noise (due to the high-order nonlinearities which they include) and their implementations are significantly more complicated than their Decision Directed counterparts (see for example [26 p. 74], [21 Fig. 5.54]).

An additional problem which afflicts the DD and NDA detectors just cited is that their gain is strongly linked to the AGC circuit's operating point and performance. As we shall see in this chapter, the fact that the gain of the phase detector is not constant implies that (unless this change of gain is compensated for in some manner) the carrier PLL's characteristics will change accordingly. AGC-dependence is a particularly bothersome problem when fading signals are encountered, since in such cases the AGC often
operates in a distinctly non-ideal manner, which means that AGC-dependence of the phase detector implies a similar lack of optimality in the carrier PLL.

This chapter's objective is the investigation of new families of M-PSK phase detectors. The first of those families will be a modification of the $M^{\text{th}}$-order nonlinearity detectors. The behaviour of the phase detectors is explored using stochastic theory, and it is found that the phase detectors' gain curves are independent of AGC performance and signal-levels. Furthermore, these self-normalizing properties allow the performance requirements of the AGC circuit to be relaxed considerably. Analysis of the squaring loss of the phase detectors is presented, and their closed-loop phase error variance is calculated as well as simulated and found to be better than that of $M^{\text{th}}$-order nonlinearity detectors and comparable to that of DD detectors. The phase detectors will also be shown to possess a simple hardware realization, which allows for their straightforward and efficient implementation within an FPGA or ASIC.

The second family of new phase detectors will be a family of robust NDA adaptive phase detectors. These detectors will be shown to produce a constant-gain detector during tracking, which allows the carrier PLL to maintain optimality at virtually any SNR at which it can lock. The self-noise and phase-error variance performance of the proposed structure will be shown to be superior to that of other NDA and DD detectors. Moreover, unlike other NDA phase detectors, the proposed structure has a compact implementation for all $M$ which is quite suitable for use within an FPGA or ASIC.

The organization of the chapter is as follows. In Section 3.2 we review the signal and receiver model around which the discussion applies, while in Section 3.3 we review the accepted metrics used in evaluation of phase detector performance. In Sections 3.4 we present a new family of self-normalizing NDA carrier phase detectors, where the characteristics and performance of this family of phase detectors are analyzed through theoretical derivations and simulations. In Sec. 3.5 we establish why a constant-gain phase detector is desirable, and in Section 3.6 we present a new family of adaptive M-PSK phase detectors which has such constant gain. The performance of these adaptive
detectors is then investigated through theoretical derivations, simulations, and system-identification results. Finally, Section 3.7 is devoted to conclusions.

3.2 Signal and Receiver Models

The signal and receiver models, as well as the applicable notations, have been defined in Section 1.4.

3.3 Performance Analysis of PLLs – A Brief Overview

3.3.1 Performance metrics, nonlinear model, and linearized model

In this section we outline the PLL modeling techniques that we shall use to evaluate the proposed detectors. One of the most widely used PLL performance metrics [58 Sec I] is the phase-error variance \( \text{var}(\theta_e) \), or equivalently, the loop-SNR defined\(^9\) as [49 eq. (3.3-7)] \( \rho = 1/\text{var}(\theta_e) \). This is because the phase-error variance has a crucial role in determining the cycle-slip rate of the PLL and the SER (Symbol Error Rate) degradation due to imperfect synchronization [21 p. 20-21, 210-211].

To understand this intuitively, we note that in order for the error rate to be small and to minimize the rate of cycle slips, we must have ([100], [99]) a small \( \theta_e \), i.e. we desire \( \theta_e \approx 0 \). Since \( \theta_e \) is a zero-mean random process (when the PLL is locked), this means that for \( \theta_e \approx 0 \) to hold statistically we must have a small \( \text{var}(\theta_e) \) or, equivalently, a high loop-SNR \( \rho(=1/\text{var}(\theta_e)) \). Now, S-Curves of M-PSK phase detectors are periodic with period \( 2\pi/M \) (see for example Fig. 40, [22 Fig. 6-2]), so if the phase-error strays

---

\(^9\) Sometimes the loop-SNR is defined as \( \rho = 1/\text{var}(\theta_e) \) (e.g. [99]). However, if we want to evaluate the performance of the phase detector only, then we should assume that there is no input-carrier phase noise, in which case we have \( \text{var}(\theta_e) = \text{var}(\theta_c) \) and the two definitions of loop-SNR coincide. This is the assumption made in this thesis (as well as in other texts [49], [22], [21], [9], [97], [58]) and we adopt the definition \( \rho = 1/\text{var}(\theta_e) \).
outside the range $\theta_e \in [-\pi/M, \pi/M]$ we will observe a loss of lock which is at least momentary (i.e. a cycle slip [22 Chap. 6], [49 Chap. 6])). Thus, the meaning of $\theta_e \approx 0$ for M-PSK receivers is more precisely expressed as $|\theta_e| \ll \pi/M$. Therefore, recalling again that when in lock $\theta_e$ is a zero-mean random process [26 Chap. 2], for good performance in an M-PSK receiver we must have:

$$\text{var}(\theta_e) \ll \frac{\pi^2}{M^2}$$

(63)

It is clear from (63) that as $M$ increases the requirements upon $\text{var}(\theta_e)$ will be more stringent, i.e. a higher loop-SNR will be required in order to achieve good performance. Hence the useful $E_s/N_0$ operating range of the PLL will start at a higher $E_s/N_0$ as $M$ increases.

Determination of $\text{var}(\theta_e)$ via simulations is easily done ([101 Chap. 5], [102 Sec. 7.6]) using nonlinear models (shown in Fig. 47, Fig. 60), but in general the nonlinearity of the phase detector function presents great obstacles when theoretical analysis is attempted. To arrive at theoretical predictions, a standard approach adopted by synchronization texts (e.g. [22], [21], [21], [9], [97], [58]) has been to assume that the PLL is locked and then analyze the linearized PLL model. In the following subsections, we briefly review this approach.

### 3.3.2 The linearized PLL model

To develop the linearized model, we define the following quantities for any phase detector $P(n)$:

1) $B_L \triangleq \int_0^\infty |H_{PLL}(j2\pi f)|^2 df = \int_0^\infty \omega_n(\xi + 1/(4\xi))$ is\(^{10}\) the loop's noise bandwidth [25 p. 30-32].

\(^{10}\) Note that this definition contains a factor of $\frac{1}{2}$ w.r.t. the definition in [58]. This factor has been inserted in order to make the definition of $B_L$ compatible with the (arguably) more widely used definition, as used throughout [21], [49], [22], and [25]. However, note that (69) incorporates a factor of 2 (w.r.t. the (cont...)
2) The phase detector's *S-Curve* [21 p. 206] is $S_p(\theta_e) \triangleq E[P(n)|\theta_e]$, i.e. it is the average output of the phase detector given the phase error. Note that in general $S_p(\theta_e)$ will also have a dependence upon $M,K$, and $\chi$, but for simplicity this is not indicated in the notation of the function $S_p(\theta_e)$.

3) The *linearized gain* of $P(n)$ (or simply the "gain" of $P(n)$) is:

$$g_p(M,K,\chi) \triangleq \left(\frac{\partial S_p(\theta_e)}{\partial \theta_e}\right)_{\theta_e=0}$$  \hspace{1cm} (64)

Note in (64) that the gain generally depends on $M,K$, and $\chi$. It is common practice to normalize the gain so that it is unity at $SNR=\infty$. Most synchronization texts also assume a constant $K=1$, whereupon the normalized gain is:

$$\alpha_{\chi,p} \triangleq \frac{g_p(M,1,\infty)}{g_p(M,1,\chi)}$$  \hspace{1cm} (65)

(note: since $\chi$ signifies SNR, we use the notations $\alpha_{\text{SNR},p}$ and $\alpha_{\chi,p}$ interchangeably)

$\alpha_{\text{SNR},p}$ is called the *amplitude suppression factor*. This factor is the multiplicative factor by which the expected linearized gain of the detector is reduced due to the presence of additive noise at its inputs, as compared to the phase detector's expected linearized gain for noiseless inputs. However, as we showed in Sec. 1.5, despite its widespread use the assumption $K=1$ is usually not realistic. Hence, in this chapter we assume that $K$ is a function of the SNR, i.e. $K = Y_{\text{AGC}}(\chi)$ (see Sec. 1.5), and we define the *effective amplitude suppression factor*, denoted $\beta_{\text{SNR},p}$, which (as we shall see later) is useful for incorporating AGC effects into the PLL model. The effective amplitude suppression factor for a given phase detector $P(n)$ is the multiplicative factor by which the expected linearized gain of the phase detector is reduced due to the presence of additive noise and corresponding equation in [58]), so the aforementioned factor of $\frac{1}{2}$ does not influence the phase-error variance results.
variations of $K$ at its inputs, as compared to the phase detector's expected linearized gain for noiseless inputs and $K=1$. Formally:

$$\beta_{X,P} \triangleq g_P(M,Y_{AGC}(\chi),\chi)/g_P(M,1,\infty)$$  \hspace{1cm} (66)

(note: since $\chi$ signifies SNR, we use the notations $\beta_{SNR,P}$ and $\beta_{X,P}$ interchangeably).

4) The normalized equivalent loop noise at $\theta_e \approx 0$ is defined as (using [22 eq. (6-73), p. 342] and normalizing)

$$N_{e,p}(n) \triangleq \lim_{\theta_e \to 0} P(n) - S_P(\theta_e) / g_P(M,1,\infty).$$  \hspace{1cm} (67)

5) The phase detector's self noise is defined as (see [58 eq. (6)])

$$\xi_p \triangleq 2 \cdot \chi \cdot \text{var}(N_{e,p}(n)).$$  \hspace{1cm} (68)

Note that when AGC effects are ignored then (67) and (68) are computed with $K=1$ assumed. When AGC effects are modeled and $\beta_{SNR,P}$ is used as the gain in the linear model, then (67) and (68) must be computed using $K=Y_{AGC}(\chi)$.

6) An important tool in evaluating a phase detector is its squaring loss [13 eq. (6.2-59)]. In terms of previous definitions, if we assume $K=1$ the squaring loss is

$$\Omega_p \triangleq \xi_p / \alpha_{SNR,P}^2, \quad \Omega_p \triangleq \xi_p / \beta_{SNR,P}^2$$  \hspace{1cm} if modeling of the AGC's effects is done via $K=Y_{AGC}(\chi)$ (the squaring loss is identical in both cases\(^{11}\), since it is an inherent property of the phase detector).

The linear model is shown in the lower left of Fig. 55. The phase-error variance is\(^ {12}\)

\[^{11}\text{It is important to note that when AGC effects are modeled via } \Omega_p \triangleq \xi_p / \beta_{SNR,P}^2, \text{ then both denominator and numerator must be computed with } K=Y_{AGC}(\chi). \text{ When AGC effects are ignored, then } \Omega_p \triangleq \xi_p / \alpha_{SNR,P}^2 \text{ where both denominator and numerator are computed with } K=1. \text{ See Table 3.}\]

\[^{12}\text{Note that the definition of } B_k \text{ here contains a factor of } \frac{1}{2} \text{ w.r.t. its definition in [9]. However, (69) compensates with a factor of } 2 \text{ w.r.t. [9 eq. (21)].}\]
\[ \text{var}(\theta_e) = B_L \cdot T \cdot \Omega_p / \chi = \sqrt{2} \omega_n (\zeta + 1/(4\zeta)) \cdot T \cdot \Omega_p / \chi \quad (69) \]

### 3.4 A Family of Self-Normalizing Phase Detectors

In this section we shall endeavour to present and investigate a new family of self-normalizing carrier phase detectors for M-PSK receivers. We begin by defining the detector and then computing its S-Curve theoretically and via simulations. The amplitude suppression factors, self-noise, squaring loss, and phase-error variance performance are derived theoretically and then this is verified through nonlinear-model simulations. Finally, a compact hardware implementation for this family of detectors is presented, and the novelty of the proposed detectors is illustrated intuitively in a graphical fashion.

#### 3.4.1 Definition

Here we present a new family of M-PSK phase detectors. These can be thought of as a modification of the \( M^{th} \)-order nonlinearity detectors ([13], [22 Chap. 5, 6], [21 Chap. 5]) \( c_M(n) \triangleq \text{Im}[(I(n) + j \cdot Q(n))^M] \). The modified detector is defined as follows:

\[
d_M(n) \triangleq \text{Im}[(I(n) + j Q(n))^M] = \frac{\sum_{k=0}^{(M/2)-1} \binom{M}{2k+1} (-1)^k I^{M-2k-1}(n) Q^{2k+1}(n)}{(I^2(n) + Q^2(n))^{M/2}}. \quad (70)
\]

The denominator term in (70) performs adaptive normalization on the numerator, and - as we shall see - this normalization makes \( d_M(n) \) behave quite differently from \( c_M(n) \) (despite the notational resemblance). Another common phase detector that we shall use for comparisons is the decision directed detector [58] defined as \( DD_M(n) \triangleq I(n) \cdot \hat{Q}(n) - Q(n) \cdot \hat{I}(n) \) (where \( \hat{I}(n) \) and \( \hat{Q}(n) \) are the \( I \) and \( Q \) decisions).

#### 3.4.2 S-Curve of \( d_M(n) \)

The purpose of this section is to determine the S-Curve of the detector \( d_M(n) \), we start by defining the phase of the received complex sample as \( \varphi_n \triangleq \tan^{-1}(Q(n)/I(n)) \).
Applying elementary rectangular-to-polar manipulations to (70) and using De Moivre's theorem\(^{13}\) [54 eq. 6.9] yield:

\[
d_m(n) = \frac{\text{Im}[(I(n) + jQ(n))^M]}{(I^2(n) + Q^2(n))^{M/2}} = \frac{\left(I^2(n) + Q^2(n)\right)^{M/2} \sin(M \varphi_n)}{(I^2(n) + Q^2(n))^{M/2}} = \sin(M \varphi_n). \tag{71}
\]

When locked, \(\Delta \omega = 0\) and \(\theta_\omega \in \{\theta + 2\pi k / M - \theta_\omega | k = 0, 1, ..., M - 1\}\), and hence from (21) \(\varphi_n\) reduces to:

\[
\varphi_n = \tan^{-1}\left(\frac{\sin(\theta + 2\pi(m_n - k) / M) + n_0(nT)/(2E_s)}{\cos(\theta + 2\pi(m_n - k) / M) + n_1(nT)/(2E_s)}\right). \tag{72}
\]

Coherent M-PSK systems overcome the carrier loop's ambiguity by differential precoding of the transmitted symbols [21 Sec. 5.7.6] or other Ambiguity Resolution (AR) circuits. We thus assume for convenience and without any loss of generality operation around the equilibrium point of \(k = 0\). Furthermore, note that for any constellation point \(\phi_x = 2\pi \cdot m_x / M\) (where \(m_x\) is an integer)

\[
\sin(M(\varphi_n - \phi_x)) = \sin(M \varphi_n) \cos(2\pi m_x) - \cos(M \varphi_n) \sin(2\pi m_x) = \sin(M \varphi_n). \tag{73}
\]

Eqs. (71) and (73) thus shows that the output of \(d_m(n)\) is not dependent upon the transmitted symbol but rather only on the phase difference between the received instantaneous symbol phase sample and the phase of any valid M-PSK constellation point. Thus we can assume for simplicity \(\forall n, \phi_x = 0\), implying \(\forall n, m_x = 0\). Under these simplifications we have when in lock, from (71) and (72):

\(^{13}\) DeMoivre's theorem [54 eq. 6.9] states that for any real \(x\) and \(y\),

\[(x + j \cdot y)^M = (x^2 + y^2)^{M/2} \exp(j \cdot M \theta) \text{ where } \theta = \tan^{-1}(y / x).\]
\[ d_M(n) = \sin\left( M \cdot \tan^{-1}\left( \frac{\sin(\theta_e) + n_{\varphi}(nT/2E_s)}{\cos(\theta_e) + n_\varphi(nT/2E_s)} \right) \right). \] \hfill (74)

Define the process \( \Delta \phi_n = \varphi_n - \theta_e \). It can be shown (see [55 Sec. 4.5], as well as Sec. 2.4 of this thesis) that \( \Delta \phi_n \) is distributed as the phase of a Rice random variable with a probability density function (pdf) for \( |\Delta \phi| \leq \pi \) of:

\[
p_R(\Delta \phi | \chi) \triangleq p\left( \Delta \phi_n = \Delta \phi | E_S / N_0 = \chi \right) = e^{-\chi} \left[ 1 + \sqrt{2 \chi} \cos(\Delta \phi) e^{\chi \cos^2(\Delta \phi)} \int_{-\infty}^{\infty} e^{-y^2/2} dy \right]. \quad (75)
\]

To arrive at the S-Curve, recall that \( \Delta \phi_n = \varphi_n - \theta_e \) so that \( \varphi_n = \Delta \phi_n + \theta_e \) and thus from (71):

\[
d_M(n) = \sin(M \varphi_n) = \sin(M(\Delta \phi_n + \theta_e)) = \cos(M \Delta \phi_n) \sin(M \theta_e) + \sin(M \Delta \phi_n) \cos(M \theta_e). \hfill (76)
\]

The S-Curve is then:

\[
S_d(\theta_e) \triangleq E[d_M(n) | \theta_e] = E[\cos(M \Delta \phi_n)] \sin(M \theta_e) + \underbrace{E[\sin(M \Delta \phi_n)]}_{=0} \cos(M \theta_e)
\]

\[
= f_M(\chi) \sin(M \theta_e).
\]

where \( f_M(\chi) \triangleq \int_{-\pi}^{\pi} \cos(M \Delta \phi) \cdot p_R(\Delta \phi | \chi) \cdot d\Delta \phi \) was defined in (30) and investigated in Chapter 2. From (31) and (35) it was shown that:

\[
f_M(\chi) = \frac{\sqrt{\pi \chi}}{2} \cdot \exp\left( -\frac{\chi}{2} \right) \left[ I_{(M-1)/2}\left( \frac{\chi}{2} \right) + I_{(M+1)/2}\left( \frac{\chi}{2} \right) \right]
\]

\[
\approx \exp\left( -M^2/(4 \chi) \right) \hfill (78)
\]

Substituting (78) into (77) yields the exact expression:

\[
S_d(\theta_e) = \left( \frac{\sqrt{\pi \chi}}{2} \cdot \exp\left( -\frac{\chi}{2} \right) \left[ I_{(M-1)/2}\left( \frac{\chi}{2} \right) + I_{(M+1)/2}\left( \frac{\chi}{2} \right) \right] \right) \sin(M \theta_e) \hfill (79)
\]
And the high-SNR approximation:

\[ S_d(\theta_e) \approx \exp\left(-M^2/(4\chi)\right)\sin(M\theta_e) \quad (80) \]

We see from (79) that the S-Curve is sinusoidal with \( M \) stable equilibrium points, which is exactly what we would expect from an M-PSK phase detector. S-Curve plots are shown in Fig. 40, where we see that the approximation \( \exp(-M^2/(4\chi))\sin(M\theta_e) \) is quite accurate (even at low SNR), hence making it a useful tool for the designer for manually estimating the S-Curve behaviour. The gain of \( d_M \) is from (64) and (79)-(80):

\[
g_d(M, K, \chi) \Delta \left( \frac{\partial S_d(\theta_e)}{\partial \theta_e} \right)_{\theta_e=0} = M \cdot f_M(\chi)
\]

\[
= \exp\left(\frac{-\chi}{2}\right)\left[I_{(M-1)/2}\left(\frac{\chi}{2}\right) + I_{(M+1)/2}\left(\frac{\chi}{2}\right)\right]
\]

\[
\approx M \cdot \exp(-M^2/(4\chi))
\]

### 3.4.3 Amplitude suppression factors of \( d_M(n) \)

The amplitude suppression factors are found from (65), (66), and (79)-(80):

\[
\beta_{\chi,d} = \alpha_{\chi,d} = \frac{\sqrt{\pi} \chi}{2} \cdot \exp\left(\frac{-\chi}{2}\right)\left[I_{(M-1)/2}\left(\frac{\chi}{2}\right) + I_{(M+1)/2}\left(\frac{\chi}{2}\right)\right]
\]

\[
\approx \exp(-M^2/(4\chi))
\]

Exact closed-form expressions exist for \( \alpha_{\text{SNR},d} \) and \( \beta_{\text{SNR},d} \). These are easily obtained from (82) and (32):

\[
\beta_{\chi,d} = \alpha_{\chi,d} = 1 + \frac{M}{2} \sum_{n=1}^{M/2} \left(\frac{-1}{n} \right) \frac{(M/2+n-1)!}{(M/2-n)! } \chi^n
\]

\[
+ \exp(-\chi) \left[ (-1)^{M/2+1} \sum_{n=1}^{M/2} \frac{1}{(n-1)! } \frac{(M/2+n-1)!}{(M/2-n)! } \chi^n \right]
\]

\[-87-\]
We note that (83) is a finite sum composed of polynomials and exponentials, and hence is easily computed using numerical computation packages such as Matlab.

Graphs of (82) are given in Fig. 39. As can be seen in that figure, the approximation of \( \exp\left(-\frac{M^2}{4\chi}\right) \) is quite accurate even at low SNR, particularly for \( M>2 \). Therefore, this is a useful approximation that can be used by the engineer for quick manual computations when designing the carrier PLL.
3.4.4 Loop noise, self noise, and squaring loss of \(d_M(n)\)

The loop noise is easily found from (76) and (67) to be:

\[
N_{e,d}(n) = Y_M \cdot \sin(M \Delta \phi_n) \tag{84}
\]
Observe that $N_{e,d}$ is not Gaussian, though it may be approximated by Gaussian noise at high SNR, since (using (33)) we have $\lim_{\chi \to \infty} N_{e,d}(n) \xrightarrow{\text{high } \chi} \Delta \phi_n \sim N(0,1/(2\chi))$.

The self noise of $d_M$ is from (68), (84), (31) and (35):

$$\xi_d = 2\chi \cdot \text{var}(N_{e,d}(n)) = 2\chi \cdot \int_{-\pi}^{\pi} \left( Y_M \sin(M\tau) \right)^2 p_R(\tau | \chi) \cdot d\tau$$

$$= \frac{2\chi}{M^2} \int_{-\pi}^{\pi} \left( Y_2 - Y_2 \cos(2M\tau) \right) p_R(\tau | \chi) \cdot d\tau = \frac{\chi}{M^2} \left( 1 - f_{2M}(\chi) \right)$$

$$= \frac{\chi}{M^2} \left[ 1 - \sqrt{\pi \chi} \cdot \exp\left( -\frac{\chi}{2} \right) \left[ I_{(2M-1)/2} \left( \frac{\chi}{2} \right) + I_{(2M+1)/2} \left( \frac{\chi}{2} \right) \right] \right]$$

$$= \frac{\chi}{M^2} \left[ M \cdot \sum_{n=1}^{M} \frac{(-1)^{n+1} (M+n-1)!}{n! (M-n)! \chi^n} \right]$$

$$+ \exp\left( -\chi \right) \left[ (-1)^M \cdot \sum_{n=1}^{M} \frac{1}{(n-1)! (M-n)! \chi^n} \right]$$

and the squaring loss $\Omega_d = \xi_d / \alpha_{SNR,d}^2 = \xi_d / \beta_{SNR,d}^2$ is readily found using (85) and (82).

### 3.4.5 Examples of S-Curves of $d_M(n)$

To give some graphical insight into the S-Curve of $d_M(n)$, we start by showing the complete S-Curve of $d_2(n)$, as shown in Fig. 40. In that figure, we have used (79) in order to plot the exact predicted values

$$S_d(\theta_x) = \left( \sqrt{\frac{\pi \chi}{2}} \cdot \exp\left( -\frac{\chi}{2} \right) \left[ I_{(M-1)/2} \left( \frac{x}{2} \right) + I_{(M+1)/2} \left( \frac{x}{2} \right) \right] \right) \sin(M\theta_x)$$

predicted by the approximation of (80) which is $S_d(\theta_x) \approx \exp\left( -M^2 / (4\chi) \right) \sin(M\theta_x)$, and simulation results (i.e. computation of $E[d_M(n)|\theta_x]$ through stochastic simulations).

As can be seen from that figure, the simulation results agree perfectly with the exact
predicted results, and, furthermore, the approximation (80) is found to be an excellent approximation, even at low SNRs.

Fig. 40. S-Curve of $d_2(n)$ for various SNR ratios ('Predicted, Exact' is $S_d(\theta_e) = f_2(\chi) \sin(2\theta_e)$, and 'Predicted, Approx.' is $S_d(\theta_e) \approx \exp(-1/\chi) \sin(2\theta_e)$). See (77), (79), (80)).

To further give quantitative results, we first note that from (79) the S-Curves are periodic with period $\frac{2\pi}{M}$ over the entire interval $-\pi \leq \theta_e \leq \pi$. Hence, it suffices to plot the S-Curve over the interval $-\frac{\pi}{M} \leq \theta_e \leq \frac{\pi}{M}$. In Fig. 41 to Fig. 44 we see S-Curve examples for over the intervals $-\frac{\pi}{M} \leq \theta_e \leq \frac{\pi}{M}$ for $M=2, 4, 8$ and 16, for various SNR ratios. Plotted are the exact predicted S-Curves (eq. (79)), the approximated predicted S-Curves (eq. (80)), as well as simulation results (i.e., evaluation of $E[d_M(n)\lvert \theta_e]$ through stochastic...
simulations of eq. (70)). We see from those figures that for $M>2$ the approximate expression of (80) is almost a perfect match with the exact expression of (79). Hence, (80) is a useful tool which enables the designer to predict the S-Curve with accuracy. Note that the SNR values which are used to plot these figures are those which are appropriate for the given modulation, i.e. from low SNRs (= close to the lock threshold of the PLL for the respective modulation index $M$) through moderate SNRs and then to a high SNR value. For more information about lock thresholds the reader is referred to [58 Sec. III].

![Fig. 41. S-Curve of $d_z(n)$ (for BPSK) for various SNRs in the interval $-\frac{\pi}{2} \leq \theta_e \leq \frac{\pi}{2}$. The phase detector curve is periodic with period $\frac{2\pi}{M} = \pi$ over the entire interval $-\pi \leq \theta_e \leq \pi$.]
Fig. 42. S-Curve of $d_4(n)$ (for QPSK) for various SNRs in the interval $-rac{\pi}{4} \leq \theta_e \leq \frac{\pi}{4}$. The phase detector curve is periodic with period $\frac{2\pi}{M} = \frac{\pi}{2}$ over the entire interval $-\pi \leq \theta_e \leq \pi$. 
Fig. 43. S-Curve of $d_s(n)$ (for 8-PSK) for various SNRs in the interval $-rac{\pi}{8} \leq \theta_e \leq \frac{\pi}{8}$. The phase detector curve is periodic with period $\frac{2\pi}{M} = \frac{\pi}{4}$ over the entire interval $-\pi \leq \theta_e \leq \pi$. 
Fig. 44. S-Curve of $d_{16}(n)$ (for 16-PSK) for various SNRs in the interval $-\frac{\pi}{16} \leq \theta_e \leq \frac{\pi}{16}$. The phase detector curve is periodic with period $\frac{2\pi}{M} = \frac{\pi}{8}$ over the entire interval $-\pi \leq \theta_e \leq \pi$.

3.4.6 Squaring loss comparison vs. other phase detectors

Quantitative judgments regarding the squaring loss of $d_M$ can be reached by comparing that loss to that which is incurred when $c_M$ or $DD_M$ is used. Such a comparison is shown in Fig. 45. Linear-model predictions of closed-loop phase-error variance of $d_M$ can be made via (69) and are shown in Fig. 46, with $\zeta=0.95$ and
\( \omega_n = 8.24 \cdot 10^{-3} / T \) fixed at all SNRs so that \( 2B_j T = 0.01 \) at all SNR. The plots show that \( d_M \) provides excellent performance, particularly compared to \( c_M \). Hence, \( d_M \) is a very viable phase detector. Also plotted in Fig. 46 is the Cramér-Rao Bound [22 eq. (6-108)]: Also plotted in Fig. 46 is the Cramér-Rao bound ([22], [21]), defined as:

\[
CRB = B_L \cdot T / \chi = \frac{1}{2} \omega_n (\zeta + 1/(4\zeta)) \cdot T / \chi
\]

(86)

The data required to plot the results for \( c_M \) and \( DD_M \) was taken from Table 3.

---

Fig. 45. Squaring loss as a function of \( E_s / N_0 \).
Fig. 46. Calculated phase-error variance \( \text{var}(\theta_e) \), using linearized baseband model. The loop's noise bandwidth is held fixed at \( 2B_L \cdot T = 0.01 \). AGC effects are ignored (i.e. \( K = 1 \) identically). \( \zeta = 0.95 \).

### 3.4.7 Nonlinear model simulation investigation of \( d_M(n) \).

To verify the linear-model predictions of Fig. 46, nonlinear simulations were conducted, with the simulation model and the results presented in Fig. 47. As we can see by comparing Fig. 46 to Fig. 47, the theoretical predictions of the linear model are in excellent agreement with the nonlinear simulation results anywhere above the PLL's lock threshold.
Fig. 47. Simulated phase-error variance $\text{var}(\theta_e)$, using equivalent baseband nonlinear model. Loop bandwidth is held fixed at $2B_LT=0.01$. AGC effects are ignored (i.e. $K=1$ identically). $\zeta=0.95$. The SNRs below which $\text{var}(\theta_e)$ increases dramatically for $M=8$ and $M=16$ are the PLL lock thresholds for those modulations.

3.4.8 Hardware realization

Since from (71) $d_M(n)=\sin(M\varphi_s)$, we see from inspection that $d_M(n)$'s value is independent of $K$, and hence independent of the AGC. Moreover, $d_M(n)$ has an
efficient fixed-point hardware implementation in the form of a lookup table; this is due to exactly the same reasons that enabled such an implementation for $x_{M,n}$ in Section 2.3.3, namely the small dynamic range that is needed to express $d_M(n)$ (since $|d_M(n)| = |\sin(M \phi_n)| \leq 1$). The proposed implementation is shown in Fig. 48.

![Diagram of Lookup Table](image)

**Fig. 48. Efficient hardware generation of $d_M(n)$**

To see why the existence of such an implementation is significant, we make note of the fact that other phase detectors suffer from a large dynamic range that often renders a similar implementation unfeasible. To highlight this point, consider the $M$th-order nonlinearity $c_M(n)$. It is easily seen that $c_M(n) \propto K^M$, which means that a phase detector lookup table and the ensuing datapath (in particular, the loop filter) must all be able to handle the dynamic range of $K^M$. This is often prohibitive to implement in fixed-point hardware. Moreover, the dependence on $K^M$ implies a nonlinear dependence upon the AGC, a dependence that $d_M(n)$ does not exhibit. A similar conclusion can be reached with regards to Decision Directed detector ([58], [9], [97])

$$DD_M(n) \triangleq I(n) \cdot \hat{Q}(n) - Q(n) \cdot \hat{I}(n)$$

(where $\hat{I}(n)$ and $\hat{Q}(n)$ are decisions on the $I$ and $Q$ channels). Simple substitution shows that $DD_M(n) \propto K$, so use of $DD_M(n)$ means that a dependence upon the dynamic range of $K$ and the AGC would still exist.
In contrast, for $d_M(n)$, the output of the lookup table is always in the interval $[-1,1]$, regardless of $K$ or $M$. Thus, with $d_M(n)$, a fixed-point lookup table with just a 10-bit or even just an 8-bit output, i.e. quantization of the phase error estimate to 10 bits (quantization to 1024 levels of the interval $[-1,1]$) or 8 bits (quantization to 256 levels of the interval $[-1,1]$) will be more than enough for $d_M(n)$, for any $K$ and any $M$.

Indeed, we see that $d_M$ has many merits. In fact, it is an excellent M-PSK phase detector that can be used instead of $c_M$ or $DD_M$. However, even better performance can be achieved by using $d_M$ within an adaptive phase detection structure that is introduced in Section 3.6.

### 3.4.9 Lookup Table Implementation Issues

Though the lookup table's values of $d_M(n)$ are well behaved, a valid and necessary question is: what happens when both $I(n)$ and $Q(n)$ are 0? In that case the denominator of (70) vanishes, and the output of the corresponding lookup table is undefined. While in the unquantized theoretical analysis the event $I(n) = Q(n) = 0$ has an infinitesimal probability and is thus inconsequential, for the practical quantized case this eventuality has a finite probability and must be addressed.

Fortunately, there is an exceedingly simple way to solve this problem, which, quite fortuitously, also turns out to be the mathematically correct approach.

Let's consider for example BPSK. Then we have from (70):

$$d_2(n) = \frac{2I(n)Q(n)}{I^2(n) + Q^2(n)}$$

Let's assume for the example that (87) is implemented in a lookup table with input quantization of 4 bits for each input, and the output of 8 bits, hence resulting in a $(2^4 \cdot 2^4) \cdot 8 = 2048$ bit lookup table. What happens when the $I$ and $Q$ inputs are both 0? Eq. (87) is useless in this case. However, the key here is to recognize that the
quantization of the inputs to 4 bits means that we lack information regarding the bits that were not expressed in the quantized result. Assume that we treat all the binary numbers as fractions, i.e. that the binary point immediately follows the sign bit (this is a completely arbitrary convention). Then in 4-bit quantized binary form a zero value for the I and Q channels is $I = 0.000_2$ and $Q = 0.000_2$. Taking for example the I value, it is important to note that the value $I = 0.000_2$ will result from quantization of all true values of $I$ between $I = (0.00000...)_2 = 0$ and $I = (0.000111...)_2 = 0.125$. Thus, the correct way to interpret $I = 0.000_2$ is by the average of all possible values that it could represent, i.e. $(0.125 + 0)/2 = 0.0625 = 0.0001_2$. This reasoning applies not only to the 0-value case, but to all values. In other words, the mathematically correct way to interpret a quantized value is to think of the true value as one which contains an additional "invisible" LSB, whose value is 1. When the values of the lookup tables are computed with this value have the added advantage that the lookup table value for all-zero inputs is well-defined. For example, for the case of (87) with 4-bit inputs and an 8 bit output, we have for the 0-input case:

$$d_2(n)|_{I=0.000_2, \quad Q=0.000_2} = \text{quant}_8 \left( \frac{2 \cdot 0.0625 \cdot 0.0625}{0.0625^2 + 0.0625^2} \right) = \text{quant}_8 (1) = 0.1111111_2 (= 0.9921875)$$

Contour maps of the corresponding lookup tables with and without quantization are shown in Fig. 50.
Fig. 49. Intensity graph for the lookup table computing \( d_i(n) = 2I(n)Q(n)/(I^2(n) + Q^2(n)) \), no quantization.
Fig. 50. Intensity graph for the lookup table computing $d_2(n) = 2I(n)Q(n)/(I^2(n) + Q^2(n))$, with quantization of inputs to 4 bits (each) and the output to 8 bits (note that the computation of the lookup table values is done as outlined in Sec. 3.4.9). The fact that the quantized $I$ and $Q$ ranges are asymmetric around 0 (they are $[-1,0.875]$) is due to the 2's complement representation.

3.4.10 Intuitive Understanding of $d_M(n)$

We shall now take an interlude from the rigorous mathematical procedure undertaken thus far, in order to attempt the instilment of an intuitive appreciation of the phase detectors' performance and novelty. This is facilitated by comparing $d_M(n)$ to the standard $M^{th}$ order nonlinearity $c_M(n) = \text{Im}[(I(n) + j \cdot Q(n))^M]$. 
As the chosen example we look at $M=4$ (QPSK). In Fig. 51 and Fig. 52 we see a contour map of $d_\alpha(n) = \frac{4I^3(n)Q(n) - 4I(n)Q^3(n)}{(I^2(n) + Q^2(n))^2}$, upon which demodulated QPSK signals are superimposed, with $K = 0.3$ and $K = 0.8$, respectively. As can be clearly seen in the contour graph, the radial symmetry of the contours means that the phase detector output does not depend on the value of $K$; rather, it depends solely on the phase departure of the current received symbol from the ideal phase of a constellation point. This, however, is clearly not the case for the QPSK phase detector $c_4(n) = \text{Im}[(I(n) + jQ(n))^4]$, whose contour graph is featured in Fig. 53 and Fig. 54, upon which the same demodulated constellations are superimposed. As is evident from those figures, for the 4th order nonlinearity detector, there is a strong dependence of the phase detector value upon the value of $K$, and hence upon the AGC's performance and dynamic range.

The AGC-independence of $d_\alpha(n)$ is not complete, in the sense that the AGC must still ensure that the samplers and preceding signal chains are not overdriven, and, conversely, that the samplers are not underdriven to the extent that quantization noise becomes significant. However, once the AGC meets these two basic requirements, the values of $K$ (and the fluctuations thereof) are irrelevant.
Fig. 51. Received QPSK constellation, $E_s/N_0 = 20\text{dB}$, $K = 0.3$, superimposed on a contour map of $d_4(n) = \frac{4I^3(n)Q(n) - 4I(n)Q^3(n)}{(I^2(n) + Q^2(n))^2}$.
Fig. 52. Received QPSK constellation, $E_s / N_0 = 20dB$, $K = 0.8$, superimposed on a contour map of 
$$d_s(n) = \frac{4I^3(n)Q(n) - 4I(n)Q^3(n)}{(I^2(n) + Q^2(n))^2}.$$
Fig. 53. Received QPSK constellation, $E_s/N_0 = 20dB$, $K = 0.3$, superimposed on a contour map of $c_4(n) = \text{Im}[(I(n) + j \cdot Q(n))^4] = 4I^3(n)Q(n) - 4I(n)Q^3(n)$. 
Fig. 54. Received QPSK constellation, $E_s/N_0 = 20 dB$, $K = 0.8$, superimposed on a contour map of $c_4(n) = \text{Im}[(I(n) + j \cdot Q(n))^4] = 4I^3(n)Q(n) - 4I(n)Q^3(n)$.

Yet another way to interpret the functioning of $d_M(n)$ is by noticing that its amplitude suppression factors $\beta_{x,d} = \alpha_{x,d} = \frac{\sqrt{\pi} \cdot e^{-\chi^2/2} [I_{1/2}(\frac{x}{2}) + I_{3/2}(\frac{x}{2})]}{ \sqrt{\pi} \cdot e^{-\chi^2/2} [I_{1/2}(\frac{x}{2}) + I_{3/2}(\frac{x}{2})]}$ are the same as those for a limiter which follows (or precedes) an $M$th-order nonlinearity (or, equivalently, a limiter which follows (or precedes) a multiphase Costas phase detector), as is the case analyzed in [92]. Since the amplitude suppression factors are the same, we can thus think of the self-normalizing action of $d_M(n) \equiv \frac{\text{Im}[(I(n) + jQ(n))^M]}{(I^2(n) + Q^2(n))^{M/2}}$ as that of the digital equivalent.
of a limiter (although, of course, the implementation of $d_M(n)$ is much more compact and suited for digital communications than the system considered in [92]).

### 3.5 The Case for a Constant-Gain Phase Detector

In Fig. 46 and Fig. 47 we have $2B_L T = \omega_\eta (\zeta + 1/(4\zeta)) T = 0.01$ at all SNRs. This is achieved by using a different loop-filter gain at each SNR so that $\zeta = 0.95$ and $\omega_\eta = 8.24 \cdot 10^{-3} / T$ (the loop-filter gain is the coefficient $K_a$ in the loop-filter function. See the linear and nonlinear models in the lower left of Fig. 46, Fig. 47, and Fig. 60). Maintaining $\zeta$ and $\omega_\eta$ constant at all SNRs is the practice adopted in most synchronization texts since it facilitates a meaningful comparison of $\text{var}(\theta_e)$ achievable by the compared phase detectors when they are employed in PLLs that have identical parameters. However, it is important to note that constant $\zeta$ and $\omega_\eta$ cannot be maintained by a PLL with a fixed (=non-adaptive) loop-filter gain and which uses either $DD_M$, $c_M$, or $d_M$.

Consider, for example, in Figs. 46 and 47 the PLL for QPSK ($M=4$) which employs $DD_M$. Let us use the notation $K_{a,DD}(\rho)$ to refer to the loop-filter gain at $E_s/N_0 = \rho$. Now, from [58], [9], and [97] we know that if the loop-filter gain needed to achieve $\zeta = 0.95$ and $\omega_\eta = 8.24 \cdot 10^{-3} / T$ in noiseless conditions is $K_{a,DD}(\infty)$, then in order to maintain the same $\zeta$ and $\omega_\eta$ at $E_s/N_0 = \chi$ the loop-filter gain $K_{a,DD}(\chi)$ must be $K_{a,DD}(\chi) = K_{a,DD}(\infty) / \alpha_{\chi,DD}$ if AGC effects are ignored by assuming $K=1$ (as done in [58], [9], [97]). Moreover, Sec. 1.5 shows that to assume $K=1$ is unrealistic and AGC effects must be modeled, and it is easily shown that in practice the loop-filter gain at $E_s/N_0 = \chi$ actually must be $K_{a,DD}(\infty) \cdot \beta_{\alpha,DD} / \beta_{\chi,DD}$.

Thus, when inspecting Figs. 46-47 it is important to realize that since the loop-filter's gain is different at each SNR, the results for a given phase detector cannot be obtained using a single PLL with a fixed loop-filter gain. The correct way to interpret Figs. 46-47
(and similar graphs in texts such as [22] and [21]) is hence by considering the results at each SNR as if they were obtained by measurements on PLLs unique to that SNR that were optimized for operation at that SNR to yield $\zeta=0.95$ and $\omega_n=8.24\times10^{-3}/T$. Indeed, as noted earlier, a single PLL with a fixed loop-filter gain and which uses $c_m$, $DD_m$ or $d_m$ cannot maintain constant $\zeta$ and $\omega_n$ over the entire SNR range; rather, the desired values will be attained only at a single SNR which we call the optimization SNR. When we are not operating at the optimization SNR the PLL will observe changes in $\zeta$ and $\omega_n$ that will cause changes in all of the PLL's parameters, e.g. the noise bandwidth $B_L = \gamma_x\omega_n(\zeta+1/(4\zeta))$, the settling time $T_{set}\approx2\pi/\omega_n$, the lock range $\Delta\omega_L\approx2\zeta\omega_n$, the pull-out range $\Delta\omega_{po}\approx1.8\omega_n(\zeta+1)$, and the cycle-slip statistics ([103 Chap. 2],[22 Sec. 6.4],[49 Chap. 6],[58],[9],[97]). To quantify this effect, suppose we use a phase detector $P(n)$ in a PLL that has a fixed-gain loop-filter, and that the PLL is designed for operation at $E_s/N_0=\lambda$ (the "optimization SNR") with the optimal parameters $\omega_{opt}$ and $\zeta_{opt}$ (e.g., $\lambda$ might be the lowest SNR at which the error correction decoder provides an acceptable coding gain). It can be shown [48 Sec. 9.1] that, accounting for AGC effects, at $E_s/N_0=\chi$ the natural frequency $\omega_{n\chi}$ and damping ratio $\zeta_{\chi}$ will be:

$$\omega_{n\chi}=\omega_{opt}\sqrt{\beta_{x,P}/\beta_{z,P}}$$

$$\zeta_{\chi}=\zeta_{opt}\sqrt{\beta_{z,P}/\beta_{x,P}} . \quad (89)$$

Thus (assuming $\beta_{x,P}$ increases monotonically vs. $\chi$) we conclude from (89) that for $\chi>\lambda$ we have higher-than-optimal $\zeta$ and $\omega_n$, and for $\chi<\lambda$ we have lower-than-optimal $\zeta$ and $\omega_n$. Only at $\chi=\lambda$ does the PLL perform as desired.

To illustrate this phenomenon and its effect upon the PLL we present in Fig. 55 phase-error variance results and CRBs, computed via (69) and (86). Clearly, as Fig. 55 shows, the variation of $\zeta$ and $\omega_n$ due to the AGC profoundly affects the PLL. Note that at low SNR the AGC appears to cause a reduction in $\text{var}(\theta_e)$, but it would be fallacy to say that this is a positive effect, since this reduction is due to the reduction of $\zeta$ and $\omega_n$. 
which has a detrimental effect on the PLL’s stability, lock range, pull-out range, etc., as outlined in the previous paragraph.

Fig. 55. Calculated $\text{var}(\theta_i)$ using linearized model when AGC effects are ignored and when AGC effects are modeled. Modulation is QPSK ($M=4$). Optimization SNR is $\lambda=5$ dB. Note that in the linearized model (lower left) the loop noise $N_e$ is computed differently for the "w. AGC" and "no AGC" cases (see Sec. 3.3.2). Also, when AGC effects are ignored, then the loop-filter's gain $K_a$ is selected at each SNR such that $\zeta=\zeta_{\text{opt}}=0.95$ and $\omega_n=\omega_{\text{opt}}=8.24\cdot10^{-3}/T$ at each SNR. When AGC effects are modeled, $K_a$ is constant and is selected so that at $E_s/N_0=5$ dB the PLL has $\zeta=\zeta_{\text{opt}}=0.95$ and $\omega_n=\omega_{\text{opt}}=8.24\cdot10^{-3}/T$ (since $K_a$ is constant, this will not hold at other SNRs; rather, changes will occur as per (89)).
From (89) it follows that to achieve $\omega_{\text{opt}}$ and $\varphi_{\text{opt}}$ at all SNR, the phase detector must have $\beta_{\text{SNR},p} = 1$ (implying a constant gain\(^{14}\) vs. the SNR since from (66) $g_p(M, K, \chi) = g_p(M, 1, \infty) \cdot \beta_{\text{SNR},p}$). We now present such a detector.

### 3.6 A Family of Robust Adaptive Phase Detectors

In this section we endeavour to present a family of adaptive phase detectors. This adaptive phase detector is composed of two complementing and related structures: (a) the M-PSK phase detector presented in Sec. 3.4, and (b) the M-PSK lock detector presented in Chapter 2. In the following subsection we briefly review some of the derivation of Chapter 2 which are necessary for the current undertaking.

#### 3.6.1 Review of lock detector

In Chapter 2 an auxiliary random process was introduced via

$$x_M(n) \triangleq \operatorname{Re}[(I(n) + j \cdot Q(n))^M] = \sum_{k=0}^{M/2} \binom{M}{2k} (-1)^k I^{M-2k}(n) Q^{2k}(n) \left( \frac{I^2(n) + Q^2(n)}{I^2(n) + Q^2(n)} \right)^{M/2}.$$ 

Elementary rectangular-to-polar manipulations and the use of De Moivre's theorem [54 eq. 6.9] yielded:

$$x_M(n) = \operatorname{Re}[(I(n) + j \cdot Q(n))^M \sqrt{I^2(n) + Q^2(n)}] = \cos(M \varphi_n).$$

As clearly seen in (90) and as elaborated upon in Chapter 2, the value of $x_M(n)$ is independent of $K$ and, hence, of the AGC. A lock detector was defined (see Sec. 2.3.1)

---

\(^{14}\) Sometimes, the optimal value of $\omega_n$ will be SNR dependent [48 Chaps. 7, 8]. However, even in that case the desired variation of $\omega_n$ will not usually corresponds to the variation induced by the changing phase detector gain, so we would rather have a constant-gain PD and modify $\omega_n$ via changing the loop filter coefficients adaptively as a function of the SNR (as estimated by an SNR estimator, see Chapter 4).
as \( \hat{I}_{M,N} = \frac{1}{2N} \sum_{n=-N+1}^{N} x_m(n) \). It was found that when the carrier loop is unlocked \( E[\hat{I}_{M,N}] = 0 \).

Conversely, when locked, at \( E_S / N_0 = \chi \) we have (Sec. 2.4):

\[
\tilde{f}_M(\chi) \equiv E[\hat{I}_{M,N}|E_S / N_0 = \chi] = \hat{I}_{M,N}\big|_{E_S / N_0 = \chi} = E[\cos(M\Delta\phi_e)] \cdot E[\cos(M\theta_e)] \\
= \left( \int_{-\pi}^{\pi} \cos(M\Delta\phi) \rho_R(\Delta\phi|\chi) d\Delta\phi \right) E[\cos(M\theta_e)].
\]

(91)

Due to \( x_m(n) \)'s independence vis-à-vis the AGC, the same is true for \( \hat{I}_{M,N} \). Regarding the distribution of \( \hat{I}_{M,N} \), if we ignore the term \( E[\cos(M\theta_e)] \) (which is a very good approximation, according to the data presented in Sec. 2.4) a good approximation is (see Sec. 2.5):

\[
\hat{I}_{M,N}|\text{locked} \sim N(f_M(\chi), 1/(2N)) \\
\hat{I}_{M,N}|\text{unlocked} \sim N(0, 1/(2N)).
\]

(92)

where \( f_M(\chi) \) is given in (30)-(32). Further analysis of \( \hat{I}_{M,N} \) can be found in Chapter 2.

Using \( \hat{I}_{M,N} \) and \( d_M(n) \) we now define the adaptive phase detection structure whose analysis is the primary goal of this section.

### 3.6.2 Definition and structure

The second new phase detector structure presented in this thesis is an adaptive phase detector that will be shown to have unity gain during tracking, hence allowing for optimal loop parameters to be maintained at all SNRs where the PLL can lock (see discussion in Sec. 3.5). The idea behind this adaptive detector is simple: if we somehow estimate \( g_d \) in real-time, and divide \( d_M(n) \) by this estimate, we arrive at a constant-gain detector. Fortunately, this is easy to do. To see this, we evoke (92) and the fact that every random variable is an unbiased estimate of its expectation to write:

\[
\hat{I}_{M,N} \approx f_M(\chi)
\]

(93)
which reveals that, when in lock, \( \hat{i}_{M,N} \approx \alpha_{x,d} = \beta_{x,d} = (1/M)g_d \). Thus, if we define 
\[ V_{M,N}(n) \triangleq d_M(n)/(M\hat{i}_{M,N}) \], such a phase detector should have unity gain. When out of lock, \( \hat{i}_{M,N} \approx 0 \) (see Chapter 2) so an appropriate "worst case" or otherwise defined value \( \mu \) needs to be substituted for \( \hat{i}_{M,N} \) in the expression for \( V_{M,N}(n) \) in order to achieve acceptable performance during acquisition (\( \mu \) is discussed further in Sec. 3.6.6). We hence define the adaptive phase detector as follows:

\[
V_{M,N}(n) \triangleq d_M(n)/(M\cdot\delta) \quad \text{with} \quad \delta = \begin{cases} \hat{i}_{M,N} & \text{Carrier is locked} \\ \mu & \text{Carrier is unlocked} \end{cases}
\] (94)

A diagram of a fixed-point hardware implementation structure for \( V_{M,N}(n) \) is presented in Fig. 56. Observe how the division by \( 2N \) is avoided, where it is assumed that \( 2N \) is a power of 2 (see also Sec. 2.3.3).
Fig. 56. Hardware implementation of \( V_{M,N}(n) \).

### 3.6.3 Comments regarding the hardware implementation of \( V_{M,N} \)

Regarding Fig. 56, the implementation of LUT (Lookup Table) \#1 was discussed in Sec. 2.3.3, and implementation of LUT \#2 was discussed in Sec. 3.4.8. There it was shown that LUTs \#1 and \#2 can be efficiently realized in fixed-point hardware. As for LUT \#3, observe that the lowest value of \( \hat{d}_{M,N} \) that need be handled is the lock threshold value, since below this value \( \mu \) is used. Hence the largest absolute value that LUT \#3 needs to accommodate is \( \left( \sup \{d_M(n)\} \right) / (M \cdot \min \{\mu, \gamma\}) = 1 / (M \cdot \min \{\mu, \gamma\}) \), with \( \gamma \) being the lock threshold. Typically, \( \mu \geq \gamma \) (see Sec. Sec. 3.6.6) and neither parameter would be less than about 0.04, since below that value the SNR is so low that there is scarcely hope
of the PLL locking (see Fig. 31). This means that $1/(M \cdot \min\{\mu, \gamma\}) \leq 25/M$, and thus the dynamic range of the data in LUT #3 can be sufficiently limited to allow for its compact fixed-point hardware implementation.

It should be noted that although from an implementational efficiency standpoint the implementation of $V_{M,N}(n)$ can be implemented with the same $N$ as $\hat{i}_{M,N}$ as shown in Fig. 56, this does not have to be the case. This is especially true if the values of $N$ needed to compute $\hat{i}_{M,N}$ in the presence of fading are different from those which are ideal for $V_{M,N}(n)$ (see footnote 15 on page 118, Secs. 2.7 and 3.6.8, and also [104]).

### 3.6.4 Linear modeling of $V_{M,N}$

The linear model analysis of $v_{M,N}$ shall now be done by relying on the analysis in Sec. 3.4 regarding $d_{M}$.

#### a) S-Curve, gain, and amplitude suppression factors

Assuming that the loop is locked, from (76) and (94):

$$V_{M,N}(n) = \frac{d_{M}(n)}{M \cdot \hat{i}_{M,N}} = \frac{\sin(M \phi_n)}{M \cdot \hat{i}_{M,N}}$$

$$= \frac{\cos(M \Delta \phi_n)}{M \cdot \hat{i}_{M,N}} \sin(M \theta_e) + \frac{\sin(M \Delta \phi_n)}{M \cdot \hat{i}_{M,N}} \cos(M \theta_e).$$

To find the linear-model parameters of $v_{M,N}$, we choose to treat $\hat{i}_{M,N}$ as a constant. This is justified by noting that $\hat{i}_{M,N}$ changes significantly slower than $d_{M}(n)$ (slower by a factor of $2N$, which typically would be at least in the order of 100 (see Sec. 2.6 and Sec. 3.6.8)). With that assumption and since $E[\sin(M \Delta \phi_n)] = 0$, we have from (95) that the S-Curve is

$$S_{V}(\theta_e) \triangleq E[V_{M,N}(n)|\theta_e] = E[\cos(M \Delta \phi_n)] \sin(M \theta_e) / (M \cdot \hat{i}_{M,N})$$

$$= (f_{M}(\chi) / (M \cdot \hat{i}_{M,N})) \cdot \sin(M \theta_e)$$
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and it is easy to show from (96) and (64)-(66) that:

\[ g_v(M, K, x) = \alpha_{x,v} = \beta_{x,v} = f_M(x) / \hat{I}_{M,N} \]  

(97)

The central idea here is, again, that \( \hat{I}_{M,N} \approx f_M(x) \) so that:

\[ g_v(M, K, x) = \alpha_{x,v} = \beta_{x,v} \approx 1. \]  

(98)

It is stressed that for all \( M \) we have that \( g_v, \alpha_{\text{SNR},v}, \) and \( \beta_{\text{SNR},v} \) approximately equal 1 independent of (a) the value of \( K \) and the AGC's performance, and (b) the SNR.

b) **Loop noise, self noise, and squaring loss of \( V_{M,N}(n) \)**

Once again treating \( \hat{I}_{M,N} \) as a constant approximately equal to \( f_M(x) \), we see that the only random process in (94) is \( d_m(n) \). Thus, the squaring loss of \( V_{M,N} \) should be identical to that of \( d_m \) (shown in Fig. 45). Formally, it is easily shown from (67), (68), (93) and (95)-(96) that \( N_{v,v} = N_{e,d} / f_M(x), \xi_v = \xi_d / f_M^2(x) \), and (since \( \alpha_{x,v} = \beta_{x,v} \approx 1 \)) that indeed \( \Omega_v \approx \xi_v / \xi_d \approx \xi_d / f_M^2(x) = \Omega_d \). Hence, from (69) we conclude that \( d_m \) and \( V_{M,N} \) have the same phase-error variance performance, but with the important difference that results for \( V_{M,N} \) can be achieved using a fixed-gain loop-filter (see Sec. 3.5); nonlinear-model simulations presented in Sec. 3.6.5 verify this.

Table 3 summarizes the main linearized-model parameters for the phase detectors discussed in this thesis. Fig. 57 shows plots of \( \alpha_{\text{SNR}} \) for the phase detectors discussed in this thesis. Plots of \( \beta_{\text{SNR}} \), assuming the example AGC parameters of Sec. 1.5, are given in Fig. 58. Comparing Fig. 57 to Fig. 58, we can see that the AGC's effect upon \( DD_m \) and \( c_m \) is quite pronounced. Moreover, since only \( V_{M,N} \) has a constant \( \beta_{\text{SNR}} \), only \( V_{M,N} \) will be able to maintain optimal loop parameters at all SNRs (see Sec. 3.5).

The reasons for the AGC's effect on \( \beta_{\text{SNR},DD} \) and \( \beta_{\text{SNR},c} \) (and its particularly striking effect on \( \beta_{\text{SNR},c} \)) is easily understood by looking at a graph of \( K \) and \( K^M \), given in Fig. -117-
59. Since $DD_M(n) \propto K$ and $c_M(n) \propto K^H$ (see Sec. 3.4.8) then, as seen, then AGC has a profound and predictable effect on $\beta_{SNR,DD}$ and $\beta_{SNR,c}$.

As a caveat, we note that the delay $2NT$ incurred during the computation of $\hat{i}_{M,N}$ must not substantially impact the validity of the approximation $\hat{i}_{M,N} \approx f_M(x)$ when that value is used to compute $v_{M,N}(n)$. In Sec. 3.6.8, it is shown that a relatively small $N$ is required\(^{15}\) to achieve good performance over practical SNRs, so the delay is inconsequential for most systems (particularly where the symbol rate is high compared to the channel fading rate, which is usually a very good assumption if suppressed-carrier coherent M-PSK is the chosen modulation (see [78], [79], [21 p. 250]), and this is a particularly good assumption for geosynchronous microwave satellite links (see [10 Chap. 4])). Nonetheless, this constraint must be taken into account when deciding whether usage of $v_{M,N}$ is appropriate.

### 3.6.5 Nonlinear model simulations for $V_{M,N}$

We have already noted in the previous section that $V_{M,N}$ should have the same phase-error variance characteristics of $d_M$, as displayed in Fig. 46 and Fig. 47. But, as a crucial difference of $V_{M,N}$ vis-à-vis $d_M$ (and, indeed, vis-à-vis $c_M$ and $DD_M$), $V_{M,N}$ should be able to achieve the results predicted in those figures, at every SNR, using a single PLL with a fixed loop filter.

To validate the above predictions regarding the performance of $V_{M,N}$, simulations were conducted using the nonlinear equivalent baseband model, assuming the AGC of

\(^{15}\) A further constraint exists for $N$, namely that the desired lock and false-alarm probabilities are attained (see Sec. 2.6). If this constraint conflicts with those of Sec. 3.6.8, the Integrate-and-Dump module in Fig. 56 can be duplicated, with a different $N$ being used in each module. One module would be used to generate $\hat{i}_{M,N}$ for lock detection (and to drive the "sel" input to the MUX), while the other would be used to drive the "1" input to the MUX.
Sec. 1.5. This is shown in Fig. 60 and Fig. 61, and indeed the results for $v_{M,N}$ agree with those in Fig. 46 and Fig. 47 for $d_{M}$ (though with the crucial difference that $v_{M,N}$ achieves these results with a fixed-gain loop-filter; see Sec. 3.5). As is evident by comparing Fig. 47 to Fig. 60 and Fig. 61, the AGC has a profound effect upon $c_{M}$ and $DD_{M}$, due to the changes in $\omega_{n}$ and $\zeta$ as described in Sec. 3.5. For the same reasons, the CRBs for $c_{M}$ and $DD_{M}$ become curved (see Sec. 3.5 and Fig. 55; for clarity those CRBs are omitted from Fig. 60 and Fig. 61).

3.6.6 Unlocked-state operation of $V_{M,N}$

From (94), $V_{M,N}$ will exhibit behaviour identical to that of $d_{M}$ during acquisition, as it is simply $d_{M}(n)$ multiplied by the constant $1/(M \cdot \mu)$. The gain of $V_{M,N}$ is then $g_{v}(M,K,\chi)=g_{d}(M,K,\chi)/(M \cdot \mu)=f_{M}(\chi)/\mu$. To maintain the optimal loop parameters during acquisition, we strive to have $g_{v}=1$, implying that we should aspire for $\mu=f_{M}(\chi)$. An algorithm for deciding upon an appropriate $\mu$ would try, for example, to determine the latter either by: (a) using a worst case value (i.e. the value of $f_{M}(\chi)$ for the lowest SNR for which operation is desired), (b) using the last measured value of $\hat{\mu}_{M,N}$ when the receiver was locked (because $E[\hat{\mu}_{M,N}]=f_{M}(\chi)$), or (c) using some SNR estimation technique (such as measurements on an auxiliary pilot signal) to indirectly estimate $f_{M}(\chi)$. It is important to note that performance during acquisition is only partially addressed by using a constant $\mu$, due to the fact that, since $f_{M}(\chi)$ varies with the SNR yet $\mu$ is constant, $g_{v}=f_{M}(\chi)/\mu$ will vary vs. the SNR.
Fig. 57. $\alpha_{\text{SNR}}$ for the various phase detectors discussed in this thesis.
Fig. 58. $\beta_{SNR}$ for the various detectors discussed in this thesis, assuming the AGC that is described in Section 1.5. Also plotted is the AGC curve (i.e. $K = Y_{AGC}(E_s/N_0)$).
Fig. 59. $K$ and $K^M$ as a function of the SNR for the AGC of Section 1.5.
Table 3. Comparison of important linearized-model phase detector characteristics

<table>
<thead>
<tr>
<th>PD</th>
<th>Self Noise ( \xi = 2 \cdot \chi \cdot \text{var}(N_e) )</th>
<th>Linearized Gain ( g_L )</th>
<th>( \alpha_{SNR} ) and ( \beta_{SNR} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_m )</td>
<td>( \xi_c = K^{2M} \cdot \frac{\left( M - 1 \right)! \sum_{i=0}^{M-1} \left( \frac{M}{i} \right) \chi^i}{\left( M \cdot \chi^{M-1} \right) \sum_{i=0}^{M-1} \chi^i} )</td>
<td>( g_c = M \cdot K^M )</td>
<td>( \alpha_{\chi,c} = 1 )</td>
</tr>
<tr>
<td></td>
<td>from eq. (17) in [92]</td>
<td></td>
<td>( \beta_{\chi,c} = K^M )</td>
</tr>
<tr>
<td>( DD_m )</td>
<td>( \xi_{DD} = 2 \cdot \chi \cdot K^2 \cdot \text{var}(N_e, DD</td>
<td>K = 1) )</td>
<td>( g_{DD} = K \cdot \alpha_{\chi,DD} )</td>
</tr>
<tr>
<td></td>
<td>from eq. (3) in [58]</td>
<td></td>
<td>( \beta_{\chi,DD} = K \cdot \alpha_{\chi,DD} )</td>
</tr>
<tr>
<td>( d_m )</td>
<td>( \xi_d = \frac{\chi}{M^2} \left[ 1 - \frac{\sqrt{\pi \chi}}{2} \cdot e^{-\chi/2} \left[ I_{(2M-1)/2} \left( \frac{\chi}{2} \right) + I_{(2M+1)/2} \left( \frac{\chi}{2} \right) \right] \right] )</td>
<td>( g_d = M^{\frac{\sqrt{\pi \chi}}{2}} \cdot e^{-\chi/2} \left[ I_{\frac{M-1}{2}} \left( \frac{\chi}{2} \right) + I_{\frac{M+1}{2}} \left( \frac{\chi}{2} \right) \right] \times \left[ I_{\frac{M}{2}} \left( \frac{\chi}{2} \right) + I_{\frac{M+1}{2}} \left( \frac{\chi}{2} \right) \right] )</td>
<td>( \beta_{\chi,d} = \alpha_{\chi,d} )</td>
</tr>
<tr>
<td>( V_{M,N} )</td>
<td>( \xi_V \approx \frac{\chi}{M^2} \left[ 1 - \frac{\sqrt{\pi \chi}}{2} \cdot e^{-\chi/2} \left[ I_{(2M-1)/2} \left( \frac{\chi}{2} \right) + I_{(2M+1)/2} \left( \frac{\chi}{2} \right) \right] \right] )</td>
<td>( g_V \approx 1 )</td>
<td>( \alpha_{\chi,V} \approx 1 )</td>
</tr>
<tr>
<td></td>
<td>( \left( \frac{\sqrt{\pi \chi}}{2} \cdot e^{-\chi/2} \left[ I_{(M-1)/2} \left( \frac{\chi}{2} \right) + I_{(M+1)/2} \left( \frac{\chi}{2} \right) \right] \right)^2 )</td>
<td></td>
<td>( \beta_{\chi,V} \approx 1 )</td>
</tr>
</tbody>
</table>

Notes: (a) To ignore AGC effects, substitute \( K = 1 \); (b) Results for \( V_{M,N} \) assume \( i_{M,N} = f_m(\chi) \) (see Sec 3.6.8) (c) While \( \xi_v \geq \xi_d \), this does not result in an increase in \( \text{var}(\theta_e) \), as substitution of the appropriate variables into (69) shows; (d) The expressions involving Bessel functions can be simplified further into finite sums of terms which include only exponents and polynomials (see Appendix A).
Fig. 60. \( \text{var}(\theta) \), obtained via nonlinear-model simulations including AGC effects. The loops for \( DD_M \) and \( c_M \) are optimized for input SNRs of 1, 4, 15, and 17 dB, for \( M = 2, 4, 8, \) and 16, respectively, where at those SNRs we desire to have \( \zeta=0.8 \) and \( \omega_n=0.011/T \). For \( V_{M,N} \), \( \zeta=0.8 \) and \( \omega_n=0.011/T \) throughout. The arrows aid in finding the results for \( V_{M,N} \) at the optimization SNRs (those data points are also circled). For \( V_{M,N} \), \( N=256 \). Note that \( DD_M \) appears to outperform \( V_{M,N} \) at low SNR; but this is a fallacy, since this apparent advantage is due to the reduction of \( \omega_n, \zeta, \) and \( B_L \) in the PLLs that use \( DD_M \). See Section 3.6.7.
Fig. 61. \( \text{var} (\theta_i) \) for QPSK and 16-PSK obtained via nonlinear-model simulations including AGC effects. \( K \) behaves according to the AGC of Sec. 1.5. For \( V_{M,N} \), \( N=256 \) was chosen. \( K_a \) is constant and is selected so that at the optimization SNRs (which are 5 dB and 17.5 dB for QPSK and 16-PSK, respectively) the PLLs have \( \zeta=\zeta_{\text{opt}}=0.95 \) and \( \omega_n=\omega_{n,\text{opt}}=8.24\times10^{-3}/T \). Since \( K_a \) is constant while \( \beta_{\text{SNR},DD} \) and \( \beta_{\text{SNR},c} \) are variable (See Fig. 58), then \( \zeta=\zeta_{\text{opt}} \) and \( \omega_n=\omega_{n,\text{opt}} \) is not true at other SNRs for the loops employing \( DD_M \) and \( c_M \); rather, changes will occur as per (89). However, since \( \beta_{\text{SNR},DD} \approx 1 \) at all SNR, for the PLLs employing \( V_{M,N} \) we do have \( \zeta=\zeta_{\text{opt}} \) and \( \omega_n=\omega_{n,\text{opt}} \) at all SNR. Note that \( DD_M \) appears to outperform \( V_{M,N} \) at low SNR; but this is a fallacy, since this apparent advantage is due to the reduction of \( \omega_n \) and \( \zeta \) in the PLLs that use \( DD_M \). See Sec. 3.6.7 and Fig. 63.
3.6.7 System identification analysis

To get a qualitative feel of the operation of $V_{M,N}$, Fig. 62 compares the step response for carrier PLLs which use $DD_m$, $c_m$, and $V_{M,N}$. The upper subplot of that figure shows the output phase trajectory for a single input data set for each SNR. Because of the input noise, it may be difficult to adequately distinguish the system response from a single data set, especially\(^{16}\) for the lower SNRs. This difficulty is overcome by using several data sets to drive the systems at each SNR, and for each SNR the measured responses are then averaged. It then becomes easy to discern the systems' responses. This is shown in the bottom subplot of Fig. 62, where it is seen that the system responses using $V_{M,N}$ are virtually identical at all SNRs, while the responses obtained by using $c_m$ and $DD_m$ are strongly dependent upon the SNR.

\(^{16}\) In the top subplot of Fig. 62 it appears that the response for $V_{M,N}(n)$ at $E_s/N_0=0$ dB is much noisier than that of the other detectors; but this is because the loop bandwidth for $c_m$ and $DD_m$ decreases at low SNR (see Fig. 63). This reduction in $\omega_n$ may have a seemingly positive effect on the phase-error variance, but it has the negative effects of, for example, reducing the lock range, a higher settling time, and a smaller pull-out range (see Sec. 3.5).
Fig. 62. Simulated responses of carrier PLLs to a phase step of 
\[ \theta_i(n) = \Delta \theta_i \cdot u(nT - t_0) \]
where \( u(t) \) is the unit step function and \( t_0 = 4100 \cdot T \). Modulation is QPSK \((M = 4)\). Loops are optimized for \( E_s / N_0 = 10 \text{ dB} \), where at that SNR we desire \( \zeta = 0.8 \) and \( \omega_n = 9 \cdot 10^{-4} / T \). Upper subplot is the response obtained from a single data set. Bottom subplot is the average of the responses obtained from 100 data sets. For \( V_{MN}, N = 2048 \). We assume \( K \) behaves according to the AGC described in Section 1.5.
We can also arrive at quantitative results by using the Steiglitz-McBride [105] system identification algorithm. To do this, at each SNR we average the PLLs' responses for a sufficient number of input data sets, that is, until the averaged response curves are sufficiently noise-free (like we did in order to arrive at the bottom plot of Fig. 62). Then we can use the Steiglitz-McBride algorithm upon the smoothed response in order to estimate $\omega_n$ and $\zeta$. The results attained by following such a procedure are shown in Fig. 63. As was predicted in Sec. 3.6.2, $V_{MN}$ provides the desired $\omega_n$ and $\zeta$ over the entire input SNR range; $DD_M$ and $c_M$ do not, and the parameters of their PLLs change according to (89). The strong variations in $\omega_n$ and $\zeta$ for $DD_M$ and $c_M$ cause a corresponding variation in the PLLs' other parameters (see Sec. 3.5) which means that those PLLs behave very non-optimally when not operating at the optimization SNR. In contrast, we deduce from Fig. 63 that PLLs employing $V_{MN}$ will maintain optimality at all SNRs.
Fig. 63. Predicted and measured performance of $DD_M$, $c_M$, and $V_{MN}$. Modulation is QPSK ($M=4$). For $V_{MN}$, $N=2048$ was used. PLLs were designed to give $\zeta_{\text{opt}}=0.8$ and $\omega_{\text{opt}}=9\cdot10^{-4}/T$ at $\chi=10$ dB. We assume that $K$ behaves according to the example AGC described in Section 1.5.

3.6.8 Bounds on $N$ to ensure satisfactory tolerances in PLL parameters in PLLs using $V_{M,N}(n)$

In this section we investigate the parameter $N$ of $V_{M,N}$. In Sec. 3.5 we determined that to maintain optimal PLL parameters we desire $\beta_{\text{SNR}}=1$ identically, which, since (from (97)) $\beta_{\chi,V}=f_M(\chi)/\hat{I}_{M,N}$, means that we strive to maintain $\hat{I}_{M,N}=f_M(\chi)$. Since (see (92)) $E[\hat{I}_{M,N}]=f_M(\chi)$, the way to achieve acceptable accuracy of the approximation $\hat{I}_{M,N} \approx f_M(\chi)$ is by ensuring that $\hat{I}_{M,N}$'s variance is low enough, which (given (92)) means
choosing a high enough $N$. To obtain a quantitative measure of the value of $N$ that is needed in order to achieve acceptable performance, let us denote the natural frequency and damping factor we are trying to achieve as $\omega_{ir}$ and $\zeta_{ir}$. We want to achieve them at all $E_s/N_0 = \chi$ in the range $\chi \in [\Gamma, \infty]$ where $\Gamma$ is some reasonable lower bound (e.g., the PLL's lock threshold). The question is: what is the lower bound on $N$ necessary to ensure, at each $E_s/N_0 = \chi \in [\Gamma, \infty]$, that:

$$P\left(\left|\frac{\omega_{ir}}{\omega_{opt}} - 1\right| < to\left| < C \right. \right. \right) \text{ and } P\left(\left|\frac{\zeta_{ir}}{\zeta_{opt}} - 1\right| < to\left| < C \right. \right. \right)$$

(99)

where $tol$ is the acceptable tolerance for $\omega_{ir}$ and $\zeta_{ir}$, and $C$ is the confidence. Since we want $\omega_{ir}$ and $\zeta_{ir}$ be achieved for all $E_s/N_0 \in [\Gamma, \infty]$, we can define the optimization SNR arbitrarily (and conveniently) as $\lambda = \infty$, and since $\beta_{\omega,\zeta} = 1$ we have from (89) and (97) that

$$\omega_{ir} = \omega_{opt} \sqrt{f_M(\chi)/\hat{I}_{M,N}} \text{ and } \zeta_{ir} = \zeta_{opt} \sqrt{f_M(\chi)/\hat{I}_{M,N}}.$$ 

Straightforward manipulations then show that an equivalent constraint to (99) is:

$$P\left(\left|f_M(\chi)\left((1+tol)^{-2} - 1\right) - f_M(\chi)\left((1-tol)^{-2} - 1\right)\right| < f_M(\chi)\left((1-tol)^{-2} - 1\right)\right) > C.$$ 

(100)

Since (see (30)) $E\left[\hat{I}_{M,N} | E_s/N_0 = \chi\right] = f_M(\chi)$, to guarantee (100) it suffices that:

$$P\left(\left|\hat{I}_{M,N} - E\left[\hat{I}_{M,N} | E_s/N_0 = \chi\right] \right| < f_M(\chi) \cdot y\right) > C$$ 

(101)

where $y = \min\left[\left|(1-tol)^{-2} - 1\right|, \left|(1+tol)^{-2} - 1\right|\right]$. Since $\hat{I}_{M,N}$ is Gaussian (see (92)) then (101) is equivalent to

$$erf\left(f_M(\chi) \cdot y / \left(\sqrt{2} \sqrt{\var\left(\hat{I}_{M,N}\right)}\right)\right) > C$$ 

(102)

with $erf(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt$. Now, since (see (92)) we have $\var(\hat{I}_{M,N}) \leq 1/(2N)$, we can solve (102) for $N$, whereupon we find that for all $E_s/N_0 = \chi \geq \Gamma$ a suitable lower bound on $N$ would be:

$$N > \left(1/f_M^2(\chi)\right) \left(\text{erf}^{-1}(C) / y\right)^2$$ 

(103)

Graphs for $N$, computed in this manner, are shown in Fig. 64. From that figure we see that, for example, $N=256$ is sufficient to ensure $tol=20\%$ and $C=85\%$ for SNRs above $-2, 4, 10, \text{ and } 16\text{ dB}$ for $M=2, 4, 8, \text{ and } 16$. $N=1024$ is sufficient to ensure $tol=20\%$ and...
C=85% for SNRs above -5, 2, 8, and 14 dB for M=2, 4, 8, and 16. Thus, only a relatively small $N$ is needed to guarantee optimal PLL parameters above reasonable lock thresholds [58 Sec. III] for the respective modulations.

Fig. 64. Lower bound on $N$ needed to achieve $\omega_{opt}$ and $\xi_{opt}$ to a desired tolerance, at a given confidence.

3.7 Conclusions

In this chapter we presented and investigated two new families of M-PSK NDA carrier phase detectors for operation in carrier synchronization PLLs in feedback-topology M-PSK coherent receivers.
First, a new family of self-normalizing phase detectors was proposed, and its properties analyzed. It was found that the suggested detectors could be of substantial practical significance, as they have good self-noise performance, have phase-variance performance which is better than \( M^{th} \)-order nonlinearity detectors and comparable to DD detectors (according to simulations), and lend themselves to simple hardware implementation, as a compact, fixed-point lookup table. They also possess self-normalizing qualities that simplify the receiver design by significantly decoupling the AGC circuit from the carrier synchronization PLL.

Next, we investigated an adaptive phase detection structure for M-PSK. This detector structure was characterized via theoretical derivations, simulation results, and system identification analysis. The major novelty of this family of adaptive phase detectors is that it has a constant gain during tracking, which, as was shown, allows a PLL that uses the proposed structure to maintain optimal PLL parameters at any SNR at which the PLL can attain lock. It is emphasized that these optimal parameters are maintained even though the PLL has a fixed (i.e. non-adaptive) loop filter. As an additional advantage, the detector was found to be inherently independent of the AGC's operating point and performance. Moreover, theoretical derivations using the linear model as well as simulations using the nonlinear model have shown that the detector has superior phase-error variance performance, as compared to DD detectors and \( M^{th} \)-order nonlinearity detectors.

Both families of detectors were shown to have a compact fixed-point hardware implementation that is suitable for use within an FPGA or ASIC. Thus, they have immediate applications in contemporary coherent M-PSK receivers.
Chapter 4  New Methods for Real-Time Generation of SNR Estimates for Digital Phase Modulation Signals

Part A  A New SNR Estimation Structure for M-PSK

4.1 Introduction

In any M-PSK receiver, one of the most important metrics that can be generated is an estimate of the channel $E_s/N_0$ ratio. In many modern communications schemes an accurate $E_s/N_0$ estimate is needed not only as a monitoring aid, but it plays an important role in the receiver’s operation. For example, some error correction decoders can make use of an $E_s/N_0$ estimate to increase their coding gain (e.g. turbo codes [12]). Another example are systems that employ diversity reception [13 Sec. 14.4], for which SNR estimates are used to assign relative weights to the data obtained from the various receivers. Yet another example are adaptive schemes where the data and/or coding rates are altered according to the $E_s/N_0$ (e.g. [14], [15]). The reader is referred to [16 Sec. 1.2] and the references therein for an extensive overview of these and other applications of SNR estimates in communications systems.

In this chapter we shall present a quantitative analysis of the SNR estimation method suggested in Chapter 2, as outlined in Section 2.3.5. A focus of this analysis will be around the observation that the need for $E_s/N_0$ estimates is not fulfilled merely by facilitating their availability; the estimates must also be timely. In this respect, the method analyzed here is shown to produce accurate estimates using only a small number of symbols, thus facilitating the generation of a rapidly updating estimate. We shall

furthermore show that other advantages of the proposed method is that it is Non Data Aided, operates at a rate of one sample per symbol (which corresponds to the symbol strobe), and has a simple implementation that is easily realizable in an FPGA or ASIC.

Since the SNR estimation method presented in Chapter 2 will only work if the carrier PLL is locked, this is assumed to hold for this part of the current chapter (Part A). However, in Part B of this chapter we dispense with that assumption and present an SNR estimator that also works in the absence of carrier synchronization.

There have been many SNR estimation algorithms proposed by various researchers in the past. For example, the reader is referred to [59], [60], [61], [62], [63], [64], [65], [66], [67], [74]. We shall not address all of those estimators individually, since this would take an inordinate amount of space, and, moreover, as we shall show that this is unnecessary. In lieu of that, we shall conduct our quantitative comparison versus some of the most widely used SNR estimation methods, namely, (a) SNR estimation from the SER (Symbol Error Rate) [62]; (b) the $M_2M_4$ estimator [60]; and (c) the SVR estimator [60]. We shall supplement this quantitative comparison with qualitative comparisons versus other SNR estimators that will show that the estimator proposed here possesses several important advantages over these previously proposed estimators. Of those advantages, the most endearing one is the fact that the proposed estimator has an exceptionally simple hardware structure which is almost trivial to implement with FPGAs or ASICs. Moreover, the fact that the estimator is NDA (Non Data Aided) and requires only sample per symbol sets it apart from most other estimators previously cited.

### 4.1.1 The general principle behind SNR estimation

In general, there are two SNR estimator types: Data-Aided (DA) and Blind (or Non Data Aided (NDA)). Data Aided methods use known symbols that are embedded in the data stream in order to estimate the SNR. For example, we could estimate the SNR from measuring the error rate on a preamble or pilot sequence. Non Data Aided methods use a nonlinearity upon the received signal to generate an SNR-dependent metric, which is then used to estimate the SNR. For both types of detectors, the SNR estimation principle is as follows. We want to estimate the $E_s / N_0$ ratio, which we denote in this thesis using the symbol $\chi$. We denote the SNR estimate as $\gamma$. In general terms, we first compute an
observation variable $\ell$ based upon many symbols of the input signal. The idea is to choose a computation process that will yield an $\ell$ for which $E[\ell \mid E_s / N_0 = \chi]$ is a strictly monotonic function of $\chi$ that we shall call $f(\chi)$ (i.e. $f(\chi) \triangleq E[\ell \mid E_s / N_0 = \chi]$). Then, we can compute an estimate of $\chi$ via $\gamma = f^{-1}(\ell)$. This process is shown in Fig. 65.

Specifically, for our SNR estimator discussed in Part A of this chapter, we choose $\ell = \hat{M}_n$ (defined in Sec. 2.3.1) and $f(\chi) = f_M(\chi) \left( \triangleq E \left[ \hat{M}_n \mid E_s / N_0 = \chi \right] \right)$ (defined in Sec. 2.3.2). We shall now proceed to formally define this process and evaluate it quantitatively and qualitatively.
4.2 Review of Receiver structure and Lock Detector

4.2.1 Signal and receiver models

The signal and receiver models, as well as the applicable notations, have been defined in Section 1.4. We shall at first assume that the SNR is constant, i.e. we ignore the effects of possible fading; these shall be treated in Sec. 4.7.

4.2.2 Lock detector definition, expectation and distribution

Here, we review the necessary derivations made in Chapter 2. Since this is only a short review of some results, the reader is urged to re-examine that chapter for more detailed information.

First, we define a process:

\[
x_{M,n} = \frac{\text{Re}[(I(n) + jQ(n))^M]}{\sum_{k=0}^{M/2} \left( \frac{(-1)^k M^{-2k} (n)^{2k}}{2^k \left( I^2(n) + Q^2(n) \right)^k} \right)}
\]

(104)

A new type of lock detector was defined in Chapter 2 through:

\[
\hat{I}_{M,N} = \frac{1}{2N} \sum_{n=-N+1}^{N} x_{M,n}
\]

(105)

When the carrier loop is unlocked, it was shown in Section 2.3.2 that \( E[\hat{I}_{M,N}] = 0 \). Conversely, when locked, we have (from eq. (44)):

\[
\tilde{f}_M(\chi) = [E[\cos(M\Delta\phi_n)] \cdot E[\cos(M\theta_e)]]_{E_s/N_0 = \chi}
\]

\[
= f_M(\chi) E[\cos(M\theta_e)]_{E_s/N_0 = \chi}
\]

(106)

where \( \Delta\phi_n \in [-\pi, \pi] \) has the Rician phase distribution (see (29)):

\[
p_R(\Delta\phi|\chi) \triangleq p(\Delta\phi_n = \Delta\phi | E_s / N_0 = \chi)
\]

\[
= \frac{\exp(-\chi)}{2\pi} \times \left[ 1 + \sqrt{2\chi} \cos(\Delta\phi) \exp(\chi \cdot \cos^2(\Delta\phi)) \int_{-\infty}^{\cos(\Delta\phi)^{1/2}} e^{-y^2/2} dy \right]
\]

(107)
From the central limit theorem on eq. (105), \( \hat{i}_{M,N} \) has a Gaussian distribution, and, furthermore:

\[
\text{var}(\hat{i}_{M,N}) = \left( \frac{1}{2N} \right) \cdot \left( E[x_{M,n}^2] - (E[x_{M,n}])^2 \right) \tag{108}
\]

An important bound on the variance of \( \hat{i}_{M,N} \) is also recalled from (49):

\[
\text{var}(\hat{i}_{M,N}) \leq \frac{1}{2N} \tag{109}
\]

Note that eq. (109) is valid for both locked and unlocked states, and for any phase error jitter conditions.

### 4.2.3 Low jitter approximations

Neglecting the effects of carrier phase jitter, (106) becomes:

\[
\tilde{f}_M(x) = f_M(x) = \int_{-\pi}^{\pi} \cos(MA|\phi|) \cdot p_R(\Delta\phi|x) \cdot d\Delta\phi \tag{110}
\]

where closed-form expressions for (110) are given in (31)-(32) and Table 1. In the case where carrier phase jitter can be neglected we can also deduce from (108) that:

\[
\text{var}(\hat{i}_{M,N}) = \left( \frac{1}{2N} \right) \cdot \left( \int_{-\pi}^{\pi} \cos^2(MA|\phi|) \cdot p_R(\Delta\phi|x) \cdot d\Delta\phi - (f_M(x))^2 \right)
\]

\[
= \left( \frac{1}{2N} \right) \left( \int_{-\pi}^{\pi} \left( \frac{1}{2} \cos(2MA|\phi|) + \frac{1}{2} \right) p_R(\Delta\phi|x) \cdot d\Delta\phi - (f_M(x))^2 \right) \tag{111}
\]

and further closed-form simplifications of (111) are possible using (31)-(32).

### 4.3 Principle of SNR Estimation from \( \hat{i}_{M,N} \)

#### 4.3.1 Theoretical basis

\( f_M(x) \) is a monotonically increasing function and is thus invertible. It is this inverse relation:

\[
y = f_M^{-1}(\hat{i}_{M,N}) \tag{112}
\]
namely the estimation of the $E_S / N_0$ ratio from the value of $\tilde{I}_{M,N}$, which interests us here.

The $E_S / N_0$ estimate is usually desired in units of dB, as follows:

$$\gamma_{dB} = 10 \log_{10} \left( f_M^{-1}(\tilde{I}_{M,N}) \right)$$

(113)

The same reasoning applies to the case when jitter is modeled, i.e. when we use $\tilde{f}_M(\chi)$ to estimate the lock metric's value. We can then write:

$$\gamma_{dB} = 10 \cdot \log_{10} \left( \tilde{f}_M^{-1}(\tilde{I}_{M,N}) \right)$$

(114)

Fig. 66 shows simulated and predicted curves of (113) and (114). This figure was generated by first plotting $f_M(\chi) = E\left[\tilde{I}_{M,N} | E_S / N_0 = \chi\right]$ vs. $(E_S / N_0)_{db}$, using the theoretical prediction of (110), as well as closed-loop simulations of $2N = 20000$ symbol intervals in which (105) was computed and (106) was approximated. Then, the graph was reflected through its $\gamma = x$ diagonal to produce the inverse relations, as given in (113) and (114). Results are presented for 2nd order PLL synchronizers with $2B_L \cdot T = 0.01$ and $2B_L \cdot T = 0.1$, where $B_L$ is the PLL's noise bandwidth ($B_L = 0.5\omega_n (\zeta + 1/(4\zeta))$ where $\omega_n$ is the natural radian frequency of the PLL and $\zeta$ is its damping factor.

More specifically, in Fig. 66 the solid lines are plots of the theoretical jitter-free case of $f_M^{-1}(\ast)$ (i.e. $f_M(\ast)$ given by eq. (110)). The blank polygons in that figure were obtained in the closed-loop simulations using eq. (105), where a normalized PLL noise bandwidth of $2B_L \cdot T = 0.01$ was employed. The gray polygons are values of $\tilde{f}_M^{-1}(\ast)$ predicted by (106) with $2B_L \cdot T = 0.01$ and using the time average $\overline{\cos(M\theta_e)}$ to approximate $E[\cos(M\theta_e)]$, where $\theta_e$ was measured in the aforementioned simulations. Completing Fig. 66 are curves obtained with a normalized PLL noise bandwidth of $2B_L \cdot T = 0.1$, where the dashed lines were obtained in closed loop simulations using eq. (105), and the black polygons are values of $\tilde{f}_M^{-1}(\ast)$ predicted using eq. (106), with $\overline{\cos(M\theta_e)}$ approximating $E[\cos(M\theta_e)]$.

In carrier synchronization PLLs $2B_L \cdot T$ is rarely ([58], [22 Chaps. 5,6], [88]) larger than the order of magnitude of $2B_L \cdot T = 0.01$, and is virtually never as high as $2B_L \cdot T = 0.1$. Thus, it can be safely said (in lieu of Fig. 66) that it is permissible to always use (110).
and not bother with trying to predict (106), and that hence SNR estimation can be done using (113) and there is no need to try and predict $\hat{f}_M^{-1}(\cdot)$ and use (114); this will henceforth be assumed. The case is less clear for using (111) when non-negligible carrier phase error jitter is present; however, since (109) holds for any phase jitter conditions, it is easy to arrive at "worst case" bounds (i.e. assuming $\text{var}(\hat{i}_{M,N}) = \frac{1}{2N}$), which will also be given.

Fig. 66. Simulated and predicted values for eq. (113) and (114).
4.3.2 Hardware implementation

Fig. 67 presents a structure for the generation of (113) in hardware. Since (see Sec. 2.3.3) $|x_{M,n}| \leq 1$, $|\hat{i}_{M,N}| \leq 1$, and since a small dynamic range is needed for (113) (see Secs. 2.3.3 and 2.3.4), the lookup tables can be realized as small fixed-point lookup tables, thus permitting efficient implementation within an FPGA or ASIC. Note how outright division by $2N$ is avoided in Fig. 67, where for this to be accurate $N$ should be chosen to be a power of 2 (see Sec. 2.3.3). Note also that if $\hat{i}_{M,N}$ is already generated for lock detection then $E_s/N_0$ estimation requires merely the addition of the small lookup table implementing (113), a trivial addendum.

As a final point for this subsection, we note that a very useful approximation to (113), for "manual" use during the design process (e.g., for designing a rough draft of the receiver), is given by $\gamma_{db} \approx 10 \log_{10} \left( -M^2 / \left( 4 \cdot \ln \left( \hat{i}_{M,N} \right) \right) \right)$ (see (38)). However it
must be noted that for accurate SNR estimation in the actual receiver this approximation
should not be used, and, rather, the contents of the lookup table computing $\gamma_{dB}$ should
be computed via numerically evaluating $f^{-1}_M$ by numerically inverting\textsuperscript{17} \textsuperscript{(31)-(32)}.

4.4 Discussion: Quantitative Measurement of Estimator Performance

We are now interested in obtaining a quantitative evaluation of the efficacy of the
proposed estimator.

There are various ways by which this can be done. Some researchers have used the
Cramér-Rao Bound (CRB) of the Normalized Mean-Square-Error (NMSE) as a limit to
which the NMSE of the SNR estimate is compared (see for example [60], [65]). While
this does provide a quantitative measure of the estimate's performance, this benchmark is
not as easy to translate into actual estimator design parameters as another performance
metric (presented in the next paragraphs). Nonetheless, the NMSE metric is useful
because other authors have published results which use this metric, hence facilitating
comparison with other estimators (in particular, vs. the data presented in [60]). Hence,
we shall present NMSE results in Sec. 4.6.2.

A more useful metric, in the author's opinion, is the metric proposed in [62], which is
the following:

*How many symbol intervals are necessary in order to generate an SNR estimate to
within a desired tolerance, with a desired confidence?*

\textsuperscript{17} Numerically inverting a function $f(x)$ for which the inverse does not have a closed-form
representation is a topic that has been studied extensively in the literature. The essential process is (a)
evaluate $f(x)$ over a fine enough grid $x_i$, $i \in \{1, 2, ..., N\}$ in the domain $[x_A, x_B]$ to yield the
values $f(x_i) = y_i \in [y_A, y_B]$, $i \in \{1, 2, ..., N\}$, and then (b) determine $x = f^{-1}(y)$ for any
$y \in [y_A, y_B]$ by computing the function $f^{-1}(•)$ at $y$ through interpolation from the known
coordinate pairs $(x_i, y_i)$, for example using the Lagrange polynomial method or spline curves. For more
information see for example [106 Chap. 9-12]. Note that the inverse function (quantized over a fine
enough grid) can be stored in a lookup table, so that this process can be done beforehand and not in real-time.
Let us qualify this question mathematically. Suppose that $\rho_\ell$ is an SNR estimate which is based upon the signal information in the preceding $\ell$ symbol intervals. The question is as follows: What is the minimal value of $\ell$ needed so that the following holds?

$$P\left(\left|\rho_\ell - \chi\right| < tol\right) > C$$

(115)

where in (115) $tol$ is the tolerance and $C$ is the confidence (for example, reasonable values would be $tol = 1$ dB and $C=99\%$).

The answer to such a question can be easily translated into practical conclusions which are pertinent to the design process. To see this, suppose that the value of $\ell$ that satisfies (115) is $\ell_0$. Then this means that in order to achieve an estimate that is accurate to within $tol$ with a confidence of $C$, the designer knows that he/she must ensure that the estimator operate over $\ell_0$ symbol intervals, and that the delay incurred for estimation would be $\ell_0 \cdot T$. Conversely, if the maximum allowable estimation delay is $\Delta_e$, then we can calculate the number of symbol intervals allowable for estimation via

$$\ell_0 = \left\lfloor \frac{\Delta_e}{T} \right\rfloor$$

(where $\left\lfloor \cdot \right\rfloor$ means "round down to the nearest integer"). This, in turn, can be used to ascertain whether the desired tolerance and confidence requirements can be met by the design.

We shall use the evaluation method proposed in [62] as the performance metric by which we measure the performance of our estimator to estimation via the SER, and this shall be the topic of Sec. 4.5. As noted earlier, for completeness in Sec. 4.6 we shall present comparisons vs. other SNR estimators using the NMSE criterion.

### 4.5 Comparison of Estimation via $\hat{I}_{M,N}$ to Estimation via the SER

In this section, following the evaluation method proposed in [62], we shall arrive at quantitative results that describe the minimum amount of symbols necessary to arrive at an SNR estimate from $\hat{I}_{M,N}$ to within a desired tolerance, with a desired confidence. These results will be compared to the number of symbols necessary to estimate the SNR...
from the SER, hence arriving at a comparison of the efficacy of the proposed SNR estimation method.

### 4.5.1 Number of symbols needed for estimation via $\hat{I}_{M,N}$

From (92) or (111) it is clear that in order to achieve a more accurate value of $\hat{I}_{M,N}$, and by extension of $\gamma = f_M^{-1}(\hat{I}_{M,N})$, $N$ should be increased until $\text{var}(\hat{I}_{M,N})$ falls below an acceptable value. Indeed, in concordance with the discussion in Sec. 4.4 and (115), the purpose of this section may be stated as follows: we would like to compute the minimal value of $2 \cdot N$ needed to achieve a desired tolerance in the estimation of the $E_s / N_0$, with a desired confidence. Mathematically, the question is: *What is the minimal value of $2 \cdot N$ needed so that the following holds?*

$$P \left( \left| f_M^{-1}(\hat{I}_{M,N}) - \chi \right| < tol \right) > C$$

(116)

where in (116) $tol$ is the tolerance and $C$ is the confidence. Note that we are interested in $2 \cdot N$ (not simply of $N$) because $2 \cdot N$ is the number of symbols used in computation of the lock metric from which the $E_s / N_0$ is estimated (see (105)).

Assume $tol$ is in units of dB. We define the constants:

$$r_1 = \left(10^{\frac{tol}{10}} - 1\right)$$

(117)

and

$$r_2 = \left(1 - 10^{\frac{-tol}{10}}\right)$$

(118)

These constants describe the allowed deviations from the $E_s / N_0$. Since $f_M(\chi)$ is a monotonously increasing function, (116) implies:

$$P \left( -r_2 \cdot \chi < f_M^{-1}(\hat{I}_{M,N}) < r_1 \cdot \chi \right) > C$$

(119)

$$\Leftrightarrow P \left( f_M((1-r_2) \cdot \chi) < \hat{I}_{M,N} < f_M((1+r_1) \cdot \chi) \right) > C.$$ 

Now, defining:

$$y \triangleq \min \left\{ f_M((1-r_2) \cdot \chi) - f_M(\chi), \ f_M((1+r_1) \cdot \chi) - f_M(\chi) \right\}$$

(120)
and using $E\left[\hat{E}_{M,N} \mid E_{S}/N_0 = \chi \right] = f_M(\chi)$:

$$P\left(f_M(1-r_2) \cdot \chi) < \hat{E}_{M,N} < f_M(1+r_1) \cdot \chi)\right)$$

$$\geq P\left(\left| \frac{\hat{E}_{M,N} - E\left[\hat{E}_{M,N} \mid E_{S}/N_0 = \chi \right]}{\sqrt{\text{var}(\hat{E}_{M,N})}} - \frac{y}{\sqrt{\text{var}(\hat{E}_{M,N})}} \right| \right)$$

$$= \text{erf}\left(\frac{y}{\sqrt{2} \sqrt{\text{var}(\hat{E}_{M,N})}}\right) > C \quad \text{(121)}$$

Because $\hat{E}_{M,N}$ is Gaussian, it follows from (121) that in order for (116) to occur it is sufficient to require (see [13 Chap. 2]):

$$P\left(\left| \frac{\hat{E}_{M,N} - E\left[\hat{E}_{M,N} \mid E_{S}/N_0 = \chi \right]}{\sqrt{\text{var}(\hat{E}_{M,N})}} - \frac{y}{\sqrt{\text{var}(\hat{E}_{M,N})}} \right| \right)$$

$$= \text{erf}\left(\frac{y}{\sqrt{2} \sqrt{\text{var}(\hat{E}_{M,N})}}\right) > C \quad \text{(122)}$$

with $\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt$. If carrier phase jitter is negligible, then using (111) in (122) and solving for $N$:

$$2N > 2\left(\frac{\text{erf}^{-1}(C)}{y}\right)^2 \left(\int_\pi \cos^2(M\Delta \phi) \cdot P_R(\Delta \phi \mid \chi) \cdot \Delta \phi \cdot (f_M(\chi))^2 \right)$$

$$= 2\left(\frac{\text{erf}^{-1}(C)}{y}\right)^2 \left(\frac{1}{2} + \frac{1}{2} f_{2M}(\chi) - (f_M(\chi))^2 \right) \quad \text{(123)}$$

and further closed-form simplifications of (123) are possible using (31)-(32). Conversely, a worst-case result accounting for phase error jitter may be obtained from (122) and (109):

$$2N > 2\left(\frac{\text{erf}^{-1}(C)}{y}\right)^2 \quad \text{(124)}$$

(Note that for all the equations in this subsection $f_M(\chi)$ is given in (110). See comments made in Sec. 4.3.1).

To recap, we have shown that choosing $N$ which complies with (123) or (124) ensures the verity of (116). As previously stated, eqs. (123)-(124) are expressed in terms
of $2 \cdot N$ (not simply of $N$) because $2 \cdot N$ is the number of symbols used in computation of the lock metric from which the $E_s/N_0$ is estimated (see (105)).

4.5.2 Number of symbols needed for SNR estimation via the SER

A great proportion of modern communications systems produce SNR estimates by measuring the pre- or post-decoder error rate. For example, this is what is done in countless systems that estimate the SNR from the number of errors detected in preambles or training sequences that are embedded in the data stream. Thus, perhaps the most meaningful and universally applicable yardstick by which to measure the efficacy of SNR estimation via (113) is attained through comparison of (123) or (124) to the number of symbols needed for $E_s/N_0$ estimation via measurement of the pre-decoder Symbol Error Rate (SER). This is because for coded signals, the post-decoder error rate is always smaller (often by orders of magnitude) than the pre-decoder SER, i.e. the number of symbols needed for SNR estimation via the pre-decoder SER can also be viewed as a lower bound for that which is needed for estimation via post-decoder error rates, regardless of the coding scheme used.

From [13 eq. 5.2-56], the uncoded M-PSK symbol error probability is:

$$P_e(M, \chi) = 1 - \frac{1}{M} \int_{-\pi/M}^{\pi/M} p_r(\Delta \phi | \chi) \cdot d(\Delta \phi) \cdot g_M(\chi)$$  \hspace{1cm} (125)

where eq. (107) defines $p_r(\Delta \phi | \chi)$ (note that (125) ignores the effects of phase jitter on the SER. Eq. (125) can still model such effects by first incorporating them [19 Sec. 4.3] into a reduced effective $E_s/N_0$, but Section 4.5.3 shows that the advantage of the method in Section 4.3 is so great that any effects of such a minute correction are irrelevant).

It shall be commented that another equivalent formula has been suggested by Craig [107]:

$$P_e(M, \chi) = \frac{1}{\pi} \int_{0}^{\pi - \pi/M} \exp \left( -\chi \cdot \frac{\sin^2(\pi / M)}{\sin^2(\phi)} \right) d\phi$$  \hspace{1cm} (126)

The formula of (126) is quite useful and much easier to work with than (125). This is due to the fact that, unlike (125), in (126) the limits in the integral are finite and the
The integrand is composed entirely of elementary functions. This allows numerical calculations to occur significantly faster.

To avoid cumbersome notation, we denote the left-hand side of (125) or (126) simply as $P_e$. We define the binary auxiliary variables $U_i$ as $U_i = 1 \iff$ an error was detected in symbol $i$. Assuming the errors in the received symbols occur randomly and independently, we have $P(U_i = 1) = P_e$ and $P(U_i = 0) = 1 - P_e$, and therefore $E[U_i] = P_e$ and $\text{var}(U_i) = P_e(1 - P_e)$. We can define the measured SER as $S(L) = \frac{1}{L} \sum_{i=1}^{L} U_i$, and from the central limit theorem we then have:

$$S(L) \sim \mathcal{N}\left(P_e, \frac{P_e(1-P_e)}{L}\right)$$

(127)

Since $E[S(L)] = P_e$ we can estimate the $E_s/N_0$ from $S(L)$ via:

$$\eta = g_M^{-1}(S(L)).$$

(128)

For comparison to (123)-(124), we are interested in finding a value of $L$ that ensures that:

$$P\left(-r_2 \cdot \chi < \eta - \chi < r_1 \cdot \chi\right) > C$$

(129)

where $r_1 = \left(10^{\text{tol}/10} - 1\right)$ and $r_2 = \left(1 - 10^{-\text{tol}/10}\right)$. Developing equation (129) further, we have that it is equivalent to:

$$P\left((1-r_2) \cdot \chi < g_M^{-1}(S(L)) < (1+r_1) \cdot \chi\right) > C.$$

(130)

Note that $g_M(\chi)$ is a monotonically decreasing function [13 Sec. 5.2.7] (in words: the probability of symbol error is inversely related to the $E_s/N_0$). This is shown in Fig. 68.
Fig. 68. Probability of symbol error $P_e = g_M(E_s/N_0)$ as a function of the $E_s/N_0$ ratio.

Using the monotonically decreasing nature of $g_M(E_s/N_0)$, we have that an equivalent requirement to (130) is:

$$P\left(g_M((1-r_2) \cdot \chi) > S(L) > g_M((1+r_1) \cdot \chi)\right) > C. \quad (131)$$

Defining:

$$z \doteq \min \left\{ \left| g_M((1-r_2) \cdot \chi) - P_e \right|, \left| g_M((1+r_1) \cdot \chi) - P_e \right| \right\} \quad (132)$$

we have that for (131) to be fulfilled it suffices that:

$$P\left( \frac{S(L) - P_e}{\sqrt{\text{var}(S(L))}} < \frac{z}{\sqrt{\text{var}(S(L))}} \right) > C \quad (133)$$
Eq. (127) applied to (133) means that for (129) to be guaranteed it is sufficient to require:

\[ L > 2 P_e \left( 1 - P_e \right) \left( \frac{Z}{\text{erf}^{-1}(C)} \right)^2 \]  

(134)

4.5.3 Display and Analysis of Results

A meaningful appraisal of the utility of estimating the \( E_s/N_0 \) via (113) may be obtained by comparing the number of symbols necessary for such an estimate, as per (123) or (124), to that which is required to attain a similarly accurate estimate from the SER, as per (134). We now embark upon making such comparisons.

In Fig. 69, Fig. 70, and Fig. 71 we see a comparison of estimation via \( \hat{I}_{M,N} \) vs. estimation via the SER, for BPSK, QPSK, and 8-PSK, for \( C = 99\% \) and \( C = 99.9\% \), with \( \text{tol} = 0.5 \) dB. As those figures clearly illustrate, estimation via \( \hat{I}_{M,N} \) is particularly advantageous for higher \( E_s/N_0 \) ratios, where it is seen that, while estimation via the SER experiences exponential growth in the number of symbols necessary, the growth rate for estimation from \( \hat{I}_{M,N} \) is much milder.

It is worthwhile noting that the fact that the required number of symbols for both estimation methods increases at high SNRs is a manifestation of the fact that in both cases the number of required symbols is asymptotically inversely dependent upon the squared magnitude of the derivative \( f_M(\chi) \) and \( g_M(\chi) \) (respectively). The fact that the growth rate for estimation from \( \hat{I}_{M,N} \) is much milder is a manifestation of the fact that as the SNR increases \( \left| \frac{d(f_M)}{d\chi} \right| \) tends to 0 at a much milder rate than \( \left| \frac{d(g_M)}{d\chi} \right| \). This issue is explored in depth in Secs. 4.5.4 and 4.5.5.
Fig. 69. Number of symbols needed to estimate the $E_s/N_0$ to within ±0.5 dB, for $M = 2$ (BPSK). "WC" denotes worst-case results for $i_{M,N}$, i.e. using (124). Other curves obtained using (123) and (134).
Fig. 70. Number of symbols needed to estimate the $E_s/N_0$ to within ±0.5 dB, for $M = 4$ (QPSK). "WC" denotes worst-case results for $\hat{I}_{m,n}$, i.e. using (124). Other curves obtained using (123) and (134).
Fig. 71. Number of symbols needed to estimate the $E_s/N_0$ to within $\pm 0.5$ dB, for $M = 8$ (8-PSK). "WC" denotes worst-case results for $i_{M,N}$, i.e. using (124). Other curves obtained using (123) and (134).

Some comments are in order regarding Fig. 69 to Fig. 71 when the data stream sent is not a known sequence but is rather an arbitrary data stream. In those figures, it is seen that for low $E_s/N_0$ ratios, apparently estimation via the SER requires less symbols. However this is a fallacy since Fig. 69 to Fig. 71 assume that the SER is measured precisely. The only way to achieve a data-independent SER measurement is by first using an error correction decoder and then comparing the corrected data to the input data stream [62], thus arriving at the pre-decoder SER. This tacitly assumes that the post-decoder data stream is error-free. Yet, at low $E_s/N_0$ the post-decoder data stream cannot be approximated as error-free, thus inherently skewing the SER measurement. Indeed,
the decoder may not even be in lock for low \( E_s/N_0 \) ratios, making the SER measurement impossible in the first place. "Training sequences", or known sequences of symbols, can be transmitted in order to arrive at an accurate SER estimate; however this means that at least some of the channel throughput is taken up by such sequences. In contrast, estimation via \( \hat{I}_{M,N} \) suffers no such impediments, as it is independent of the data stream, the decoding scheme, and the post-decoder error rate. Thus, Fig. 69 to Fig. 71 can be viewed as optimistic w.r.t. estimation via the SER, and consequently estimation via \( \hat{I}_{M,N} \) can be considered superior for all \( E_s/N_0 \) ratios. Furthermore, estimation via the SER requires error detection and accrual mechanisms, which often necessitate non-trivial hardware and/or software resource appropriations. This is quite different from the simple and compact hardware implementation of the proposed SNR estimation method, as given in Sec. 4.3.2.

4.5.4 Asymptotic Formulas for Number of Necessary Symbol Intervals

In this section we shall endeavour to find asymptotic closed-form formulas for the number of symbol intervals necessary for estimation of the SNR (i.e., asymptotic formulas for (124) and (134)). As we shall see, these approximations will enable us to attain a better intuitive understanding of the estimators' performance as it was displayed in Section 4.5.3.

Starting off with (124), we note that from (120) that

\[
y = \min \left\{ f_M \left( (1-r_2) \cdot \chi \right) - f_M (\chi) \right\}, \quad \left\{ f_M \left( (1+r_1) \cdot \chi \right) - f_M (\chi) \right\}
\]

and from (117) and (118) that \( r_1 = \left( 10^t - 1 \right) \) and \( r_2 = \left( 1 - 10^{-t_0/10} \right) \). Let us investigate how \( y \) behaves for very small values of \( tol \).

The Taylor expansion of the expression \( 10^x \) is [54 eq. 20.16]:

\[
10^x = 1 + x \cdot \ln(10) + \frac{(x \cdot \ln(10))^2}{2!} + \ldots
\]

(135)

Now, if \( tol \) is very small, we have that we can approximate \( 10^{tol/10} \) by retaining only the first two terms of the Taylor series, upon which we have that:
$$10^{tol/10} \approx 1 + \frac{tol}{10} \cdot \ln(10)$$  \hspace{1cm} (136)

and similarly:

$$10^{-tol/10} \approx 1 - \frac{tol}{10} \cdot \ln(10)$$  \hspace{1cm} (137)

This means that from (117) and (118) we have:

$$r_1 = \left(10^{tol/10} - 1\right) \approx 1 + \frac{tol}{10} \cdot \ln(10) - 1 = \frac{tol}{10} \cdot \ln(10)$$  \hspace{1cm} (138)

and

$$r_2 = \left(1 - 10^{-tol/10}\right) \approx 1 - \left(1 - \frac{tol}{10} \cdot \ln(10)\right) = \frac{tol}{10} \cdot \ln(10)$$  \hspace{1cm} (139)

Thus, we find that for small values of $tol$ we have $r_1 \approx r_2$. To give an example of the validity of this approximation, take $tol = 0.5$ dB, which was the case analyzed in Section 4.5.3. For $tol = 0.5$ dB we have $r_1 = \left(10^{0.5/10} - 1\right) = 0.122$ and $r_2 = \left(1 - 10^{-0.5/10}\right) = 0.108$, and we have that $r_2 / r_1 \times 100 = 89.1\%$. Hence, $r_1 \approx r_2$ is quite a good approximation. For simplicity of notation, we define the variable

$$r = \frac{r_1 + r_2}{2}$$

then for small $tol$ we have $r_1 \approx r_2 \approx r$. With this notation we see from (120) that:

$$y = \min \left\{ \left\| f_M ((1-r_2) \cdot \chi) - f_M (\chi) \right\|, \left\| f_M ((1+r) \cdot \chi) - f_M (\chi) \right\| \right\}$$

$$= \min \left\{ \left\| f_M ((1-r) \cdot \chi) - f_M (\chi) \right\|, \left\| f_M ((1+r) \cdot \chi) - f_M (\chi) \right\| \right\}$$

$$= r \chi \cdot \min \left\{ \left\| \frac{f_M ((1-r) \cdot \chi)}{r \chi} - f_M (\chi) \right\|, \left\| \frac{f_M ((1+r) \cdot \chi)}{r \chi} - f_M (\chi) \right\| \right\}$$

$$\approx r \chi \cdot \frac{d(f_M)}{d\chi}$$

where we have used the fact that $r > 0$, that $r$ is very small, and that $f_M$ is continuous so that:
Continuing, we find from (140) and (124) that:

\[
2N > 2 \left( \frac{\text{erf}^{-1}(C)}{y} \right)^2 \approx 2 \left( \frac{\text{erf}^{-1}(C)}{r \chi} \right)^2 \left/ \left( \frac{|d(f_M)|}{d\chi} \right)^2 \right.
\]

Now, using \( f_M(\chi) \approx \exp \left( \frac{-M^2}{4\chi} \right) \) (see (35)) we find that

\[
\left| \frac{d(f_M)}{d\chi} \right| \approx \frac{M^2}{4} \exp \left( \frac{-M^2}{4\chi} \right) \cdot \left| \frac{1}{\chi} \right| = \frac{M^2}{4\chi^2} \exp \left( \frac{-M^2}{4\chi} \right)
\]

Plugging (143) into (142) we find that:

\[
2N > 2 \left( \frac{\text{erf}^{-1}(C)}{y} \right)^2 \approx 2 \left( \frac{\text{erf}^{-1}(C)}{r \chi} \right)^2 \left/ \left( \frac{M^2}{4\chi^2} \exp \left( \frac{-M^2}{4\chi} \right) \right)^2 \right.
\]

At high SNR, i.e. for \( \chi \to \infty \), we have from (144) that:

\[
2N > 2 \left( \frac{\text{erf}^{-1}(C)}{y} \right)^2 \approx 2 \left( \frac{\text{erf}^{-1}(C)}{r \chi} \right)^2 \left/ \left( \frac{M^2}{4\chi^2} \exp \left( \frac{-M^2}{4\chi} \right) \right)^2 \right.
\]

\[
\approx 2 \left( \frac{\text{erf}^{-1}(C)}{r} \right)^2 \cdot \frac{16 \chi^2}{M^4}
\]

Now, let us perform the same procedure for estimation via the SER and \( g_M(\chi) \). We find from (132) that:

\[
z \Delta \min \left\{ \left| g_M((1-r_2) \cdot \chi) - g_M(\chi) \right| , \left| g_M((1+r_i) \cdot E_s/N_0) - g_M(\chi) \right| \right\}
\]

\[
\approx r \chi \left| \frac{d(g_M)}{d\chi} \right|
\]

(\text{where we used the fact that } g_M(\chi) = P_e (\text{see } (125))) \text{ and thus from (134) we find that:}
\[ L > 2 P_e (1 - P_e) \left( \frac{z}{\text{erf}^{-1}(C)} \right)^2 \]

\[ \approx 2 g_M (\chi) (1 - g_M (\chi)) \left( \frac{r \chi}{\text{erf}^{-1}(C)} \right)^2 \left( \frac{d (g_M)}{d \chi} \right)^2 \]

\[ = 2 \left( \frac{\text{erf}^{-1}(C)}{r \chi} \right)^2 \cdot \left( \frac{g_M (\chi) - g_M^2 (\chi)}{\left| d (g_M) \right|^2} \right) \] (147)

From [13 eq. 5.2-61] we have that \( g_M (\chi) \approx 2 \cdot Q \left( \sqrt{2} \chi \sin \frac{\pi}{M} \right) \) where [13 eqs. 2.1-97, 2.1-98] \( Q(x) \triangleq \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-t^2/2} dt = \frac{1}{2} \text{erfc} \left( \frac{x}{\sqrt{2}} \right) \). Furthermore, from [19 App. 3B] we have

at high SNR:

\[ Q(x) \approx \frac{1}{x \sqrt{2\pi}} \exp \left( \frac{-x^2}{2} \right) \] (148)

so that:

\[ g_M (\chi) \approx 2 \cdot Q \left( \sqrt{2} \chi \sin \frac{\pi}{M} \right) \]

\[ \approx 2 \cdot \left[ \frac{1}{x \sqrt{2\pi}} \exp \left( \frac{-x^2}{2} \right) \right]_{x = \sqrt{2} \chi \sin \frac{\pi}{M}} \]

\[ \approx \frac{1}{\sqrt{\chi \cdot \pi \cdot \sin \frac{\pi}{M}}} \exp \left( -\chi \cdot \sin^2 \frac{\pi}{M} \right) \] (149)

and, moreover:
\[
d\frac{Q(x)}{dx} \xrightarrow{x \to \infty} \frac{d}{dx} \left( \frac{1}{x\sqrt{2\pi}} \exp\left( -\frac{x^2}{2} \right) \right) \\
= \frac{-1}{x^2 \sqrt{2\pi}} \exp\left( -\frac{x^2}{2} \right) + \frac{-x}{x \sqrt{2\pi}} \exp\left( -\frac{x^2}{2} \right) \\
\approx \frac{-1}{\sqrt{2\pi}} \exp\left( -\frac{x^2}{2} \right)
\]

and therefore:

\[
\frac{d\left( g_M(\chi) \right)}{d\chi} \approx 2 \cdot \frac{d}{d\chi} Q\left( \sqrt{2\chi} \sin \frac{\pi}{M} \right) \\
= 2 \cdot \left[ \frac{d}{dx} Q(x) \right]_{x=\sqrt{2\chi} \sin \frac{\pi}{M}} \cdot \frac{d}{d\chi} \left( \sqrt{2\chi} \sin \frac{\pi}{M} \right) \\
= 2 \cdot \left[ \frac{d}{dx} Q(x) \right]_{x=\sqrt{2\chi} \sin \frac{\pi}{M}} \cdot \frac{1}{\sqrt{2\chi}} \sin \frac{\pi}{M}
\]

\[
\approx 2 \cdot \frac{-1}{\sqrt{2\pi}} \exp\left( -\chi \sin^2 \frac{\pi}{M} \right) \cdot \frac{1}{\sqrt{2\chi}} \sin \frac{\pi}{M} \\
= \frac{-1}{\sqrt{\chi \cdot \pi}} \exp\left( -\chi \sin^2 \frac{\pi}{M} \right) \cdot \sin \frac{\pi}{M}
\]

Thus, using (149) and (151):
\[
\frac{g_M(\chi) - g_M^2(\chi)}{d(g_M)^2} \approx \frac{g_M(\chi)}{d(g_M)^2} = \lim_{\chi \to 0} \frac{\exp\left(-\chi \cdot \sin^2 \frac{\pi}{M}\right)}{\sqrt{\chi \cdot \pi}} \cdot \frac{\exp\left(-\chi \cdot \sin^2 \frac{\pi}{M}\right)}{\sin^3 \frac{\pi}{M}}
\]

and therefore from (147):

\[
L > 2P_e (1 - P_e) \left( \frac{z}{erf^{-1}(C)} \right)^2 \approx \frac{2}{r} \left( \frac{erf^{-1}(C)}{r \chi} \right)^2 \left( g_M(\chi) - g_M^2(\chi) \right) \frac{d(g_M)}{d\chi} = \frac{2}{r} \left( \frac{erf^{-1}(C)}{r \chi} \right)^2 \sqrt{\chi \cdot \pi} \cdot \frac{\exp\left(\chi \cdot \sin^2 \frac{\pi}{M}\right)}{\sin^3 \frac{\pi}{M}} \quad (153)
\]

Let us take a look at (145) and (153). We see that the dependence of \(2N\) upon the SNR \(\chi\) is polynomial, while the dominant dependence of \(L\) upon \(\chi\) is exponential. Since an exponential dependence will always grow much more rapidly than any finite order polynomial dependence, then we have just proven a theoretical justification for the results presented in Fig. 69 to Fig. 71.
To verify the derivations of this section, we shall compute and graph (145) and (153) vs. the results obtained from (124) and (134). This is done in Fig. 72 to Fig. 74, for \( tol = 0.5 \text{ dB} \) and \( C = 99\% \). As can be seen from those figures, the asymptotic expressions are quite accurate and hence provide a useful tool that the designer can use to roughly calculate the estimation interval requirements at high SNR. Fig. 72 to Fig. 74 also serve to validate the theoretical calculations made in this section, the results presented in Section 4.5.3, and the computer algorithms used to generate those results.
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Fig. 72. Number of symbols needed to estimate the \( E_s/N_0 \) to within \( \pm 0.5 \text{ dB} \), with a confidence of \( C = 99\% \), for \( M = 2 \) (BPSK). "WC" denotes worst-case results for \( \hat{i}_{MN} \), i.e. using (124). Results for estimation vs. the SER obtained via (134). Asymptotic results obtained from (145) and (153).
Fig. 73. Number of symbols needed to estimate the $E_s/N_0$ to within $\pm 0.5$ dB, with a confidence of $C=99\%$, for $M=4$ (QPSK). "WC" denotes worst-case results for $\hat{i}_{MN}$, i.e. using (124). Results for estimation vs. the SER obtained via (134). Asymptotic results obtained from (145) and (153).
Fig. 74. Number of symbols needed to estimate the $E_s/N_0$ to within $\pm 0.5$ dB, with a confidence of $C=99\%$, for $M = 8$ (8-PSK). "WC" denotes worst-case results for $\hat{t}_{M,N}$, i.e. using (124). Results for estimation vs. the SER obtained via (134). Asymptotic results obtained from (145) and (153).

4.5.5 The Causes of the Proposed Method's Advantages

Let us now recapacitate and investigate further the implementation-related and performance-related differences between estimation via the SER and estimation via $\hat{t}_{M,N}$, with the aim of better understanding the roots of the advantage of the proposed method. In practical receivers, neither $f_{M}^{-1}$ nor $g_{M}^{-1}$ would be computed directly; rather, they would be computed beforehand and stored in a lookup table. This is true even for software implementations. This is due to the fact that there is no closed-form formula for the inverses of either function, and so this must be done numerically. Doing such
numerical calculations for each estimate would simply take too long and would preclude any real time operation. Thus, the results would be computed beforehand, and stored either in a lookup table (in a hardware implementation) or in an array stored in the computer's memory (in a software implementation). Regarding the fundamental need to compute both inverse functions in this manner, there is no essential difference between estimation via the SER and estimation via \( \hat{I}_{M,N} \). The real differences between the methods are that:

1. The lookup table (or memory array) for computation of \( f_M^{-1} \) would be much smaller than that for \( g_M^{-1} \), at least in a fixed-point implementation (which basically covers all hardware implementations in an ASIC or FPGA).

2. Estimation via \( \hat{I}_{M,N} \) does not include the need to perform error detection, which in contrast is a prerequisite for estimation via \( g_M^{-1} \).

3. As the analysis in the chapter shows, estimation via \( \hat{I}_{M,N} \) requires significantly less symbols to arrive at an equally accurate estimate.

Let us analyze the above points individually.

1. The lookup table for \( f_M^{-1} \) is much smaller because its input, which is \( \hat{I}_{M,N} \), always lies in the interval \([0,1]\) and is "well-behaved" as a function of the \( \chi_{dB} \) (remember, estimation is only possible when the carrier loop is locked, whereupon the output of the lock detector is in the interval \([0,1]\)). The meaning of "well-behaved" is that the derivative of \( f_M(\chi) = E[\hat{I}_{M,N} | E_s / N_0 = \chi] \) as a function of \( \chi_{dB} \) has a small absolute value, i.e. \( \left| \frac{d(f_M(\chi))}{d(\chi_{dB})} \right| \) is small for "reasonable" \( \chi_{dB} \) (i.e., SNRs above the threshold of the respective modulation,
but not excessively high). A manifestation of this phenomenon is that \[ \frac{d(f_M^{-1})}{d(\hat{I}_{MN})} \]
is also "well-behaved", and this can be easily seen from inspection of Fig. 66. Since \( \hat{I}_{MN} \) behaves "nicely" as a function of \( \chi_{dB} \), the input of the lookup table computing \( f_M^{-1} \) in a fixed-point implementation does not need to be quantized to any great precision in order to achieve accurate estimation of all practical \( \chi_{dB} \). This is in sharp contrast to a lookup table used for computation of \( g_M^{-1} \). The input of that lookup table is the SER, which, while also in the interval [0,1], is by contrast is not as "well behaved" because it tends towards zero very fast for moderate and high \( \chi_{dB} \) (see Fig. 68). This means that if any accuracy is desired for estimation of those \( \chi_{dB} \) ratios via \( g_M^{-1} \), then the input of the lookup table implementing \( g_M^{-1} \) needs to be able to accurately represent very small numbers (for moderate and high \( \chi \)) which differ in orders of magnitude from each other as the \( \chi_{dB} \) increases only very slightly. Thus, in a fixed-point implementation this means that many more bits are needed for the input of the lookup table that implements \( g_M^{-1} \). Now, denote the number of bits at the input of the lookup table as \( k \), then the number of entries in the lookup table is \( 2^k \). So, the size of the lookup table implementing \( g_M^{-1} \) in a fixed-point architecture will be much larger than that needed for implementation of \( f_M^{-1} \).

2. This point is rather obvious and was discussed in Sec. 4.5.3. Of course, the implementation of error correction hardware or software is no trivial matter, and the lack of it for the proposed method is an outright saving of resources. Also, as noted in Sec. 4.5.3, at low SNRs the error correction decoder may operate with a non-negligible output error rate (if it is locked at all), thus hampering estimation via \( g_M^{-1} \).
3. The fact that the proposed estimation method requires much less symbols than that required for estimation via $g_M^{-1}$ is clearly seen from the results developed and presented in Sec. 4.5.3. This means that estimation via $f_M^{-1}$ is much better suited for real-time estimate generation.

4.6 Comparison of Estimation via $\hat{I}_{M,N}$ to additional SNR estimation methods

4.6.1 Qualitative comparison

Several additional SNR estimation methods are presented in [59], [60], [61], [62], [63], [64], [65], [66], [67], [68], [69], [70], [71], [72], [73], [16] and [74]. While a quantitative and exhaustive comparison versus all of those methods could be undertaken, this is unwarranted since the qualitative characteristics of the proposed SNR estimator make it so attractive that it renders such a comparison unnecessary. To this end, it shall be commented that of the [59], [60], [61], [62], [63], [64], [65], [66], [67], [68], [69], [70], [71], [72], [73], [16] and [74]:

- Some are unique to a specific receiver structure
- Most require some form of symbol decisions to be made
- Most require more than one sample per symbol
- (Most importantly:) None of those methods appear to have a hardware implementation nearly as compact as the one suggested here.

Moreover, it is mentioned that, due to the resilience of $\hat{I}_{M,N}$ to effects stemming from imperfect AGC control of $K$ in Fig. 13 (see Chapter 2), this resilience is also present in the resulting $E_s/N_0$ estimates, thus deeming them reliable even when rapidly fading signal conditions are encountered (see also discussion in Sec. 4.7).
4.6.2 Quantitative comparison of NMSE vs. other blind 1-sample/symbol SNR estimators

Although, as stated above, it would be impossible to engage in quantitative comparisons with all of the SNR estimators referenced in Sec. 4.6.1, we shall, for completeness, engage in quantitative comparisons vs. the M2M4 estimator and the Signal-to-Variation Ratio (SVR) estimator which are analyzed in [60]. This is because the performance of the aforementioned estimators (especially the M2M4 estimator) has been found in [60] to be very good (in fact, the M2M4 estimator is judged one of the "best" SNR estimators [60 Sec. V]). Moreover, the M2M4 and SVR estimators are blind methods that need a sampling rate of 1 sample/symbol, which are exactly the characteristics of the proposed SNR estimator. Hence, a comparison is appropriate.

First, following [60], let us review the M2M4 and SVR estimators.

\textbf{a) The M2M4 estimator}

Define \( r_n \triangleq I(n) + j \cdot Q(n) \). The M2M4 estimator utilizes the 2nd-moment and 4th-moment of the signal, defined as:

\[
M_2 \triangleq E\left[|r_n|^2\right]
\]

and:

\[
M_4 \triangleq E\left[|r_n|^4\right]
\]

It can be shown [60 eq. (35)-(36)] that we have:

\[
M_2 = S + N
\] (156)

and:

\[
M_4 = k_a S^2 + 4SN + k_w N^2
\] (157)

where \( S \) is the signal power, \( N \) is the noise variance, \( k_a \triangleq E\left[|a_n|^4\right] / \left(E\left[|a_n|^2\right]\right)^2 \) is the signal kurtosis and \( k_w \triangleq E\left[|n_n|^4\right] / \left(E\left[|n_n|^2\right]\right)^2 \) is the noise kurtosis (where
we define \( n_n \triangleq n_i(n) + j \cdot n_Q(n) \). We can solve (156)-(157) for \( S \) and \( N \) to yield

[60 eq. (37)-(38)]:

\[
\hat{S} = \frac{M_2 (k_w - 2) + \sqrt{(4 - k_a k_w) M_2^2 + M_4 (k_a + k_w - 4)}}{k_a + k_w - 4}
\]

(158)

and:

\[
\hat{N} = M_2 - \hat{S}
\]

(159)

For the M-PSK signals discussed in this thesis, it can be shown [60] that \( k_a = 1 \) and \( k_w = 2 \), and using (158)-(159), we find the \( M_2 M_4 \) SNR estimate as [60 eq. (39)]:

\[
\gamma_{M_2 M_4} \triangleq \frac{\hat{S}}{\hat{N}} = \frac{\sqrt{2 M_2^2 - M_4}}{M_2 - \sqrt{2 M_2^2 - M_4}}
\]

(160)

Obviously, in an actual implementation the moments \( M_2 \) and \( M_4 \) are estimated from a finite number of symbols, as follows (from [60 eq. (43)-(44)], with adaptation to the notations used in this thesis):

\[
M_2 = \frac{1}{2N} \sum_{n=-N+1}^{N} |r_n|^2
\]

(161)

and:

\[
M_4 = \frac{1}{2N} \sum_{n=-N+1}^{N} |r_n|^4
\]

(162)

Eq. (160), with the moments \( M_2 \) and \( M_4 \) computed as in (161)-(162), is the \( M_2 M_4 \) estimator.

\textbf{b) The SVR estimator}

To define the SVR estimator, we define the auxiliary variable [60 eq. (45)]

\[
\beta \triangleq \frac{E \left[ |r_n|^2 |r_{n-1}|^2 \right]}{E \left[ |r_n|^2 \right] - E \left[ |r_n|^2 |r_{n-1}|^2 \right]}
\]

(163)

The SVR estimator is defined as [60 eq. (48)]:

\[ - 165 - \]
\[
\gamma_{SVR} = \frac{(\beta - 1) + \sqrt{(\beta - 1)^2 - [1 - \beta (k_a - 1)][1 - \beta (k_w - 1)]}}{1 - \beta (k_a - 1)} \tag{164}
\]

For the M-PSK signals discussed in this thesis, it can be shown [60] that \( k_a = 1 \) and \( k_w = 2 \), so that (164) simplifies to:

\[
\gamma_{SVR} = \beta - 1 + \sqrt{\beta (\beta - 1)} \tag{165}
\]

In practice, \( \beta \) is estimated from a finite number of symbols, as follows (from [60 eq. (53)], with adaptation to the notations used in this thesis):

\[
\beta = \frac{1}{2N - 1} \sum_{n=-N+2}^{N} |r_n|^2 \left| r_{n-1} \right|^2 \frac{1}{2N - 1} \sum_{n=-N+2}^{N} |r_n|^2 \left| r_{n-1} \right|^2 \tag{166}
\]

Eq. (165), with \( \beta \) computed as in (166), is the SVR estimator.

c) **Comparison metrics vs. the \( M_2 M_4 \) and SVR estimators**

In order to facilitate the comparison between the proposed estimator and the \( M_2 M_4 \) and SVR estimators, we shall use the same metrics used in [60].

The first of these metrics is [60 eq. (65)] Normalized Mean Squared Error (NMSE), i.e. we shall compare \( E\left[\left(\gamma - \chi\right)^2\right]/\chi^2 \), which is the NMSE for the proposed method (with \( \gamma \overset{\Delta}{=} f_{M}^{-1}(i_{M,N}) \), see (112)), with the NMSEs for the \( M_2 M_4 \) and SVR estimators, which are \( E\left[\left(\gamma_{M_2 M_4} - \chi\right)^2\right]/\chi^2 \) and \( E\left[\left(\gamma_{SVR} - \chi\right)^2\right]/\chi^2 \), respectively.

The second metric is the normalized bias [60 eq. (68)], i.e. we shall compare \( E\left[\left(\gamma - \chi\right)\right]/\chi \) to \( E\left[\left(\gamma_{M_2 M_4} - \chi\right)\right]/\chi \) and \( E\left[\left(\gamma_{SVR} - \chi\right)\right]/\chi \).

In order to help us evaluate the results, we shall also look at the Cramér-Rao (CRB) bound for the NMSE, which is [60 eq. (65)]:

\[
CRB = \frac{2}{\chi \cdot 2N} + \frac{1}{2N} \tag{167}
\]
The CRB is the lowest theoretically attainable NMSE. As for the best theoretically attainable bias, obviously that limit is 0.

In order to understand the significance of the NMSE metric, it is helpful to note that the MSE is $MSE = \chi^2 \cdot NMSE$. Thus, if we have, for example, an NMSE of $10^{-2}$, this would mean that the average RMS error of the estimation would be $\sqrt{MSE} = \sqrt{\chi^2 \cdot 10^{-2}} = 0.1\chi$, which in dB is a positive RMS deviation of $10 \cdot \log_{10}(1.1\chi/\chi) = 0.41$ dB and a negative RMS deviation of $10 \cdot \log_{10}(0.9\chi/\chi) = -0.46$ dB, which is a respectably small error. Even an NMSE of $5 \cdot 10^{-2}$, which will have an RMS error of $0.22\chi$, which is a positive RMS deviation of $10 \cdot \log_{10}(1.22\chi/\chi) = 0.86$ dB and a negative RMS deviation of $10 \cdot \log_{10}(0.78\chi/\chi) = -1.08$ dB, which is still satisfactory for many receivers.

d) Quantitative results and discussion

In the following figures we shall present NMSE and normalized bias results calculated through simulations. The figures are followed with a discussion of the results.
Fig. 75. NMSE comparison of estimation via $i_{MN}$, the $M_2M_4$ estimator, and the SVR estimator, with $2N=1024$ symbols used to compute each estimator. Modulation is BPSK ($M=2$).
Fig. 76. NMSE comparison of estimation via $\hat{i}_{M,N}$, the $M_2M_4$ estimator, and the SVR estimator, with $2N=1024$ symbols used to compute each estimator. Modulation is QPSK ($M=4$).
Fig. 77. NMSE comparison of estimation via $\hat{\mathbf{I}_{M,N}}$, the M2M4 estimator, and the SVR estimator, with $2N=1024$ symbols used to compute each estimator. Modulation is 8-PSK ($M=8$).
Fig. 78. Normalized bias comparison of estimation via $\hat{i}_{M,N}$, the $M_2M_4$ estimator, and the SVR estimator, with $2N = 1024$ symbols used to compute each estimator. Modulation is BPSK ($M = 2$).
Fig. 79. Normalized bias comparison of estimation via $i_{M,N}$, the $M_2M_4$ estimator, and the SVR estimator, with $2N=1024$ symbols used to compute each estimator. Modulation is QPSK ($M=4$).
Fig. 80. Normalized bias comparison of estimation via $\hat{i}_{M,N}$, the $M_2M_4$ estimator, and the SVR estimator, with $2N = 1024$ symbols used to compute each estimator. Modulation is 8-PSK ($M = 8$).

As comparison of the NMSE results in Fig. 75-Fig. 77 shows, the proposed estimator perform better or on par with the $M_2M_4$ and SVR estimators. The best NMSE results for the proposed method are attained for BPSK, where the proposed method is seen to be better than the $M_2M_4$ and SVR estimators at all SNRs. For QPSK and 8-PSK the NMSE of the proposed method is best at medium and high SNR, though at the lowest SNRs there is some mild increase in NMSE.

As for bias results, as Fig. 78-Fig. 80 show, all three methods (the proposed method, the $M_2M_4$ and SVR estimators) have small bias that is very near the optimal value of 0.

To conclude the quantitative comparisons vs. the $M_2M_4$ and SVR estimators, we have seen that the proposed SNR estimation method is competitive and sometimes superior to those methods.
Some concluding qualitative remarks are in order. First, the proposed method has a very compact hardware implementation that is much more compact than that of the M_2M_4 and SVR estimators (see [60], [68]), and yet (as we have shown) has comparable and sometimes better performance. Secondly, the M_2M_4 and SVR estimators will not work well in the presence of fading [70], and we shall discuss this in Sec. 4.7. In contrast, the proposed estimator is easily adaptable to work in fading conditions without any appreciable hardware complexity or performance penalties. Finally, it should be noted that the M_2M_4 and SVR estimators, being moment-base estimators, will be able to provide an estimate if the carrier PLL is unlocked, and this will not be true for the proposed method (which requires prior carrier PLL synchronization). However, we shall see in Part B of this chapter that the proposed method can be modified to work in the absence of carrier synchronization and yet retain similar performance.

4.7 SNR Estimation via \( \hat{i}_{MN} \) for M-PSK in the Presence of Fading: Comparison with Estimation via the SER

Until this point in the chapter we have ignored the possible presence of signal fading in the channel. To incorporate such effects into the analysis, we shall assume that our signal is subject to frequency-flat (= frequency-nonselective) slow fading (for discussion of fading processes, see for example [13 Chap. 14]). We shall comment that, in general, a suppressed carrier coherent M-PSK system would perform poorly in frequency-selective or fast fading (i.e. where \( T_{COH} \ll T \) or \( 1/T \ll W_{COH} \)) In such a case a different, probably noncoherent, multicarrier, or spread-spectrum type modulation would be chosen (see see [13 p. 818], [78], [79]). Thus, the assumption of frequency-flat slow fading will be appropriate for the overwhelming majority of suppressed-carrier M-PSK systems.

We use the notation \( \chi \) to refer to the instantaneous SNR, and the notation \( \overline{\chi} \) to denote the average SNR (i.e., \( \overline{\chi} \triangleq E[E_s/N_0] \)). The conditional pdf (probability density function) of the SNR due to fading will be denoted as \( p_F(\chi|\overline{\chi}) \triangleq p(E_s/N_0 = \chi|E_s/N_0 = \overline{\chi}) \). For example, from [77 Table 2] we have for Nakagami-m fading

\[
p_F(\chi|\overline{\chi}) = \frac{m^n \chi^{m-1}}{\overline{\chi}^m \Gamma(m)} \exp \left( \frac{-m\overline{\chi}}{\chi} \right).
\]
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We differentiate between two cases: (a) $2NT \ll T_{\text{coh}}$ and (b) $2NT \gg T_{\text{coh}}$. For case (a), during the averaging over $2NT$ symbol intervals that is done in eq. (105) the channel SNR will not have changed much; hence SNR estimation from $\hat{i}_{M,N}$ will yield an estimate of the instantaneous SNR ratio $\chi$. For case (b), since $2NT$ is much larger than the channel coherence time, SNR estimation from $\hat{i}_{M,N}$ will yield an estimate of the average SNR ratio $\bar{\chi}$. In general, we would ideally like to produce SNR estimates which are instantly available and can be fed in real-time to the decoder, equalizer, or other receiver components which could make good use of them. Hence, ideally, we would be served by perfect knowledge of the instantaneous SNR ratio $\chi$ (which, if desired, could be averaged over time in order to produce an estimate of $\bar{\chi}$). However, estimation of $\chi$ is not always possible, due to the fact that $T_{\text{coh}}$ may be too short as compared to the estimation period $2NT$ which is necessary in order to achieve an acceptable accuracy in the SNR estimation (see discussion in Sec. 2.7 and the following subsections). Nonetheless, if $2NT \gg T_{\text{coh}}$, timely knowledge of the average SNR $\bar{\chi}$ is often sufficient in order to facilitate substantial performance gains (e.g. [12], [15]).

4.7.1 Case (a): $2NT \ll T_{\text{coh}}$

For the case of $2NT \ll T_{\text{coh}}$ the effects of fading upon the SNR are not felt during the estimation period of $2NT$. Thus, we can treat this case as if no fading were present. Hence, the discussion up to now in this part of the chapter has addressed this case, and the results have been given in Secs. 4.4 to 4.6. The SNR estimate generated in this case would be that of the instantaneous SNR $\chi$.

4.7.2 Case (b): $2NT \gg T_{\text{coh}}$

For the case of $2NT \gg T_{\text{coh}}$, we must take into account the fading distribution. To estimate the SNR ratio $\bar{\chi}$ we first compute the expected value of $\hat{i}_{M,N}$ in the presence of fading, as per (58) which is repeated here:
We can then estimate $\bar{\alpha}$ in a way analogous to (113), i.e. via:

$$\bar{\alpha}_{dB} = 10 \log_{10} \left( \frac{1}{\bar{f}_M^{-1}(\hat{I}_{M,N})} \right)$$  \hspace{1cm} (169)

In a way analogous to Sec. 4.5 and (124), we can conclude that the amount of symbols needed to estimate $\bar{\alpha}$ from $\hat{I}_{M,N}$ is given by (assuming a worst-case scenario jitter-wise):

$$2N > 2 \cdot \frac{(erf^{-1}(C))^2}{\left( \min \left\{ \left\| \bar{f}_M((1-r_2)\bar{\alpha}) - \bar{f}_M(\bar{\alpha}) \right\|, \left\| \bar{f}_M((1+r_1)\bar{\alpha}) - \bar{f}_M(\bar{\alpha}) \right\| \right)^2}$$  \hspace{1cm} (170)

As a comparison yardstick by which to measure the efficacy of estimation via (124), we can compare (170) to estimation via the SER. To do this, we first note that the SER for fading channels is (using (126)):

$$\bar{G}_M(\bar{\alpha}) \triangleq \int_{0}^{\infty} \left( \frac{1}{\pi} \int_{0}^{\pi/M} \exp \left( -\bar{\alpha} \cdot \frac{\sin^2(\pi/M)}{\sin^2(\theta)} \right) d\theta \right) p_F(\bar{\alpha} | \bar{\alpha}) d\bar{\alpha}$$  \hspace{1cm} (171)

Presenting results for all possible fading distributions would be impossible. In the sequel we thus present results for Nakagami-m fading, with the understanding that results for other fading statistics can be obtained in an analogous manner.

For Nakagami-m fading we have [108 eqs. (3), (9)] that:

$$\bar{G}_M(\bar{\alpha}) \triangleq \frac{1}{\pi} \int_{0}^{\pi/M} \left( 1 + \frac{\sin^2(\pi/M)}{\sin^2 \bar{\alpha} / \bar{\alpha}} \frac{\bar{\alpha}^{-m}}{m} \right) d\bar{\alpha}$$  \hspace{1cm} (172)

Graphs $\bar{G}_M(\bar{\alpha})$ for Nakagami-m fading are given in Fig. 81 to Fig. 84.
Fig. 81. Probability of symbol error $\overline{g}_M(\overline{x})$ as a function of $\overline{x}$ for Nakagami-$m$ fading with $m=1$. 
Fig. 82. Probability of symbol error $\overline{g}_M(\overline{x})$ as a function of $\overline{x}$ for Nakagami-\(m\) fading with $m=2$. 
Fig. 83. Probability of symbol error $\overline{g}_M(\overline{\chi})$ as a function of $\overline{\chi}$ for Nakagami-$m$ fading with $m=5$. 
Fig. 84. Probability of symbol error $\bar{g}_M(\bar{x})$ as a function of $\bar{x}$ for Nakagami-m fading with $m=10$.

The estimate of the average SNR from the SER, when fading is present, done through:

$$\bar{\eta}_{dB} = 10 \log_{10} \left( \frac{1}{\bar{g}_M(\bar{x})^{-1}(\hat{l}_{M,N})} \right)$$  \hspace{1cm} (173)

which will give an estimate of $\bar{x}$.

Following along the lines of the derivations in Sec. 4.5.2, we find that the number of symbols necessary to estimate $\bar{x}$ from the SER (using (173)) is:

$$L > \frac{2\bar{g}_M(\bar{x})(1-\bar{g}_M(\bar{x}))(\text{erf}^{-1}(C))^2}{\left( \min \{ |\bar{g}_M((1-r_2)\cdot \bar{x}) - \bar{g}_M(\bar{x})|, |\bar{g}_M((1+r_1)\cdot \bar{x}) - \bar{g}_M(\bar{x})| \} \right)^2}$$  \hspace{1cm} (174)

We note that, just as was the case for estimation from $\hat{i}_{M,N}$, we must differentiate between two cases, case (i): $L \ll T_{COH}$ and case (ii): $L \gg T_{COH}$. For case (i) we
should use (134) and the estimate will be of $\chi$. For case (ii) we must use (174) and the estimate will be of $\overline{\chi}$.

The desired comparison during fading conditions between the proposed method and estimation via the SER is achieved by comparing (170) to (174). This is done in Fig. 85 to Fig. 88. The lowest SNRs for which results are given in Fig. 85 to Fig. 88 are rough thresholds $\overline{\Gamma}_M$ defined as the average SNRs at which $\overline{g}_M(\overline{\Gamma}_M) = 5 \cdot 10^{-2}$.

It should be noted that due to the fact that the SER often requires orders-of-magnitude more symbols, when fading is present and estimation via the SER is attempted, it is likely that we will have $L \gg T_{COH}$ whereas we would still have $2NT \ll T_{COH}$ for estimation SNR estimation via $\hat{I}_{M,N}$. In such a case, the correct comparison would be curves for case (a) ($2NT \ll T_{COH}$) vs. curves from case (b) ($L \gg T_{COH}$). Such a comparison can easily be done by looking at the appropriate curves from Fig. 85 to Fig. 88 and Fig. 69-Fig. 71.
Fig. 85. Estimation via $\hat{r}_{m,n}$ vs. estimation via the SER, for case (b) ($2NT \gg T_{COH}$) and case (ii) ($L \gg T_{COH}$) for Nakagami-$m$ fading with $m = 1$. 
Fig. 86. Estimation via $\hat{i}_{M,N}$ vs. estimation via the SER, for case (b) $(2NT \gg T_{COH})$ and case (ii) $(L \gg T_{COH})$ for Nakagami-$m$ fading with $m=2$. 

$tol = 0.5 \text{ dB}$

$C = 99\%$

$m = 2$
Fig. 87. Estimation via $\hat{M}_{N}$ vs. estimation via the SER, for case (b) ($2NT \gg T_{COH}$) and case (ii) ($L \gg T_{COH}$) for Nakagami-$m$ fading with $m=5$. 

tol = 0.5 dB
C = 99%
m = 5
Fig. 88. Estimation via $\hat{I}_{M,N}$ vs. estimation via the SER, for case (b) $(2NT \gg T_{COH})$ and case (ii) $(L \gg T_{COH})$ for Nakagami-$m$ fading with $m=10$.

4.7.3 Discussion

As can be seen from inspection of Fig. 85 to Fig. 88, estimation of the average SNR via $\hat{I}_{M,N}$ often requires orders of magnitude less symbols as compared to estimation via the SER. Looking first at high SNR, we note that estimation via $\hat{I}_{M,N}$ generally requires much less symbol intervals than estimation via the SER. Thus, by estimating from $\hat{I}_{M,N}$ we can generate estimates much more rapidly than by estimating the SNR from the SER. We also see that as the fading index $m$ increases, so does the advantage of the proposed estimator. For moderate and high $m$, and, as well, for case (a) $(2NT \ll T_{COH})$ we find that
estimation via \( \hat{M}_{m,N} \) is much better than estimation via the SER, often by many orders of magnitude.

At low SNRs, we see that estimation via \( \hat{M}_{m,N} \) requires about the same number of symbols as estimation via the SER. However, consider the case of unknown data being transmitted. The sole way to obtain an SER estimate from unknown data is by via code-decode process [62]. Specifically, the transmitted data is coded and then decoded at the receiver (e.g., using block codes or convolution codes [13 Chap. 8]), an error rate estimate the receiver is obtained by comparing the decoded data stream to the input data stream. However, this implicitly assumes that the error correction decoder's output is completely error free, which is a bad assumption at low SNRs. Thus, the SER estimate would be inherently more unreliable as the SNR decreases, and, moreover, the error correction decoder (ECD) might not even be locked at low SNRs. As one method of countering this effect, training sequences, pilot symbols, or preambles can be sent over the channel and the SER estimation can be done upon those known symbols. However, this incurs a reduction in the channel's information-bearing capacity, since channel throughput that is taken up by those known symbols cannot be used in order to transmit data. Secondly, if we call the percentage of known symbols in the data stream \( P \) (e.g., \( P=10\% \)), then we have that the number of symbol intervals that we actually have to wait in order to arrive at the SER estimate is increased by a factor of \( 1/P \) over the quantities predicted by Fig. 85 to Fig. 88, i.e. for \( P=10\% \) we need to multiply those quantities by 10, which clearly degrades the performance of estimation via the SER as compared to estimation via \( \hat{M}_{m,N} \).

In conclusion, due to the aforementioned reasons Fig. 85 to Fig. 88 present optimistic results with regards to SNR estimation via the SER. Therefore, the proposed method is superior (in terms of estimation latency) at low SNRs as well.

In terms of hardware complexity, estimation via the SER requires the implementation of error detection and accrual mechanisms. This often means the allocation of sizeable hardware and/or software resources for this purpose. Moreover, a lookup table that would translate the SER measurement into an SNR measurement is still required, and such a lookup table is much larger that the one presented in Sec. 4.3.2 (see discussion in Sec. 4.5.5).
4.8 SNR Estimation via $\hat{t}_{M,N}$ for M-PSK in the Presence of Fading: NMSE evaluation

When fading is present, the SNR estimation approach taken in recent years has been to estimate the SNR using Viterbi algorithm-based [15] or EM (Expectation Maximization) algorithm-based estimators [70]. Obviously, such estimators have many orders-of magnitude more complexity than the proposed estimator. As for previously studied blind 1 sample/symbol moment-based estimation, it has been documented that the $M_2M_4$ performs very poorly in fading conditions [70].

In order to evaluate the effects of fading upon the proposed estimator's NMSE, simulation results are obtained for the case of Nakagami-$m$ fading for various values of $m$, and the NMSE is compared to the NMSE without fading.

![Normalized MSE vs E[ES/No] (dB)](image)

Fig. 89. NMSE comparison of SNR estimation via estimation via $\hat{t}_{M,N}$ for BPSK and Nakagami-$m$ fading. For each metric $2N = 1024$ symbols were used.
Fig. 90. NMSE comparison of SNR estimation via estimation via $\hat{i}_{M,N}$ for QPSK and Nakagami-$m$ fading. For each metric $2N=1024$ symbols were used.

Fig. 91. NMSE comparison of SNR estimation via $\hat{i}_{M,N}$ for 8-PSK and Nakagami-$m$ fading. For each metric $2N=1024$ symbols were used.
Looking at Fig. 89-Fig. 91, we see that over all the SNR range of interest, the SNR estimator performs quite well, that is, its NMSE is below $5 \cdot 10^{-2}$ and usually below $10^{-2}$, which is quite a useful range (see Sec. 4.6.2). An increase in the NMSE is observed at high-SNR, although this is not particularly problematic since SNR estimates need not be very accurate at high SNRs (since palpable performance gains by employing SNR estimates will be achieved only in low and moderate SNRs). Furthermore, it should be noted that the NMSE can be reduced simply by increasing the number of symbols $2N$ that is used in order to compute the estimator. This will have a negligible effect on the estimators complexity: the only increase in complexity is the augmentation of the accumulator register and adder in the IAD structure by a few bits - see Fig. 24 (for example, if we increase $2N$ to $2N = 1024 \cdot 16 = 16384$, we would need to augment these structures by $\log_2 16 = 4$ bits). Hence, the degradation due to fading can be easily overcome by increasing the estimation period and with a negligible increase in the estimator complexity.

Now, let us look at the effect of fading on the estimator's bias. This is shown in the following figures.
Fig. 92. Normalized bias comparisons for SNR estimation via $\hat{i}_{M,N}$ for BPSK and Nakagami-m fading. For each metric $2N = 1024$ symbols were used.

Fig. 93. Normalized bias comparisons for SNR estimation via $\hat{i}_{M,N}$ for QPSK and Nakagami-m fading. For each metric $2N = 1024$ symbols were used.
As can be seen in Fig. 92-Fig. 94, there is no appreciable effect of fading on the estimator's bias and it remains very near 0 for all SNRs of interest.

To conclude this section, we note that the effects of fading on the proposed estimator mild and manageable. This is a sharp contrast to the performance of the $M_1M_4$ estimator [70]. Moreover, the complexity of the proposed estimator (which is NDA and operates at 1 sample/symbol) is significantly lower than that of other estimators which have been proposed for SNR estimation in fading conditions [15],[70].
Part B  A New SNR Estimation Structure for D-MPSK and for M-PSK in the Absence of Carrier Synchronization.

4.9  Introduction to Part B of This Chapter

D-MPSK (Differential M-ary Phase Shift Keying) systems differ from M-PSK systems in that in a D-MPSK receiver there is no carrier synchronization loop, but, rather, the demodulation is done by differential detection (see, for example, [13 Sec. 5.2.8], [109 Chap. 10]). In D-MPSK, like for M-PSK, one of the most important signal metrics in any receiver's operation is an estimate of the received signal's SNR. Some applications of such a metric can be found in Sec. 4.1 and will not be repeated here.

In this, Part B of Chapter 4, we present a robust real-time SNR estimator for D-MPSK. This estimator is a modification of the estimator for coherent M-PSK presented in Part A of this chapter, and, as such, it retains the advantages which were observed for that estimator. Specifically, the estimator is shown to have the following advantages:

(i) The estimator has a compact fixed-point hardware implementation which is quite suitable for implementation within FPGAs or ASICs.

(ii) The estimator requires only 1 sample/symbol.

(iii) Accurate estimates can be generated in real-time.

(iv) The estimator is resistant to imperfections in the AGC (Automatic Gain Control) circuit.

We investigate the proposed estimator theoretically and through simulations. General formulas are developed for SNR estimation in the presence of frequency-flat slow fading (i.e. where $T_{coh} \ll T$ and $1/T \ll W_{coh}$), and specific results are presented for Nakagami-$m$ fading. The proposed estimator is then compared to other SNR estimators, and it is shown that the proposed method requires less hardware resources while at the same time providing superior performance. Finally, we consider application of the proposed D-MPSK SNR estimator to SNR estimation in coherent M-PSK receivers when carrier synchronization has not been achieved. The estimator is shown to have excellent performance and an exceptionally compact hardware implementation.
Organization of this part of the chapter is as follows. In Section 4.10 we briefly outline the system model upon which the discussion is undertaken. In Section 4.11 we present the motivation for the new SNR estimator as well as its hardware implementation. Stochastic analysis of the SNR estimation process is pursued in 4.12 and 4.13. In Sections 4.14 and 4.15 we compare the efficacy of the proposed estimator to other estimators. In Section 4.16 we discuss the application the SNR estimator to M-PSK systems where the carrier PLL is unlocked. Finally, Section 4.17 is devoted to conclusions.

4.10 D-MPSK System Model

Signal and receiver characteristics are assumed identical to those of Part A, except that here (since we assume D-MPSK demodulation) we do not have a carrier recovery PLL. (Alternatively, as we discuss in Section 4.16, the system may be considered identical to that of Part A, except that the carrier PLL is assumed to be unlocked (with certain conditions upon $\Delta \omega$, do be established below)). The reader is strongly urged to take a thorough look at Part A of this chapter and Section 1.4, since notations and results given there will be used here extensively.

The baseband PSK signal is $m(t) \triangleq \sum_{n=-\infty}^{\infty} a_n p(t-nT)$, with $p(t)$ being the pulse shape and $a_n = \exp(j\phi_n)$, $\phi_n = 2\pi m_n / M$, with $m_n \in \{0,1,...,M-1\}$. The modulated signal is $s_m(t) \triangleq \text{Re}[m(t)\exp(j\omega_c t+j\phi_t)]$. A simplified diagram of the front-end of the receiver under discussion is shown in Fig. 95. At the receiver, from Section 1.4 we have

$I(n)=K\left(2E_S \cdot \cos(-\Delta \omega \cdot nT+\theta_c+\phi_n)+n_I(nT)\right)$

and

$Q(n)=K\left(2E_S \cdot \sin(-\Delta \omega \cdot nT+\theta_c+\phi_n)+n_Q(nT)\right)$, with $\theta_c \triangleq \theta_i - \theta_o$ and

$n_I(nT), n_Q(nT) \sim N(0,2N_0E_S)$. $K$ is the equivalent (AGC-controlled) $I$-$Q$ arm gain (see Sec. 1.5 for a thorough discussion of the AGC and the parameter $K$). The complex symbol is:

$r_n \triangleq I(n)+jQ(n)$

and its phase is:

(175)
\[ \varphi_n \triangleq \tan^{-1}(Q(n)/I(n)) \]  

(176)

We then have:

\[ r_n = |r_n| \exp(j\varphi_n) \]  

(177)

Here (unlike in Part A), we do not assume \( \Delta\omega = 0 \), but rather \( |\Delta\omega| \ll 2\pi/(M \cdot T) \). It should be noted that the assumption \( |\Delta\omega| \ll 2\pi/(M \cdot T) \) is the standard assumption that is made in D-MPSK receivers (see for example [27 Sec. 10.19]).

We assume that our signal is subject to a frequency-flat (= frequency-nonselective) channel with slow fading (i.e. where \( T_{\text{coh}} \ll T \) and \( 1/T \ll W_{\text{coh}} \)). For the definition of such a process, see for example [13 Sec. 14.3]). We shall comment that, in general, D-MPSK would perform poorly in frequency-selective or fast fading (in which a different, probably noncoherent, multicarrier, or spread-spectrum type modulation would be chosen see [13 p. 818], [78], [79]). Thus, the assumption of frequency-flat slow fading will be appropriate for most D-MPSK systems.

![Diagram of D-MPSK receiver](image)

**Fig. 95.** Front end of D-MPSK receiver (simplified diagram).
4.11 Motivation and Estimator Structure

4.11.1 Motivation

Detection of D-MPSK signals is often facilitated by first generating a \textit{pseudo-coherently demodulated} M-PSK signal

\[ u_n \triangleq r_n r^*_{n-1} \quad (178) \]

and then applying M-PSK decision regions upon \( u_n \). The motivation here is similar, but we add a twist: the idea is to use the estimator of Part A upon a \textit{normalized} pseudo-coherently demodulated M-PSK signal

\[ v_n \triangleq \frac{r_n r^*_{n-1}}{|r_n| |r_{n-1}|} \quad (179) \]

As we shall see, using \( v_n \) instead of \( u_n \) yields a simpler hardware implementation.

4.11.2 Estimator structure and operation principle

We define:

\[ x^D_{M,n} \triangleq \text{Re}[(v_n)^M]|v_n|^M \quad (180) \]

(Note: to avoid confusion with Part A, throughout this part of the chapter we use superscript "D" in variables pertaining to D-MPSK structures). The estimator of Part A applied to \( v_n \) is defined as:

\[ \hat{i}^D_{M,N} \triangleq \frac{1}{2N} \sum_{n=-N+1}^{N} x^D_{M,n} = \frac{1}{2N} \sum_{n=-N+1}^{N} \text{Re}[(v_n)^M]|v_n|^M \quad (181) \]

Here we do not use \( \hat{i}^D_{M,N} \) as a lock detector (since there is no carrier PLL) but rather only as an SNR estimator. Note that \( |v_n|=1 \) for all \( n \), so theoretically we could have defined \( \hat{i}^D_{M,N} \triangleq \frac{1}{2N} \sum_{n=-N+1}^{N} \text{Re}[(v_n)^M] \). However, when quantization effects are taken into account we see that \( |v_n|=1 \) does not always hold, and then \( \hat{i}^D_{M,N} \triangleq \frac{1}{2N} \sum_{n=-N+1}^{N} \text{Re}[(v_n)^M]/|v_n|^M \) has distinct implementation and performance advantages (which are outlined in Section 4.11.3).
In this part of the chapter we shall present a general method for D-MPSK SNR estimation in the presence of fading. As noted earlier, we assume that the fading is slow (i.e. $T_{coh} \gg T$, where $T_{coh}$ is the channel coherence time) and that the channel is frequency-nonselective. Once again we use the notation $\chi$ to refer to the instantaneous SNR, and the notation $\overline{\chi}$ to denote the average SNR (i.e., $\overline{\chi} \triangleq E[E_s/N_0]$). The conditional pdf (probability density function) of the SNR due to fading will be denoted as $p_f(\chi|\overline{\chi}) \triangleq p(E_s/N_0 = \chi|E[E_s/N_0] = \overline{\chi})$. For example, from [77 Table 2] we have for Rayleigh fading $p_f(\chi|\overline{\chi}) = \frac{1}{\overline{\chi}} \exp\left(-\frac{\chi}{\overline{\chi}}\right)$ and for Nakagami-m fading $p_f(\chi|\overline{\chi}) = \frac{m^m \chi^{m-1}}{\overline{\chi}^m \Gamma(m)} \exp\left(-\frac{m \chi}{\overline{\chi}}\right)$. Other common fading distributions were given in Table 2.

We differentiate between two cases:

(a) $2NT \ll T_{coh}$

(b) $2NT \gg T_{coh}$

For case (a), during the averaging over $2NT$ symbol intervals that is done in eq. (181) the channel SNR will not have changed much; hence SNR estimation from $\hat{i}_{M,N}^{o}$ will yield an estimate of the instantaneous SNR ratio $\chi$.

For case (b), since $2NT$ is much larger than the channel coherence time, the distribution of SNR values encountered during the estimator computation will follow $p_f(\chi|\overline{\chi})$, and SNR estimation from $\hat{i}_{M,N}^{o}$ will yield an estimate of the average SNR ratio $\overline{\chi}$.

As already noted in Part A of this chapter, in general we would ideally like to produce SNR estimates that are instantly available and can be fed in real-time to the decoder, equalizer, or other receiver components which could make good use of them. Hence, ideally, we would be served by perfect knowledge of the instantaneous SNR ratio $\chi$ (which, if desired, could be averaged over time in order to produce an estimate of $\overline{\chi}$). However, estimation of $\chi$ is not always possible, due to the fact that $T_{coh}$ may be too
short as compared to the estimation period $2NT$ which is necessary in order to achieve an acceptable accuracy in the SNR estimation (see Secs. 4.13-4.14). Nonetheless, if $2NT \gg T_{COH}$, timely knowledge of the average SNR $\bar{\chi}$ is often sufficient in order to facilitate substantial performance gains [15].

Estimation is achieved following a procedure analogous to (113), i.e. we estimate the SNR via the following:

**Case (a) ($2NT \ll T_{COH}$):** the instantaneous SNR is estimated through:

$$\gamma_{db}^D = 10 \cdot \log_{10} \left( \left( f_{M}^D \right)^{-1} \left( \hat{i}_{M,N}^D \right) \right)$$  \hfill (182)

where $f_{M}^D(\chi) \triangleq E \left[ \hat{i}_{M,N}^D \mid E_{S} / N_0 = \chi \right]$

**Case (b) ($2NT \gg T_{COH}$):** the average SNR is estimated through:

$$\bar{\gamma}_{db}^D = 10 \cdot \log_{10} \left( \left( \bar{f}_{M}^D \right)^{-1} \left( \bar{i}_{M,N}^D \right) \right)$$  \hfill (183)

where $\bar{f}_{M}^D(\bar{\chi}) \triangleq E \left[ \bar{i}_{M,N}^D \mid E \left[ E_{S} / N_0 \right] = \bar{\chi} \right]$

### 4.11.3 Hardware implementation

A fixed-point (2's complement) hardware implementation of the estimator is shown in Fig. 96. The LUTs (Lookup Tables) require

$$nbits = 2b_22^{2h_1} + 2b_22^{2h_2} + b_42^{2b_3} + b_52^{b_4}$$  \hfill (184)

bits. See Secs. 2.3.3 and 4.3.2 for discussions applicable to LUT #3 and LUT #4, as well as discussion of why $2N$ should be a power of 2. The use of $v_n$ rather than $u_n$ significantly reduces the hardware resources needed to compute $\hat{i}_{M,N}^D$; this is because the normalized constellation has less dynamic range (it is $[-1,1]$) so this reduces $b_2$ and $b_3$ required to achieve an acceptable degradation due to quantization, as we shall see in Sec. 4.12.
4.12 Conditional Distribution of $\hat{i}_{M,N}^D$

In this section we shall derive the conditional probability distribution of $\hat{i}_{M,N}^D$. These stochastic properties will then be used to develop the SNR estimation method in Section 4.13.

For simplicity and without loss of generality (see Sec. 2.4) we assume $\forall n, \phi_n = 0,$ whereupon from (176):

\begin{align*}
\gamma_{db}^D &= 10 \cdot \log_{10} \left( \frac{1}{f_M} \left( \hat{i}_{M,N}^D \right)^{-1} \right) \text{ or } \\
&= 10 \cdot \log_{10} \left( \frac{1}{f_M} \left( \hat{i}_{M,N}^D \right)^{-1} \right)
\end{align*}
\[
\varphi_n = \tan^{-1} \left( \frac{\sin(-\Delta \omega \cdot nT + \theta_e) + n_Q(nT)/(2E_S)}{\cos(-\Delta \omega \cdot nT + \theta_e) + n_I(nT)/(2E_S)} \right) 
\]  
(185)

Let us define (similar to (43)):
\[
\Delta \phi_n \triangleq \varphi_n - (-\Delta \omega nT + \theta_e) 
\]  
(186)

Since we assumed \( \forall n, \varphi_n = 0 \) then the physical meaning of \( \Delta \phi_n \) is clear: it is the phase error in the received symbol that can be attributed to \( n_I(nT) \) and \( n_Q(nT) \) (to see this, substitute \( n_I(nT) = n_Q(nT) = 0 \) in the expressions for \( I(n) \) and \( Q(n) \), and then
\[
\varphi_n = \tan^{-1} \left( \frac{Q(n)}{I(n)} \right) = -\Delta \omega nT + \theta_e \Rightarrow \Delta \phi_n = \varphi_n - (-\Delta \omega nT + \theta_e) = 0. 
\]

Since (185) has the same form as (42) with \( \theta_e \) replaced by \( -\Delta \omega nT + \theta_e \), we have that \( \Delta \phi_n \) as defined in (186) is distributed the same as \( \Delta \phi_n \) as defined in (43), namely at
\( E_S / N_0 = \chi \) it has a Rician phase pdf (probability density function) given by (29):
\[
p_R \left( \Delta \phi \mid \chi \right) \triangleq p \left( \Delta \phi_n = \Delta \phi \mid E_S / N_0 = \chi \right) 
\]
\[
= \frac{\exp(-\chi)}{2\pi} \left[ 1 + \sqrt{2\chi} \cos(\Delta \phi) \exp \left( \chi \cdot \cos^2(\Delta \phi) \right) \cdot \int_{-\infty}^{\infty} e^{-y^2/2} dy \right] 
\]  
(187)

where \(-\pi \leq \Delta \phi \leq \pi\).

Now, let us investigate \( \nu_n \). Trivial substitutions of (177) and (178) into (179) show that
\[
\nu_n = \frac{|r_n| \exp \left( j \varphi_n \right) |r_{n-1}| \exp \left( -j \varphi_{n-1} \right)}{|r_n| |r_{n-1}|} = \exp \left( j \varphi_n^D \right) 
\]  
(188)

where
\[
\varphi_n^D \triangleq \varphi_n - \varphi_{n-1} 
\]  
(189)

Observe that \( \varphi_n^D \in [-2\pi, 2\pi] \), though the true phase is \( \varphi_n^D \mod_{2\pi} \in [-\pi, \pi] \). We could have indeed performed the modulo operation and confined the range of \( \varphi_n^D \) to \([-\pi, \pi]\); this is, in fact, the approach undertaken in [110], [111], and [112]. In contrast, we choose to follow the approach of [113] and to maintain the pretence \( \varphi_n^D \in [-2\pi, 2\pi] \) because, as we shall see, it simplifies the analysis. However, note that since
\[
\nu_n = \exp \left( j \varphi_n^D \right) = \exp \left( j \left( \varphi_n^D \mod_{2\pi} \right) \right) 
\]
this choice has no bearing upon the results. From (186) we then have:
\[ \phi_n^D = \varphi_n - \varphi_{n-1} = \Delta \phi_n + (\Delta \omega \cdot nT + \theta_c) - (\Delta \phi_{n-1} + (\Delta \omega \cdot (n-1)T + \theta_c)) \]

\[ = \Delta \phi_n - \Delta \phi_{n-1} - \Delta \omega T \] (190)

Let us define \( \Delta \phi_n^D \triangleq \Delta \phi_n - \Delta \phi_{n-1} \); note that since \( \Delta \phi_n, \Delta \phi_{n-1} \in [-\pi, \pi] \) then \( \Delta \phi_n^D \in [-2\pi, 2\pi] \). The pdf of \( \Delta \phi_n^D \) is easily found since it is a convolution of the distributions of \( \Delta \phi_n \) and \( (-\Delta \phi_{n-1}) \), namely (for \(-2\pi \leq \Delta \phi^D \leq 2\pi\))

\[ p_D(\Delta \phi^D | \chi) \triangleq p(\Delta \phi^D = \Delta \phi^D | E_S / N_0 = \chi) = \int_{-\pi}^{\pi} p_\tau(\tau) p_R(\tau - \Delta \phi^D) d\tau \] (191)

which is straightforward to evaluate numerically. We note that though closed form expressions for (191) seem unattainable, a Fourier series representation for the pdf is given in [113 eq. (4)] (substituting \( \theta = 0 \) there). Moreover, a simple expression for the distribution at high SNR is easily obtained: from (34) we have 

\( \forall n, \Delta \phi_n \xrightarrow{\chi \to \infty} N(0, 1/(2\chi)) \); now, since \( \Delta \phi_n^D = \Delta \phi_n - \Delta \phi_{n-1} \) and since \( \Delta \phi_n \) and \( \Delta \phi_{n-1} \) are independent (see Sec. 2.3) we have 

\( \Delta \phi_n^D \xrightarrow{\chi \to \infty} N(0, 1/\chi) \), i.e.

\[ p_D(\Delta \phi^D | \chi) \xrightarrow{\chi \to \infty} \sqrt{\chi / 2\pi} \cdot \exp\left(-0.5 \cdot \chi \cdot \left(\Delta \phi^D\right)^2\right) \] (192)

We now have the tools necessary in order to investigate the distribution of \( \hat{i}_{M,N}^D \).

### 4.12.1 Conditional expectation of \( \hat{i}_{M,N}^D \) given \( \chi \) for \( 2NT \ll T_{COH} \)

For \( 2NT \ll T_{COH} \), we can assume that the \( E_S / N_0 \) ratio is constant over the estimation interval and is equal to the instantaneous SNR \( \chi \). Hence:
\[ f_M^D(\chi) \triangleq E\left[ I_{M,N}^D \bigg| \frac{E_S}{N_0} = \chi \right] \]

\[ = E\left[ \text{Re}\left[ (\cos \varphi_n^D + j \cdot \sin \varphi_n^D)^M \right] \right] \left/ \left( \cos^2 \varphi_n^D + \sin^2 \varphi_n^D \right)^{M/2} \right| \frac{E_S}{N_0} = \chi \]

\[ = E\left[ \cos \left( M \varphi_n^D \right) \bigg| \frac{E_S}{N_0} = \chi \right] = E\left[ \cos \left( M \Delta \phi_n^D - M \Delta \omega T \right) \bigg| \frac{E_S}{N_0} = \chi \right] \]

\[ = E\left[ \cos \left( M \Delta \phi_n^D \right) \bigg| \frac{E_S}{N_0} = \chi \right] \cos( M \Delta \omega T) \]

\[ + E\left[ \sin \left( M \Delta \phi_n^D \right) \bigg| \frac{E_S}{N_0} = \chi \right] \sin( M \Delta \omega T) \]

\[ = E\left[ \cos \left( M \Delta \phi_n^D \right) \bigg| \frac{E_S}{N_0} = \chi \right] \cos( M \Delta \omega T) \]

\[ = \left( \int_{-2\pi}^{2\pi} \cos( M \Delta \phi) p_D(\Delta \phi | \chi) d(\Delta \phi) \right) \cos( M \Delta \omega T) \]

(193)

As was the case with \( f_M(\chi) \), it is possible to find closed-form expressions for \( f_M^D(\chi) \). This is done in Appendix C. We find using those derivations that:

\[ f_M^D(\chi) = \frac{\pi \chi}{4} \cdot e^{-\chi} \left[ \frac{I_{M-1}^D}{2} \left( \frac{\chi}{2} \right) + \frac{I_{M+1}^D}{2} \left( \frac{\chi}{2} \right) \right]^2 \cos( M \Delta \omega T) \]

(194)

which (for even \( M \)) can be simplified to (see Appendix C):

\[ f_M^D(\chi) = \left( \sum_{n=0}^{M/2} \sum_{k=0}^{M/2} \frac{(-1)^{n+k}}{n! k! (M/2-n)! (M/2-k)!} \right) \left( \frac{M/2+n-1}{(M/2+k-1)!} \right) \]

\[ + \frac{1}{4} \left( -1 \right)^{M/2+1} M \cdot e^{-\chi} \left( \sum_{n=0}^{M/2} \sum_{k=1}^{M/2} \frac{(-1)^{n+k}}{n!(k-1)! (M/2-n)! (M/2-k)!} \right) \]

\[ + \exp\left( -2\chi \right) \left( \sum_{n=1}^{M/2} \sum_{k=1}^{M/2} \frac{(M/2+n-1)(M/2+k-1)!}{(n-1)!(k-1)! (M/2-n)! (M/2-k)!} \right) \]

\[ \times \cos( M \Delta \omega T) \]

(195)

It is emphasized that the sums in (195) have a finite number of terms and can thus be easily and accurately computed.
At high SNR we use (192) to obtain a useful approximation (using

\[ \int_0^\infty e^{-x^2} \cos(bx) \, dx = \frac{1}{2} \sqrt{\frac{\pi}{a}} e^{-b^2/(4a)} \] [54 eq. 15.73]):

\[
f_M^D(\chi) \approx \left( \int_{-\infty}^{\infty} \cos(M\Delta\phi) \sqrt{\frac{\chi}{2\pi}} \exp\left( -\frac{\chi}{2} (\Delta\phi)^2 \right) d(\Delta\phi) \right) \cos(M\Delta\omega T)
\]

\[
= \exp\left( -\frac{M^2}{2\chi} \right) \cos(M\Delta\omega T)
\]

(196)

We assumed (see Sec. 4.10) as is appropriate for the operating point of D-MPSK systems, that \( |\Delta\omega| \ll 2\pi/(M \cdot T) \) holds, implying \( \cos(M\Delta\omega T) \approx 1 \). Therefore, the degradation in (193)-(196) due to carrier frequency error is negligible. We thus henceforth assume for simplicity \( \Delta\omega = 0 \), though we note that (193)-(196) provide an easy way to incorporate modeling of small frequency errors.

Plots of (193), (196), and simulated results for \( \Delta\omega = 0 \) are given in Fig. 97; we see that (196) is an excellent approximation. The simulations in Fig. 97 which include quantization effects are quite realistic since they model the following AGC effects: (a) sampler input signal-level backoff (samplers are assumed to be driven at an RMS (Root-Mean-Square) of 80\% of the samplers' full-scale voltage range) and (b) clamping by the samplers when they are saturated. The AGC is assumed to behave as the example AGC described in Section 1.5. Hence, the simulations presented should be a good prediction of achievable results. If we assume for example \( b_3 = 8 \) (which would imply an 8-bit SNR measurement\(^\text{18}\) in dB – usually more than sufficient), then from (184) we have for the simulated quantized systems in Fig. 97 that \( \text{nbits} = 14336, 30720, 124928 \), respectively, all of which are very reasonable considering the amount of dedicated memory available in contemporary FPGAs (e.g. the various Xilinx Virtex families [114] or Altera Stratix families [115]) or which can be implemented in ASICs. Fig. 97 shows that for low \( M \)

\(^{18}\) Note that such a measurement could include digits after the binary point. For example, if we put the binary point to the left of the Least Significant Bit (LSB), then we have for an 8-bit output the following: 1 sign bit followed by 6 whole-number bits and 1 fractional bit, which would allow, in 2's complement notation, the representation of the interval -64 dB to +63 dB in 0.5 dB intervals, which is usually quite sufficient range and quantization.
only coarse quantization is needed, while (as expected) higher Ms require finer quantization to achieve good agreement with the predicted value of $\hat{I}_{M,N}^D$.

Fig. 97. Expected and simulated values of $\hat{I}_{M,N}^D$ for case (a).

4.12.2 Conditional expectation of $\hat{I}_{M,N}^D$ given $\bar{X}$ for $2NT \gg T_{COH}$

For the case of $2NT \gg T_{COH}$, since $2NT$ is much larger than the channel coherence time, the distribution of SNR values encountered during the estimator computation will follow $p_f(\chi | \bar{X})$, and SNR estimation from $\hat{I}_{M,N}^D$ will yield an estimate of the average SNR ratio $\bar{X}$. The expectation of $\hat{I}_{M,N}^D$ conditioned upon $\bar{X}$ is:
Another expression of (197) is simply through:

$$\tilde{f}^D_M(\chi) = \int_0^\infty f^D_M(\chi) p_F(\chi|\chi) d\chi$$  \hspace{1cm} (198)

Eq. (198) will be of particular importance in Appendix D, where closed-form expressions for $\tilde{f}^D_M(\chi)$ are developed.

At high $\chi$ we can also assume that the instantaneous SNR $\chi$ is also high, and we use (192) to obtain a useful approximation (using $\int_0^\infty e^{-ax^2} \cos(bx) dx = \frac{1}{2} \sqrt{\frac{\pi}{a}} e^{-\frac{b^2}{4a}}$ [54 eq. 15.73]):

$$\tilde{f}^D_M(\chi) \xrightarrow{\chi \to \infty}$$

\[
\left( \int_0^\infty \int_0^{\infty} \cos(M\Delta \phi^D) \sqrt{\frac{\chi}{2\pi}} \exp\left( -\frac{\chi}{2} (\Delta \phi^D)^2 \right) d(\Delta \phi^D) p_F(\chi|\chi) d\chi \right) \cos(M\Delta \omega T) = (199)
\]

Due to the infinite number of possible fading distributions, we obviously cannot present results (197) for all fading types. Rather, for more insight into the behaviour of $\hat{i}^D_{M,N}$ when $2NT \gg T_{coh}$ we shall investigate its behaviour under Nakagami-m fading,
which is a fading statistic commonly found in systems which use D-MPSK ([116], [108]). We again assume $\Delta \omega \approx 0$ (more specifically, that $|\Delta \omega| \ll 2\pi/(M \cdot T)$, see Sec. 4.10) and plot theoretical and simulated results for (197) in Fig. 98 for various types of Nakagami-m statistics. The theoretical results were derived using Appendix D. Comparing Fig. 98 to Fig. 97 we see that the effect of the Nakagami-m fading upon the curve of $\hat{l}_{M,N}^D$ is rather mild. To evaluate the effects of fading upon the quantization requirements, we plot (197) for the various quantizations used in Fig. 97. This is done in Fig. 99. As we see by comparing Fig. 99 to Fig. 97, the quantization which was sufficient for case (a) (as shown in Fig. 97) is also sufficient for case (b). Hence, there is no appreciable impact of fading upon the hardware resources required for implementation of the proposed structure.

Fig. 98. $\tilde{f}_M^D(\bar{x}) \triangleq E\left[\hat{l}_{M,N}^D \mid E[ES/N_0] = \bar{x}\right]$ as a function of $\bar{x}$ for Nakagami-m fading, obtained theoretically (via (254)) and via simulations, for various values of $m$. Quantization effects are ignored.
Fig. 99. Demonstration of the effects of quantization on the measured value of \( \tilde{f}_M(\overline{x}) \triangleq E\left[ i_{D,\overline{x}}^{\overline{x}} \right] \) for Nakagami-\( m \) fading with \( m=2 \).

### 4.12.3 Variance of \( i_{M,N}^{D} \)

It can be shown (see Appendix E) that for \(|\Delta_0| \ll 1/(M-T)\) and for slow fading the cross-correlation coefficients of \( \{x_{M,n}^{D}\}_{n=-\infty}^{\infty} \) defined as

\[
\rho_{n,k} \triangleq \frac{E[x_{M,n}^{D,x_{M,k}}] - E[x_{M,n}^{D}]E[x_{M,k}^{D}]}{\sqrt{\text{var}(x_{M,n}^{D}) \text{var}(x_{M,k}^{D})}}
\]

satisfy

\[ (200) \]
\[ P_{n,k} = \begin{cases} 1 & n = k \\ \rho_i(X) & |n-k| = 1 \\ 0 & |n-k| > 1 \end{cases} \]  

(201)

where \( |\rho_i(X)| \leq 0.3 \). Moreover, we can still use the derivations of Sec. 2.5 to surmise that

\[ \forall n, \sigma_x^2 \triangleq \text{var} \left( x_{M,n}^D \right) \leq 1 \]

Now,

\[ \text{var} \left( \hat{i}_{M,N}^D \right) = \text{var} \left( \frac{1}{2N} \sum_{n=-N}^{N} x_{M,n}^D \right) = \frac{1}{4N^2} \left( 2N \sigma_x^2 + 2 \cdot (2N - 1) \rho_1(X) \sigma_x^2 \right) \]

(202)

and using \( \sigma_x^2 \leq 1 \) and \( |\rho_1(X)| \leq 0.3 \) we have

\[ \text{var} \left( \hat{i}_{M,N}^D \right) \leq \frac{1}{4N^2} \left( 2N + 2 \cdot (2N - 1) 0.3 \right) \frac{\text{large } N}{\text{large } N} \rightarrow \frac{1.6}{2N} \]

(203)

Finally, from the central limit theorem for m-dependent variables [117 Chap. 7] we have that \( \hat{i}_{M,N}^D \) is Gaussian.

### 4.12.4 Summary: Conditional distribution of \( \hat{i}_{M,N}^D \)

Let us unite what we have learned in the previous subsections. We have:

- For case (a) (that is, \( 2NT \ll T_{\text{coh}} \)): \( \hat{i}_{M,N}^D \sim N \left( f_M^D(X), \sigma^2 \right) \) where \( f_M^D(X) \) is given in (193)-(196) and \( \sigma^2 \leq 1.6/2N \)

- For case (b) (that is, \( 2NT \gg T_{\text{coh}} \)): \( \hat{i}_{M,N}^D \sim N \left( \overline{f}_M^D(\overline{X}), \sigma^2 \right) \) where \( \overline{f}_M^D(\overline{X}) \) is given in (197)-(199) and \( \sigma^2 \leq 1.6/2N \).

### 4.13 Principle of SNR Estimation from \( \hat{i}_{M,N}^D \)

As noted in Section 4.11.2, for case (a) the instantaneous SNR is estimated through

\[ \gamma^D_{dB} = 10 \cdot \log_{10} \left( \left( f_M^D \right)^{-1} \left( \hat{i}_{M,N}^D \right) \right), \]

while for case (b) the average SNR is estimated through

\[ \overline{\gamma}^D_{dB} = 10 \cdot \log_{10} \left( \left( \overline{f}_M^D \right)^{-1} \left( \hat{i}_{M,N}^D \right) \right). \]

Graphs of \( \gamma^D_{dB} = 10 \cdot \log_{10} \left( \left( f_M^D \right)^{-1} \left( \hat{i}_{M,N}^D \right) \right) \) and \( \overline{\gamma}^D_{dB} = 10 \cdot \log_{10} \left( \left( \overline{f}_M^D \right)^{-1} \left( \hat{i}_{M,N}^D \right) \right) \) are shown in Fig. 100. These curves are the value of LUT #4 in Fig. 96, and the curve to use would be chosen according to the fading characteristics.
of the channel. There is an additional small point that needs to be addressed: theoretically we can encounter negative values of $\hat{i}_{M,N}^D$, in which case $\bar{\gamma}_{db}^D$ and $\gamma_{db}^D$ would be undefined. This is solved by setting the output\(^{19}\) of LUT #4 to $-2^{\text{b}-1}$ for $i_{M,N}^D \leq 0$ (not shown in Fig. 100). This correctly reflects the SNR estimate for $i_{M,N}^D \leq 0$ (which should be $-\infty$ dB, i.e. no signal) within the limits of the available quantization.

Fig. 100. $\gamma_{db}^D$ (for case (a)) or $\bar{\gamma}_{db}^D$ (for case (b)) vs. $i_{M,N}^D$ (the "No Fading" curves are those for case (a), while the others are for case (b)).

\(^{19}\)This is the value of the LUT output if the representation is of whole numbers (not necessarily the case, see Footnote 18). Generally, the idea is to use the lowest SNR expressible via the LUT's quantization.
There is a very strong relationship between Fig. 100 and Fig. 98. To see this, recall that to graph the inverse of any monotonic function, all one has to do is reflect the graph over the line $y = x$. Thus, if we reflect the curves of Fig. 98 over the line $y = x$ then we arrive at Fig. 100.

4.14 Comparison of Estimation via $\hat{i}_{M,N}^D$ to Estimation via the SER (with and without fading)

4.14.1 Number of symbols needed for estimation via $\hat{i}_{M,N}^D$

To quantitatively measure the efficacy of the SNR estimator, following Sec. 4.4 we ask:

*What is the minimal value of estimation symbol intervals (which is $2 \cdot N$) needed to ensure $P \left( |y_{dB}^D - \bar{x}_{dB}| < tol \right) > C$ (for case (a)) or $P \left( |\bar{y}_{dB}^D - \bar{x}_{dB}| < tol \right) > C$ (for case (b)) where tol is the tolerance and C is the confidence. For example, some appropriate values of tol and C would be tol $= 1.5$ dB and C $= 95\%$. Straightforward following of the development of (124) shows that the answer for case (a) is:

$$2N > 2 \cdot 1.6 \cdot \frac{(\text{erf}^{-1}(C))^2}{\left( \min \left\{ \left| f_M^D (1 - w_2) \cdot \bar{x} - f_M^D (\bar{x}) \right|, \left| f_M^D (1 + w_1) \cdot \bar{x} - f_M^D (\bar{x}) \right| \right\}^2}$$ (204)

where $w_1 \doteq (10^{tol/10} - 1)$ and $w_2 \doteq (1 - 10^{-tol/10})$. For case (b), the answer is:

$$2N > 2 \cdot 1.6 \cdot \frac{(\text{erf}^{-1}(C))^2}{\left( \min \left\{ \left| \bar{f}_M^D (1 - w_2) \bar{x} - \bar{f}_M^D (\bar{x}) \right|, \left| \bar{f}_M^D (1 + w_1) \bar{x} - \bar{f}_M^D (\bar{x}) \right| \right\}^2}$$ (205)

We shall now find a comparison yardstick to which the results computed through (204) and (205) can be compared.

4.14.2 Number of symbols needed for SNR estimation via the SER

Following the discussion in Sec. 4.5.2 we note that many demodulators generate SNR estimates by measuring the pre- or post-decoder error rate. For example, this is done in systems that estimate the SNR from the number of errors detected in preambles, pilot symbols, or "training sequences" that are embedded in the data stream. Therefore, as
noted in Sec. 4.5.2, perhaps the most meaningful and universally applicable yardstick by
which to measure the efficacy of SNR estimation via $\tilde{I}_{M,N}$ is through comparison of (204)
and (205) to the number of symbols needed for SNR estimation through measurement of
the pre-decoder Symbol Error Rate (SER).

SNR estimation from the SER is based upon the principle that the SER is always a
strictly monotonically decreasing function of the SNR (in words: the higher the SNR, the
lower the SER). Suppose we denote the SER function as $h(\chi)$ or $h(\overline{\chi})$, then if we
measure the SER upon $L$ received symbols, and denote this measured SER as $S(L)$,
then an estimate of the SNR may be obtained via $h^{-1}(S(L))$. See Sec. 4.5.2 for a more
thorough discussion of this point.

To address the effects of fading we must differentiate between two cases:

Case (i): $L \cdot T \ll T_{COH}$: during the counting of errors encountered during the
preceding $L$ received symbols, i.e. during the computation of $S(L)$, the channel
SNR will not have changed much; hence SNR estimation from the SER will yield
an estimate of the instantaneous SNR ratio $\chi$.

Case (ii): $L \cdot T \gg T_{COH}$: since $L$ is much larger than the channel coherence time,
the distribution of SNR values encountered during the computation of $S(L)$ will
follow $p_{F}(\chi | \overline{\chi})$, and SNR estimation from $S(L)$ will yield an estimate of the
average SNR ratio $\overline{\chi}$.

The symbol error rate for D-MPSK for case (i) is [118 eq. (3)]:

$$G_M^D(\chi) \triangleq \frac{1}{\pi} \int_{-\pi/M}^{\pi/M} \exp\left(-\chi \cdot \frac{\sin^2(\pi/M)}{1 + \cos(\pi/M) \cos \xi} \right) d\xi$$  \hspace{1cm} (206)

The SER for D-MPSK when $L \cdot T \gg T_{COH}$ is accordingly:

$$\overline{G}_M^D(\overline{\chi}) \triangleq \int_0^\infty \left( \frac{1}{\pi} \int_{-\pi/M}^{\pi/M} \exp\left(-\chi \cdot \frac{\sin^2(\pi/M)}{1 + \cos(\pi/M) \cos \xi} \right) d\xi \right) p_F(\chi | \overline{\chi}) d\chi$$  \hspace{1cm} (207)
For Nakagami-\(m\) fading an even simpler formula exists for \(\bar{g}_M^D(\bar{\chi})\) in the form of an integral with finite limits we have (see [108 eqs. (3), (13)], and also [116]):

\[
\bar{g}_M^D(\bar{\chi}) = \frac{1}{\pi} \int_0^{\pi / M} \left( 1 + \frac{\sin^2(\pi / M)}{1 + \cos(\pi / M) \cos \frac{\chi}{m}} \cdot \bar{\chi} \right)^{-m} d\xi
\]  

(208)

where the above equation was derived using the Moment Generating Function (MGF) method of SER computation (see [116],[108]). It is noted the MGF-oriented method is quite useful for computer calculations, as it involves computing only a single integral upon finite limits whose integrand is composed entirely of elementary functions.

Graphs of \(g_M^D(\chi)\) (for all fading types) and \(\bar{g}_M^D(\bar{\chi})\) (for Nakagami-\(m\) fading) are given in Fig. 101 to Fig. 105.

![Graph of Probability of Symbol Error](image)
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**Fig. 101.** Probability of symbol error \(P_e = g_M^D(E_s / N_0)\) as a function of the \(E_s / N_0\) ratio.
Fig. 102. Probability of symbol error $P_e = \bar{P}_M^D(\mu)$ as a function of $\bar{\mu} = E[E_s/N_0]$ for Nakagami-$m$ fading with $m=1$.

Fig. 103. Probability of symbol error $P_e = \bar{P}_M^D(\mu)$ as a function of $\bar{\mu} = E[E_s/N_0]$ for Nakagami-$m$ fading with $m=2$. 
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Fig. 104. Probability of symbol error $P_e = \bar{g}_M^D(\bar{x})$ as a function of $\bar{x} = \frac{E_s}{N_0}$ for Nakagami-\(m\) fading with $m = 5$.

Fig. 105. Probability of symbol error $P_e = \bar{g}_M^D(\bar{x})$ as a function of $\bar{x} = \frac{E_s}{N_0}$ for Nakagami-\(m\) fading with $m = 10$. 
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SNR estimation from the SER is done analogously to (182) and (183), namely, for case (i) we can estimate the instantaneous SNR via:

\[ \eta_{db}^D = 10 \cdot \log_{10} \left( \left( g_M^D \right)^{-1} (S(L)) \right) \]  

while for case (ii) we estimate the average SNR through:

\[ \bar{\eta}_{db}^D = 10 \cdot \log_{10} \left( \left( \bar{g}_M^D \right)^{-1} (S(L)) \right) \]

For judging the efficacy of estimation via the SER, we ask: What is the minimal value of \( L \) needed to ensure \( P \left( \left| \eta_{db}^D - \chi_{db} \right| < \text{tol} \right) > C \) (for case (i)) or \( P \left( \left| \bar{\eta}_{db}^D - \bar{\chi}_{db} \right| < \text{tol} \right) > C \) (for case (ii)). From a derivation similar to that which led to (134), we find that for case (i) (i.e., \( L \cdot T \ll T_{coh} \)) the answer to this question is:

\[ L > \frac{2g_M^D (\chi)(1-g_M^D (\chi)) \left( \text{erf}^{-1}(C) \right)^2}{\left( \min \left\{ \left| g_M^D ((1-w_2) \cdot \chi) - g_M^D (\chi) \right|, \left| g_M^D ((1+w_1) \cdot \chi) - g_M^D (\chi) \right| \right\} \right)^2} \]  

For case (ii) (i.e., \( L \cdot T \gg T_{coh} \)), the answer is:

\[ L > \frac{2\bar{g}_M^D (\bar{\chi})(1-\bar{g}_M^D (\bar{\chi})) \left( \text{erf}^{-1}(C) \right)^2}{\left( \min \left\{ \left| \bar{g}_M^D ((1-w_2) \cdot \bar{\chi} - \bar{g}_M^D (\bar{\chi}) \right|, \left| \bar{g}_M^D ((1+w_1) \cdot \bar{\chi}) - \bar{g}_M^D (\bar{\chi}) \right| \right\} \right)^2} \]

where \( w_1 \triangleq 10^{\text{tol}/10} - 1 \) and \( w_2 \triangleq (1-10^{-\text{tol}/10}) \).

### 4.14.3 Graphical Exhibition of Results

Graphs of (204) vs. (211) are given in Fig. 106, where we see that the proposed estimator often requires considerably fewer symbol intervals in order to arrive at an equally accurate estimate. The lowest SNRs for which results are given in Fig. 106 are rough thresholds \( \Gamma_M \) defined as the SNRs at which \( g_M^D (\Gamma_M) = 5 \cdot 10^{-2} \).
Fig. 106. Estimation via $\hat{i}_{M,N}^D$ vs. estimation via the SER for $2NT \ll T_{COH}$ and $L \cdot T \ll T_{COH}$.

In Fig. 107 to Fig. 110 we present results for case (b) and (ii), for Nakagami-$m$ fading for various values of $m$. As can be seen in those figures, the advantage of the proposed technique is more pronounced for higher $m$'s, and it is easily seen that as $m$ increases the performance approaches that of case (a) vs. case (i), as shown in Fig. 106. This is explained by the fact that as $m \to \infty$ the Nakagami-$m$ fading behaviour approximates a no-fading situation [13 Sec. 14.3]. Again, the lowest SNRs for which results are given in Fig. 107 to Fig. 110 are rough thresholds $\bar{\Gamma}_M$ defined as the average SNRs at which $\bar{g}_M^D(\bar{\Gamma}_M) = 5 \cdot 10^{-2}$.

It is important to make note of the fact that we presented here graphs of case (a) and case (i) (in Fig. 106) and case (b) and (ii) (in Fig. 107 to Fig. 110). Theoretically, there could be situations were $L$ and $N$ are such that one would have to compare case (a) to
case (ii) or case (b) to case (i). Such a comparison can be made by looking at the appropriate curves taken from Fig. 106 to Fig. 110.

![Graph](image)

**Fig. 107.** Estimation via $\hat{i}_{M,N}^0$ vs. estimation via the SER, for $2NT \gg T_{COH}$ and $L \cdot T \gg T_{COH}$ for Nakagami-m fading with $m=1$. 
Fig. 108. Estimation via $\hat{j}_{M,N}^{D}$ vs. estimation via the SER, for $2NT \gg T_{COH}$ and $L \cdot T \gg T_{COH}$ for Nakagami-$m$ fading with $m = 2$.

Fig. 109. Estimation via $\hat{j}_{M,N}^{D}$ vs. estimation via the SER, for $2NT \gg T_{COH}$ and $L \cdot T \gg T_{COH}$ for Nakagami-$m$ fading with $m = 5$. 
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4.14.4 Discussion of Results

The analysis of the results presented in Fig. 106 to Fig. 110 will proceed in a manner similar to that of Sec. 4.5.3. As can be seen by inspecting Fig. 106 to Fig. 110, the number of symbols needed for the estimation of the SNR from $\hat{i}_{m,n}^{\text{DP}}$ does not change significantly as a function of the fading characteristics and coherence time. In contrast, estimation via the SER is strongly affected by the fading characteristics and the coherence time.

a) Estimation latency analysis

Let us first treat operation at high SNR. At high SNR we observe that estimation via $\hat{i}_{m,n}^{\text{DP}}$ in general requires much less symbol intervals than estimation via the SER. This means that the proposed estimator can generate estimates much more rapidly than
estimation via the SER. An exception to this rule can be seen in Fig. 107 (Nakagami-\(m\) fading with \(m=1\) (=Rayleigh fading)), where we see that estimation via the SER requires in general less symbols at high SNR. Inspection of Fig. 107 to Fig. 110 shows that as the fading index \(m\) increases, so does the advantage of the proposed estimator. For moderate and high \(m\), and, as well, for case (a) \((2NT \ll T_{\text{coh}})\) we find that the proposed estimation method is much better than estimation via the SER, often by many orders of magnitude.

Now let us discuss low SNR operation. At low SNRs, we see that the proposed method requires about the same number of symbols as SNR estimation via the SER. Since it is often the case that the receiver spends most of its lifetime operating in the low-SNR region, one could make the argument that the advantage of the proposed method is minimal since it requires about the same number of symbol intervals as estimation via the SER. This, however, ignores several key issues. First, consider the case of unknown data being transmitted. The only way by which an SER estimate can be obtained from unknown data is by obtaining an error rate estimate from a code-decode process [62]. This means that one must first code the transmitted data at the transmitter and then decode it at the receiver (e.g., using block codes or convolution codes), and that in order to obtain an error rate estimate the receiver would compare the decoded data stream to the input data stream, hence arriving at an error rate estimate. This, however, implicitly assumes that the error correction decoder's output is completely error free – which is a fallacy at low SNRs. Hence, at lower SNRs the SER estimate would be inherently unreliable, with this problem being more severe as the SNR decreases. Moreover, the error correction decoder (ECD) may not even be locked at low SNRs, hence precluding SER estimation in the first place. To combat this problem, known symbols can be sent over the channel (in the form of training sequences, pilot symbols, or preambles) and the error rate estimation can be done upon those symbols. This, however, introduces two problems. First, obviously, the channel throughput that is taken up by those symbols cannot be used in order to transmit data, i.e. a reduction in the channel's information throughput is incurred. Secondly, unless we are prepared to significantly shut down the information-bearing content of the channel, the known symbols must only be allowed to take up a small percentage of the data stream. If we call this percentage \(P\) (e.g., \(P=10\%\)), then we have that the number of symbol intervals that we actually have to wait in order
to arrive at the SER estimate is increased by a factor of $I/P$ over the quantities outlined in Fig. 106 to Fig. 110. For example, for $P=10\%$ we would need to multiply those quantities by a factor of 10, which clearly degrades the performance of estimation via the SER as compared to estimation via $I_{M,N}^D$. Therefore, we can say that the results presented in Fig. 106 to Fig. 110 are optimistic with regards to estimation via the SER, and that, consequently, the proposed method is superior at low SNRs as well.

**b) Hardware complexity analysis**

In terms of complexity, we note that estimation via the SER requires the implementation of error detection and accrual mechanisms, which often necessitate a non-trivial amount of hardware and/or software resources. This, in addition to an algorithm or lookup table that would translate the SER measurement into an SNR measurement. In contrast, the proposed method is impervious to the content of the data stream, the coding method, and the error rate. Regarding fixed-point implementation of the proposed estimator, we make note of the fact that the value of $tol$ must, obviously, be larger than the minimum resolution achievable given the quantization. In Sec. 4.14.3 we assumed that enough quantization bits were used and we ignore quantization effects (a good assumption, considering Sec. 4.12). Moreover, it is easily shown that accurate fixed-point hardware estimation of the SNR from the SER would require an unfeasibly large LUT (due to the large dynamic range of the SER). Thus, including quantization effects would have heavily favoured estimation via $I_{M,N}^D$ even more.

Let us now delve even further into hardware complexity analysis. As noted in Section 4.11.1, in D-MPSK systems detection of the received symbols is often achieved via generating a pseudo-coherently demodulated M-PSK signal $u_n \triangleq r_n r_{n-1}^*$ (see [119 Sec. 6.5.3]). However, an equally valid detector would be via generation of the normalized pseudo-coherently demodulated M-PSK signal $v_n \triangleq \frac{r_n r_{n-1}^*}{|r_n||r_{n-1}|}$. In fact, it is trivial to see that the latter has advantages in terms of the stability of the dynamic range of the pseudo-coherent constellation vis-à-vis the AGC’s operation. Thus, implementation of $v_n \triangleq \frac{r_n r_{n-1}^*}{|r_n||r_{n-1}|}$ in Fig. 96 obviates the need to generate the constellation $u_n \triangleq r_n r_{n-1}^*$, and,
hence, it can be argued that the only real hardware penalty incurred by implementing the proposed estimator is the sequence LUT#3-IAD-LUT#4 (see Fig. 96), which is the same order of complexity as the estimator of Part A, i.e., trivial.

4.15 **Comparison to other estimators using the NMSE metric**

In Sec. 4.13-4.14 we focused on comparisons of the proposed method versus estimation via the SER. As mentioned in Section 4.14, this is due to the fact that estimation via the SER is a prevalent and universally applicable SNR estimation method. Other SNR estimators have been suggested in [59], [60], [61], [62], [63], [64], [65], [66], [67], [68], [69], [70], [71], [72], [73], [16] and [74]. In theory, these too could be applied to the pseudo-coherent constellation $v_n$ in order to produce an SNR estimate, although such a procedure is not immediate given that the noise statistics of $v_n$ differ from those of $r_n$. While in-depth comparison vs. all those estimators is impossible within the span of the current thesis, it is claimed that the proposed estimator possesses several qualitative advantages which would indicate a favourable outcome to such a comparison. Those qualitative advantages were highlighted in Sec. 4.6.1 and are equally applicable in the current case.

4.15.1 **Comparison for** $2NT \ll T_{COH}$

For completeness, we now present NMSE and normalized bias results vs. the M$_2$M$_4$ and SVR estimators. The comparison vs. the M$_2$M$_4$ estimator is particularly important because, as outlined in Sec. 4.6, the M$_2$M$_4$ estimator is a blind estimator operating on 1 sample/symbol, and is perhaps the best previously available estimator of this kind [60]. As noted in Sec. 4.6, the M$_2$M$_4$ and SVR estimators are impervious to the carrier phase, and therefore their performance results for D-MPSK are identical to those for M-PSK. In contrast, estimation from $\hat{i}_{M,N}^D$ will have different performance than that of $\hat{i}_{M,N}$, as we have already seen in Sec. 4.13-4.14. We shall now present NMSE and normalized bias comparisons vs. the M$_2$M$_4$ estimator and SVR estimators.
Fig. 111. NMSE comparison of estimation via $\tilde{i}_{M,N}^D$ vs. the $M_2M_4$ estimator and the SVR estimator, $M=2$, with $2N=1024$ symbols used to compute each estimator.

Fig. 112. NMSE comparison of estimation via $\tilde{i}_{M,N}^D$ vs. the $M_2M_4$ estimator and the SVR estimator, $M=4$, with $2N=1024$ symbols used to compute each estimator.
Fig. 113. NMSE comparison of estimation via $i_{M,N}^p$ vs. the $M_2M_4$ estimator and the SVR estimator, $M = 8$, with $2N = 1024$ symbols used to compute each estimator.

Fig. 114. Normalized bias comparison of estimation via $i_{M,N}^p$ vs. the $M_2M_4$ estimator and the SVR estimator, $M = 2$, with $2N = 1024$ symbols used to compute each estimator.
Fig. 115. Normalized bias comparison of estimation via $\hat{\theta}_{M,N}$ vs. the $M_2M_4$ estimator and the SVR estimator, $M = 4$, with $2N = 1024$ symbols used to compute each estimator.

Fig. 116. Normalized bias comparison of estimation via $\hat{\theta}_{M,N}$ vs. the $M_2M_4$ estimator and the SVR estimator, $M = 8$, with $2N = 1024$ symbols used to compute each estimator.
First, let us discuss the NMSE results. As can be seen in Fig. 111-Fig. 113 estimation via $\hat{D}_{M,N}$ performs very respectfully at medium and high SNR. At such SNRs, it is better than the SVR estimator and only slightly worse than the $M_2M_4$ estimator. We can see that at high SNR estimation via $\hat{D}_{M,N}$ tends to a high-SNR bound that is 50% higher than estimation via the $M_2M_4$ estimator. This is not surprising, since $\hat{D}_{M,N}$ operates on the pseudo-demodulated constellation, whose phase perturbation variance is higher than that of the original constellation upon which the $M_2M_4$ estimator operates (compare (192) to (33)). However, this disadvantage may be overcome if the $N$ used to compute $\hat{D}_{M,N}$ is simply increased by 50%. Regarding operation at low SNRs, the NMSE may be decreased by increasing $N$, with the tradeoff being a longer estimation period. Such a tradeoff may be acceptable, since (as noted in Sec. 4.8 in comments that are easily applied here) an increase in $N$ causes a negligible increase in the complexity of $\hat{D}_{M,N}$. Thus, if the designer of the system for which SNR estimates are produced is more concerned about hardware efficiency than about estimation latency, estimation via $\hat{D}_{M,N}$ for D-MPSK (or M-PSK in the case of lack of carrier synchronization) may be an attractive choice over the $M_2M_4$ estimator (for coherent M-PSK when the carrier PLL is locked, estimation via $\hat{D}_{M,N}$ is a much better alternative to both, as seen in Sec. 4.6).

4.15.2 Comparison for $2NT \gg T_{coh}$

When $2NT \gg T_{coh}$, then estimation is of the average SNR and that estimate is obtained through $\bar{\gamma}_{db} = 10 \cdot \log_{10} \left( \left( \bar{f}_{M,N} \right)^{-1} \left( \hat{D}_{M,N} \right) \right)$ (see Sec. 4.13). As noted in Sec. 4.8, the $M_2M_4$ estimator performs very poorly under fading conditions [70], and in general more complicated method based on the Viterbi algorithm [15] or EM algorithm [70] have been suggested for SNR estimation in fading conditions. In order to nonetheless evaluate the effects of fading upon the proposed estimator's NMSE, simulation results are obtained for the case of Nakagami-m fading for various values of $m$, and the NMSE is compared to the NMSE without fading.
Fig. 117. NMSE comparison of SNR estimation via estimation via $\hat{I}_{M,N}^D$ for $M=2$ and Nakagami-$m$ fading. For each metric $2N=1024$ symbols were used.

Fig. 118. NMSE comparison of SNR estimation via estimation via $\hat{I}_{M,N}^D$ for $M=4$ and Nakagami-$m$ fading. For each metric $2N=1024$ symbols were used.
We see from Fig. 117-Fig. 119 that over much of the SNR range of interest an increase in the NMSE is observed at (particularly at high-SNR, although this is not particularly problematic since SNR estimates usually need not be very accurate at high SNRs, since only minor performance gains of coders/equalizers are achievable at high SNRs from precise knowledge of the SNR). As noted in Sec. 4.8, the NMSE can be reduced simply by increasing the number of symbols $2N$ that is used in order to compute the estimate, which will have a negligible effect on the estimator's complexity.

We now compare the biases of estimation via $\hat{\mathcal{I}}_{M,N}^d$ under fading conditions to that which is obtained when fading is not present or when $2NT \ll T_{COH}$.
Fig. 120. Normalized bias comparisons for SNR estimation via $\hat{i}_{M,N}^D$ for $M=2$ and Nakagami-m fading. For each metric $2N=1024$ symbols were used.

Fig. 121. Normalized bias comparisons for SNR estimation via $\hat{i}_{M,N}^D$ for $M=4$ and Nakagami-m fading. For each metric $2N=1024$ symbols were used.
Fig. 122. Normalized bias comparisons for SNR estimation via $\hat{I}_{M,N}$ for $M=8$ and Nakagami-$m$ fading. For each metric $2N=1024$ symbols were used.

As can be seen in Fig. 120-Fig. 122, the bias of the proposed estimator is very near the optimal value of 0 for all fadings and SNRs considered.

4.16 Application to SNR Estimation for M-PSK in the Absence of Carrier Synchronization

A very important observation is that the proposed SNR estimator can be used to provide an SNR estimate for coherent M-PSK but without the need for carrier synchronization (which is a prerequisite for the estimator of Part A). We note, however, that in general SNR estimation for coherent M-PSK via $\hat{I}_{M,N}$ requires more symbol intervals than estimation via $\hat{I}_{M,N}$ (see Fig. 69 to Fig. 71, Fig. 85 to Fig. 88, Fig. 106 to Fig. 110). Thus, the estimator of Part A should be used when carrier synchronization has been achieved. It is emphasized that for SNR estimation via $\hat{I}_{M,N}$ to be done on an M-PSK signal in the absence of carrier synchronization, there is no need to differentially code or decode the datastream (since the estimator is NDA). Finally, we note that for
estimation via $\hat{I}_{M,N}^D$ to work, the same limitation on the carrier error exists as was the case for the D-MPSK, namely that $|\Delta \omega| \ll 2\pi/(M \cdot T)$. We note that this is not a very problematic limitation since for the carrier PLL to lock the frequency error must be within the lock range of the PLL which is $\pm \Delta \omega_c = \pm 2\zeta \omega_n$ (see [103 Chap. 2]) and since in typical PLLs $\omega_n \ll 1/T$ and $0.7 \leq \zeta \leq 1.3$ (see Sec. 2.4 and [25 Chap. 7]) we then typically have that $|\Delta \omega| \leq 2\zeta \omega_n \ll 2\pi/(M \cdot T)$ when the carrier PLL is near or within its lock range. However, when the carrier PLL is in search mode, i.e. the VCO or NCO is made to scan the potentially much wider frequency uncertainty, then the condition $|\Delta \omega| \ll 2\pi/(M \cdot T)$ might not hold, and care must be exercised if SNR estimation from $\hat{I}_{M,N}^D$ is attempted.

4.17 Conclusions

In this chapter, we started off in Part A by presenting an analysis of a new method of $E_s/N_0$ estimation for M-PSK receivers, and quantitative formulas describing its performance were developed. It was found that the proposed method has several quantitative and qualitative advantages with respect to previously available methods. These include: independence from the received data, no reliance on symbol decisions or error detection, resilience to AGC imperfections, a simple and compact fixed-point hardware implementation, and, perhaps most importantly, it requires only a relatively small number of symbols to arrive at an accurate estimate (as compared to SNR estimation via the SER). This method is therefore particularly well-suited for real-time estimate generation in M-PSK receivers. We presented quantitative NSME comparisons vs. the M2M4 and SVR estimators and found that the proposed estimator has respectable and often better performance in comparison. We also provided quantitative results for the performance of the proposed estimator in Nakagami-$m$ fading.

In the second part of this chapter we presented a new Non Data Aided SNR estimator for D-MPSK operating at 1 sample/symbol. It was found that the estimator has a simple fixed-point hardware implementation that can be easily implemented within contemporary FPGAs or ASICs. Quantitative comparisons were conducted vs. the M2M4 and SVR estimators as well as estimation from the SER. These results included investigation of the estimator’s performance in Nakagami-$m$ fading. In terms of speed
and accuracy performance of the estimator, it was shown that it generally performs much better that estimation via the SER and also possesses several qualitative and quantitative implementational advantages. This estimator was also compared in the NMSE sense to the M2M4 and SVR estimators, and was found to be a competitive estimator (though less so than the estimator discussed in Part A). For all of the preceding reasons, the SNR estimation method proposed in Part B in this chapter has immediate applications in contemporary D-MPSK communications systems as well as in SNR estimation for M-PSK systems when carrier synchronization has not yet been achieved.

In a coherent M-PSK receiver, the SNR estimator of Part A of this chapter is an attractive choice once carrier synchronization has been achieved. As shown, the estimator of Part A uses less symbol intervals as compared to the estimator of Part B and thus should be preferred over the latter when the carrier PLL is locked. However, if the carrier PLL is unlocked, it was shown that the signal's SNR can be estimated using the estimator of Part B. Hence, to obtain an SNR estimate in coherent M-PSK receivers during both the tracking and acquisition operation modes of the carrier PLL, the M-PSK receiver would use the estimator of Part A when the carrier PLL is locked, and opt to use the estimator of Part B when the carrier is unlocked.
Chapter 5  Conclusions and Future Work

5.1  Summary of Contributions

In this thesis, we presented new structures for lock detection, phase detection, and SNR estimation in M-PSK receivers. In Chapter 2 we presented a new type of self-normalizing lock detectors for carrier synchronization PLLs in M-PSK receivers. This was followed in Chapter 3 by presentation of two new families of phase detectors, and in Chapter 4 two new SNR estimation structures were defined and analyzed.

A recurring theme in all of the structures is that they are self-normalizing. Sometimes, when the normalization term is omitted the proposed structure reduces to previous known structures. For example, the normalized $M^{th}$-order nonlinearity presented in Sec. 3.4, namely $d_M(n) \triangleq \text{Im}[(I(n) + jQ(n))^M]^{\frac{1}{M}} \left( I^2(n) + Q^2(n) \right)^{\frac{M}{2}}$, is reduced to the non-normalized $M^{th}$-order nonlinearity phase detector $c_M(n) \triangleq \text{Im}[(I(n) + jQ(n))^M]$ when the denominator term is omitted. Similar observations can be done with regards to the lock detector presented in Chapter 2, which reduces to the $M^{th}$-order nonlinearity lock detector when the normalization term is omitted.

Despite their relative simplicity, it was shown that the normalization factors have a profound effect upon the proposed structures' behaviour and implementation. It was shown that (in contrast to non-normalized structures) the proposed structures are very resilient to vis-à-vis the AGC's operating point and performance. Furthermore, the normalization reduced the dynamic range of the proposed structures, which allows them to be efficiently implemented in fixed-point hardware, which is an issue that was given specific attention in this thesis. These efficient implementations contrast with the considerably more complicated implementations of previously available structures, a subject that also was discussed in this thesis.
As an additional advantage, it was found that the proposed structures are interrelated and often these interrelationships can aid in the theoretical analysis and can be exploited in order to achieve better performance. For example, the lock detector in Chapter 2 was shown to be a good estimator of the gain of the phase detector of Sec. 3.4, and this was exploited in Sec. 3.6 in order to construct a constant-gain phase detector. As another example, the SNR estimator of Part A in Chapter 4 is based upon the lock detector of Chapter 2, and in turn the SNR estimator of Part B of Chapter 4 is based upon an enhancement of the SNR estimator of Part A of Chapter 4. These interrelationships were exploited throughout Chapter 4 in order to arrive at qualitative and quantitative results.

It can be said that there are two uniting threads of this thesis. The first being that all the structures presented have a compact and practical implementation. Indeed, a thesis in an engineering discipline has only limited value if it cannot be applied in the real world. Hence, special emphasis was given in order to find and analyze practical implementations for the proposed structures. The second unifying thread of this thesis has been the effort to achieve results that will be useful to the practicing engineer on an intuitive level. This has been the motivation, for example, in finding and analyzing the closed-form approximate value of the expectation of the lock detector of Chapter 2, namely \( f_M(\chi) \approx \exp\left(-M^2 / 4 \chi^2\right) \) (eq. (35)), which can be computed by hand by the engineer and nonetheless serves as a very accurate predictor of the lock-detector value. A similar desire for practical usefulness motivated the derivation and analysis of the approximate results given in Chapter 3 and Chapter 4, and the inclusion of sections that treat the subject matter on an intuitive level, such as Sec. 1.5, 2.3.6, and 3.4.10. Moreover, the choice of quantitative comparison metrics in Chapter 4 (see Sec. 4.5, Sec. 4.14) was specifically motivated by the usefulness of such comparisons in a practical engineering situation, as explained in Sec. 4.4. Although this thesis includes exact results for all of the structures analyzed, the approximate but simple results are arguably more important in an engineering environment, since good but conceptually complicated structures are often rejected at the design stage because engineers often prefer to use inferior but tractable structures. Hence, it is hoped that the inclusion of approximate but simple expressions in this thesis will facilitate the proposed structures' adoption by the
grassroots engineering community so that they will not remain solely in the realm of academia.

5.2 Future Work

5.2.1 Future Research: Analysis during Lack of Symbol Synchronization

There is significant and potentially fruitful terrain for future research based upon this thesis. One obvious avenue of such research is the investigation of the proposed structures when the symbol synchronization PLL is unlocked. Indeed, it can be shown through simulations that the proposed structures will indeed work when the symbol synchronization PLL is unlocked, but that the lack of symbol synchronization will cause significant changes in the structures' statistical properties. A complicating factor is that it is easily seen, even intuitively, that when the receiver lacks symbol synchronization the value of the proposed structures is highly dependent upon the symbols' baseband pulse shape. This contrasts with the situation discussed in this thesis, in which it was shown that the performance of the proposed structures when the symbol PLL is locked is independent of the baseband pulse shape so long as the post-matched-filter pulse shape conforms to the Nyquist criterion for zero ISI [13 Sec. 9.2.1]. Nonetheless, the path to analyzing the performance of the proposed structures in the absence of symbol synchronization is relatively straightforward, at least conceptually.

5.2.2 Future Research and Continuing Research: A Constant-Gain Detector during Both Tracking and Acquisition

An almost obvious extension of the work in this thesis is the construction of a phase detector that has constant gain during both tracking and acquisition. The principle underlying this detector is simple. In Sec. 3.6 we estimated the gain of \( d_M(n) \) using \( M \cdot \hat{I}_{M,N} \) and achieved a constant-gain detector during tracking via \( d_M(n)/(M \cdot \hat{I}_{M,N}) \). To achieve a constant-gain detector during acquisition, i.e. when the carrier is unlocked,
we can employ a similar procedure by estimating the gain of $d_M(n)$ using $M \cdot \left(f_M \circ \left(f_M^D\right)^{-1}\right)(i_{M,N})$, and then arriving at a constant-gain detector during acquisition via $d_M(n)/\left(M \cdot \left(f_M \circ \left(f_M^D\right)^{-1}\right)(i_{M,N})\right)$. This has the potential of allowing the carrier PLL to perform optimally not only during tracking, but also during acquisition. This is investigated in depth in [104].

5.2.3 Future and Continuing Research: Symbol Synchronization

PLL Structures

Another proven avenue of research based upon the current thesis is the investigation of similar self-normalizing structures for the symbol timing synchronization PLL.

a) Revised system model accounting for lack of symbol timing synchronization

In order to give an outline of this field, we first modify the system model given in Sec. 1.4 in order to account for the possible lack of symbol synchronization. The revised model is as follows.

The baseband M-PSK signal before modulation is defined as

$$m(t) = \sum_{r=-\infty}^{\infty} \exp(j\phi_r) p(t-rT)$$

where $1/T$ is the symbol rate, $\phi_r = 2\pi \cdot m_r / M + \Pi_M \cdot \pi / M$, $m_r \in \{0,1,...,M-1\}$, and $\Pi_M = \{1$ if $M \neq 2,$ $0$ if $M = 2\}$. We use the notation $\tau_i$ to signify the signal's propagation delay. At the input of the I-Q demodulator the IF signal is $s_m(t) = \text{Re}[m(t-\tau_i) \exp(j\omega_t + j\theta)]$ and that signal is corrupted by AWGN. The revised M-PSK model which includes the possible effects of the lack of symbol synchronization is as shown in Fig. 123, where:

1. $1/T_s = 2/T$ is the sample rate.

---

20 In the general discussion in this section we assume that no fading is present. However, in [104] fading effects are treated.
2. \( n(t) \sim N(0, N_0 w) \) where \( w \) is the width of the bandpass IF filter before the \( I-Q \) demodulator (not shown).

3. We assume a narrowband bandpass signal (i.e. \( \omega_i \gg 1/T \)) and that the Nyquist criterion for zero-ISI [13 Sec. 9.2.1] is obeyed regarding the output of the matched filters.

4. \( K_I \) and \( K_Q \) are the equivalent gains associated with the circuit, and are a slow function of time controlled by the AGC circuit (the AGC's purpose is to ensure that the dynamic range of the samplers is utilized yet the samplers are not saturated). For simplicity in this thesis we assumed that these gains are equal, i.e. \( K_I = K_Q = K \) (which is usually the case), but this is not a necessary requirement for the symbol-PLL structures that we shall shortly outline.

5. The matched filter \( h(t) = p(-t) \) is assumed ideal.

6. When the carrier loop is locked we have \( \Delta \omega = 0 \) and (since M-PSK carrier synchronization has an inherent M-fold phase ambiguity ([22 Chap. 5, 6], [21 Sec. 5.7])) \( \theta_e \in \{ \theta_i + 2\pi k / M - \theta_e | k = 0, 1, \ldots, M - 1 \} \), where \( |\theta_e| < \pi / M \) is the residual carrier phase error.
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Fig. 123. General structure of a coherent M-PSK receiver showing both the carrier and symbol PLLs.

The notation \( \hat{\tau}_i \) is employed to refer to the receiver's estimate of \( \tau_i \). The symbol synchronization timing error is defined as \( \tau \triangleq (\tau_i - \hat{\tau}_i) \mod \tau \), with \( \tau \in [-\frac{T_s}{2}, \frac{T_s}{2}] \). The even samples of the channels are then:

\[ I_e(n) \triangleq I(t)\big|_{t=2nT_s+\hat{\tau}_i} \]

and the odd samples are:

\[ I_o(n) \triangleq I(t)\big|_{t=(2n+1)T_s+\hat{\tau}_i} \]

\[ Q_e(n) \triangleq Q(t)\big|_{t=2nT_s+\hat{\tau}_i} \]

and \( Q_o(n) \triangleq Q(t)\big|_{t=(2n+1)T_s+\hat{\tau}_i} \) (213)

It is worth noting that under perfect symbol synchronization conditions (that is, \( \hat{\tau}_i = \tau_i \)), the even samples correspond to the peaks of the symbols, and the odd samples correspond to the transitions between symbols.
b) Symbol PLL lock detection and SNR estimation

We can apply the principle of self-normalization used in this thesis in order to arrive at a new lock detector for the symbol PLL that is based upon the non-normalized detector of Karam et al. [120], which is (detector B in [120])

\[
\frac{1}{2N} \sum_{n=-N+1}^{N} \left( (I_e^2(n) - I_o^2(n)) + \Pi_M \left( Q_e^2(n) - Q_o^2(n) \right) \right).
\]

We define the normalized symbol PLL lock detector as:

\[
s_N = \frac{1}{2N} \sum_{n=-N+1}^{N} \left( \frac{I_e^2(n) - I_o^2(n)}{I_e^2(n) + I_o^2(n)} \right) + \Pi_M \left( \frac{Q_e^2(n) - Q_o^2(n)}{Q_e^2(n) + Q_o^2(n)} \right) \quad \text{(215)}
\]

Since the lock detector presented in is a one-to-one function of the SNR, the SNR can be estimated from the lock detector value, just like an SNR estimate was generated from the carrier PLL lock metric value in Chapter 4 of this thesis. This is explored in [121]. Unlike the estimators of Chapter 4, which were independent of the post-matched filter pulse shape so long as the latter conformed to the Nyquist criterion for zero ISI, estimators based upon the symbol PLL lock detector are dependent upon the pulse shape. Define

\[
f_{M,p}(\chi) \triangleq E[s_N | E_s / N_0 = \chi, \text{Tx pulse shape is } p(t)] \quad \text{(216)}
\]

then the SNR can be estimated via:

\[
\gamma_{dB}^s = 10 \cdot \log_{10} \left( f_{M,p}^{-1} \left( s_N \right) \right) \quad \text{(217)}
\]

The definition and investigation of this symbol-PLL lock detector and SNR estimator structure was done in [122], [123], and [121] (in [122] and [123] only BPSK and QPSK are considered, though extension to operation for \( M > 4 \) is straightforward and is discussed in [121]). An efficient fixed-point hardware implementation of \( s_N \) is shown in Fig. 124. Obviously, for actual symbol PLL lock detection to occur, \( s_N \) must be compared ([122],[123]) to a lock threshold (not shown in Fig. 124).
c) **Timing error detectors for the symbol PLL**

Using the principle of self-normalization, we can derive new Timing Error Detectors (TEDs) for the symbol PLL (a illustration of where the TED operates in the M-PSK receiver, see Fig. 123). For example, we can start off from the Gardner TED [42], defined for QPSK as:

\[
g_{QPSK}(n) = (I_e(n) - I_e(n-1))I_o(n-1) + (Q_e(n) - Q_e(n-1))Q_o(n-1)
\] (218)

Using normalization, we arrive at a new detector:

\[
\tilde{g}_{QPSK}(n) \triangleq \frac{I_e(n)I_o(n-1)}{(I_e^2(n) + I_o^2(n-1))} - \frac{I_e(n-1)I_o(n-1)}{(I_e^2(n-1) + I_o^2(n-1))} + \frac{Q_e(n)Q_o(n-1)}{(Q_e^2(n) + Q_o^2(n-1))} - \frac{Q_e(n-1)Q_o(n-1)}{(Q_e^2(n-1) + Q_o^2(n-1))}
\] (219)

This detector is investigated in [43], and it is shown that it possesses significant implementational and performance advantages vis-à-vis (218).

Another detector can be derived from the Mueller & Müller DD (M&M) [34] (1 sample/symbol), for example for BPSK:

\[
MM(n) = \text{sign}(I_e(n-1))I_e(n) - \text{sign}(I_e(n))I_e(n-1)
\] (220)

and the corresponding normalized detector is:
\[
\overline{MM}(n) = \frac{\text{sign}(I(n-1))I(n) - \text{sign}(I(n))I(n-1)}{\sqrt{I^2(n-1) + I^2(n)}}
\] (221)

This detector, as well as a normalized version of the Decision Directed Gardner detector, was analyzed in [37], which also includes definition, analysis and results for the new normalized detectors for \(M>2\). Once again, as is shown in [37], the normalized detectors have many performance and implementation advantages.

5.3 Final Remarks

As was shown in this concluding chapter, the structures proposed in this thesis have immediate practical applications in current M-PSK receivers. Moreover, the principles used to derive these new structures can be applied to the symbol timing synchronization PLLs, where similar performance and implementation advantages are observed. A promising avenue of future work is the investigation of the structures proposed in this thesis when the symbol synchronization PLL is unlocked. In short, the structures and methods proposed in this thesis have immediate applications as well as significant promise of future discovery.
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APPENDICES

**Appendix A  Closed-Form Expressions for $f_M(\chi)$**

In (30) we presented a formula for the computation of the lock detector expectation, repeated here for convenience:

$$f_M(\chi) = \frac{\pi}{-\pi} \cos(M\Delta\phi) \cdot p_R(\Delta\phi|\chi) \cdot d\Delta\phi$$

(222)

which is based upon the probability distribution of (29), also repeated for convenience:

$$p_R(\Delta\phi|\chi) \triangleq p(\Delta\phi_n = \Delta\phi|E_S/N_0 = \chi)$$

$$= \frac{\exp(-\chi)}{2\pi} \left[ 1 + \sqrt{2\chi} \cos(\Delta\phi) \exp(\chi \cdot \cos^2(\Delta\phi)) \cdot \int_{-\infty}^{\cos(\Delta\phi)\sqrt{2\chi}} e^{-y^2/2} dy \right]$$

(223)

While at first glance due to the complicated nature of (223) closed-form formulas for (222) may seem unattainable, in fact using Fourier analysis we can reach formulas which are given entirely as finite sums of elementary functions.

We begin by noting that the domain of $p_R(\Delta\phi|\chi)$ is $[-\pi, \pi]$ and that therefore its periodic continuation can be represented as a Fourier series. Such an analysis has been conducted in [124 App. 4A]. The Fourier series coefficients for $p_R(\Delta\phi|\chi)$ are given by [124 eq. 4.A.9]:

---

\[ c_m = \int_{-\pi}^{\pi} P_R(\Delta \phi | \chi) \exp(j \cdot m \cdot \Delta \phi) \cdot d\Delta \phi \]
\[ = \int_{-\pi}^{\pi} P_R(\Delta \phi | \chi) \cos(m \cdot \Delta \phi) \cdot d\Delta \phi + j \cdot \int_{-\pi}^{\pi} P_R(\Delta \phi | \chi) \sin(m \cdot \Delta \phi) \cdot d\Delta \phi \]  \hspace{1cm} (224)

Now we make use of the fact that \( P_R(\Delta \phi | \chi) \) is an even function of \( \Delta \phi \) to conclude that the imaginary part of (224) vanishes, so that:

\[ c_m = \int_{-\pi}^{\pi} P_R(\Delta \phi | \chi) \cos(m \cdot \Delta \phi) \cdot d\Delta \phi \]  \hspace{1cm} (225)

Comparing (222) to (225), we find that

\[ f_M(\chi) = c_M \]  \hspace{1cm} (226)

Hence, if we can find a closed-form formula for \( c_m \) then we can find a closed-form expression for \( f_M(\chi) \). Fortunately, the coefficients \( c_m \) have been investigated in the literature, and a formula for them is given by ([124 eq. 4.A.11], with conversion to the appropriate notations used here):

\[ c_m = \frac{\sqrt{\pi \cdot \chi}}{2} \cdot \exp\left(\frac{-\chi}{2}\right) \left[ I_{m-1}\left(\frac{\chi}{2}\right) + I_{m+1}\left(\frac{\chi}{2}\right) \right] \]  \hspace{1cm} (227)

where \( I_k(\bullet) \) is the \( k \)-th order modified Bessel function of the first kind (see [54 Chap. 24]). Therefore from (226):

\[ f_M(\chi) = \frac{\sqrt{\pi \cdot \chi}}{2} \cdot \exp\left(\frac{-\chi}{2}\right) \left[ I_{M-1}\left(\frac{\chi}{2}\right) + I_{M+1}\left(\frac{\chi}{2}\right) \right] \]  \hspace{1cm} (228)

Moreover, given that \( M \) is always an even number, we have that \( \frac{M-1}{2} \) and \( \frac{M+1}{2} \) are always half of an odd integer. Given this fact, we can express these modified Bessel functions in closed form, given the recursive relation [54 eq. (24.46)]:

\[ I_{n+1}(x) = I_{n-1}(x) - \frac{2n}{x} I_n(x) \]  \hspace{1cm} (229)

Along with [54 eq. (24.58)]:

\[ I_{1/2}(x) = \sqrt{\frac{2}{\pi x}} \sinh(x) \]  \hspace{1cm} (230)
and [54 eq. (24.60)]:

\[ I_{3/2}(x) = \sqrt{\frac{2}{\pi x}} \left( \cosh(x) - \frac{\sinh(x)}{x} \right) \]  

(231)

For example, using (230) and (231) in (228) we find that for \( M = 2 \):

\[ f_2^{(*)} = -\exp(-\chi) \]

Similarly, for \( M = 4 \) we have from [54 eq. (24.62)] (or, equivalently, using (229)-(231)) that:

\[ I_{5/2}(x) = \sqrt{\frac{2}{\pi x}} \left( \left( \frac{3}{x^2} + 1 \right) \sinh(x) - \frac{3}{x} \cosh(x) \right) \]  

(233)
Using a similar procedure, we find that:

\[ f_M(\chi) = \left( \frac{\sqrt{\pi} \chi}{2} \right)^{M/2} \exp \left( -\frac{\chi}{2} \right) I_{M/2} \left( \frac{\chi}{2} \right) + I_{M+1} \left( \frac{\chi}{2} \right) \]

\[ = \exp \left( -\frac{\chi}{2} \right) \left[ \cosh \left( \frac{\chi}{2} \right) - \sinh \left( \frac{\chi}{2} \right) \right] + \left[ \frac{3}{\chi} + 1 \right] \sinh \left( \frac{\chi}{2} \right) - \frac{3}{\chi} \cosh \left( \frac{\chi}{2} \right) \]

\[ = \exp \left( -\frac{\chi}{2} \right) \left[ \left( 1 - \frac{6}{\chi} \right) \cosh \left( \frac{\chi}{2} \right) + \left( 12 \frac{2}{\chi^2} + 1 \right) \sinh \left( \frac{\chi}{2} \right) \right] \]

\[ = \exp \left( -\frac{\chi}{2} \right) \left[ \left( 1 - \frac{6}{\chi} \right) \exp \left( \frac{\chi}{2} \right) + \left( \frac{12}{\chi^2} + 1 \right) \exp \left( -\frac{\chi}{2} \right) \right] \]

\[ = \frac{1}{\chi} \left[ \exp \left( \frac{\chi}{2} \right) - \exp \left( -\frac{\chi}{2} \right) \right] = \left( 1 - \frac{4}{\chi} + \frac{6}{\chi^2} \right) \exp \left( -\frac{\chi}{2} \right) \]

In general for even \( M \) we find that:

\[ f_M(\chi) = \left( \frac{\sqrt{\pi} \chi}{2} \right)^{M/2} \exp \left( -\frac{\chi}{2} \right) \left[ \cosh \left( \frac{\chi}{2} \right) - \sinh \left( \frac{\chi}{2} \right) \right] + \left[ \frac{3}{\chi} + 1 \right] \sinh \left( \frac{\chi}{2} \right) - \frac{3}{\chi} \cosh \left( \frac{\chi}{2} \right) \]

\[ = \left( \frac{16}{\chi} + \frac{120}{\chi^2} + \frac{480}{\chi^3} + \frac{840}{\chi^4} \right) + \left( \frac{4}{\chi^3} + \frac{60}{\chi^4} + \frac{360}{\chi^5} + \frac{840}{\chi^6} \right) \exp \left( -\frac{\chi}{2} \right) \exp \left( -\frac{\chi}{2} \right) \]

\[ = \frac{1}{\chi} \left[ \exp \left( \frac{\chi}{2} \right) - \exp \left( -\frac{\chi}{2} \right) \right] = \left( 1 - \frac{4}{\chi} + \frac{6}{\chi^2} \right) \exp \left( -\frac{\chi}{2} \right) \]

(see also [92] for a different problem in which the factors of (227) arose. There, a different simplification approach was used but the same result as (236) was reached, hence providing additional validation for these derivations).
It is emphasized that (236) is a summation of a finite number of terms which are composed entirely of exponentials and polynomials (as exemplified in (232) for $M = 2$). Hence, eq. (236) is very conducive to easy computation via computer algorithms (and even manually for small $M$).
Appendix B  Closed-Form Expressions for $\bar{f}_M(\bar{x})$

in the Presence of Nakagami-$m$ Fading

Depending upon the fading probability distribution, we can sometimes use the results of Appendix A in order to obtain closed-form expressions for $\bar{f}_M(\bar{x})$ in the presence of fading. A case in point is the Nakagami-$m$ distribution. From Table 2 we have in this case that:

$$p_{Nak-m}(x|\bar{x}) = \frac{m^m \bar{x}^{m-1}}{\bar{X}^m \Gamma(m)} \exp \left( \frac{-m \bar{x}}{\bar{X}} \right)$$

(237)

In order to facilitate the ensuing computations it is advantageous to compute some preliminary definite integrals. We do this using the integral [54 eq. (15.76)] which is:

$$\int_0^\infty \tau^n \exp(-a\tau)d\tau = \frac{\Gamma(n+1)}{a^{n+1}}$$

(238)

and we use this result to define the following function:

$$\gamma_{k,\ell, m}(\bar{x}) = \int_0^\infty y^{-k} \exp(-\ell y) \cdot p_{Nak-m}(y|\bar{x}) dy$$

$$= \int_0^\infty y^{-k} \exp(-\ell y) \frac{m^m y^{m-1}}{\bar{X}^m \Gamma(m)} \exp \left( \frac{-m y}{\bar{X}} \right) dy$$

(239)

$$= \frac{m^m}{\bar{X}^m \Gamma(m)} \int_0^\infty y^{m-k-1} \exp \left( -\ell \frac{y + m}{\bar{X}} \right) dy$$

\[
\frac{m^m}{\bar{\chi}^m \Gamma(m)} \cdot \frac{\Gamma(m-k)}{(\ell + \frac{m}{\bar{\chi}})^{m-k}} = \frac{m^m}{\bar{\chi}^m \Gamma(m)} \cdot \frac{\Gamma(m-k)}{\left(\frac{\ell \bar{\chi} + m}{\bar{\chi}}\right)^{m-k}}
\]

where \(k, \ell \geq 0\) and \(m \geq 0.5\). A minor difficulty may arise when using (239) when \(m-k\) is a non-positive integer, then \(\Gamma(m-k)\) tends to positive or negative infinity (see [54 Fig. 16.1]). This problem is elegantly solved by substituting \(\tilde{m} = m + \varepsilon\) instead of \(m\) in (239), where \(\varepsilon\) is a very small number, i.e. \(0 < \varepsilon \ll m\), such as \(\varepsilon = 0.001 \cdot m\). Doing so will have a negligible effect upon the results while avoiding the singularity of \(\Gamma(m-k)\). Hence we define the following function:

\[
\tilde{Y}_{k,\ell,m}(\bar{\chi}) = \begin{cases} 
Y_{k,\ell,m}(\bar{\chi}) & m-k \not\in \{0, -1, -2, -3, \ldots\} \\
Y_{k,\ell,\tilde{m}}(\bar{\chi}) & m-k \in \{0, -1, -2, -3, \ldots\}
\end{cases}
\]

(240)

where \(k, \ell \geq 0\) and \(m \geq 0.5\), and \(\tilde{m} \triangleq m + m/1000\)

From (58) we have that \(\bar{f}_M(\bar{\chi}) \triangleq \int_0^\infty f_M(\chi) p_{Nak,m}(\chi | \bar{\chi}) d\chi\). We can now use (239)-(240) in conjunction with the results of Appendix A in order to arrive at closed-form expressions for \(\bar{f}_M(\bar{\chi})\) for the case of Nakagami-m fading. For example, for \(M = 2\) we have from (232), (239) and (240) that:

\[
\bar{f}_2(\bar{\chi}) = \tilde{Y}_{0,0,m}(\bar{\chi}) - \tilde{Y}_{1,0,m}(\bar{\chi}) + \tilde{Y}_{1,1,m}(\bar{\chi}) = 1 - \frac{\bar{\chi}^{-1} \cdot \Gamma(m-1)}{m^{-1} \cdot \Gamma(m)} + \frac{\bar{\chi}^{-m} m^m \cdot \Gamma(m-1)}{(\bar{\chi} + m)^{m-1} \Gamma(m)}
\]

(241)

(in (241) we assume that \(m \neq 1\). If \(m = 1\) we use \(m = 1.001\) in (241), as per (240)). Similarly, for \(M = 4\) we have from (234), (239) and (240), we have:
\[
\bar{f}_4(\bar{x}) = \tilde{Y}_{0,0,m}(\bar{x}) - 4 \cdot \tilde{Y}_{1,0,m}(\bar{x}) + 6 \cdot \tilde{Y}_{2,0,m}(\bar{x}) \\
- 2 \cdot \tilde{Y}_{1,1,m}(\bar{x}) - 6 \cdot \tilde{Y}_{2,1,m}(\bar{x}) \\
= 1 - 4 \cdot \frac{\bar{x}^{-1} \cdot \Gamma(m-1)}{m^1 \cdot \Gamma(m)} + 6 \cdot \frac{\bar{x}^{-2} \cdot \Gamma(m-2)}{m^2 \cdot \Gamma(m)} \\
- 2 \cdot \frac{\bar{x}^{-m} \cdot \Gamma(m-1)}{\Gamma(m)} - 6 \cdot \frac{\bar{x}^{-2m} \cdot \Gamma(m-2)}{(\bar{x}+m)^{m-2} \cdot \Gamma(m)}
\]

(242)

In (241) we assume that \( m \neq 1 \) and \( m \neq 2 \). If \( m = 1 \) or \( m = 2 \) we use \( m = 1.001 \) or \( m = 2.002 \), respectively, in (242), as per (240). In the general case, for even \( M \) we have from (236), (239) and (240) that:

\[
\bar{f}_M(\bar{x}) = \tilde{Y}_{0,0,m}(\bar{x}) + \frac{M}{2} \sum_{n=1}^{M/2} \frac{(-1)^n}{n!} \cdot \frac{(M/2 + n - 1)!}{(M/2 - n)!} \cdot \tilde{Y}_{n,0,m}(\bar{x}) \\
+ \left[ (-1)^{M/2+1} \sum_{n=1}^{M/2} \frac{1}{(n-1)!} \cdot \frac{(M/2 + n - 1)!}{(M/2 - n)!} \cdot \tilde{Y}_{n,1,m}(\bar{x}) \right]
\]

(243)

It is emphasized that (243) is a finite sum of terms which are composed of ratios of finite polynomials and gamma functions, and is very easy to compute using various numerical computation packages such as Matlab. Furthermore, we note that the Rayleigh and one-sided Gaussian fading distributions are particular cases of the Nakagami-\( m \) distribution (with \( m = 1 \) and \( m = 0.5 \) respectively (see [77 Table 2])), so closed-form expressions for these fading distributions can be obtained from (243) as well.
Appendix C  Closed-Form Expressions for $f^D_M(\chi)$

Through use of Fourier analysis, closed-form expressions may be attained for $f^D_M(\chi)$. To do so, we first re-define for convenience the density function $p_D(\Delta \phi^D | \chi)$ over the interval $[-\pi, \pi]$ (this is possible because the true phase is in the interval $[-\pi, \pi]$, as noted in Sec. 4.12). We name this distribution $\tilde{p}_D(\Delta \phi^D | \chi)$ (where $\Delta \phi^D \in [-\pi, \pi]$), and it is given by [19 eq. (7.3), p. 441]:

$$
\tilde{p}_D(\Delta \phi^D | \chi) = \frac{1}{2\pi} \int_{0}^{\pi/2} (\sin \tau) \cdot (1 + \chi(1 + \cos \Delta \phi^D \sin \tau)) e^{-\chi(1 - \cos \Delta \phi^D \sin \tau)} d\tau
$$

(244)

With this definition of $\tilde{p}_D$, we find from (193) that (assuming for simplicity $\Delta \omega = 0$):

$$
f^D_M(\chi) = \int_{-\pi}^{\pi} \cos(M \cdot \Delta \phi^D) \tilde{p}_D(\Delta \phi^D | \chi) d(\Delta \phi^D)
$$

(245)

(Note that the limits of the integral in (245) are $[-\pi, \pi]$). Now, because the domain of $\tilde{p}_D$ is finite, the periodic extension of $\tilde{p}_D$ can be expressed as a Fourier series, i.e.

$$
\tilde{p}_D(\Delta \phi^D | \chi) = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} c^D_m \exp(-jm\Delta \phi^D)
$$

where, using the fact that $\tilde{p}_D$ is even:

$$
c^D_m = \int_{-\pi}^{\pi} \cos(m \cdot \Delta \phi^D) \tilde{p}_D(\Delta \phi^D | \chi) d(\Delta \phi^D)
$$

(246)

(see [124 App. 4A]). From comparing (246) to (245), we see that $f^D_M(\chi) = c^D_m$. The coefficients $c^D_m$ were computed in [124 App. 4A], from which it follows that (see [124 eq. (4.A.18)]):

$$
f^D_M(\chi) = \left. c^D_m \right|_{m=M} = \frac{\pi \chi}{4} \cdot e^{-\chi} \left[ \frac{I_{M-1}(\frac{\chi}{2})}{I_{M+1}(\frac{\chi}{2})} \right]^2
$$

(247)

where $I_k(\cdot)$ is the $k$-th order modified Bessel function of the first kind (see [54 Chap. 24]).
Quick inspection of (247) and (227) shows that we have $c_m^2 = (c_m)^2$, which in turn means that $f_M^D(\chi) = (f_M(\chi))^2$. Hence, from (236) we have:

$$f_M^D(\chi) = \left( \frac{M^{M/2}}{2} \sum_{n=0}^{M/2} \frac{(-1)^n (M/2+n-1)!}{n! (M/2-n)! \chi^n} + \exp(-\chi) \left[ (-1)^{M/2+1} \sum_{n=1}^{M/2} \frac{1}{(n-1)! (M/2-n)! \chi^n} \right] \right)^2$$

(248)

expanding, we have:

$$f_M^D(\chi) = \left( \frac{M^{M/2}}{4} \sum_{n=0}^{M/2} \frac{(-1)^n (M/2+n-1)!}{n! (M/2-n)! \chi^n} + \sum_{k=0}^{M/2} \frac{(-1)^k (M/2+k-1)!}{k! (M/2-k)! \chi^k} \right) + (-1)^{M/2+1} M \exp(-\chi)$$

$$\times \left[ \frac{-1}{(M/2-n)! \chi^n} \sum_{k=1}^{M/2} \frac{1}{(k-1)! (M/2-k)! \chi^k} \right] + \exp(-2\chi) \left[ \sum_{n=1}^{M/2} \frac{1}{(n-1)! (M/2-n)! \chi^n} \sum_{k=1}^{M/2} \frac{1}{(k-1)! (M/2-k)! \chi^k} \right]$$

(249)

Simplifying:
\[ f^D_M(\chi) = \frac{M^2}{4} \sum_{n=0}^{M/2-1} \sum_{k=0}^{M/2} \frac{(-1)^{n+k}}{n!} \cdot \frac{(M/2+n-1)! (M/2+k-1)!}{(M/2-n)! (M/2-k)!} \chi^{n+k} \]

\[ + (-1)^{M/2} \cdot M \cdot e^{-\chi} \sum_{n=0}^{M/2} \sum_{k=1}^{M/2} \frac{(-1)^n}{n!} \frac{(M/2+n-1)! (M/2+k-1)!}{(M/2-n)! (M/2-k)!} \chi^{n+k} \]

\[ + \exp(-2\chi) \sum_{n=1}^{M/2} \sum_{k=1}^{M/2} \frac{(M/2+n-1)! (M/2+k-1)!}{(n-1)! (k-1)! (M/2-n)! (M/2-k)!} \chi^{n+k} \]

Following this procedure, we arrive at the following expressions:

\[ f^D_2(\chi) = 1 - 2\chi^{-1} + \chi^{-2} + 2\chi^{-1} e^{-\chi} - 2\chi^{-2} e^{-\chi} + \chi^{-2} e^{-2\chi} \]

\[ f^D_4(\chi) = 1 - 8\chi^{-1} + 28\chi^{-2} - 48\chi^{-3} + 36\chi^{-4} - 4\chi^{-1} e^{-\chi} + 4\chi^{-2} e^{-\chi} + 4\chi^{-2} e^{-2\chi} + 24\chi^{-3} e^{-\chi} + 24\chi^{-3} e^{-2\chi} - 72\chi^{-4} e^{-\chi} + 36\chi^{-4} e^{-2\chi} \]

Expressions for \( M > 4 \) can also be found. However, since those expressions are very tedious and since they can be arrived at following the same procedure outlined above, they are omitted. Moreover, we note that the approximation (196) is extremely accurate for \( M > 2 \) (see Sec. 4.12 and Fig. 97), so as a practical issue use of those expressions is often unnecessary.
Appendix D Closed-Form Expressions for $\overline{f}^D_M(\overline{x})$ in the Presence of Nakagami-$m$ Fading

Using (248)-(252) we can compute $\overline{f}^D_M(\overline{x})$ via (198). For certain fading distributions, this can lead to closed form expressions for $\overline{f}^D_M(\overline{x})$. A case in point is again the very important Nakagami-$m$ distribution.

From (198), exact closed-form expressions for $\overline{f}^D_M(\overline{x})$ can be obtained for Nakagami-$m$ fading for all $M$ and all $m$ through computation of the definite integral

$$
\overline{f}^D_M(\overline{x}) = \int_0^\infty f^D_M(\chi) \frac{m^m \chi^{m-1}}{\overline{x}^m \Gamma(m)} \exp\left(-\frac{m\chi}{\overline{x}}\right) d\chi
$$

(253)

by using (248)-(252) along with the formula for the definite integral $\int_0^\infty e^{-\alpha y} dy = \Gamma(n+1)/\alpha^{n+1}$ (see (238)) and the definition of $\bar{Y}_{k,\ell,m}(\overline{x})$ (see (239)-(240)). We now set upon doing this.

Using (250) in (253) we have

$$
\overline{f}^D_M(\overline{x}) = \frac{M^2}{4} \sum_{n=0}^{M/2} \sum_{k=0}^{M/2} (-1)^{n+k} \frac{(M/2+n-1)!(M/2+k-1)!}{n!k!(M/2-n)!(M/2-k)!} \bar{Y}_{n+k,0,m}(\overline{x})
$$

$$
+ (-1)^{M/2+1} M \sum_{n=0}^{M/2} \sum_{k=0}^{M/2} \frac{(-1)^n (M/2+n-1)!(M/2+k-1)!}{n!(k-1)!(M/2-n)!(M/2-k)!} \bar{Y}_{n+k,1,m}(\overline{x})
$$

(254)

$$
+ \sum_{n=1}^{M/2} \sum_{k=0}^{M/2} \frac{(M/2+n-1)!(M/2+k-1)!}{(n-1)!(k-1)!(M/2-n)!(M/2-k)!} \bar{Y}_{n+k,2,m}(\overline{x})
$$

For example, for $M=2$ we have:
\[
\bar{f}_2^D(\bar{x}) = \tilde{Y}_{0,0,m}(\bar{x}) - 2 \cdot \tilde{Y}_{1,0,m}(\bar{x}) + \tilde{Y}_{2,0,m}(\bar{x}) \\
+ 2 \cdot \tilde{Y}_{1,1,m}(\bar{x}) - 2 \cdot \tilde{Y}_{2,1,m}(\bar{x}) + \tilde{Y}_{2,2,m}(\bar{x}) \\
= 1 - 2 \frac{\bar{x}^{-1} \cdot \Gamma(m-1)}{m^{-1} \Gamma(m)} + \frac{\bar{x}^{-2} \cdot \Gamma(m-2)}{m^{-2} \Gamma(m)} \\
+ 2 \frac{\bar{x}^{-1} m^m \cdot \Gamma(m-1)}{(\bar{x} + m)^{m-1} \Gamma(m)} - 2 \frac{\bar{x}^{-2} m^m \cdot \Gamma(m-2)}{(\bar{x} + m)^{m-2} \Gamma(m)} \\
+ \frac{\bar{x}^{-2} m^m \cdot \Gamma(m-2)}{(2 \bar{x} + m)^{m-2} \Gamma(m)}
\]  

(255)

(in (255) we assume that \( m \neq 1 \) and \( m \neq 2 \). If \( m = 1 \) or \( m = 2 \) we use \( m = 1.001 \) or \( m = 2.002 \), respectively, in (255), as per (240)). Expressions for \( M > 2 \) can be obtained in a similar straightforward manner, though the resulting expressions are extremely long. It is important to note that through the method presented here we can compute \( \bar{f}_u(\bar{x}) \) for Nakagami-m fading using only elementary functions and gamma functions, something that can be easily done using numerical computational packages such as Matlab. These exact expressions for \( \bar{f}_u(\bar{x}) \) were used in the computation of Fig. 98, where we see that the theoretical results agree completely with those obtained through simulations.
Appendix E Asymptotic Limits and Simulation

Computations of the Cross-Correlation Coefficients $\rho_{n,k}$

In this appendix we discuss the cross-correlation coefficients used in Sec. 4.12.3, and we prove that

$$
\rho_{n,k} = \begin{cases} 
1 & n = k \\
\rho_1(\chi) & |n - k| = 1 \\
0 & |n - k| > 1 
\end{cases}
$$

where $|\rho_1(\chi)| \leq 0.3$ and $\rho_{n,k}$ is the cross-correlation coefficients of $\{x_{M,n}^D\}_{n=\infty}^\infty$ defined as:

$$
\rho_{n,k} \triangleq \frac{E[x_{M,n}^D x_{M,k}^D] - E[x_{M,n}^D] E[x_{M,k}^D]}{\sqrt{\text{var}(x_{M,n}^D) \text{var}(x_{M,k}^D)}} \quad (256)
$$

Let us first assume that no fading is involved. We begin by noting that $x_{M,n}^D = \cos(M\Delta \phi_n^D) \cos(M\Delta \omega T) = \cos(M(\Delta \phi_n - \Delta \phi_{n-1})) \cos(M\Delta \omega T)$. Since we assumed $\Delta \omega \ll 2\pi/(M \cdot T)$ then this simplifies to $x_{M,n}^D = \cos(M(\Delta \phi_n - \Delta \phi_{n-1}))$. We note that the variables $\{\Delta \phi_n^D\}_{n=\infty}^\infty$ are mutually independent. From this it immediately follows that $x_{M,n}^D$ and $x_{M,k}^D$ will be independent for all $|n - k| > 1$, which means that $\rho_{n,k} = 0$ for $|n - k| > 1$. Moreover, the fact that $\rho_{n,n} = 1$ is a fundamental result from probability theory which can also be verified by inspection of the definition of $\rho_{n,k}$. Thus, the only remaining issue is the characterization of $\rho_{n,k}$ for $|n - k| = 1$, namely the characterization of the function $\rho_1(\chi)$.

As for operation with fading, we note that since we assumed slow fading, we can assume that the SNR remains constant over two symbol intervals. Thus, ipso facto, we will have the same correlation coefficient $\rho_{n,k}$ for $|n - k| = 1$ as for the non-fading case. Regarding the cases $n = k$ and $|n - k| > 1$, the arguments that led to the conclusion that
\( \rho_{n,n} = 1 \) and \( \rho_{n,k} = 0 \) for \( |n-k| > 1 \) remain valid in the presence of slow fading. Hence, we conclude that the coefficients \( \rho_{n,k} \) are unaffected by slow fading.

Pursuant to the preceding analysis, we now engage upon characterizing \( \rho_{n,k} \) for \( |n-k| = 1 \), which is the only thing which remains in order to fully qualify these variables. This can be done through stochastic simulations, i.e. through computation of \( \rho_{i}(\chi) \) (the notation we use for \( \rho_{n,k} \) for \( |n-k| = 1 \)) using simulated sequences of \( I(n) \) and \( Q(n) \). This is shown in Fig. 125. As seen there, we indeed have \( |\rho_{i}(\chi)| \leq 0.3 \) which was the assumption used in Sec. 4.12.3.

![Fig. 125. \( \rho_{n,k} \) for \( |n-k| = 1 \) (also denoted as \( \rho_{i}(\chi) \)) as a function of the SNR \( (=\chi) \).](image-url)
As seen in Fig. 125, we have $\rho_1(\chi) \xrightarrow{\chi \to 0} 0$ and $\rho_1(\chi) \xrightarrow{\chi \to \infty} 0.25$. We can actually justify these asymptotic values theoretically, an endeavor that we shall presently undertake.

First, let us take a loop at the case of $\chi \to 0$. In that limit, we have that there is no signal component in the values of $I(n)$ and $Q(n)$. It is then easy to show (and is also clear intuitively) that $\rho_{n,k}$ for $|n-k|=1$ tends to 0 (that is, lack of correlation).

Let us now take a look at $\chi \to \infty$ and prove that $\rho_1(\chi) \xrightarrow{\chi \to \infty} 0.25$. Assuming that $\chi \to \infty$, we have from the Taylor series expansion that

$$x_{M,n}^D = \cos(M\Delta\phi_n^0) \xrightarrow{\chi \to \infty} 1 - \frac{M^2(\Delta\phi_n^0)^2}{2}. \quad \text{Thus:}$$

$$\var(x_{M,n}^D) = \var\left(1 - \frac{M^2(\Delta\phi_n^0)^2}{2}\right)$$

$$= E\left[\left(1 - \frac{M^2(\Delta\phi_n^0)^2}{2}\right)^2\right] - E^2\left[\left(1 - \frac{M^2(\Delta\phi_n^0)^2}{2}\right)^2\right]$$

$$= \left\{1 - M^2 E\left[(\Delta\phi_n^0)^2\right]\right\} - \left[M^2 E\left[(\Delta\phi_n^0)^4\right]\right] = \frac{M^4}{4} \left(E\left[(\Delta\phi_n^0)^4\right] - E\left[(\Delta\phi_n^0)^2\right]^2\right)$$

$$= \frac{M^4}{4} \left(E\left[(\Delta\phi_n^0)^4\right] - \frac{1}{\chi^2}\right) \quad \text{(257)}$$

Now, at high SNR we have $\Delta\phi_n^0 \sim N\left(0, \frac{1}{\chi}\right)$ so that $E\left[(\Delta\phi_n^0)^2\right] = \frac{1}{\chi}$ and $E\left[(\Delta\phi_n^0)^4\right] = \frac{3}{\chi^2}$. Thus from (257):

$$\var(x_{M,n}^D) = \frac{M^4}{4} \left(\frac{3}{\chi^2} - \frac{1}{\chi^2}\right) = \frac{M^4}{2\chi^2} \quad \text{(258)}$$

We now turn our attention to the numerator of (256). We assume $k = n - 1$ (a similar derivation will give the same result for $k = n + 1$). Since $E[x_{M,n}^D] = E\left[\cos(M\Delta\phi_n^0)\right]$ and since $\Delta\phi_n^0 \sim N\left(0, 1/\chi\right)$ we have (using $\int_0^\infty e^{-ax^2}\cos(bx)dx = \frac{1}{2} \sqrt{\frac{\pi}{a}} e^{-b^2/(4a)}$ [54 eq. 15.73]):
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\[ E[x_{M,n}^D] = E[x_{M,n-1}^D] \]

\[ = \int_{-\infty}^{\infty} \cos(M\tau)\sqrt{\frac{\chi}{2\pi}} \exp\left(-\frac{\chi}{2\tau^2}\right) d\tau = \exp\left(-\frac{M^2}{2\chi}\right) \quad (259) \]

Furthermore:

\[ E[x_{M,n}^D x_{M,n-1}^D] = E\left[ \cos(M\Delta\phi_n^D) \cos(M\Delta\phi_{n-1}^D) \right] \]

\[ = E\left[ \frac{1}{2} \cos\left(M\left(\Delta\phi_n^D + \Delta\phi_{n-1}^D\right)\right) + \frac{1}{2} \cos\left(M\left(\Delta\phi_n^D - \Delta\phi_{n-1}^D\right)\right) \right] \]

\[ = \frac{1}{2} E\left[ \cos\left(M\left(\Delta\phi_n - \Delta\phi_{n-1} + \Delta\phi_{n-2}\right)\right) \right] + \frac{1}{2} E\left[ \cos\left(M\left(\Delta\phi_n - \Delta\phi_{n-1} - \Delta\phi_{n-2}\right)\right) \right] \]

\[ = \frac{1}{2} \left( E\left[ \cos\left(M\left(\Delta\phi_n - \Delta\phi_{n-2}\right)\right) \right] + E\left[ \cos\left(M\left(\Delta\phi_n - 2\Delta\phi_{n-1} + \Delta\phi_{n-2}\right)\right) \right] \right) \quad (260) \]

Let us define \( \psi = \Delta\phi_n - \Delta\phi_{n-2} \) and \( \kappa = \Delta\phi_n - 2\Delta\phi_{n-1} + \Delta\phi_{n-2} \). At high SNR we have that \( \Delta\phi_n \sim N\left(0,1/(2\chi)\right) \) for all \( n \). Hence, since \( \{\Delta\phi_n\}_{n=\infty} \) are mutually independent it is easy to show that we have:

\[ \psi \sim N\left(0,1/\chi\right) \quad (261) \]

and:

\[ \kappa \sim N\left(0,3/\chi\right) \quad (262) \]

Thus (using \( \int_0^\infty e^{-ax^2} \cos(bx) dx = \frac{1}{2} \sqrt{\frac{\pi}{a}} e^{-b^2/(4a)} \) [54 eq. 15.73]):

\[ E\left[ \cos\left(M\left(\Delta\phi_n - \Delta\phi_{n-2}\right)\right) \right] \]

\[ = \int_{-\infty}^{\infty} \cos(M\psi)\sqrt{\frac{\chi}{2\pi}} \exp\left(-\frac{\chi}{2\psi^2}\right) d\psi = \exp\left(-\frac{M^2}{2\chi}\right) \quad (263) \]

and:

\[ E\left[ \cos\left(M\left(\Delta\phi_n - 2\Delta\phi_{n-1} + \Delta\phi_{n-2}\right)\right) \right] \]

\[ = \int_{-\infty}^{\infty} \cos(M\kappa)\sqrt{\frac{\chi}{6\pi}} \exp\left(-\frac{\chi}{6}\kappa^2\right) d\kappa = \exp\left(-\frac{3M^2}{2\chi}\right) \quad (264) \]

Substituting (263) and (264) into (260) we get:
\[ E[x_{M,n}^D x_{M,n-1}^D] = \frac{1}{2} \left[ \exp \left( -\frac{M^2}{2} \right) + \exp \left( -\frac{3M^2}{2} \right) \right] \]  

(265)

Substituting (265), (259), and (258) into (256) we get:

\[ \rho_{n,n-1} \triangleq \frac{1}{2} \left[ \exp \left( -\frac{M^2}{2\chi} \right) + \exp \left( -\frac{3M^2}{2\chi} \right) \right] - \left( \exp \left( -\frac{M^2}{2\chi} \right) \right)^2 \]

(266)

It is convenient\(^{21}\) to define \( \xi \triangleq \frac{1}{\chi} \) and express (266) using this new variable. We have:

\[ \rho_{n,n-1} \triangleq \frac{1}{2} \left[ \exp \left( -\frac{M^2\xi}{2} \right) + \exp \left( -\frac{3M^2\xi}{2} \right) \right] - \left( \exp \left( -\frac{M^2\xi}{2} \right) \right)^2 \]

(267)

The limit \( \chi \to \infty \) is equivalent to \( \xi \to 0^+ \). Taking this limit upon (267) and using L'hopital's rule we have:

\[ \lim_{\xi \to 0^+} \frac{d}{d\xi} \left( \frac{1}{2} \left[ \exp \left( -\frac{M^2\xi}{2} \right) + \exp \left( -\frac{3M^2\xi}{2} \right) \right] - \left( \exp \left( -\frac{M^2\xi}{2} \right) \right)^2 \right) \]

\[ = \lim_{\xi \to 0^+} \frac{M^4 \cdot 2\xi}{2} \]

(268)

Both the denominator and numerator still tend to 0 so we use L'hopital's rule again to yield:

\(^{21}\) Note that this quantity has nothing to do with the phase detector self-noise that was used in Chapter 3 and which was written using a similar notation.
\[
\frac{d}{d\xi} \left( \frac{1}{2} \left[ -\frac{M^2}{2} \exp\left( -\frac{M^2}{2} \xi \right) - \frac{3M^2}{2} \exp\left( -\frac{3M^2}{2} \xi \right) \right] \right)
\]
\[
\lim_{\xi \to 0^+} \rho_{n,n-1} = \lim_{\xi \to 0^+} \frac{d}{d\xi} \left( \frac{1}{2} \left[ -\frac{M^4}{4} \exp\left( -\frac{M^2}{2} \xi \right) + \frac{9M^4}{4} \exp\left( -\frac{3M^2}{2} \xi \right) \right] \right) - \left( M^4 \exp\left( -M^2 \xi \right) \right)
\]
\[
= \lim_{\xi \to 0^+} \frac{\frac{1}{2} \left[ \frac{1}{4} + \frac{9}{4} \right] - 1}{\frac{1}{4}} = \frac{1}{4}
\]
which is what we set out to prove.

To summarize this appendix, we have used stochastic simulations to show that
\[
\rho_{n,k} = \begin{cases} 
1 & n = k \\
\rho_1(\chi) & |n-k|=1 \\
0 & |n-k|>1
\end{cases}
\]
where \(|\rho_1(\chi)| \leq 0.3\). Furthermore, we used heuristic and mathematical derivations to justify the asymptotic values of \(\rho_1(\chi)\), namely that
\[
\rho_1(\chi) \to 0 \text{ as } \xi \to 0^+ \text{ and } \rho_1(\chi) \to 0.25 \text{ as } \xi \to \infty.
\]