Analysis and Design of Optical Burst Switching Networks

by

Ayman Malek Kaheel

B.Sc., Cairo University, 1995
M.Sc., University of Louisville, 1998

A THESIS SUBMITTED IN PARTIAL FULFILMENT OF
THE REQUIREMENTS FOR THE DEGREE OF

DOCTOR OF PHILOSOPHY

in

THE FACULTY OF GRADUATE STUDIES

(Electrical and Computer Engineering)

THE UNIVERSITY OF BRITISH COLUMBIA

June 3, 2005

© Ayman Malek Kaheel, 2005
Abstract

Optical Burst Switching (OBS) is a hybrid technique between coarse grain optical circuit switching and fine grain optical packet switching. In OBS networks, user data is switched entirely in the optical domain, while control and management functions are performed in the electrical domain. This separation of the data plane and the control plane allows OBS networks to provide reasonably high levels of utilization while circumventing the need for optical buffering. In spite of OBS favorable features, several issues need to be addressed before OBS can be deployed in the Internet backbone.

The objectives of this thesis are twofold: devise new methods for quality-of-service (QoS) provisioning in OBS networks, and develop new wavelength scheduling algorithms for enhancing the blocking probability in OBS networks.

QoS provisioning is a major research problem in OBS networks. This is mainly because of the absence of the concept of "packet queues" in OBS networks. This thesis proposes two approaches for QoS provisioning in OBS networks. The first approach is a simple, yet effective scheme, called preemptive prioritized just enough time (PPJET). PPJET provides better service for high priority traffic by dropping reservations belonging to lower priority traffic using a new channel scheduling algorithm called preemptive latest
available unused channel with void filling (PLAUC-VF). Simulation results show that PPJET outperforms offset-based QoS schemes both in terms of dropping probability and end-to-end delay.

As a second approach for solving the QoS problem in OBS networks, we present a detailed architecture for providing quantitative QoS guarantees with respect to end-to-end delay, throughput, and packet loss probability in labeled OBS networks. The architecture describes a novel approach for applying fair scheduling algorithms in both the data plane of labeled OBS edge nodes and the control plane of core nodes without the need for optical buffering. In addition, we present analytical results for delay, throughput, and blocking probability in the proposed architecture. Simulation results demonstrate that the proposed architecture provides accurate and controllable service differentiation in labeled OBS networks.

The absence of optical buffers in OBS nodes, coupled with the one way nature of OBS signaling protocols, drives the blocking probability to become the main performance measure in OBS networks. This give rise to the need for analytical models for calculating the blocking probability in OBS networks. In this thesis we present an approximate analytical model for calculating the blocking probability in OBS networks. The proposed analytical model takes into consideration the peculiar characteristics of OBS networks. To verify its accuracy, we compared the model results with results from a discrete-event simulation model. The proposed model results are in satisfactory agreement with simulation results.

The blocking probability at an OBS node depends to a certain degree on how effi-
ciently can the wavelength scheduling algorithm handle voids on wavelength channels. This fact has led to a growing interest in the area of wavelength scheduling in OBS networks. In this thesis we survey all previously proposed wavelength scheduling algorithms for OBS networks. In addition, we present two new wavelength scheduling algorithms: Min-AV and Max-NGV. We compared the performance of the newly proposed algorithms to those previously proposed using discrete-event simulation. Simulation results show that, in general, the Min-AV algorithm performs better than all previously proposed algorithms.

Previously proposed wavelength schedulers, in addition to the Min-AV and Max-AV algorithms, are considered to be greedy algorithms. They are greedy in the sense that they consider every reservation request individually, and make the choice that looks best at the moment. We present in this thesis a new class of wavelength scheduling algorithms for OBS networks. The proposed wavelength scheduling algorithms process a batch of reservation requests together, instead of processing them one by one, and accept the requests that will maximize the utilization of the wavelength channels. We describe an optimal batch scheduler that serves as an upper bound on the performance of batch scheduling algorithms. Furthermore, we introduce four novel heuristic batch scheduling algorithms. Simulation results suggest that batch schedulers could significantly decrease the blocking probability in OBS networks.
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Introduction

1.1 Motivation

The exponential growth of the Internet traffic drives the demands for higher bandwidth and high-speed Internet protocol (IP) routers at an unprecedented rate. It is projected that Internet traffic will continue to double every year, regardless of conditions in the financial markets [63].

The major technology at hand that is promising to meet the high bandwidth demand is optical networking with wavelength-division-multiplexing (WDM) technology. The advances in WDM technology are making it possible to harness the huge potential bandwidth of optical fibers (it was shown that it is theoretically possible to send 100 terabits per second on a single fibre [49]). WDM is an optical multiplexing technique that allows better exploitation of the fiber capacity by simultaneously transmitting data over multiple wavelength channels.

In traditional optical networks, WDM was used to solve the problem of transmitting the required bandwidth on optical links. In this type of optical networks, data is transmitted between nodes in the optical domain, but all the switching and intelligent
routing functions at intermediate nodes are performed in the electronic domain. Therefore, data has to go through optical-to-electrical (O/E) and electrical-to-optical (E/O) conversions at each node it traverses. The main problem with this type of network is that the switching and processing capabilities of electronic IP routers/switches lag behind the transmission capabilities of optical fibers. IP routers with capacities up to few hundred gigabits per second are currently available. At the same time, commercially available WDM fibers can achieve capacities around 1.6 Tbps (10 Gbps × 160 wavelength channels) [23]. This serious mismatch between the transmission capacity of optical fiber links and the electronic IP routers/switches stands against translating the huge bandwidth provided by the optical links into a user available bandwidth. This is one of the key drivers for the next generation of optical networks: all-optical networks.

1.1.1 All-Optical Networks

In an all-optical network, data is switched from ingress nodes to egress nodes in an optical form, without undergoing any O/E conversions along its path [61]. The transfer of the switching function from electronics to optics results in an increase in the switching speed and in the system throughput. In addition, the elimination of O/E and E/O conversions results in a major decrease in the overall system cost, since the equipment associated with these conversions contributes a significant part of the total cost of today’s networks [56].

In the ultimate all-optical network, IP packets will be entirely processed in the optical
domain (the header and the payload). However, it is not predicted that this kind of all-optical networks will be realized in the foreseeable future because of the limitations of the optical component technology. Furthermore, electronics will be needed to perform intelligent control functions. Therefore, current approaches to all-optical networks focus on the transition from traditional optical networks to a form of optical networks in which control operations are performed in the electrical domain and data is handled entirely in the optical domain. Three main approaches exist for the gradual transition to all-optical networks: wavelength routing, optical packet switching, and optical burst switching.

**Wavelength Routing Networks**

In wavelength routing networks (WR) [18], an all-optical path is established between edges of the network. This optical path is called a lightpath [6] and is created by reserving a dedicated wavelength channel on every link along the path. After a predefined period of time, the lightpath is released. WR networks consist of optical cross-connect (OXC) [9] devices connected by point-to-point fiber links in an arbitrary topology. OXC devices are capable of differentiating data streams based on the input port from which a data stream arrives and its wavelength [13]. By having a configuration table within each device, a cross connection can be setup between a certain wavelength on an input port and a wavelength (which might be different from the input wavelength) on an output port. As a result, data transmitted between lightpath endpoints requires no processing, no O/E conversion, and no buffering at intermediate nodes. However, being a form of
circuit switching networks, WR networks do not use statistical sharing of resources and therefore, provides low bandwidth utilization.

Optical Packet Switching Networks

In packet switching networks, IP traffic is processed and switched at every IP router on a packet-by-packet basis. An IP packet contains a payload and header. The packet header contains the information required for routing the packet while the payload carries the actual data. The future and ultimate goal of optical packet switching (OPS) networks is to process the packet header entirely in the optical domain [53, 62]. With the current technology, it is not possible to do such processing in the optical domain. A solution for this problem is to process the header in the electronic domain and keep the payload in the optical domain [26]. This process requires the packet payload to be delayed (optically buffered) until the header is fully processed and the packet is classified, after which the packet is assigned a wavelength. The main advantage of OPS is that it can increase the networks bandwidth utilization by statistically multiplexing many packet streams together. However, because of the its synchronization requirements, many technical challenges remain to be addressed for OPS to become a viable solution [12].

Optical Burst Switching

Optical burst switching (OBS) is an optical switching technique that combines the advantages of both WR networks and OPS networks [59, 67, 74]. Similar to WR networks, there is no need for buffering and electronic processing for data at intermediate nodes.
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At the same time, OBS ensures high bandwidth utilization, just like OPS, by reserving bandwidth on a link only when data is actually required to be transferred through the link. In OBS networks, packets are assembled into bursts at network ingress and disassembled back into packets at network egress. Each burst consists of a header and a payload. OBS uses separate wavelength channels to transmit the burst payload and its header. This physical separation of switching and transmission of the burst header and payload helps to facilitate the electronic processing of headers at optical core nodes, and provide an all-optical path for the burst payload.

Analysis and design of OBS networks is the focus of this thesis. OBS has received a lot of attention during the past few years and is fast becoming an important area of research. Since OBS exploits both the huge bandwidth in fibers for switching/transmission and the sophisticated processing capability of electronics, it is able to achieve cost reduction and utilize the technological advances in both optical and electronic domains. It is believed that OBS is a potential method for building the next generation optical Internet.

1.1.2 Quality of Service in All-Optical Networks

Over the past decade, a significant amount of work has been dedicated to the issue of providing QoS in non-WDM IP networks. Basic IP assumes a best-effort service model. In this model, the network allocates bandwidth to all active users as best as it can, but does not make any explicit commitment as to bandwidth, delay, or actual delivery. This service model is not adequate for many real-time applications that normally require
performance assurances in terms of delay, throughput, and loss ratio. A number of enhancements have been proposed to enable offering different levels of QoS in IP networks. This work has culminated in the proposal of the Integrated Services (Intserv) [15] and the Differentiated Services (Diffserv) [16] architectures by the IETF. Intserv achieves QoS guarantees through end-to-end resource (bandwidth) reservation for packet flows and performing per-flow scheduling in all intermediate routers and switches. Diffserv, on the other hand, defines a number of per-hop behaviors that enable providing relative QoS advantages for different classes of traffic aggregates. Both schemes require sources to shape their traffic as a precondition for providing end-to-end QoS guarantees.

Since Internet traffic is eventually aggregated and carried over the core networks, it is imperative to address end-to-end QoS issues in WDM optical networks. However, previous QoS methods proposed for IP networks are difficult to apply in WDM optical networks mainly due to the fact that these approaches are based on the store-and-forward model and mandate the use of buffers for contention resolution. Currently, there is no optical memory and the use of electronic memory in an optical switch necessitates O/E and E/O conversions within the switch. Using O/E and E/O converters limits the speed of the optical switch and increases the cost of the optical switch significantly. The only means currently available for providing a limited buffering capability in optical switches is the use of fiber delay lines (FDLs). FDLs are long fiber lines used to delay the optical signal for a particular period of time. However, FDLs cannot provide the full buffering capability required by the classical QoS approaches.
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1.2 The Thesis

1.2.1 Objectives

This thesis has two main objectives. The first objective is to develop new methods for QoS provisioning in OBS networks. The unique features of OBS networks, such as the lack of packet queues and the physical separation between the burst header and the burst payload, stand against applying previously developed QoS methods in OBS networks. The second objective of this thesis is to develop new algorithms for reducing the burst blocking probability in OBS networks. The absence of optical buffers in OBS nodes drives the blocking probability to become the main performance measure in OBS networks.

1.2.2 Contributions

The major contributions of this work can be highlighted as follows:

- The development of a new wavelength scheduling algorithm called Min-AV. The developed algorithm performs better, in terms of blocking probability, than all previously proposed algorithms. The results appear in [33].

- The proposal of a new scheme for QoS provisioning in buffer-less OBS networks called Preemptive Prioritized Just Enough Time (PPJET). PPJET provides better service for high priority traffic by dropping reservations belonging to lower priority traffic using a new channel scheduling algorithm called Preemptive Latest Available Unused Channel with Void Filling (PLAUC-VF). The results have been published
in [29],[30].

- The development of a new analytical model for calculating the blocking probability in Just-Enough-Time (JET) based OBS networks. The developed analytical model takes into consideration the effects of the burst offset time and the burst length on the blocking probability. This work also appears in [37],[38],[39].

- The proposal of a new detailed architecture for providing quantitative QoS guarantees with respect to end-to-end delay, throughput, and packet loss probability in buffer-less labeled optical burst switching (LOBS) networks. Results from this work appear in [31],[32].

- The proposal of a novel class of wavelength scheduling algorithms in OBS networks. The proposed wavelength scheduling algorithms process a batch of control bursts together instead of processing them one by one. This work has been published in [34],[35],[36].

- The establishment of the relationship between OBS systems and advance reservation systems. In addition, the scheduling problem in JET-based OBS networks was formulated as instance of the well-known interval graph-coloring problem [3, 47, 52, 78].

Some other minor contributions are also summarized:

- A survey of all previously proposed wavelength scheduling algorithms in JET-based OBS networks. This survey also appears in [33],[40].
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- The proposal of a novel approach for applying fair scheduling algorithms in both the data plane of LOBS edge nodes and the control plane of core nodes without the need for optical buffering.

- The description of an offline algorithm for finding the optimal schedule of bursts after receiving all the reservation requests. This optimal schedule can serve as a reference against which the performance of other algorithms can be compared.

1.2.3 Road Map

Chapter 2 gives an overview of OBS networks. It describes the architecture of OBS edge nodes, OBS signaling protocols, and the architecture of OBS core nodes.

Chapter 3 surveys all previously proposed wavelength scheduling algorithms in JET-based OBS networks. Additionally, it presents a new wavelength scheduling algorithm in JET-based OBS networks.

Chapter 4 proposes a strict priority scheme for QoS provisioning in JET-based OBS networks. This scheme is called Preemptive Prioritized JET (PPJET).

Chapter 5 presents a new analytical model for evaluating the blocking probability in JET-based OBS networks.

Chapter 6 describes a detailed architecture for providing quantitative QoS guarantees with respect to end-to-end delay, throughput, and loss probability in buffer-less LOBS networks.

Chapter 7 introduces a novel class of wavelength scheduling algorithms in JET-based
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OBS networks. The proposed wavelength scheduling algorithms process a batch of bursts together instead of processing them one by one.

Chapter 8 concludes the thesis and outlines future research problems.
Chapter 2

Overview of Optical Burst Switching Networks

OBS networks consist of OBS edge and core nodes connected by WDM links. Figure 2.1 shows a block diagram of an OBS network. Packets arrive to the OBS edge nodes from IP routers using conventional interfaces (e.g. gigabit Ethernet, IP/ATM, etc.). Edge nodes assemble the packets into bursts, which are then routed through the OBS network. When bursts arrive at network egress they are disassembled into packets, which are to be forwarded to their next hops.

The basic switching entity in OBS is a burst. A burst is a train of packets moving together from one ingress node to one egress node and switched together at intermediate nodes. An optical burst consists of two parts, a header and a payload. The header is called the control burst (CB) and is transmitted separately from the payload, which is called the data burst (DB). The CB is transmitted first on a separate signaling channel to reserve the bandwidth along the path for the corresponding DB. After a given delay, the control burst is followed by the data burst, which travels over the same path reserved by the control burst. The delay between sending the CB and sending the DB is called
the burst offset time. The value of the offset time is chosen to be greater than or equal to
the total processing delay encountered by the CB. Let \( d \) be the queuing and processing
time for a CB at a single OBS node. Assuming the CB traverses \( H \) hops, the offset time
\( (T_o) \) is selected such that \( T_o > Hd. \)

### 2.1 Signaling Protocols

Signaling (reservation) protocols in OBS follow one of two schemes, namely, tell-and-go
(TAG) scheme \([25]\), and reserve-a-fixed-duration (RFD) scheme \([60]\). In TAG scheme,
the control burst reserves the wavelength channel upon its arrival to the OBS node. On
the other hand, in RFD scheme the control burst reserves the wavelength channel for a
particular time interval.

Several signaling protocols have been proposed for OBS \([59, 66, 72]\). Among these,
two protocols are widely studied in the literature: Just-In-Time (JIT) \([72]\), and Just-
Enough-Time (JET) protocol [79]. Other protocols can be considered a variation of one of these two.

The JIT protocol follows the TAG scheme and works as follows. Upon the arrival of a CB to a core OBS node, a wavelength channel is immediately reserved if available. If no wavelength is available, the request is blocked and the corresponding DB is dropped. When the wavelength is successfully reserved, it remains reserved until the data burst transmission finishes. The only information that needs to be kept in the network nodes is whether the wavelength is currently reserved or not.

The JET protocol, on the other hand, is based on the RFD scheme. It reserves a wavelength channel exactly for the transmission time of the burst. In JET, the CB contains the destination address, the data burst length, the wavelength on which the associated data burst will arrive, and the burst offset time. When a CB arrives at a core node, a wavelength channel-scheduling algorithm is invoked to find a suitable wavelength channel on the outgoing link for the corresponding DB. The wavelength channel is reserved for a duration equal to the burst length starting from the arrival time of the DB. Therefore, nodes employing the JET protocol need to keep track of the availability of free time intervals on every wavelength channel. In this thesis we are mainly concerned with JET-based OBS networks (OBS-JET).

A typical data burst format is shown in Figure 2.2. The preamble and postamble guard bands (Pre-Guard and Post-Guard) are necessary to overcome the uncertainty of data burst arrival and data burst duration. The sync field contains synchronization
pattern that is used to synchronize optical receivers at egress edge nodes. The length field indicates the length of the payload. The number of packets field (Num Packets) indicates the number of packets contained in the burst. The additional information (AI) field may be used to locate the start of packets in the payload field if padding is used.

The control burst contains necessary routing information to be used by core nodes to route the associated data burst hop by hop to its destination edge node. In addition to the routing information, the CB contains OBS specific information, which includes the DB duration (in RFD protocols), the wavelength on which the associated DB will arrive, DB offset time, and possibly some QoS parameters.

2.2 OBS Core Nodes

The general architecture of an $1 \times 2$ optical core OBS node is shown in Figure 2.3, which mainly consists of an optical switching matrix (OSM), a switch control unit (SCU), an optical-to-electrical (O/E) converter, and an electrical-to-optical (E/O) converter. Control bursts are carried on dedicated control channels. Generally the term channel is used to represent a certain unidirectional transmission capacity (in bits per second)
between two adjacent nodes [74]. A channel may consist of one wavelength, or a portion of a wavelength in case of time-division multiplexing or code division multiplexing. In this thesis a channel is equivalent to one wavelength.

When a CB arrives to a core node, it first gets converted to electrical form, then it gets time-stamped, and thereafter it gets stored in a conventional electronic buffer. For each control burst, the SCU performs a forwarding table lookup, then it decides on which outgoing link (port), data channel, and control channel to forward the CB and the corresponding DB. If there are free data channels available at the DB arrival time to the core node, the SCU configures the OSM to let the DB pass through. Otherwise, the DB is dropped. In addition, the SCU updates the burst offset time field in CB to reflect the processing delay incurred by the CB in the node. Generally, the SCU configures the OSM to allow the DB to pass only for a limited window of time, equal to the DB
duration, starting from the arrival time of the DB. If the DB arrives to the OBS node outside this window of time (either earlier or later), the DB is simply dropped (blocked) since data bursts are optical analog signals. If no path is set up when a DB enters the optical switching matrix, the DB is lost.

The SCU invokes a scheduler to schedule the data burst on an outgoing data channel. The SCU keeps multiple instances of the scheduler, one scheduler instance for each output data link. Each scheduler instance keeps track of the busy/idle periods on a single outgoing data link. The scheduler works as follows. It first reads the time-stamp and the data burst duration information for the CB to determine when the corresponding DB will arrive to the OBS node, and for how long it will need the wavelength channel. Thereafter, it sends the information for the SCU. The burst offset time field is decremented at every core node by the amount of queueing, processing, and transmission delay in the node.

In this thesis we assume that tunable wavelength converters exist in OBS core nodes. A wavelength converter is a device that converts data from one incoming wavelength to another outgoing wavelength [61]. It is expected that wavelength converters will contribute a significant part to the total cost of OBS core nodes.

2.3 OBS Edge Nodes

A simplified block diagram of OBS edge nodes is shown in Figure 2.4 (ingress part) and Figure 2.5 (egress part). The main function of the ingress part is to assemble packets into bursts and send them into the network according to the OBS signaling protocol.
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Figure 2.4: Block diagram of an OBS edge node (ingress).

Figure 2.5: Block diagram of an OBS edge node (egress).
Packets are assembled into bursts, according to their egress edge node addresses and QoS requirements, using a burst assembly algorithm. Several burst assembly algorithms were proposed in the literature [4, 17, 41, 69, 74]. In this thesis the burst assembly process is carried out (where applicable) using the containerization with aggregation-timeout (CAT) algorithm [41][50]. In principal, the function of CAT algorithm is to assemble the arriving packets into bursts that are sent by the ingress OBS to the network’s core. Two parameters control this burst assembly process in CAT, namely the maximum burst size ($B_{\text{max}}$) and burst assembly timeout ($T_{\text{max}}$). The maximum burst size controls the maximum number of bytes that can be in the same burst. If the incoming traffic intensity is high enough, the maximum burst size is reached in a reasonable time. However, if the traffic has a low arrival rate, the burst under assembly might have to wait for a relatively long time until the maximum burst size is reached. In order to avoid large burst assembling delays, an assembly timeout parameter is used.

The egress part of the OBS edge node (Figure 2.5) receives both the control burst and the data burst. Both are forwarded to the burst disassembler, where the data burst gets disassembled back into packets. These packets are then forwarded to their next hop.
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Wavelength Scheduling Algorithms
in OBS Networks

3.1 Introduction

As explained in Chapter 2, when a CB arrives at an OBS node, a wavelength scheduling algorithm is invoked to find a suitable wavelength channel on the outgoing link for the corresponding DB. The wavelength channel is reserved for a duration equal to the burst length starting from the arrival time of the DB. The information required by the scheduler such as the burst arrival time and its duration are obtained from the control burst. The scheduler keeps track of the availability of free time intervals (voids) on every wavelength channel.

The absence of the concept of “packet queues” in OBS nodes, coupled with the one way nature of OBS signaling protocols, drives the burst blocking probability to become the main performance measure in OBS networks. The burst blocking probability is the probability that a wavelength reservation request will not be granted due to the unavailability of a free wavelength.
Different terms have been used in the literature to express the probability of burst loss such as blocking probability, dropping probability, and loss probability. In this thesis, we adopt the following terminology. The term blocking probability is used to express burst loss that is due to unavailability of a free wavelength. The term dropping probability is used whenever intentional dropping of bursts is involved. The term loss probability is a general term that is used when there are more than one possible reason for burst loss.

The blocking probability at an OBS node depends, to a certain degree, on how efficient can the wavelength scheduling algorithm handle voids on wavelength channels. This has led to a growing interest in the area of wavelength scheduling in OBS networks. A number of wavelength scheduling algorithms have been proposed in the literature [27, 51, 66, 74, 75].

In this chapter we survey all previously proposed wavelength scheduling algorithms. In addition, we present two new scheduling algorithms and compare the performance of the two new algorithms to existing ones.

The rest of this chapter is organized as follows. Section 3.2 presents a survey of previously existing algorithms. Two new wavelength scheduling algorithms are proposed in Section 3.3. Section 3.4 presents simulation results of the proposed algorithms and their comparisons with the existing ones. Concluding remarks are provided in Section 3.5.
3.2 Previous Work

In OBS networks employing the JET protocol (OBS-JET networks), a control burst arriving at a node represents a wavelength reservation request. A reservation request consists of a pair of values \((t_a, t_e)\). The value \(t_a\) is determined based on the offset time, whereas \(t_e\) is determined based on \(t_a\) and the length of the burst \(b\) as shown in Figure 3.1. A wavelength scheduling algorithm \(X\) is more efficient than wavelength scheduling algorithm \(Y\), if it increases the utilization of the wavelength channels and hence decreases the burst blocking probability. The burst blocking probability is calculated as the ratio of bits blocked to bits sent.

A wavelength channel is said to be \textit{unscheduled} at time \(t\) when no burst is using the channel at or after that time. A channel is said to be \textit{unused} for the duration of voids between successive bursts and after the last burst assigned to the channel.
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The most basic wavelength scheduling algorithm is the First Fit Unscheduled Channel (FFUC) algorithm [51]. For each of the outgoing wavelength channels, the FFUC algorithm keeps track of the unscheduled time. Whenever a control burst arrives, the FFUC algorithm searches all wavelength channels in a fixed order and assigns the burst to the first channel that has unscheduled time less than the data burst arrival time. The main advantage of the FFUC algorithm is its computational simplicity. Its main drawback is that it results in high blocking probability, since the algorithm does not consider voids between bursts scheduled.

In [66], Turner proposed the Latest Available Unscheduled Channel (LAUC) algorithm. The basic idea of the LAUC algorithm is to increase channel utilization by minimizing voids created between bursts. This is accomplished by selecting the latest available unscheduled data channel for each arriving data burst. For example, in Figure 3.2 wavelengths 0 and 3 are unscheduled at time $t_a$, and wavelength 0 will be selected to carry the new data burst arriving at $t_a$; thus, the void on wavelength 0 will be smaller than the void that would have been created if wavelength 3 were selected. Therefore, LAUC yields better burst dropping performance than FFUC and does not add any computation overhead. However, since it does not take advantage of voids between bursts, as was the case for the FFUC, it still leads to a relatively high blocking probability.

Xiong et al. [74] proposed a channel algorithm called LAUC-VF (Latest Available Unused Channel with Void Filling). The basic idea of the LAUC-VF algorithm is to minimize voids by selecting the latest available unused data channel for each arriving
data burst. Given the arrival time \( t_a \) of a data burst with duration \( b \) to the optical switch, the scheduler first finds the outgoing data channels that are available for the time period of \( (t_a; t_a + b) \). If there is at least one such data channel, the scheduler selects the latest available data channel, i.e., the channel having the smallest gap between \( t_a \) and the end of the last data burst just before \( t_a \). Figure 3.3 illustrates that LAUC-VF chooses channel 2 in the previous example.

Iizuka et al. [27] proposed a scheduling algorithm that selects the data channel in which the void newly generated after the burst ending time becomes minimum (we call it Min-NGV algorithm). Figure 3.4 illustrates an example for the algorithm. The Min-NGV algorithm chooses wavelength channel 1 since this choice will generate the smallest void after the burst ending time.

Xu et al. [75] has proposed two algorithms: Minimum Starting Void (Min-SV) and Minimum Ending Void (Min-EV). Both algorithms are based on computational geometry
Figure 3.3: Illustration of the LAUC-VF algorithm.

Figure 3.4: Illustration of the Min-NGV algorithm.
techniques. The Min-SV algorithm performance is close to the performance of the LAUC-VF, while the Min-EV algorithm is the same as the Min-NGV. However, Min-EV and Min-SV are claimed to be faster than Min-NGV and LAUC-VF, respectively.

3.3 Proposed Algorithms

In this section, two wavelength scheduling algorithms are proposed. The first algorithm is called Maximum Newly Generated Void (Max-NGV), and the second one is called Minimum Available Void (Min-AV).

3.3.1 Max-NGV

The idea behind the Max-NGV algorithm is to minimize the burst blocking probability by selecting the data channel that results in the largest void after the burst ending time. This way larger voids will be available for future data bursts. Given the arrival time $t_a$ of a data burst with duration $b$ to the optical switch, the scheduler first finds the outgoing data channels that are available for the time period of $(t_a; t_a + b)$. If there is at least one such data channel, the scheduler selects the channel having the largest gap between $(t_a + b)$ and the start of the data burst just after $(t_a + b)$. In other words, the algorithm assigns the burst to the channel that results in the largest newly generated void after the burst ending time. An example for the Max-NGV algorithm is illustrated in Figure 3.5.
3.3.2 Min-AV

The basic idea of the Min-AV algorithm is to minimize voids by selecting the smallest void among all possible voids. Given the arrival time \( t_a \) of a data burst with duration \( b \) to the optical switch, the scheduler first finds the outgoing data channels that are available for the time period of \((t_a; t_a + b)\). If there is at least one such data channel, the scheduler selects the data channel that has the smallest available void. Accordingly, the scheduler will always minimize voids resulting from assigning the burst to the data channel. An example for the Min-AV algorithm is shown in Figure 3.6. The algorithm chooses channel 0 since it has the minimum void among all possible voids.
3.4 Performance Evaluation

This section presents experimental results on the proposed algorithms, Max-NGV and Min-AV, and their comparisons with the existing algorithms, LAUC-VF, Min-NGV. Our main concern in these experiments is the blocking probability. We ignore the LAUC algorithm in our comparison since it is already known to be outperformed by the LAUC-VF algorithm in terms of blocking probability. Additionally, as indicated before, the performance of the LAUC-VF is an upper bound on the performance of the Min-SV, while Min-EV performance is similar to the performance of the Min-NGV.

3.4.1 Simulation Setup

Figure 3.7 shows the simulation model used in this section, which is based on the OPNET [54] simulation tool. It consists of a single OBS node connected to $n$ traffic sources and a sink node. Each input link carries 2 separate wavelengths, one for data and one for
control. The output link carries five wavelengths, four for data and one for control, and
each wavelength has transmission speed of approximately 2.5 Gbps (OC-48). Practical
WDM systems typically use larger numbers of wavelengths (e.g., 32–128 wavelengths).
However, obtaining reliable results from a discrete-event simulation of such systems would
require running the simulation for a prohibitively long time. Therefore, for the purpose
of our research, we have used a relatively small number of wavelengths in order to model
and analyze our architecture in a reasonable amount of time. Studying the simulation
results of our model has revealed that the only impact of using a relatively small number of
wavelengths is that the blocking probability across various classes of service has uniformly
increased.

We assume that sources generate control and data bursts. Burst sizes are exponentially
distributed with mean $B$ units. The offset time has a uniform distribution over
$[0, A_{\text{max}}]$. The mean burst size $B$ and the maximum offset time $A_{\text{max}}$ are varied to study
their effect. All traffic sources used are Poisson sources.

The use of Poisson process to characterize the arrival process in OBS networks has
been heavily discussed in the literature [17, 24, 28, 74, 82]. It is generally accepted that
Internet traffic is statistically self-similar [44, 57, 73]. However, it has been shown that
in OBS networks the burst assembly process reduces the long-range and the short-range
dependency of the traffic [17, 24, 74, 82]. In addition, in buffer-less OBS networks the
influence of the long-range dependency of the self-similar traffic can be neglected and the
arrival process can be assumed to be Poisson process, as illustrated in [28, 82].
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Figure 3.7: Simulation model used in Section 3.4.

The main difference between scheduling algorithms compared in this section is the wavelength selection criteria. Therefore, in the OBS node we have implemented a general wavelength scheduling algorithm that changes the void selection process depending on the particular algorithm requested. A description of the algorithm is given in Algorithm 3.1.

The function Get_Void(i, t_a, t_e) searches wavelength i for a void that can fit a burst arriving at time t_a and ending at time t_e. In general, a void can be represented by an interval with start time t^v_s and end time t^v_e. Clearly this interval can be semi-unbounded, i.e., t^v_e = ∞, if the channel is unscheduled at time t^v_s. If there is at least one such data channel, the function Select_Void selects a wavelength from those having available voids using the specified algorithm (algol).

3.4.2 Simulation Results

We study the effect of varying the maximum burst offset time and the mean burst size on the performance of the proposed algorithms, Max-NGV and Min-AV, and the existing algorithms, LAUC-VF, Min-NGV. Let Δ be the transmission time of 1024 bits on one
input : $t_a, t_e, algol$
output: $wl$
initialize $i ← 0, wl ← -1$

for $i ← 0$ to $Data.WL.Num$ do
    $v[i] ← Get.Void(i, t_a, t_e);$
end

if $v$ is empty then
    report failure in finding an outgoing channel;
    stop;
end

$wl ← Select.Void(v, algol);$ reserve channel $wl$ for data burst;
report $wl$;

**Algorithm 3.1:** General wavelength scheduling algorithm
of the wavelengths, i.e., \( \Delta = \frac{1024}{237728000} = 4.3e^{-7} \) seconds. We express the offset time in terms of \( \Delta \). We also express \( B \) as multiples of 1024 bits. Each data point in the following results is the average of 10 runs with 10 different seeds.

**Effect of burst size**

In this subsection, we set the maximum offset time \( A_{\text{max}} = 100\Delta \). We perform two sets of simulations. The first set corresponds to mean burst size \( B = 160 \) (i.e., \( B=163840 \) bits), while the second set corresponds to \( B = 20 \). The burst inter-arrival time was also varied in order to vary the offered load. Figure 3.8 illustrate the results.

Result set marked as (1) in Figure 3.8 corresponds to the case of \( B = 160 \). In this set of results, we see that all scheduling algorithms give approximately the same blocking probability. In the second set of results, which corresponds to \( B=20 \), the proposed Min-AV algorithm has the best performance among all algorithms, while Max-NGV and Min-NGV algorithms give the worst performance. Generally, smaller mean burst size causes more fragmentation for the wavelength channels than in the case of larger mean burst size. Higher fragmentation levels of the wavelength channel causes the blocking probability to increase. It is the job of the wavelength scheduler to decrease the level of fragmentation where possible. Max-NGV and Min-NGV are less successful in decreasing the level of fragmentation on channels when the mean burst size is small.
Figure 3.8: Effect of the burst size on the performance of different wavelength scheduling algorithms in terms of the burst blocking probability.
In this subsection, we assign to $B$ an arbitrary value of 80 and vary the inter-arrival time to vary the offered load. We perform two sets of simulations. The first set corresponds to a maximum offset value equal to $50\Delta$, whereas the second set corresponds to $A_{\text{max}} = 400\Delta$. Results are shown in Figure 3.9.

Results from the first simulations set show that for small values of $A_{\text{max}}$ all algorithms typically result in approximately equal blocking probability. The second set of simulations shows that as $A_{\text{max}}$ becomes larger, different algorithms result in different
blocking probability values. In addition, results show that Max-NGV and Min-NGV produce higher blocking probabilities than LAUC-VF, Min-AV for larger values of $A_{\text{max}}$.

When the maximum offset time value increases, reservations’ start time values are more dispersed in time. This causes the fragmentation of the wavelength channel to increase as the maximum offset time increases. Results in Figure 3.9 show that the Min-AV and LAUC-VF algorithms pack reservations on wavelength channels better than Max-NGV and Min-NGV, which in turn decreases the fragmentation of the wavelength channels.

### 3.5 Concluding Remarks

In this chapter, we surveyed previously proposed wavelength scheduling algorithms. Moreover, we have introduced two new wavelength reservation algorithms: Max-NGV and Min-AV. The performance of the proposed algorithms and their comparison with previously proposed algorithms was evaluated through discrete-event simulation. Simulation results showed that the Min-AV algorithm performs at least as good as the best previously known algorithm (LAUC-VF) in terms of blocking probability. Results also showed that Min-AV is specially advantageous when mean burst size is small.
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A Novel Priority Scheme for

Supporting QoS in OBS Networks

4.1 Introduction

In this chapter, we present a novel scheme for QoS provisioning in buffer-less OBS networks. We call this scheme Preemptive Prioritized JET (PPJET). PPJET provides service to different traffic classes based on a strict priority order. The PPJET scheme utilizes the JET signaling protocol, in conjunction with a new channel-scheduling algorithm, called Preemptive Latest Available Unused Channel with Void Filling (PLAUC-VF).

A number of related approaches appear in the literature [2, 76, 80]. A signaling protocol, called Prioritized Just-Enough-Time (PJET), has been proposed for providing priority-based service differentiation in OBS networks [80]. The main drawback of PJET is that it introduces a significant amount of delay for high priority traffic in order to provide a reasonable isolation level from lower priority traffic classes.

Two different preemptive schemes for QoS provisioning in OBS networks have been proposed in the literature. Cankaya et al. [2] proposed a partial preemptive schedul-
ing scheme. This scheme combines proportional differentiation discipline with partial preemptive scheduling such that the burst dropping probability is adjusted to be proportional to the parameters set by the network service provider. The algorithm used for burst scheduling under this scheme has, however, high complexity due to the lengthy burst acceptance/rejection decision process in intermediate switching nodes. Moreover, the proportional differentiation technique itself requires maintaining statistics about each class of service in every node in the network. This information is updated with every control burst, which severely limits the scalability of the approach considering the high volume of bursts in OBS networks.

A different scheme has been described by Yang et al. [76]. Their scheme allows high priority bursts to preempt low priority bursts in a probabilistic manner. However, the model given in their paper to estimate the blocking probability is incomplete because it ignores completely the effects of the offset time and its distribution on the blocking probability. In addition, their scheme cannot make use of void filling channel-scheduling algorithms, leading to much higher dropping probabilities than the PJET scheme.

The rest of this chapter is organized as follows. Section 4.2 gives an overview of PJET. In Section 4.3, we present the PPJET scheme and the PLAUC-VF algorithm. We discuss an approximate method for calculating the dropping probability in PPJET in Section 4.4. We evaluate the performance of the proposed scheme in Section 4.5 and provide concluding remarks in Section 4.6.
4.2 Overview of PJET

The PJET protocol uses offset time as a way to provide different classes of service in buffer-less OBS networks. Assume we have two classes of service: class 1 and class 0. Class 1 is the real-time service class that corresponds to applications that require low delay, bandwidth guarantee, and low dropping probability, while class 0 is the best effort service class. In order for class 1 to have higher priority for bandwidth reservation, an additional offset time, denoted $t_{qos}$, is given to this class. The value of $t_{qos}$ is constant and considerably larger than the original JET offset time ($T_o$). Additionally, $t_{qos}$ needs to be larger than the maximum burst length in class 0. With such long offset time, the dropping probability of bursts in class 1 becomes independent of the offered load in class 0 and only a function of the offered load in class 1. On the other hand, the offered load in both classes will determine the dropping probability of class 0. The authors in [80] gave a simple analytical model to evaluate the dropping probability as a function of $t_{qos}$ and concluded that to provide almost 100\% isolation between classes 0 and 1, it is sufficient to have $t_{qos}$ equal to $5L_0$, where $L_0$ is the average burst size in class 0. The main problem with this protocol is that it introduces a significant amount of delay for high priority traffic.
4.3 Introducing PPJET

In this section we describe PPJET, a novel priority based scheme for QoS provisioning in buffer-less OBS networks. This scheme minimizes dropping of high priority traffic by preempting reservations for lower priority traffic. Consider the case of an OBS network supporting two priority classes, namely class 0 and class 1, where class 1 is given higher priority over class 0 in terms of dropping probability (i.e., class 1 has lower packet dropping probability than class 0). At the network ingress, incoming traffic is aggregated into bursts, such that each burst will belong to either class 1 or class 0. Whenever a data burst is ready to be sent, the corresponding control burst is sent to request reservations at intermediate nodes for the data burst. When class 1 reservation request arrives at an intermediate node it cannot be blocked (dropped) by a future class 0 request nor can it be blocked by an existing class 0 reservation for any duration in the future. It can only be blocked by an existing class 1 reservation, or a class 0 reservation that has a start time in the past (that is to say, the reserved duration has started already). The main advantage of PPJET is that it eliminates the need for the relatively large QoS offset period required by the PJET scheme for providing strict priority. In PPJET, reservation requests are signaled using JET with basic offset $T_0$. The only modification required for the JET protocol is to add to the CB a class-of-service (CoS) field indicating the class of service that the burst belongs to.

To achieve the goal of providing a strict priority for high priority reservations, we propose a new channel scheduling algorithm, called Preemptive-LAUC-VF (PLAUC-
VF), to be used at ingress and intermediate OBS nodes to allocate wavelength channels for the data burst duration.

### 4.3.1 PLAUC-VF Channel Scheduling Algorithm

In the PLAUC-VF algorithm, when a request belonging to a high priority traffic class arrives, the algorithm first searches the wavelength channels for voids that can accommodate the new reservation. If more than one void exist, the latest available unused data channel is selected. If no void can be found, the algorithm finds, for each channel, the original reservations that blocked the new reservation request. If these reservations belong to lower priority classes, the algorithm calculates the void that will exist if these original reservations are dropped. Then, the algorithm selects the channel that has the void with the latest start-time among the newly created voids. Thereafter, the algorithm drops the original blocking reservations on the selected channel. For example, in Figure 4.1(a) there is no void that is large enough to fit the new burst that is to arrive at time $t_a$. The PLAUC-VF algorithm will find bursts that might be dropped to create a new void that is large enough to fit the new arriving burst. Channels 0 and 1 are not selected by the algorithm because the bursts that need to be dropped belong to the same CoS of the new burst. Both channels 2, 3 are eligible because suitable voids can be created by dropping lower CoS bursts. However, the algorithm selects channel 3, as shown in Figure 4.1(b), since its new void has the latest start time. A formal description of the algorithm is given in Algorithm 4.1. The PLAUC-VF algorithm has similarities with the algorithm
described in Algorithm 3.1. The function GetVoid is modified here to include a CoS parameter and also to return the reservations to be dropped, if any. After calculating all suitable voids, the algorithm partitions the set of voids into two subsets: the set of original voids \( (ov) \) and the set of new voids \( (nv) \). The former set includes voids that already exist on wavelength channels, while the latter set includes voids that will be created by dropping reservations belonging to lower CoS(s). The set of bursts that need to be dropped in order to accommodate the new burst on wavelength \( i \) is kept in \( d[i] \). Only if \( ov \) set is empty, the \( nv \) set is considered by the algorithm. The function Find_LST_Void is used to find the void with the latest start time among \( ov \) if \( ov \) is not empty, otherwise it is used on \( nv \). The algorithm terminates with the reserved wavelength if a suitable void can be found or created, otherwise an error is reported.

### 4.4 Dropping Probability Calculation in PPJET

One possible method for approximating the dropping probability in PPJET scheme is to model the output port as a \( M/G/k/k \) queue, and calculate the dropping probability using the well-known Erlang’s B-formula:

\[
Bp(\rho, k) = \frac{\rho^k/k!}{\sum_{i=0}^{k} \rho^i/i!} \quad (4.1)
\]

In this equation, \( k \) is the number of wavelengths, and \( \rho \) is the total offered load. Consider 2 classes of service, class 0 and class 1. Class 1 corresponds to the high priority
Figure 4.1: Illustration of the PLAUC-VF algorithm.
input : $t_a, t_e, cos$
output: $wl$
initialize $i \leftarrow 0, wl \leftarrow -1$

for $i \leftarrow 0$ to $Data\_WL\_Num$ do
    $[v[i], d[i]] \leftarrow Get\_Void(t_a, t_e, cos)$

end

if $v$ is empty then
    report failure in finding an outgoing channel;
    stop;
end

$ov[ ] \leftarrow \{v[i] | d[i] is empty\}$;
$nv[ ] \leftarrow \{v[i] | d[i] not empty\}$;

if $ov$ not empty then
    $wl \leftarrow Find\_LST\_Void(ov)$;
    reserve channel $wl$ for data burst;
    report $wl$;
    stop;
else
    $wl \leftarrow Find\_LST\_Void(nv)$;
    Drop ($d[wl]$);
    reserve channel $wl$ for data burst;
    report $wl$;
    stop;
end

Algorithm 4.1: PLAUC-VF algorithm
traffic and class 0 corresponds to the best-effort traffic. Since PPJET is a strict priority scheme, the dropping probability of class 1 \( (P_{\text{drop,1}}) \) depends only on its traffic load. Thus, \( P_{\text{drop,1}} \) can be directly obtained by \( Bp(\rho_1, k) \). Class 1 offered load can be calculated as \( \lambda b \), where \( b \) is the average burst size and \( \lambda \) is the average arrival rate. On the other hand, the burst dropping probability of class 0 \( (P_{\text{drop,0}}) \) can be calculated from the following conservation law:

\[
\rho P_{\text{drop,\text{tot}}} = \rho_1 P_{\text{drop,1}} + \rho_0 P_{\text{drop,0}} \quad (4.2)
\]

where \( \rho = \rho_1 + \rho_0 \) and \( P_{\text{drop,\text{tot}}} = Bp(\rho, k) \). Unfortunately, this approximation is not accurate because it neglects the effect of the offset time and the burst length distribution on the dropping probability. However, this approximation may be useful for dimensioning purposes.

### 4.5 Performance Analysis

In this section, we compare the performance of PPJET and PJET in terms of dropping probability and end-to-end (ETE) delay by means of simulation. We restrict our analysis to two classes of service, namely, class 0 and class 1. However, PPJET and PJET can both be generalized to more than two classes of service. In this discussion, class 1 corresponds to the high priority traffic and class 0 corresponds to the best-effort traffic.
4.5.1 Network Setup

The simulation is performed using a sophisticated discrete-event simulation model based on OPNET. The network topology used in the simulation is shown in Figure 4.2. The network consists of two types of OBS nodes, core OBS nodes and edge OBS nodes (ingress and egress).

Links shown as thick lines in Figure 4.2 are WDM links capable of carrying five separate wavelengths, four for data and one for control. The transmission speed per wavelength is approximately 2.5 Gbps (OC-48). Links from traffic sources to ingress OBS devices and from egress OBS devices to the destination nodes are single wavelength links with the same transmission speed. The burst assembly process is carried out using the CAT algorithm [41]. The main advantage of the CAT algorithm is that it regulates
the network traffic by producing bursts with sizes that are approximately constant and equal to $B_{\text{max}}$. Therefore, CAT enhances (i.e., reduces) burst dropping probability.

All traffic sources used in the simulation are Poisson sources. Packet sizes are exponentially distributed with a mean equal to 1,024 bytes, and the mean packet inter-arrival time is varied to demonstrate the effect of network load. Sources are configured such that class 0 and class 1 shares of the total offered load are 2/3 and 1/3, respectively.

We compare the performance of PPJET and PJET in two cases. In the first case, we use the CAT algorithm with constant $B_{\text{max}}$. In the second case, $B_{\text{max}}$ is varied from one burst to another according to an exponential distribution with a mean parameter, $\bar{B}_{\text{max}}$, that is changed from one simulation scenario to another. The main purpose of varying $B_{\text{max}}$ is to analyze the performance of PPJET in the presence of other burst assembly algorithms that may not behave as CAT.

An important parameter for evaluating the performance of PJET is the ratio of the QoS-offset ($t_{qos}$) to the mean burst size ($\bar{B}_{\text{max}}$). We call this ratio the isolation ratio. This ratio determines the degree of isolation of class 1 traffic from traffic belonging to class 0. The higher the ratio the better the isolation between the two traffic classes. Previous research has shown that in case of constant burst sizes it is sufficient to set the isolation ratio to 1 [80]. On the other hand, in case of exponentially distributed burst sizes, class 1 is sufficiently isolated when the isolation ratio is equal to 5, and that any further increase to this ratio will have minimal effect [80]. It is important to emphasize that PPJET does not require extra offset time to achieve isolation, therefore, the isolation ratio is irrelevant.
Figure 4.3: Comparison between PPJET and PJET class 1 dropping probabilities in the case of constant burst sizes.

4.5.2 Burst Dropping Probability

We perform two simulation sets to compare class 1 dropping probabilities ($P_{\text{drop,1}}$) for PPJET and PJET as a function of the total offered load. In the first set of simulations, we use a constant value for $B_{\text{max}}$ equal to 20,480 bytes. Figure 4.3 shows the results. The top two curves in Figure 4.3 show $P_{\text{drop,1}}$ for PJET when the isolation ratio is equal to 0.5 and 1. The bottom curve shows $P_{\text{drop,1}}$ for PPJET.

In the second set of simulations, we use an exponentially distributed $B_{\text{max}}$ with mean
Figure 4.4: Comparison between PPJET and PJET class 1 dropping probabilities in the case of exponentially distributed burst sizes.
value = 20,480 bytes. In addition, we use three values for the PJET isolation ratio: 4, 4.5, and 5. Figure 4.4 shows the result for this set of simulations.

It is obvious from Figure 4.3 and Figure 4.4 that PPJET outperforms PJET in terms of dropping probability, especially in the case of exponentially distributed burst sizes. This can be explained by noting that the offset method used in the PJET scheme for isolation is a statistical method for providing priority. Stated otherwise: as the isolation ratio increases, the probability of blocking decreases. On the other hand, PPJET’s method of guaranteeing priority is deterministic, since the PLAUC-VF algorithm preempts lower priority reservations.

In Figure 4.5 we illustrate the effect of $B_{max}$ on the dropping probability of both PPJET and PJET. We fix the isolation ratio for the PJET scheme to 5. In this scenario, we use two values for $B_{max}$: 20,480 bytes and 204,800 bytes. Results in Figure 4.5 demonstrate clearly that PPJET performs better than PJET, in terms of dropping probability, for small and large values of $B_{max}$. In addition, it is apparent from the figure that PPJET and PJET provide better burst dropping probability as the value of $B_{max}$ increases.

4.5.3 ETE delay

In our network model, a packet encounters four types of delays in its path from source to destination: burst assembly delay ($D_a$) in the ingress OBS node, offset delay ($D_o$), data burst transmission delay ($D_t$) and the queuing delay ($D_q$) at the output of the egress OBS node after the burst de-assembly process.
Figure 4.5: Effect of the mean burst size on class 1 dropping probability.
The offset delay $D_o$ can be further divided into two components, JET offset time $T_0$ and QoS offset $t_{qos}$. The JET offset time is constant for both PPJET and PJET, while QoS offset is equal to zero in case of PPJET.

Note that the quantity $D_a$ is directly proportional to $B_{max}$ and inversely proportional to the traffic load, while both $D_t$ and $D_q$ delay components are directly proportional to $B_{max}$. In case of PJET, $D_o$ is also directly proportional to $B_{max}$, while $D_o$ is constant in PPJET. Accordingly, the main difference in ETE delay between PJET and PPJET is the QoS offset. In this subsection, the isolation ratio for PJET is set to 5 for exponentially distributed $B_{max}$, and is set to 1 for constant $B_{max}$.

Figure 4.6 compares the ETE delay for PPJET and PJET as a function of the total offered load. In this scenario, $B_{max}$ is exponentially distributed, and we use two values for $\bar{B}_{max}$: 20480 bytes and 204800 bytes. Figure 4.6 shows that ETE delay decreases in all cases as the traffic load increases. This is due to the $D_a$ delay component that is inversely proportional to the traffic load. Furthermore, as $\bar{B}_{max}$ increases the ETE delay increases due to the fact that $D_a$, $D_t$, and $D_q$ delay components are all proportional to $\bar{B}_{max}$. However, as explained earlier, the main advantage of PPJET over PJET with respect to the ETE delay is in the elimination of the QoS offset which can be substantially large in the case of large $\bar{B}_{max}$. This fact is evident from the simulation results in Figure 4.6, where the difference between the bottom two curves ($\bar{B}_{max}=20480$ bytes) for PPJET and PJET is substantially smaller than the difference between the two upper curves ($\bar{B}_{max}=204800$ bytes). Figure 4.7 shows similar results for constant $B_{max}$.
Figure 4.6: Class 1 ETE delay comparison in the case of exponential $B_{max}$. 
Figure 4.7: Class 1 ETE delay comparison in the case of constant $B_{\text{max}}$. 
4.6 Concluding Remarks

In this chapter, we have presented a novel scheme for QoS provisioning in buffer-less OBS networks. This scheme assigns different priorities to traffic classes and provides service to these classes based on strict priority order. The proposed scheme achieves this goal by utilizing a new channel scheduling algorithm called PLAUC-VF that allows for dropping reservations that belong to lower priority traffic-classes in order to fit new high priority reservations. We have presented several results on the performance of the proposed scheme for the case of two priority levels. However, the scheme is general and can be used with more than two service classes. We have demonstrated that PPJET achieves significant performance enhancements over PJET in terms of dropping probability and ETE delay for high priority traffic.
Chapter 5

A New Analytical Model for Computing Blocking Probability in OBS Networks

5.1 Introduction

One of the main performance measures in OBS networks is the blocking probability, which is the probability that a wavelength reservation request will not be granted due to the unavailability of a free wavelength. To the best of our knowledge, most analytical models used for calculating the blocking probability in the JET protocol are very simple to the degree of inadequacy. These models ignore important factors that need to be considered when calculating the blocking probability, as will be explained later in this chapter.

The main objective of this chapter is to present a more elaborate analytical model that captures the essential features of JET-based OBS (OBS-JET) networks, and gives stronger insight into factors that affect the blocking probability.
In Section 5.2, we discuss key factors affecting the blocking probability in OBS-JET networks and briefly describe previous models for calculating the blocking probability. We relate the problem of calculating the blocking probability in OBS-JET networks to the problem of calculating the reservation probability in advance reservation systems in Section 5.3. We then propose a new analytical model in Section 5.4. We validate the accuracy of the proposed model in Section 5.5 by comparing it to simulation results and we conclude the chapter in Section 5.6.

5.2 Blocking Probability

The signaling protocol used in an OBS network is crucial in determining the blocking probability for data bursts in that network. For the JIT protocol, the blocking probability at a node can be calculated by modeling the output port as a $M/G/k/k$ queue and using the well-known Erlang’s B-formula for the loss probability:

$$Bp(\rho, k) = \frac{\rho^k/k!}{\sum_{i=0}^{k} \rho^i/i!}$$  \hspace{1cm} (5.1)

In this equation, $k$ is the number of wavelengths, and $\rho$ is the offered load. For the JIT protocol the offered load is $\lambda(b + a)$, where $\lambda$ is the mean arrival rate, $a$ is the mean burst offset time, and $b$ is the mean data burst length. This formula is derived using the fact that each request blocks the channel for a time duration equal to the sum of the offset time and burst transmission delay.
Erlang's loss formula has also been used to approximate the blocking probability for the JET protocol by treating the node's output link as a traditional loss system with an offered load of \( \lambda b \). However, this approximation oversimplifies the problem by neglecting the effect of the offset time on the blocking probability. Moreover, if a void filling algorithm is used in conjunction with the JET protocol, the discrepancy between the approximation and the true blocking probability will become even larger. This is due to the fact that Erlang's loss formula calculates the probability that a channel will be free on the arrival of a burst, but it does not consider if the channel remains free for the service duration (length) of the burst. Therefore, Erlang's loss formula cannot be considered as a good approximation for the blocking probability because it fails to capture the effects of the offset time and the burst length.

5.3 Advance Reservation Systems

The problem of calculating the blocking probability in OBS-JET networks is similar to calculating the reservation probabilities in classical advance reservation systems. An advance reservation system can be defined as:

- A system with \( M \) servers.

- A process of arriving requests to use the servers is given.

- Each request is a pair of independent random variables:
  
  - an advance notice, \( A \).
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- a service duration, $B$.

- Loss protocol: A reservation is made if and only if, for its whole duration at least one of the set of $M$ servers is free. Otherwise the reservation request is blocked.

- The objective is a formula for the blocking or reservation probabilities.

This system appears in many different applications, such as hotel reservations and videoconferencing systems. Several models exist in the literature for analyzing different reservation systems [22, 45, 46, 68]. However, each of these models has a set of simplifying assumptions that are applicable to their specific system of interest. Therefore, none of these models are directly applicable to the problem at hand.

The main difficulty in modeling the OBS-JET systems, and any advance reservation systems in general, is that a reservation request can be blocked by a reservation starting after its own start time. This phenomenon of "retro-blocking" [45] becomes more significant as the advance notice dispersion becomes larger.

One notable difference between OBS-JET system and the advance reservation systems, is the above mentioned loss protocol. In OBS-JET, the reservation is accepted if and only if at least one wavelength is free at the starting time of the burst, and that particular wavelength remains free for the duration of the burst. Thus, it is not sufficient to consider only the number of free wavelengths as in the case of advance reservation systems, which further complicates the problem. The example of Figure 5.1 illustrates this difference, where a reservation request for a server arrives to a system of 4 servers.
Figure 5.1: Example to illustrate the difference in the loss protocol between advance reservation systems and OBS networks.

The requested reservation is to start at time $t_a$ and lasts for a duration equal to $(t_e - t_a)$. In classical advance reservation systems, this request will be accepted because there is a free server at any time instant in the time interval $[t_a, t_e]$. In comparison, this reservation request will be rejected (blocked) in OBS-JET systems, since there isn't any wavelength that is free on the start time of the reservation and remains free for the entire requested time interval.
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5.4 Proposed Model

5.4.1 Problem Description and Assumptions

Assume that a CB requests a wavelength after $a$ time units for a duration equal to $b$ time units. The request is accepted if at least one wavelength is free for a period of time equal to the request duration. Stated otherwise: if $t_r$ is the CB arrival time, then the request is granted if the request reservation interval $[t_r + a, t_r + a + b]$ does not overlap with an already reserved interval on at least one of the available wavelength channels. If there is no free interval, the CB and its corresponding DB are dropped.

In order to make the model tractable, we simplify the problem by dividing time into slots of width $\delta$. We assume that the offset $a$ and the burst length $b$ are integer multiples of $\delta$. The control burst arrival process is assumed to constitute a Poisson process with a mean of $\lambda$ arrivals per time slot. The offset time $A$ has a probability distribution $f(a) = P(A = a)$ for $a = 0,1,..$, and the data burst duration $B$ has the distribution $g(b) = P(B = b)$ for $b = 1,2,...$ Figure 5.2 illustrates the simplified OBS-JET system.

We assume that arrivals and departures occur at slot boundaries. Slots are numbered with respect to the arrival time slot of a reference CB. We use $n$ to indicate the slot number. Our model has similar assumptions as the model developed in [45], which was developed for advance reservation systems. However, our model is significantly different from the model in [45] because of the previously mentioned difference in loss protocol between OBS-JET systems and advance reservation systems.
5.4.2 Traffic Model

Assume we have a reference control burst arriving at certain time instant, and requesting to reserve a channel after $n$ time slots from its arrival time. Without loss of generality, consider the arrival time of the control burst to be slot 0, and start of the requested duration to be slot $n$. In order to calculate the blocking probability of this request, we need to consider the number of arrivals at slot $n$ seen at the time of the request. This is because any reservation request that will be generated in the future (from time slots after slot 0) for slot $n$ will not affect the probability of accepting/blocking the reference reservation request.

The number of data bursts whose start time is within slot $n$, seen at the instant in
which the reference control burst arrives, is Poisson distributed with mean

\[ \lambda_{(n)} = \begin{cases} 
\lambda, & \text{for } n \leq 0 \\
\lambda\{1 - \sum_{a=0}^{n-1} f(a)\}, & \text{for } n > 0
\end{cases} \quad (5.2) \]

This equation can be justified as follows. The sum of the number of requests for time slot \( n \) from all previous slots, including slot \( n \), is \( \lambda \). Given a reference control burst arriving in time slot 0, the probability that this CB will request time slot \( n \) is \( f(n) \). Therefore, the number of requests from slot 0 to slot \( n \) is \( \lambda f(n) \). From the point of view of the reference CB, the number of data burst arrivals in slot \( n \) is the sum of requests from all time slots before slot 0 in addition to requests from slot 0. Thus, the number of arrivals in slot \( n \) seen by the reference CB, is the number of all possible requests (\( \lambda \)) minus any future requests to be made in time slots 1 to \( n \) for slot \( n \).

To further illustrate Equation 5.2, consider the following example. Assume that the offset time can have one of four values: 0, 1, 2, or 3, each with a probability of \( \frac{1}{4} \). Consider a reference control burst arriving at slot 0. The mean number of requests to slot 1, seen by the reference control burst, are the sum of requests initiated from slots -2, -1, and 0. Therefore the number of requests to slot 1 can be calculated as \( \lambda\{1 - \frac{1}{4}\} = \frac{3}{4}\lambda \). In the same manner, the mean number of requests to slot 3, seen by the reference control burst, are the number of requests initiated from slot 0, and can be calculated as \( \lambda\{1 - \{\frac{1}{4} + \frac{1}{4} + \frac{1}{4}\}\} = \frac{1}{4}\lambda \).
5.4.3 State Description

We use two Markov chains to model our system. The first Markov chain models the state of a single wavelength channel, and it is used to calculate the probability that the wavelength channel will be free for the duration of the data burst. While the second Markov chain models the occupancy of an output link carrying multiple data wavelength channels, and it is used to calculate the probability that a wavelength channel will be free upon the arrival of the data burst. The main idea behind our model is to calculate the transitional probabilities with non-homogenous arrivals with mean given by Equation (5.2), while ignoring the retro-blocking phenomenon. Thereafter, we use the calculated transitional probabilities to express the blocking probability taking into consideration the retro-blocking phenomenon. We assume that the data burst duration has a geometric distribution \( g(b) = q(1 - q)^{b-1} \) with mean \( \tilde{B} \) and \( q = 1/\tilde{B} \).

Model for a single wavelength channel

Let \( S^{(n)} \) represent the state of a wavelength in time slot \( n \). If the wavelength is occupied then \( S^{(n)} = 1 \), otherwise \( S^{(n)} = 0 \). We assume that burst arrivals are uniformly distributed among wavelength channels on the output link. We denote arrivals to a single wavelength channel by \( \tilde{\lambda} \). Accordingly, \( \tilde{\lambda} = \lambda/M \), where \( M \) is the number of wavelength channels on the output link. A wavelength channel can be modeled as a non-homogenous
Markov chain with transitional probability matrix $Q^{(n)}$:

$$Q^{(n)} = \begin{bmatrix} p_{0,0}^{(n)} & p_{0,1}^{(n)} \\ p_{1,0}^{(n)} & p_{1,1}^{(n)} \end{bmatrix}$$  \hspace{1cm} (5.3)

The transitional probabilities are defined as:

$$p_{i,j}^{(n)} = P(S^{(n+1)} = j | S^{(n)} = i), \quad i, j = 0, 1$$  \hspace{1cm} (5.4)

$$= \begin{cases} e^{-\lambda^{(n+1)}}, & i = j = 0 \\ 1 - e^{-\lambda^{(n+1)}}, & i = 0, j = 1 \\ q e^{-\lambda^{(n+1)}}, & i = 1, j = 0 \\ 1 - q e^{-\lambda^{(n+1)}}, & i = j = 1 \end{cases}$$  \hspace{1cm} (5.5)

Model for output link

Let $Z^{(n)}$ denote the number of channels reserved on the output link in slot $n$ ($Z^{(n)} = 0, \ldots, M$). The output link can be modeled as a non-homogenous Markov chain with transitional probability matrix $X^{(n)}$:

$$X^{(n)} = \begin{bmatrix} x_{0,0}^{(n)} & x_{0,1}^{(n)} & \cdots & x_{0,M}^{(n)} \\ x_{1,0}^{(n)} & x_{1,1}^{(n)} & \cdots & x_{1,M}^{(n)} \\ \vdots & \vdots & \ddots & \vdots \\ x_{M,0}^{(n)} & x_{M,1}^{(n)} & \cdots & x_{M,M}^{(n)} \end{bmatrix}$$  \hspace{1cm} (5.6)
The transitional probabilities are defined as:

\[ x_{i,j}^{(n)} = P(Z^{(n+1)} = j | Z^{(n)} = i), \quad i, j = 0, 1, \ldots, M \] (5.7)

\[
= \begin{cases} 
\sum_{z=0}^{i} \binom{i}{z} q^z (1 - q)^{i-z} e^{-\frac{\lambda_{(n+1)}}{i-j+z}} \frac{x_{i-j+z}^{(n+1)}}{z!}, & j \leq M - 1, i \leq j \\
\sum_{z=0}^{j} \binom{i}{j-z} q^{j-z} (1 - q)^{i-j} e^{-\frac{\lambda_{(n+1)}}{j-i+z}} \frac{x_{j-i+z}^{(n+1)}}{z!}, & j \leq M - 1, i \geq j \\
1 - \sum_{z=0}^{M-1} x_{i,z}^{(n)}, & j = M 
\end{cases}
\] (5.8)

The stationary probabilities for \( Z^{(n)} \) are given by

\[
\Pi = \begin{bmatrix} \pi_0 & \pi_1 & \ldots & \pi_M \end{bmatrix}
\] (5.9)

We obtain \( \Pi \) by solving the following set of equations:

\[
\pi_j = \sum_{i=0}^{M} x_{i,j}^{(n-1)} \pi_i, \quad 0 \leq j \leq N
\] (5.10)

### 5.4.4 Blocking Probability Calculation

Let the probability distribution of \( Z^{(n)} \) be

\[
\nu_z^{(n)} = P(Z^{(n)} = z), \quad z = 0, 1, \ldots, M.
\]

A reservation request for a unit length data burst with offset equal to \( a \) slots will be blocked with probability \( \nu_{M}^{(a)} \). To calculate the blocking probability for a reference data burst with duration \( b \), we need to consider the state of the wavelength for all slots \( n = a, a + 1, \ldots, a + b - 1 \). We can express the blocking probability in terms of the first-passage-time distributions [42]. Let \( T_s(a, b) \) be the probability that, starting at state \( s \)
in time slot \( a \), \( S^{(n)} \) remains in state \( s \) for a duration equal to \( b \) time slots. Accordingly, the blocking probability for a data burst with offset \( a \) and duration \( b \) can be written as:

\[
BP(a, b) = 1 - T_0(a, b) \sum_{z=0}^{M-1} \nu_z^{(a)}
\]

(5.11)

What Equation (5.11) says is that the probability the reservation request will be accepted is equal to the probability that at least one wavelength will be free at the arrival time of the data burst, and will remain free for the duration of the data burst. The probability \( \nu_z^{(a)} \) can be calculated as

\[
\nu_z^{(a)} = \Pi X^{(0)} X^{(1)} \ldots X^{(a-2)} X^{(a-1)}
\]

(5.12)

The symbol \( X^{(a-1)} \) denotes the \( z \)th column of the matrix \( X^{(a-1)} \). Equation 5.12 describes possible system evolution paths from being in one of the initial states before slot 0 to the final state of having \( z \) wavelength channels occupied in slot \( a \). The probability that the wavelength will be unused for the duration of the data burst can be expressed as:

\[
T_0(a, b) = p_0^{(a)} p_0^{(a+1)} \ldots p_0^{(a+b-2)}
\]

(5.13)

\[
= e^{-\lambda a} e^{-\lambda (a+1)} \ldots e^{-\lambda (a+b-1)}
\]

(5.14)

Equation 5.13 describes the probability that starting at state 0 in slot \( a \) the channel will remain in state 0 for \( b \) slots. Note that \( p_0^{(a)} = P(S^{(a+1)} = j|S^{(a)} = i) \). If the offset
time has a uniform distribution in $[0, A_{\text{max}}]$ then Equation (5.2) can be expressed as

$$
\lambda(n) = \begin{cases} 
\lambda, & \text{for } n \leq 0 \\
\lambda \left(1 - \frac{n}{1 + A_{\text{max}}} \right), & \text{for } 0 < n \leq A_{\text{max}} \\
0, & \text{for } n > A_{\text{max}}
\end{cases}
$$

(5.15)

Under the condition that $a + b - 1 \leq A_{\text{max}}$, Equation (5.14) can be rewritten using Equation (5.15) as

$$
T_0(a, b) = e^{-\hat{\lambda}(b-1)(1-k(a+b/2))}, \quad \text{where } k = \frac{1}{1 + A_{\text{max}}}. 
$$

(5.16)

The proof is as follows. Under the condition that $a + b - 1 \leq A_{\text{max}}$, Equation (5.14) becomes

$$
T_0(a, b) = e^{\hat{\lambda}(1-k(a+1)) + \hat{\lambda}(1-k(a+2)) + \ldots + (1-k(a+b-1))}
$$

$$
= e^{-\hat{\lambda} \sum_{j=1}^{b} [1-k(a+j)]}
$$

$$
= e^{-\hat{\lambda}[(1-ka)(b-1)-k(b-1)b/2]}
$$

$$
= e^{-\hat{\lambda}(b-1)[1-k(a+b/2)]}
$$

$\square$
5.5 Performance Evaluation

In this section, we present several key results to illustrate the effect of offset-time and burst size parameters on the blocking probability in OBS-JET networks. In addition, we compare results obtained from the approximate model developed in the previous section with results from a discrete-event simulation model. Moreover, we compare our model results with results obtained from Erlang's loss formula. Finally, we study the impact of the time slot size on the proposed model accuracy.

Figure 5.3 shows the simulation model used in this section, which is based on the OPNET simulation tool. It consists of a single OBS node connected to traffic sources and a sink node. Each input link carries 2 separate wavelengths, one for data and one for control. The output link carries five wavelengths, four for data and one for control, and each wavelength channel has transmission speed of approximately 2.5 Gbps (OC-48). We assume that sources generate control and data bursts. Sources generate bursts according to Poisson process and burst sizes are exponentially distributed with mean $B = 81920$ bits. The offset time has a uniform distribution over $[0, A_{\text{max}}]$. The maximum offset time $A_{\text{max}}$ was arbitrary chosen to be $180 \mu s$. In each experiment we specify the chosen time slot size in bits. The slot size in seconds ($\delta$) can be calculated by dividing the slot size expressed in bits by the data channel bandwidth ($2,377,728,000$ bits/sec in this example). The blocking probability is calculated from the analytical model for offered load values ranging from 0.1 to 0.9. On the other hand, the blocking probability values obtained from the discrete-event simulation correspond to offered load values ranging from 0.4 to
0.9. The smaller range is due to the fact that in order to get an accurate value for the blocking probability from the discrete-event simulation at low loads, the simulation needs to be executed for prohibitively long times.

The wavelength scheduling algorithm employed here is First Fit with Void Filling (FF-VF)[74]. The FF-VF algorithm finds the first available data channel for each arriving data burst. Given the arrival time $t_a$ of a data burst with duration $b$ to the optical switch, the scheduler finds the first data channel that is available for the time period $[t_a, t_a + b]$. Figure 5.4 illustrates the FF-VF algorithm. A new burst arrives at time $t_a$. At time $t_a$, wavelength 0 is ineligible because the void on this wavelength is too small to fit the new burst. The algorithm chooses the first available wavelength channel, which is channel 1 in this example.

### 5.5.1 Effect of Offset Time

In this subsection, we study the effect of the burst offset time on its blocking probability.

The blocking probability is calculated with burst duration $b = \bar{B}$ and slot size = 20480 bits. Figure 5.5 shows the corresponding blocking probability results. There are three
sets of plots in Figure 5.5, each corresponds to a different offset time value. Each set consists of two plots, one corresponding to simulation results and one corresponding to results obtained using the approximate analytical model we developed in Section 5.4.

Result sets 1, 2 and 3 correspond to offset time values $a = 0.2A_{\text{max}}$, $a = 0.5A_{\text{max}}$ and $a = A_{\text{max}}$, respectively. From the three sets, we observe that as the offset time value increases, the blocking probability decreases (i.e., $BP(0.2A_{\text{max}}) > BP(0.5A_{\text{max}}) > BP(A_{\text{max}})$) and approaches zero in the case of $a = A_{\text{max}}$. This behavior is expected, since the further in the future the requested interval is, the less the number of requests for intervals it will intersect with. Given a particular request for interval $[t_s, t_e]$, only those requests that have finishing times larger than $t_s$ can block this particular request. This fact has been exploited in [80] to provide different levels of quality-of-service.

The effectiveness and accuracy of our approximate analytical model is demonstrated...
Figure 5.5: Effect of the burst's offset time on its blocking probability.
by its satisfactory agreement with the simulation results in Figure 5.5. The effect of the offset time on the blocking probability in our model can be understood from Equation (5.2). As the value of $a$ increases, the arrival rate $\lambda(n)$ decreases which, in turn, causes the blocking probability to drop. In addition, Equation (5.16) shows the effect of the burst offset time on its blocking probability in the case of uniformly distributed offset times. As the value of $a$ increases, the value of $T_0(a,b)$ increases and as a result, the blocking probability decreases.

5.5.2 Effect of Burst Size

In this subsection we study the effect of varying the burst size on the burst blocking probability. The blocking probability is calculated with offset time value $a = 0.5 A_{\text{max}}$ and slot size = 5120 bits. We use two values for the burst size $b$ in this experiment: $b_1 = 20480$ bits (0.25$B$) and $b_2 = 122880$ bits (1.5$B$).

Figure 5.6 plots the resulting blocking probability in two sets of plots. Set 1 corresponds to using burst size equal to $b_1$ and set 2 corresponds to using burst size equal to $b_2$. It is clear from the figure that the blocking probability value for $b_1$ is less than its value for $b_2$. This is due to the fact that the value of $b$ affects the probability that the wavelength scheduler algorithm will be successful in finding a suitable time gap (void) on a wavelength to fit the incoming burst. Intuitively, the larger the burst size the lower the probability of success. As a result, the larger the value of $b$ the larger the blocking probability.
Figure 5.6: Effect of the burst's size on its blocking probability.
As in the case of the previous subsection, the results plotted in Figure 5.6 exemplify the good agreement between our analytical model and simulation results. The effect of the burst size can be understood from Equation (5.14). Generally, the longer the burst the larger the number of probability terms that get multiplied in Equation (5.14). Therefore, a larger value of $b$ causes the probability $T_0(a,b)$ to decrease which, in turn, causes the blocking probability $BP(a,b)$ to increase.

### 5.5.3 Comparison with Erlang's Loss Formula

In this subsection, we compare results obtained from Erlang's loss formula (see Section 5.2) with results from our proposed model. The blocking probability is calculated with the mean value for both the offset time and burst length ($a = 0.5A_{max}$, $b = \bar{B}$) and slot size = 20480 bits. Results from our model, simulation, and Erlang’s B-formula are shown in Figure 5.7.

Figure 5.7 confirms that our model is much more accurate than Erlang’s loss formula. In addition, Figure 5.7 shows that the curve produced from our approximate model follows the same trend as the Erlang’s loss formula, thus providing strong evidence on the accuracy of our model. It is important to reemphasize that Erlang’s loss formula does not consider the effect of either the offset time nor the burst length on the blocking probability, and only depends on the average load. Accordingly, changing the offset time value or the burst length will not affect the results obtained from Erlang’s loss formula, as long as the offered load is the same.
Figure 5.7: Comparison between the proposed model and Erlang’s loss formula.
5.5.4 Effect of the number of wavelength channels

We study in this section the effect of the number of wavelength channels at the output link on the blocking probability. We assign different values for $M$ (the number of wavelength channels): 2, 4, 8, 16, 32, and 64. The blocking probability is calculated from the analytical model with the mean value for the offset time ($a = 0.5A_{\text{max}}$), burst length $b = 0.5\bar{B}$ and slot size = 10240 bits. The offered load value is varied between 0.1 and 0.9 for every value of $M$. Results are shown in Figure 5.8.

Figure 5.8: Effect of the number of wavelengths on the burst blocking blocking probability.
Results in Figure 5.8 show that when $M$ increases the value of the blocking probability decreases. However, results also show that the effect of $M$ on the blocking probability decreases as $M$ increases. In other words, increasing $M$ beyond a certain value, $M = 32$ in this case, have minimal effect on the blocking probability, and the offered load becomes the sole controlling factor. It can be seen from the figure that the blocking probability for the case of $M = 64$ is almost indistinguishable from the blocking probability in the case of $M = 32$.

It is important to note here that the execution time of our analytical model increases as the number of wavelength channels increase. This due to the fact that the size of the transitional probability matrix $X^{(n)}$, defined in Equation 5.6, increases with the number of wavelength channels. Therefore, the execution time of Equation 5.12 increases with $M$. To further illustrate the growth in the execution time of our model, Table 5.1 shows the execution time needed to calculate the results in Figure 5.8. The table also shows the running time of the discrete-event simulation for the case of $M = 4$.

It is apparent from Table 5.1 that the execution time of the analytical model increases significantly as $M$ increases. Nevertheless, the execution time of the analytical model is by far less than the execution time of the simulation model.

5.5.5 Effect of time slot size

The OBS-JET network is not a time slotted network. However, our model assumes that time is slotted for simplicity. Therefore, time slotting in our model is an artifact of the
modeling process. In this subsection, we study the impact of the slot size on the accuracy of our model and thereafter provide simple guidelines for the selection of the slot size. The blocking probability is calculated with the mean value for both the offset time and burst length. The offset time value used is \( a = 0.5A_{\text{max}} \) and the value of the burst size \( b \) is \( B \). The values used for the slot size in bits are: 81920, 40960, 20480, 10240, 5120, and 4096 bits. The corresponding values expressed in slots for the mean burst size, the burst offset value, and the maximum offset value are shown in Table 5.2. The value of the offset time expressed in slots can be calculated by dividing its value (in seconds) by \( \delta \) (the slot size in seconds). Results from our analytical model are shown in Figure 5.9.

In Figure 5.9, the blocking probability corresponding to slot size equal to 81920 is much lower from the rest of the curves and very far from the values obtained from the discrete-event simulation of Subsection 5.5.3. This observation can be explained by noting that the burst size in this case is 1 slot, which means that the effect of burst size is ignored.
Table 5.2: Slot size values and their corresponding mean burst sizes, offsets, and max
offset values

<table>
<thead>
<tr>
<th>Slot size</th>
<th>$\bar{B}$</th>
<th>Offset value</th>
<th>$A_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>81920</td>
<td>1</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>40960</td>
<td>2</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>20480</td>
<td>4</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>10240</td>
<td>8</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>5120</td>
<td>16</td>
<td>40</td>
<td>80</td>
</tr>
<tr>
<td>4096</td>
<td>20</td>
<td>50</td>
<td>100</td>
</tr>
</tbody>
</table>
Figure 5.9: Effect of slot size on the accuracy of the proposed model.
This is evident from Equation (5.16) where the value of $T_0(a, b)$ becomes equal to 1 when the value of $b$ is equal to 1. As the slot size value decreases (i.e., value of $b$ translates to a larger number of slots), the value of the blocking probability becomes closer to values obtained from simulation in Figure 5.7. This continues to be the case until the value of $b$ reaches 16 slots. Any further decrease in the slot size results in identical blocking probability values. Accordingly, our model produces accurate blocking probability values when the slot size is chosen such that the value of $b$ is larger than 4 slots and this applies for any value of $a$ and $\bar{B}$.

5.6 Concluding Remarks

This chapter presented an approximate analytical model for calculating the blocking probability in OBS-JET networks. The proposed model takes into account the effects of the offset time and burst duration on the blocking probability. To describe the data burst arrival process we used a non-homogenous Poisson process whose mean value decreases with the data burst arrival time. Moreover, we expressed the blocking probability in terms of first passage time distributions to account for the transient behavior of the wavelength channel for the duration of the data burst. We verified the accuracy of the proposed model by comparing it with the results of a sophisticated discrete-event simulation model. The model results were found to be in very good agreement with simulation results. In addition to being accurate, our approximate model is orders of magnitude faster than the discrete-event simulation: computing one point for the plots
of Figures 5.5 to 5.7 take many hours of simulation time, while it takes about one second only for the same computation using our model.
Chapter 6

Quantitative QoS Guarantees in Labeled OBS Networks

6.1 Introduction

Labeled Optical Burst Switching (LOBS), proposed in [58], is an integration of multi-protocol label switching (MPLS) [64], or its generalized version (GMPLS) [14], and optical burst switching (OBS). MPLS is a forwarding technique that uses labels associated with packets to make packet forwarding decisions in network nodes. In MPLS, the entire set of possible packets are partitioned into a set of Forwarding Equivalence Classes (FECs). A FEC is defined as a group of IP packets which are forwarded in the same manner (e.g., over the same path, with the same forwarding treatment).

A number of approaches for QoS provisioning in OBS networks have been proposed in the literature. These approaches can be classified into offset-based [81], strict priority [77][29], segmentation-based [70], or proportional QoS [5].

In offset-based mechanisms different burst loss probabilities are obtained by assigning different offset values to different classes. The highest priority class gets the largest offset
and thus is able to reserve resources ahead of other classes. The main disadvantage of this protocol is that it introduces a significant amount of delay for high priority traffic.

Strict priority schemes provide strict priority for high priority traffic class by dropping future reservations belonging to lower priority traffic class. Therefore, a reservation request belonging to high priority class can be only blocked by an existing reservation in the same priority level, or lower priority reservation that has a start time in the past (that is to say, the reserved duration has started already). Thus, dropping of high priority traffic is minimized. However, this scheme is not flexible, since it is not possible to control the bandwidth share or loss probability for different service classes. Furthermore, if the highest priority traffic is misbehaving, the lower priority traffic can starve.

Bursts in segmentation-based mechanisms are composed of segments, each segment belonging to a certain priority class. Contention is resolved in the core by dropping the lower priority segments. Accordingly, the low priority traffic will get higher dropping probability than the high priority traffic. The drawback of this scheme is the increased complexity of burst assembly and scheduling.

In proportional QoS schemes, the burst loss probability and average packet delay are adjusted to be proportional to the factors that the network service provider sets. Although this scheme is the most flexible scheme mentioned in literature, the proportional differentiation technique is not scalable as mentioned before in Section 4.1.

The main goal of the aforementioned proposals is to provide relative service differentiation with regards to packet loss probability.
In this chapter, we describe a detailed architecture for providing quantitative QoS guarantees with respect to end-to-end delay, throughput, and packet loss probability in buffer-less LOBS networks. The proposed architecture achieves its goal by deploying fair scheduling algorithms in edge and core LOBS nodes. The use of fair scheduling algorithms in the data plane of optical nodes has generally been avoided in the literature. This is due to the absence of the concept of "packet queues" in optical nodes, beyond the number of packets that can be buffered (while in-flight) in fiber delay lines. We will present a novel approach for applying fair scheduling algorithms in both the data plane of LOBS edge nodes and the control plane of core nodes without the need for optical buffering. In addition, we present analytical expressions for the end-to-end delay and the blocking probability in the proposed architecture.

The rest of this chapter is organized as follows. Section 6.2 introduces the proposed architecture and explains its components. We give a concrete example of how this architecture may provide QoS guarantees in Section 6.3. In Section 6.4, we evaluate the performance of the architecture through simulation. Concluding remarks are provided in Section 6.5.

### 6.2 Proposed Architecture

The proposed architecture is composed of a number of functional elements implemented in network nodes, including packet classifier, burst assembler, signaling protocol, and traffic conditioning functions that include shaping and policing. We assume in this architecture
that data bursts are assembled at the network ingress and delivered to the egress in all-optical domain.

The network operator defines a set of FECs in the network, each with its own QoS parameters (e.g., bandwidth share, delay, and loss probability). Constraint-based routing and label distribution protocol are used to establish a path between ingress and egress nodes. In this section, we describe the edge node architecture, the employed signaling protocol, and the core node architecture.

6.2.1 OBS Edge node

The functional blocks of an OBS edge node are illustrated in Figure 6.1. Packets arriving at the ingress node are classified into one of the FECs already defined by the network operator. These packets are then shaped and policed to conform with the QoS requirements of their FEC. Packets are then assembled into bursts in the burst assembly queue. The burst assembly process is carried out using the CAT algorithm [41]. Thereafter, data bursts are inserted into the bursts queue and scheduled for processing by the reservation manager according to their QoS requirements.

We propose the use of Fair Packet Queueing (FPQ) [65] algorithms for scheduling the processing of data bursts by the reservation manager. The FPQ scheduling discipline has three desirable properties: (a) it can guarantee an upper bound on delay to token-bucket constrained sessions; (b) it guarantees the upper bound on delay regardless of the behavior of other sessions (isolation); (c) it can ensure relative fairness in bandwidth allocation.
Figure 6.1: Functional blocks of an OBS edge node.
among backlogged sessions. The particular choice of the scheduler is not imposed by the architecture. Several FPQ algorithms have been proposed in the literature, including Weighted Fair Queueing (WFQ) [8], Self-Clocked Fair Queueing (SCFQ) [19], and Start-time Fair Queueing (SFQ) [21].

In our OBS architecture, the FPQ scheduler is used to select, from the bursts queue, the data burst eligible for processing by the wavelength reservation manager. In this context, there is a significant difference between the proposed implementation of the FPQ scheduler in OBS edge nodes and its usage as a conventional packet scheduler. In the latter case, the packet selected by the FPQ scheduler is directly sent for transmission, whereas in our architecture the FPQ scheduler regulates the access to the reservation manager. This difference appears more clearly when calculating the queuing delay in the burst queue, since the processing delay in the reservation manager is independent of the burst's length.

The switch control unit (SCU) invokes a wavelength reservation manager to decide on which outgoing data channel to forward the data burst. The primary job of the wavelength reservation manager is to process wavelength reservation requests and to keep track of the availability of free time intervals (voids) on every data wavelength channel on the link. The reservation manager exploits a wavelength scheduling algorithm which can be any of the algorithms mentioned in Chapter 3. The wavelength scheduling algorithm tries to find a void on any of the output wavelengths, such that the void starts after the offset time and has a duration equal to the DB transmission time. If the reservation is
successful, a control burst is generated. The generated CB is updated with the FEC label and the reserved wavelength, then it is sent out into the network. If the reservation fails, the DB is dropped.

6.2.2 Signaling Protocol

We adopted the JET protocol as the CB signaling protocol in our architecture with minor modification. Basically, the destination field is replaced with the MPLS label field. The label is assigned to the control burst at creation time according to the data burst’s FEC. In addition to implicitly pointing to the QoS information for the burst, the label simplifies the forwarding operation of the control burst by encoding the route of the burst, and thus specifying the output port in intermediate nodes.

6.2.3 OBS Core node

Figure 6.2 depicts the functional architecture of the OBS core node. A separate queue is established for each of the configured FECs. When a CB arrives at a core node, it gets time-stamped with its arrival time, then classified based on its label and inserted in the corresponding queue. In our architecture, we use a FPQ scheduling discipline to select the CB to be processed by the reservation manager. The fashion in which the FPQ scheduler is used here has two major differences from how it is used in the OBS edge node or in electronic packet networks. First, the actual data bursts are absent from the core node at the time of scheduling, therefore, they are scheduled through the processing
Figure 6.2: Functional blocks of an OBS core node.
of the “representative” control bursts. Second, the length used in calculating the eligible
control burst is not the control burst length, rather, it is the data burst length which is
specified in the control burst. This implies that the scheduler is working on a “virtual”
queue structure of data bursts. This concept is illustrated in Figure 6.3. The actual
control burst queue, shown in Figure 6.3a, contains control bursts which have constant
size. Using the data burst length field in the control bursts, the FPQ scheduler creates a
virtual queue for variable-sized data bursts, as shown in Figure 6.3b, and uses this virtual
queue to select the eligible control burst. Once a CB is selected it will be processed by
the reservation manager which functions in the same manner as the reservation manager
in the OBS edge node described earlier. The offset time field ($T_o$) contained in the CB
is then updated, based on the CB arrival time-stamp, and label swapping is performed
if necessary. The SCU keeps track of reservations on all wavelengths on all ports. When
the arrival time of a data burst is reached, the switching fabric is configured so that the
data burst is switched transparently on its reserved wavelength.
6.3 QoS guarantees

In this section, we describe how the proposed architecture provides guarantees for bandwidth, end-to-end delay, and loss probability. The upper bound on the delay in our architecture depends on the particular choice of the FPQ algorithm, since each FPQ has its own worst-case delay bound. To illustrate how the upper bound on the delay can be derived, we choose the well known Weighted-Fair-Queuing (WFQ) algorithm for scheduling data bursts in ingress nodes and for scheduling control bursts in core nodes. We start by giving a brief review of WFQ calculations, then explain how WFQ can be adapted to OBS networks.

6.3.1 Weighted Fair Queueing

WFQ belongs to the Generalized Processor Sharing (GPS) scheduling family [8]. In this algorithm, each packet arriving to the output port is stamped with a finish time according to the following formula

\[ F_i^k = \max\{F_i^{k-1}, V(a_i^k)\} + \frac{L_i^k}{r_i}, \]  

(6.1)

where \( F_i^k \) is the finish time of the \( k^{th} \) packet of the \( i^{th} \) session, \( L_i^k \) is the packet length, \( a_i^k \) is its arrival time, and \( r_i \) is the reserved rate for session \( i \). \( V(t) \) is the virtual time function representing the progression of virtual time in GPS. Packets are then serviced in the increasing order of their finish times.

In WFQ, the worst case delay bound for session \( i \) that is constrained by a token bucket
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with parameters $(\sigma_i, r_i)$ [7] is

$$d_{\text{max},i} = \frac{L_{\text{max}}}{r} + \frac{\sigma_i + L_{\text{max}}}{r_i}$$  \hspace{1cm} (6.2)$$

where $r$ is the output link capacity, $\sigma_i$ is the token bucket depth for session $i$, and $r_i$ is the token bucket rate for session $i$.

WFQ is claimed to have high computational complexity, which can be an issue for OBS nodes that are required to process control bursts at high speed. However, there are a number of WFQ variants that are computationally more efficient than WFQ (e.g., SCFQ and SFQ). It is important to reemphasize that the particular choice of the scheduler is not enforced by our architecture, and any FPQ algorithm can be used.

6.3.2 Bandwidth Guarantees

Each of the configured FECs has a weight ($\phi_i$) associated with it. This weight represents its required share of bandwidth. Using WFQ, or any FPQ algorithm, and having a separate queue for each FEC, the number of wavelength reservation requests generated from a FEC will be proportional to it’s weight, and this applies both to ingress and core nodes. Accordingly, the rate ($r_i$) received by FEC $i$ at an output link is

$$r_i = (1 - b_{\text{pi}}) \frac{\phi_i}{\phi} r,$$  \hspace{1cm} (6.3)$$

where $b_{\text{pi}}$ is the blocking probability of FEC $i$ at the output link, $\phi$ is the sum of all backlogged FECs’ weights at the output link, and $r$ is the output link capacity. Admission control policy need to be applied to insure that the sum of rates of all flows belonging to
a certain FEC does not exceed its reserved bandwidth share. If it exceeds its bandwidth share, only the misbehaving FEC will be affected due to the isolation property of the FPQ algorithms.

### 6.3.3 Delay guarantees

In our architecture, the total delay that a packet, belonging to FEC $i$, encounters in its path from ingress to egress is composed of six components: burst assembly delay ($d_{a,i}$) in ingress OBS node, queueing delay in ingress node before being processed by the reservation manager ($d_{q,i}$), burst offset time ($T_{o,i}$), packet transmission delay ($d_{t,i}$), light propagation delay ($d_{i,i}$) and the queuing delay at the output of the egress OBS after the burst de-assembly process ($d_{e,i}$). Thus the total delay ($D_i$) for packets belonging to FEC $i$ is

$$D_i = d_{a,i} + d_{q,i} + T_{o,i} + d_{t,i} + d_{i,i} + d_{e,i}. \quad (6.4)$$

Note that the propagation delay $d_{i,i}$ depends only on the total light path length, while $T_{o,i}$ is proportional to the number of OBS core nodes on that path. Therefore, $d_{i,i}$ and $T_{o,i}$ are uncontrollable quantities in our architecture. In the following, we derive expressions for each of the delay components.

The packet arrival process to FEC $i$ is assumed to be Poisson process with mean value $\lambda_i$ packets/sec, and the packet size is assumed to have an average length of $L$ bits. The average burst assembly delay can then be calculated as follows:
Chapter 6. Quantitative QoS Guarantees in Labeled OBS Networks

\[ d_{a,i} = \frac{1}{N_i} \sum_{k=1}^{N_i} d_k \]  
\[ = \frac{1}{N_i} \sum_{k=1}^{N_i} (N_i - k) \frac{1}{\lambda_i} \]  
\[ = \frac{1}{2\lambda_i} (N_i - 1) \]  
\[(6.5)\]  
\[(6.6)\]  
\[(6.7)\]

where \(d_k\) is the assembly delay for packet number \(k\) in the assembly queue, and \(N_i\) is the average number of packets in a data burst belonging to FEC \(i\). The variable \(N_i\) can have one of two possible values depending on the arrival rate \(\lambda_i\), the FEC's maximum burst size \((B_{\text{max},i})\) and the FEC's burst assembly timeout \((T_{\text{max},i})\). In order to calculate the value of \(N_i\) we need to consider two possibilities: one is that \(T_{\text{max},i}\) is reached first, and the other is that \(B_{\text{max},i}\) is reached first. If the timeout is reached first, then \(N_i = \lambda_i T_{\text{max},i}\). If the maximum burst size is reached first, then \(N_i = \lfloor \frac{B_{\text{max},i}}{L} \rfloor\). Thus, Equation 6.5 can be rewritten as:

\[
d_{a,i} = \begin{cases} 
\frac{1}{2\lambda_i} (\lfloor \frac{B_{\text{max},i}}{L} \rfloor - 1) , & \lambda_i \geq \frac{1}{T_{\text{max},i}} \frac{B_{\text{max},i}}{L} \\
\frac{1}{2\lambda_i} (\lambda_i T_{\text{max},i} - 1) , & \lambda_i < \frac{1}{T_{\text{max},i}} \frac{B_{\text{max},i}}{L} 
\end{cases}
\]  
\[(6.8)\]

It is clear from Equation 6.8 that \(d_{a,i}\) is directly proportional to \(B_{\text{max},i}\), the maximum burst size in the CAT algorithm, and inversely proportional to the traffic load.

The maximum burst queueing delay \(d_q\) can be derived by mapping Equation 6.2 to our specific problem. Recall from the discussion in Subsection 6.2.1 that the data burst scheduler regulates the access to the reservation manager (not the output link).
Therefore, the processing delay per DB is constant (we call it $t_{db}$) and does not depend on the DB length. The first term in Equation 6.2 models the situation where a packet arrives at a busy scheduler and may have to wait up to $l_{\max}$ time before it is served. This corresponds to the processing delay $t_{db}$ in our problem. The second term $\sigma_i/r_i$ reflects the maximum delay for a burst of packets of length $\sigma_i$. It can be seen that this term can be substituted in our case with $\frac{N_i t_{db}}{\phi_i/\phi}$, where $N_i$ is the maximum number of data bursts arriving to the bursts queue of FEC $i$, and $\phi$ is the sum of all backlogged FECs’ weights. Similarly the third term $\frac{l_{\max}}{r_i}$ can be mapped to $\frac{t_{db}}{\phi_i/\phi}$. Thus, the worst case maximum queueing delay for FEC $i$ is

$$d_{q,i} = t_{db} + \frac{\phi N_i t_{db}}{\phi_i} + \frac{\phi t_{db}}{\phi_i}. \tag{6.9}$$

The value of $N_i$ can be calculated from the token bucket depth of FEC $i$ as follows.

$$N_i = \begin{cases} 
1 & \text{if } \sigma_i \leq B_{\max,i}, \\
\left\lfloor \frac{\sigma_i}{B_{\max,i}} \right\rfloor & \text{if } \sigma_i > B_{\max,i}.
\end{cases} \tag{6.10}$$

This equation can be explained by looking at Figure 6.4. In Figure 6.4a, where $\sigma_i \leq B_{\max,i}$, after the arrival of $\sigma_i$ bits to FEC $i$ queue, the burst assembler has to wait extra time $t = \frac{B_{\max,i} - \sigma_i}{r_i}$ until the maximum burst size is reached, and thereafter one data burst is generated. While in Figure 6.4b, on the arrival of $\sigma_i$ bits, a number of bursts equal to $\left\lfloor \frac{\sigma_i}{B_{\max,i}} \right\rfloor$ will be assembled. Hence Equation 6.9 becomes

$$d_{q,i} = t_{db} + \frac{\phi \left\lfloor \frac{\sigma_i}{B_{\max,i}} \right\rfloor t_{db}}{\phi_i} + \frac{\phi t_{db}}{\phi_i}. \tag{6.11}$$
According to the above analysis, bounding the delay for traffic belonging to a FEC depends on shaping the input traffic so that all traffic flows belonging to that FEC conform to a token bucket with parameters \((\sigma_x, r_x)\), where \(\sum r_x\) does not exceed the total FEC bandwidth reservation, and the ratio \(\frac{\sum \sigma_x}{B_{max}}\) does not cause data burst queuing to be unacceptability large. The average burst queuing delay is approximately half the maximum value.

The average queuing delay at the output of the egress OBS after the burst de-assembly process \((d_{e,i})\) can be calculated in a manner similar to that of \(d_{a,i}\), however, we need to consider that multiple bursts could arrive to the output queue in the same time. Therefore, \(d_{e,i}\) can be calculated as
\[ d_{e,i} = \frac{1}{M} \sum_{k=1}^{M} \frac{d_{t,i}}{2} (kN_i - 1) \]  
\[ = \frac{d_{t,i}}{2} \left\{ N_i (M + 1) - 1 \right\} \]  
\[ = \begin{cases} 
\frac{d_{t,i}}{2} \left( \lfloor \frac{B_{\text{max},i} \cdot (M+1)}{L} \rfloor - 1 \right), & \lambda_i \geq \frac{1}{T_{\text{max},i}} \frac{B_{\text{max},i}}{L} \\
\frac{d_{t,i}}{2} \left( \frac{\lambda_i T_{\text{max},i} \cdot (M+1)}{2} - 1 \right), & \lambda_i < \frac{1}{T_{\text{max},i}} \frac{B_{\text{max},i}}{L} 
\end{cases} \tag{6.14} \]

where \( M \) is the maximum number of bursts arriving to the same output queue at the egress node, which is equal to \( \lfloor \frac{\sigma_i}{B_{\text{max},i}} \rfloor \). The packet transmission delay \( d_{t,i} \) is equal to \( \frac{L}{C} \), where \( C \) is the wavelength channel speed. The worst case value of \( d_{e,i} \) is given by \( d_{t,i} (M \lfloor \frac{B_{\text{max},i}}{L} \rfloor - 1) \).

### 6.3.4 Burst Loss Probability

Two factors control burst loss probability for a FEC in our architecture: conformance of the FEC traffic to the negotiated bandwidth share and \( B_{\text{max}} \) for that FEC. Consider the case where all FECs have the same value for \( B_{\text{max}} \); if all FECs traffic are well behaving, then all FECs will have the same loss probability value and that value will be a function of network utilization only. Assuming there is no policing at ingress, if a FEC is sending traffic more than its reserved share, then that FEC's control bursts will be queued for a longer time because of the isolation property of the scheduler. If a control burst get queued for a time period longer than it’s remaining offset time value, then it will be dropped with it’s corresponding data burst.
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The value of $B_{\text{max}}$ affects the probability that the reservation manager will be successful in finding a suitable time gap (void) on a wavelength to fit the incoming burst. Intuitively, the larger the burst size, the lower the probability of success. We have presented in Chapter 5 an analytical expression for calculating the burst blocking probability at the output port of an OBS node in terms of the burst’s length, offset time value and the total offered load. We have shown that for a given offset time value and traffic load, the blocking probability increases as the value of $B_{\text{max}}$ increases, which confirms our intuition.

If a particular FEC traffic conforms to the its negotiated-bandwidth share, then the blocking probability for data bursts belonging to that FEC can be approximated as follows. Let the blocking probability for a data burst with length $b$, offset time $T$ and arriving at node $n$ be $BP(b, \rho_n, T)$, where $\rho_n$ is the offered load at node $n$. $BP(b, \rho_n, T)$ is the blocking probability at a single OBS node, and can be calculated using the model given in Chapter 5.

The blocking probability for a data burst with offset time $T$ and duration $b$ can be written as:

$$BP(b, \rho_n, T) = 1 - S_0(T, b, \rho_n) \sum_{z=0}^{W-1} \nu_z^{(T)}(\rho_n)$$

(6.15)

here, $\nu_z^{(T)}(\rho_n)$ is the probability that wavelength $z$ will be free at the arrival time of the data burst, $S_0(T, b, \rho_n)$ is the probability that the wavelength will be unused for the duration of the data burst, and $W$ is the number of wavelength channels on the output link.
Assume that the control burst traverses \( h \) nodes and that the offset-time is decremented at each node by an amount equal to \( a \), the total blocking probability \( BP_{\text{tot}} \) can be expressed as

\[
BP_{\text{tot}} = 1 - ((1 - BP(b, \rho_1, T))(1 - BP(b, \rho_2, T - a)) \ldots (1 - BP(b, \rho_h, T - (h - 1)a)))
\]

This equation serves as an approximation of the blocking probability for a particular FEC, if that FEC traffic conforms to its negotiated bandwidth share. This is true even in the existence of a non-conforming traffic belonging to other FECs. Results from this equation will be compared to simulation results in the following section.

### 6.4 Performance Evaluation

In this section, we use results from extensive simulation to demonstrate the performance of the proposed architecture in terms of bandwidth guarantees to each traffic class, as well as loss probability and end-to-end delay. The simulation is performed using a sophisticated discrete-event simulation model based on OPNET.

The network topology used in the simulation is shown in Figure 6.5. The network consists of both edge and core OBS nodes. Internal links in the network model are wavelength-division-multiplexing (WDM) links capable of carrying five separate wavelengths. The transmission speed per wavelength is approximately equal to 2.5 Gbps.
One of the wavelengths is used for control, while the remaining are used for data.

Links from sources to ingress OBS devices and from egress OBS devices to the destination nodes (sinks in Figure 6.5) are single wavelength links with the same transmission speed. All traffic sources used are Poisson sources. The mean packet inter-arrival time is varied in order to study the effect of the network load. The packet size has exponential distribution with a mean equal to 1024 bits. Furthermore, we set the maximum burst size $B_{\text{max}}$ to 20480 bits.

We define three traffic classes, or FECs, in the simulation network, namely, FEC 0, FEC 1, and FEC 2. We assign FEC 2 a weight of 3, FEC 1 a weight of 2, and FEC 0 a weight of 1. In addition, we use WFQ as the DB scheduler in the ingress and as the CB scheduler in core nodes. The wavelength scheduling algorithm used here is the LAUC-VF algorithm.
6.4.1 Delay Guarantees

From the delay components explained in Section 6.3, only three components are FEC-dependent, namely, burst assembly delay \((d_a)\), burst queueing delay in ingress node \((d_q)\), and de-assembly delay \((d_e)\). Since the value of \(B_{\text{max}}\) here is constant for all FECs, the value of \(d_a\) is only dependent on the arrival rate, and the value of \(d_e\) is equal for all FECs. On the other hand, the value of \(d_q\) is dependent only on the FEC weight.

Two simulation experiments were performed. In the first experiment, all traffic sources conform to the contracted rate and total offered load is equal to unity, while in the second experiment traffic belonging to FEC 0 exceed its share. Results for the first experiment are shown in Figure 6.6. Results in Figure 6.6 confirm that the proposed architecture provides delay differentiation according to the FEC weight.

Table 6.1 compares the average and maximum delay values in Figure 6.6 against average and worst case delay values calculated using the analysis in Section 6.3. It can be seen from the table that the average delay values from simulation match those calculated using equations of Subsection 6.3.3. On the other hand, there is a large discrepancy between simulation and analysis when it comes to the worst case delay values. This is expected since the worst-case delay values are intended to serve as an upper bound on the delay, and are generally hard to produce using simulation.

Figure 6.7 illustrate that when FEC 0 sends at a higher rate than the reserved rate, the end-to-end delay for FEC 0 increases significantly. This increase is solely due to the \(d_q\) delay component. In addition, both FEC 1 and FEC 2 are unaffected by the overload
### 6.4.2 Loss Probability

In this subsection, we compare the loss probability of the configured FECs in two situations: when all sources conforming to the reserved rate and when the sources of FEC 0 send more than the configured rate. The loss probability is calculated as the ratio of bits lost to bits sent.

For the first situation, we vary the offered load of each of the configured FECs in proportional to their bandwidth share, while keeping the total network utilization below the value of one. Results shown in Figure 6.8 illustrate a sample path of the loss probability, and the corresponding values calculated from the analysis provided in Section 6.3.4 (Equations 6.15 and 6.16). As shown, the loss probabilities for all FECs are approximately equal to each other with a value that is a function of the total offered load only.

---

<table>
<thead>
<tr>
<th></th>
<th>Average Delay</th>
<th>Worst Case Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Analysis</td>
<td>Simulation</td>
</tr>
<tr>
<td>FEC 0</td>
<td>3.7E-05</td>
<td>3.6E-05</td>
</tr>
<tr>
<td>FEC 1</td>
<td>2.8E-05</td>
<td>2.8E-05</td>
</tr>
<tr>
<td>FEC 2</td>
<td>2.5E-05</td>
<td>2.5E-05</td>
</tr>
</tbody>
</table>

Table 6.1: Comparison of average and worst-case delay values between analysis and simulation.

situation. This clearly shows the power of the architecture in terms of traffic isolation and delay control.
Figure 6.6: End-to-end delay in the case of conforming traffic flows.
Figure 6.7: End-to-end delay when FEC 0 is non-conforming.
Figure 6.8: Illustration of a sample path of the loss probability.

In addition, Figure 6.8 shows that values obtained from our analysis can be considered a reasonably close approximation to the blocking probability derived from our model.

In the second experiment, we vary the offered load of FEC 0 beyond its reserved bandwidth share. Figure 6.9 shows the resulting loss probability. While FECs 1 and 2 keep the same value of loss probability as in Figure 6.8, the loss probability of FEC 0 is increased significantly. This due to the number of bursts sent exceeding the reserved rate, which causes the corresponding control bursts to suffer longer queueing delay in the core nodes, which in turn causes them to miss the arrival time of their associated data bursts and, consequently, both get dropped.
Figure 6.9: High loss probability for FEC 0 (non-conforming).
6.4.3 Bandwidth guarantees

In this subsection, we perform two experiments to study the performance of the proposed architecture in terms of bandwidth guarantees. In the first experiment sources are configured such that the network utilization is equal to unity. Moreover, traffic is shaped at the ingress to conform to the reserved bandwidth share of each FEC. Figure 6.10 shows that the throughput for the three configured FECs is proportional to their configured bandwidth share. Moreover, it can be seen from Figure 6.8 and Figure 6.10 that the throughput for each FEC and the total throughput is in conformance with Equation 6.3. In the second experiment, traffic belonging to FECs 1 and 2 conforms to their negotiated bandwidth share, while sources for FEC 0 send more than the contracted share such that the network utilization exceeds unity. It can be seen from Figure 6.11 that the three FECs get their contracted bandwidth share only.

Results in this section verify that the proposed architecture is capable of providing the contracted bandwidth share, even in the presence of misbehaving sources, due to the fairness and isolation properties of the scheduler used.

6.5 Concluding Remarks

This chapter introduced a new service differentiation architecture with a powerful control-plane scheduling mechanisms for delivering concrete QoS guarantees in LOBS networks. Service differentiation is achieved by a combined use of a burst assembly algorithm and a
Figure 6.10: Throughput for conforming traffic.
Figure 6.11: Throughput with FEC 0 non-conforming.
fair queueing scheduler. The burst assembly algorithm controls the blocking probability and assembly delay using two parameters: the maximum burst size and the assembly timeout. A FPQ scheduler is used in edge nodes to regulate the access to a wavelength reservation algorithm. In addition, the chapter proposed a novel use of FPQ algorithms in core OBS nodes to provide fair bandwidth allocation. We used the WFQ algorithm as an example to show how the end-to-end delay can be derived. We presented analytical results for the end to end delay and the blocking probability in our architecture. Simulation experiments were conducted to verify the performance of the proposed architecture. Results illustrated that the proposed architecture is able to flexibly support a wide range of service guarantees with regards to throughput, end-to-end delay and packet loss probability.
Chapter 7

Batch Scheduling Algorithms: A Class of Wavelength Schedulers in OBS Networks

7.1 Introduction

In this chapter, we propose a novel class of wavelength schedulers. The proposed schedulers process a batch of bursts together instead of processing them one by one as in the case of previously proposed algorithms.

The rest of this chapter is organized as follows. We introduce the batch scheduling class of schedulers in Section 7.2. Section 7.3 describes the optimal batch scheduler. In Section 7.4, we introduce four new heuristic batch scheduling algorithms. The proposed algorithms are evaluated in Section 7.5 using a discrete event simulation model. We conclude the chapter in Section 7.6.
7.2 Batch Scheduling

Wavelength schedulers previously proposed in the literature are considered to be greedy algorithms. They are greedy in the sense that they consider every request individually and make the choice that looks best at the moment. Therefore, if the request can be accepted (unblocked), it will be indeed accepted. When a CB arrive to an OBS node employing a greedy wavelength scheduling algorithm, it is inserted into a FIFO queue. When the wavelength scheduler is free, it dequeues the first packet on the queue and processes it. Figure 7.1 describes this process.

In this work, we pose the following question: What if we defer the acceptance of some unblocked requests until we see more requests? The intuition behind this question is that it may be advisable to reject an initially unblocked request if later requests will make better use of wavelength channels.

To further illustrate the idea. Let the acceptance delay be \( d \). Consider the case of \( d = \infty \). In this case the system will wait until all reservation requests have been received, then it will select requests that will maximize the utilization. Obviously the case of \( d = \infty \) is impractical. Our proposal is to use an acceptable value of \( d \), such that we schedule a batch of reservation requests together, instead of using \( d = 0 \) as in the case of
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To implement the above concept, we modify the burst scheduling process by inserting a queue before the wavelength scheduler and after the control burst queue, we call it the \textit{batch queue}, as shown in Figure 7.2. When a control burst arrives to an OBS node, it gets inserted into the control burst queue. When the wavelength scheduler becomes free, it will wait for a small amount of delay, viz. the \textit{acceptance delay} \( d \), then it moves all bursts that are in the control burst queue to the batch queue, then processes all the CBs in the batch queue together instead of the previously used greedy approach.

The benefit of the batch queue, as will be seen later, is to limit the delay that a control burst can incur during the batch processing.

7.2.1 Definitions

A graph \( G = (V, E) \) consists of a finite set \( V \) of elements called \textit{vertices}, and a set \( E \) of pairs of vertices called \textit{edges}. Let \( V(G) \) represent the vertex set of \( G \), and \( E(G) \) represent the edge set of \( G \). We call \( \text{adj}(v) \) the \textit{adjacency set} of vertex \( v \), and we call the pair \( (v, w) \) an edge. Clearly \( (v, w) \in E \) if and only if \( w \in \text{adj}(v) \).
A subgraph $H$ of $G$, denoted $H \subset G$, is a graph with $V(H) \subset V(G)$ and $E(H) \subset E(G)$. The degree of $v$ in the subgraph $H$ for any $v \in V(H)$, denoted $\deg(v|H)$, is the number of vertices of $H$ adjacent to $v$, i.e., $\deg(v|H) = |\text{adj}(v|H)|$. An undirected graph $G$ is called an interval graph if its vertices can be put into one-to-one correspondence with a set of intervals on the real line, such that two vertices are connected by an edge of $G$ if and only if their corresponding intervals have nonempty intersection (have a common point). In other words, $G$ is an interval graph provided that one can assign to each $v \in V(G)$ an interval $I_v$ such that $I_u \cap I_v$ is nonempty if and only if $(u, v) \in E$.

An interval is defined by two points: left point (start of the interval) and right point (end of the interval). Let $l(I)$ and $r(I)$ correspond to the left and right points of interval $I$ respectively. Intervals $I_u$ and $I_u$ overlap if $l(I_u) \leq l(I_u) < r(I_u)$ or if $l(I_u) \leq l(I_u) < r(I_u)$.

A subgraph is called a clique, if every pair of vertices in the subgraph is connected by an edge. A clique $C$ is maximal if there is no clique of $G$ that properly contains $C$ as a subset. Let $\text{size}(C)$ be the number of vertices in the clique, the maximum clique is the clique of greatest size among all maximal cliques.

### 7.2.2 Interval Graph Coloring

One of the most important applications of interval graphs is job scheduling. Consider a set of $n$ jobs to be scheduled on $k$ servers. Finding a feasible schedule is equivalent to finding a proper $k$-coloring of the corresponding interval graph, such that no two adjacent vertices can have the same color (overlapping jobs are assigned to different
Figure 7.3: Mapping batch scheduling to graph coloring.

Batch scheduling in OBS networks can be treated as a subset of the interval graph coloring problem. We have a set of data bursts that we want to assign to a number of wavelength channels. Each data burst corresponds directly to an interval on the real line, and assigning wavelength channels to bursts is similar to assigning colors to intervals, where no two overlapping bursts can be assigned to the same wavelength channel. Figure 7.3 gives an example for mapping batch scheduling to graph coloring. In Figure 7.3a, a batch consisting of five bursts to be assigned to three wavelength channels. Figure 7.3b shows the corresponding interval graph. In Figure 7.3c, the interval graph is colored using three colors: 1, 2 and 3. Figure 7.3d shows the wavelength assignment of the batch.

Each control burst represents a reservation request for an interval. The reservation request for data burst $b_i$ specifies a start time of the reservation $l(b_i)$, corresponding to
the arrival time of the data burst, and an end time of the reservation \( r(b_i) \). The weight \( w(b_i) \) of burst \( b_i \) is equal to \( (r(b_i) - l(b_i)) \).

### 7.3 An Optimal Batch Scheduling Algorithm

**(BATCH-OPT)**

The batch scheduling problem can be stated as follows: Given \( k \) wavelengths and a set of \( n \) bursts \( \{b_1, .., b_n\} \) in the batch, find a feasible schedule that maximizes the value of the data bursts accepted on the \( k \) wavelength channels. Note that \( n \) varies from one batch to another depending on the arrivals to the control burst queue. The value of the accepted bursts is simply the sum of their weights. The weight of the burst is defined as the length of its corresponding interval.

A number of algorithms exist in the literature for finding an optimal feasible schedule of intervals while maximizing the total weight of the selected intervals [1, 3, 78]. In [78], the authors formulated the problem as an instance of the interval graph coloring problem as explained next. Given \( k \) colors and \( n \) intervals, the objective is to maximize the value of the legally colored graph. The problem is then reformulated as the following binary integer linear program (ILP):

\[
\text{Maximize} \quad w^T x \\
\text{subject to} \quad Ax \leq ek, \\
x \in \{0,1\},
\]

where \( w \) is an \( n \)-vector representing the weights of the intervals, \( x \) is a binary \( n \)-vector.
in which \( x_j = 1 \) implies that interval \( j \) is to be selected, \( x_j = 0 \) otherwise. \( A \) is \( m \times n \) clique matrix [20], in which \( m \) is the number of the maximal cliques in the interval graph, where \( A_{ij} = 1 \) if interval \( j \) is in the \( i^{th} \) maximal clique, and \( A_{ij} = 0 \) otherwise. Also, \( e \) is an \( m \)-vector of 1's. ILP problems are generally NP-hard. However, for our particular problem, the \( A \) matrix has the \textit{consecutive ones} property, and \( A \) is thus \textit{totally unimodular}[55]. Therefore, we can relax the integrality constraint and solve the problem as a linear program in polynomial time.

This ILP formulation can be used to find an offline optimal schedule of bursts after receiving all the reservation requests. This optimal schedule can serve as a reference against which the performance of other algorithms can be compared.

Although it is tempting to use the same ILP formulation for finding the optimal schedule for a batch of bursts, it is not possible. The reason is that zero or more of the \( n \) bursts may not be assignable to one or more of the \( k \) wavelength channels due to already existing assignments of bursts belonging to previous batches. This adds extra constraints to the problem.

To find an optimal batch schedule, we formulate our problem as an instance of the \textit{scheduling with non-identical machines problem} [1], in which we associate with each interval (burst) a subset of servers (wavelength channels) on which it can be processed. Some bursts can not be processed on any wavelength channel, because all wavelength channels are busy in the time intervals corresponding to these bursts, these bursts will be dropped and not included in the optimization process. The authors in [1] have given an
algorithm that finds the optimal feasible schedule for the non-identical machines problem. The algorithm (BATCH-OPT) works as follows. First, build a list of events corresponding to the start and end times of the intervals being optimized. Then, for each event construct the vertices corresponding to legal combination of intervals and servers at the time of the event. The constructed vertices are used to build a directed graph. It then can be shown that the interval assignments along the longest path in the directed graph represent the optimal interval assignment to servers.

Unfortunately, the above algorithm has an $O(n^{k+1})$ computational complexity, which is high when $k$ is large, rendering this algorithm impractical for use as an online batch scheduler. However, the algorithm is useful for comparison purposes since it serves as an upper bound on the performance of batch scheduling algorithms in terms of blocking probability.

### 7.4 Heuristic Batch Scheduling Algorithms

Because finding the optimal batch schedule has high computational complexity, we have to turn our attention to heuristic algorithms. In this section we propose a number of batch heuristic algorithms for wavelength channel scheduling in OBS networks. All of the proposed heuristic algorithms are based on performing the following two steps:

1. Impose a certain linear order on the control bursts in the batch queue.

2. Traverse the bursts in this linear order, and assign the corresponding data bursts
to wavelength channels using a greedy void filling wavelength scheduling algorithm.

Although the ordering process imposes a small additional delay on the bursts in the batch queue, this delay is limited since the number of bursts in the batch queue is bounded by the acceptance delay value. If we were to order the bursts directly in the FIFO queue shown in Figure 7.1, then it is possible that a control burst will be delayed past the arrival time of the corresponding data burst because the number of bursts involved in the ordering process will not be bounded, and this shows the importance of the batch queue.

In the following we propose four batch ordering algorithms: Smallest-Last Vertex Ordering (SLV), Maximal Cliques First Ordering (MCF), Smallest Start-time First Ordering (SSF), and Largest Interval First Ordering (LIF). The first two algorithms rely on the structure of the interval graph corresponding to bursts under scheduling, while the last two algorithms utilize the properties of the individual bursts.

7.4.1 Smallest-Last Vertex Ordering (SLV)

The SLV heuristic algorithm orders the vertices of the interval graph according to the smallest-last ordering [47]. The vertices \(v_1, v_2, \ldots, v_n\) of a graph are said to be in smallest last order whenever \(v_i\) has minimum degree in the maximal subgraph on the vertices \(v_1, v_2, \ldots, v_i\) for all \(i\). Let \(\delta(H) = \min_{v \in V(H)} \{\deg(v|H)\}\) be the minimum degree of graph \(H\). A formal description of the SLV algorithm is given in Algorithm 7.1.

The SLV algorithm works as follows. Let \(v_n\) be chosen to have minimum degree in
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Algorithm 7.1: SLV algorithm

\begin{verbatim}
input : G on n vertices
output: An ordering \( v_1, v_2, \ldots, v_n \) of vertices of G,

where \( \deg(v_i|H_i) = \delta(H_i) \) for \( 1 \leq i \leq n \);
initialize \( i \leftarrow n, H \leftarrow G \);

while \( i \geq 1 \) do

Let \( v_i \) be a vertex of minimum degree in \( H \);

\( H \leftarrow H - v_i, i \leftarrow i - 1 \);
end

Report sequence \( v_1, v_2, \ldots, v_n \);
\end{verbatim}

\( G \). For \( i = n - 1, n - 2, \ldots, 2, 1 \), let \( v_i \) be chosen to have minimum degree in \( H_i = \langle V(G) - v_n, v_{n-1}, \ldots, v_{i+1} \rangle \). From the resulting sequence \( v_1, v_2, \ldots, v_n \), where \( v_n \) has the minimum degree in \( G \), vertex \( v_1 \) will be colored first. Which means that the burst corresponding to \( v_1 \) will be assigned first to the first available wavelength. The process repeats until each burst is either assigned to a wavelength channel or dropped. The algorithm does not consider the weight of the bursts, and it only attempts to minimize the number of dropped bursts.

The intuition behind the SLV algorithm is that if a graph has only a few nodes of very large degree, then coloring these nodes early will avoid the need for using a very large set of colors. This means that assigning bursts which overlap the largest number of other bursts first to wavelength channels will generally lead to minimizing the number of bursts to be dropped. The fact that any smallest-last vertex ordering minimizes the number of colors needed over \( n! \) possible ordering is shown in [48].
To illustrate how the SLV algorithm works, we use the simple graph given in Figure 7.4. Figure 7.4a shows a batch of intervals and Figure 7.4b shows the corresponding interval graph. Intervals are numbered in an ascending order according to their finish time. The SLV algorithm selects the node with the smallest degree, which is node 5 in Figure 7.4b. Then it updates the graph and repeats, as shown in Figure 7.5. If there is a tie, the node with the smallest number is chosen. The final sequence is 5, 1, 2, 3, 4. Interval coloring will be done in the reverse order (i.e., 4, 3, 2, 1, 5).

The SLV algorithm has a computational complexity of $O(|E| + |V|)$ [47]. For dense graph the complexity becomes $O(n^2)$. The algorithm requires the input to be a graph. Building the graph from the interval list takes $O(n^2)$ time. The LAUC-VF algorithm require $O(nk \log N)$ time to assign $n$ bursts to wavelength channels. Therefore, the overall complexity of the SLV algorithm is $O(n^2 + nk \log N)$. Since the number of wavelength channels $k$ is in the same order of magnitude as $n$, the overall complexity of the SLV
algorithm can be reduced to $O(nk \log N)$.

### 7.4.2 Maximal Cliques First (MCF)

The basic idea behind the MCF algorithm is that since the maximum clique that can be colored is of size $k$, then our problem is equivalent to that of deleting a subset of intervals such that all remaining cliques are of size $k$ or less. To this end, the MCF algorithm finds all the maximal cliques in the interval graph, then orders them in an increasing order according to time. Let $\{C_1, C_2, \ldots, C_m\}$ be the set of maximal cliques in $G$ ordered such that $C_i \prec C_j$ for $i < j$. The algorithm processes intervals belonging to $C_j$ before intervals belonging to $C_i$ for $j > i$. A formal description of the algorithm is given in Algorithm 7.2.

The MCF algorithm works as follows. It finds the list of maximal cliques in the
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input : $G$ on $n$ vertices, $k$
output: A list of vertices $L$
initialize $H \leftarrow G$

while true do

Let $C =$ list of all maximal cliques in $H$ with size $> k$;

if $C$ is empty then
    break;
end

Let $c_{\text{max}} =$ clique with latest occurrence time in $C$;

$z = \text{size}(c_{\text{max}}) - k$;

for $i \leftarrow 0$ to $z - 1$ do

$v_i =$ vertex with smallest finish time in $c_{\text{max}}$;

$H \leftarrow H - v_i$;

$c_{\text{max}} \leftarrow c_{\text{max}} - v_i$;

$S \leftarrow S \cup v_i$;
end

$L \leftarrow L \cup v_j, \forall v_j$ remaining in $G$;

Append $S$ to the end of $L$;

Report sequence $L$;

Algorithm 7.2: MCF algorithm
interval graph with size larger than the number of available wavelengths. The algorithm then finds the clique with the latest occurrence time among this list. Thereafter, the algorithm removes the intervals with the smallest finish time from the maximal clique (and from the graph) such that the size of the maximal clique becomes equal to the number of the available wavelengths. This process is repeated until the size of all maximal cliques in the graph are less than or equal to the number of wavelengths. All vertices remaining in \( G \) are appended to the output list first, then the vertices removed by the algorithm are appended to the end of the output list. Figure 7.6 shows how the MCF algorithm is applied to the interval graph of Figure 7.4, for \( k = 2 \). In Figure 7.6b, the maximal cliques list of the interval graph is shown. The maximal clique that has the greatest finish time has two intervals only, then no updates are required here. The next maximal clique has three intervals, therefore, one interval needs to removed. The interval to be removed is the interval with smallest finish time, which is interval 2. Figure 7.6c and Figure 7.6d shows the resulting interval graph and its maximal cliques list after removing node 2. The resulting node sequence is: 5, 4, 3, 1, 2, and interval 5 will be assigned first.

Finding the maximal cliques in the interval graph requires end points of intervals to be sorted first, which can done in \( O(n \log n) \) time. Then we apply the MAXIMAL_CLIQUES algorithm described in Appendix A, which requires \( O(n) \) time. The MCF algorithm performs \( O(n) \) updates per maximal clique. Since we have \( O(n) \) maximal cliques, the complexity of the MCF algorithm is \( O(n^2) \). When taking the LAUC-VF into consideration, the overall complexity becomes \( O(n^2 + nk \log N) \). Since \( k \) is in the same order of
magnitude as \( n \), the final complexity reduces to \( O(nk \log N) \).

### 7.4.3 Smallest Start-time First Ordering (SSF)

In SSF ordering, intervals are ordered according to their left most point (start time). Accordingly, a set of intervals \( \{i_1, i_2, \ldots, i_n\} \) are said to be in SSF ordering if \( l(i_1) \leq l(i_2) \leq \ldots \leq l(i_n) \). According to the SSF algorithm, bursts that start earlier in time are assigned to wavelength channels first. The idea behind the SSF algorithm is to minimize the effect of the offset dispersion on the blocking probability.

Finding the SSF ordering can be done in \( O(n \log n) \) time, where \( n \) is the number of bursts in the batch queue. Therefore, the overall complexity is dominated by the complexity of the LAUC-VF algorithm, and it becomes \( O(nk \log N) \).
7.4.4 Largest Interval First Ordering (LIF)

LIF algorithm orders Intervals according to their weight. The LIF algorithm outputs a sequence of intervals $i_1, i_2, \ldots, i_n$, where $w(i_j) \geq w(i_k)$ for $j \leq k$. Using LIF ordering, bursts are sorted in a descending order according to their size, and the burst with the largest size is assigned first. The rational behind the LIF algorithm can be explained as follows. Our aim is to maximize the number of bits accepted, therefore, if more large bursts are accepted then we have moved closer to our aim. Intuitively, the probability that a large burst will be accepted is higher if we try to assign it to a wavelength channel earlier in the process.

The LIF ordering can be found in $O(n \log n)$ time, where $n$ is the number of bursts in the batch queue. Accordingly, the final complexity will be $O(nk \log N)$.

7.5 Performance Evaluation

This section presents experimental results on the proposed algorithms: SLV, MCF, SSF and LIF, and their comparisons with the optimal batch algorithm (BATCH-OPT), and the greedy LAUC-VF algorithm. Our main focus in the following simulations is the blocking probability.
Figure 7.7: Simulation model for Section 7.5.

7.5.1 Simulation Setup

Figure 7.7 shows the simulation model used in this section, which is based on the OPNET simulation tool. It consists of a single OBS node connected to traffic sources and a sink node. Each input link carries two separate wavelengths, one for data and one for control. The output link carries five wavelengths, four for data and one for control, and each wavelength has transmission speed of approximately 2.5 Gbps (OC-48). We assume that sources generate control and data bursts. Sources generate bursts according to Poisson process and the burst size has a mean value equal to $B$ bits. The offset time has a uniform distribution over $[A_{\text{min}}, A_{\text{max}}]$. Let $\Delta$ be the transmission time of 1024 bits on one of the wavelengths, i.e., $\Delta = 1024/2377728000 = 4.3e-7$ seconds. We express the acceptance delay and the offset time in terms of $\Delta$. In the following simulations, unless otherwise stated, we set the acceptance delay $d$ to an arbitrary value of $100\Delta$ second, which is approximately $40\mu$sec. The greedy wavelength algorithm used in conjunction with the batch algorithms is the LAUC-VF algorithm.
7.5.2 Blocking Probability vs. Offered Load

In this subsection, we study the performance of the proposed algorithms while varying the OBS node load. We study two scenarios. In the first scenario, we use exponentially distributed burst sizes with mean value $B = 81920$ bits. The values of $A_{\text{max}}$ and $A_{\text{min}}$ are set to $150\Delta$ seconds and $130\Delta$ seconds, respectively.

Figure 7.8 shows that the performance of the batch algorithms is upper bounded by the optimum batch algorithm as expected, and lower bounded by the greedy LAUC-VF algorithm. The figure shows that the LIF algorithm is the best performing algorithm in

![Figure 7.8: Blocking probability vs. offered load in case of exponentially distributed burst sizes.](image-url)

...
this scenario, and its performance is very close to the BATCH-OPT algorithm. Moreover, the figure shows that SLV and SSF algorithms perform slightly better than the LAUC-VF algorithm, however their results are not as significant when compared to the MCF and LIF algorithms.

In the second scenario we use constant burst size equal to 81920 bits. Figure 7.9 shows that the LIF algorithm in this scenario performs exactly as the LAUC-VF algorithm. This result is actually intuitive since all intervals will have the same size, thus no ordering will actually take place. Additionally, the results show that the SSF and SLV algorithms are the best performing algorithms in this scenario. Moreover, the MCF algorithm in this scenario performs significantly better than the LAUC-VF algorithm, but not as good as the SSF and SLV algorithms.

7.5.3 Blocking Probability vs. Offset Time Range

We define the offset time range to be \( A_{\text{max}} - A_{\text{min}} \). In this subsection, we vary the value of \( A_{\text{min}} \) to study the effect of the offset time range on the performance of the batch scheduling algorithms. We use exponentially distributed burst sizes with mean \( B = 81920 \) bits. The value of \( A_{\text{max}} \) is set to 200\( \Delta \), and offered load is set to 99% of the link capacity. The value of \( A_{\text{min}} \) is varied between 10\( \Delta \) and 150\( \Delta \). Figure 7.10 plots the blocking probability against the offset time range value.

Figure 7.10 illustrates that, generally, the blocking probability increases as the offset time range increases. Additionally, the rate of the increase in the blocking probability
Figure 7.9: Blocking probability vs. offered load in case of constant burst size.
Figure 7.10: Blocking probability vs. offset time range.
is approximately equal for all algorithms, except for the SSF algorithm whose blocking probability increases at a lower rate. This increase is due to the "retro-blocking" phenomena of the JET signaling protocol (refer to Chapter 5), in which, a reservation request can be blocked by another reservation starting after its own time. Obviously this phenomena becomes more significant as the offset time range becomes larger.

The blocking probability of the SSF algorithm increases at a lower rate because it sorts the bursts according to their starting time, therefore, it minimizes the effect of the offset time range.

To evaluate the effect of the offset time range on the performance of the batch scheduling algorithms, we implemented the offline optimal (OPTIMUM) algorithm given in [1] (described in appendix B), and compared the BATCH-OPT algorithm against it. Figure 7.11 re-plots the blocking probability curves for the LAUC-VF, BATCH-OPT algorithms shown in Figure 7.10, in addition to the blocking probability curve for the OPTIMUM algorithm.

Figure 7.11 shows that the performance of the OPTIMUM algorithm is not affected by the offset time range. This is due to the fact that the OPTIMUM algorithm waits until all bursts are received before deciding on the bursts to be rejected, at which time the offset will have minimal effect, because burst arrivals will be equally distributed over time. Furthermore, Figure 7.11 clearly shows that the difference between the performance of the BATCH-OPT algorithm and performance of the OPTIMUM algorithm becomes very small when the offset time range is small (5Δ). This difference starts to increase as the
Figure 7.11: Effect of offset time range on the burst blocking probability.
offset time range increases. This can be explained when we note that as the offset time range increases, the probability of overlapping between intervals requested by bursts in the batch queue decreases (refer to Chapter 5). In other words, as the offset time range increases, the requested intervals are more spread out in time. This will decrease the effect of the optimization done by the batch scheduling algorithm and subsequently will lead to higher blocking probability.

7.5.4 Effect of the Acceptance Delay

In this subsection, we investigate the effect of the acceptance delay parameter \( d \) on the performance of the batch scheduling algorithms. We fix the value of the offset time range to \( 50\Delta \) and the offered load to 99% of the link capacity. Figure 7.12 and Figure 7.13 plot the blocking probability of the BATCH-OPT algorithm versus the acceptance delay for exponentially distributed burst sizes and constant burst sizes, respectively. The acceptance delay is varied between \( 10\Delta \) and \( 150\Delta \). In addition, the figure shows the blocking probability for the LAUC-VF and OPTIMUM algorithms. It is important to note that the acceptance delay is not a parameter of either the LAUC-VF or the OPTIMUM algorithms, therefore they have constant values in the figure.

Figure 7.12 and Figure 7.13 show that increasing the acceptance delay has the effect of enhancing the performance of the BATCH-OPT algorithm, and bring its performance closer to the performance of the OPTIMUM algorithm. On the other hand, when the acceptance delay is decreased, the blocking probability of the BATCH-OPT algorithm
Figure 7.12: Blocking probability vs. acceptance delay with exponentially distributed burst sizes.
Figure 7.13: Blocking probability vs. acceptance delay with constant burst sizes.
decreases and becomes closer to the LAUC-VF algorithm. This effect is attributed to the number of bursts available in the batch queue. As the acceptance delay increases, the number of bursts involved in the optimization process also increases, which gives better results in terms of the blocking probability.

It should be noted that a control burst will incur a maximum of one acceptance delay per hop, as a result, it is necessary to increase the offset time per hop by an amount equal to the acceptance delay. Accordingly, increasing the acceptance delay will cause an increase in the data burst end-to-end delay. Therefore, there is a tradeoff between the end-to-end delay and the blocking probability. However, Figure 7.12 and Figure 7.13 show that even a small processing delay yields a considerable performance enhancement over greedy algorithms.

Figure 7.14 plots the blocking probability of the BATCH-OPT algorithm when both the offset time range and the acceptance delay are varied. It is clear from the figure that the worst blocking probability value occurs when the offset time range has a large value and in the same time the acceptance delay has a small value. As the offset time range decreases and the acceptance delay increases, the blocking probability decreases. Both the offset time range and the acceptance delay affect the quality of the optimization process carried out by the BATCH-OPT algorithm. Increasing the offset time range decreases the probability that the intervals requested are overlapping and accordingly decreases the effect of the optimization process. On the other hand, increasing the acceptance delay increases the number of bursts involved in the optimization process and subsequently
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Figure 7.14: Effect of varying the acceptance delay and the offset time range on the blocking probability.
increases the effect the optimization process. Therefore, we conclude from Figure 7.14 that large values of the processing delay are only required when the offset time range has a large value.

7.6 Concluding Remarks

In this chapter, we have introduced a novel class of wavelength scheduling algorithms in OBS networks called batch scheduling algorithms. We have described an optimum batch scheduler that serves as an upper bound for the performance of the batch scheduling algorithms. We have introduced four heuristic batch scheduling algorithms: SLV, MCF, LIF and SSF. The MCF and LIF were shown to be superior in scheduling variable size bursts. The LIF algorithm is simpler than the MCF algorithm, however, the LIF algorithm favors larger bursts. In case of constant size bursts, the SLV and SSF algorithms were shown to perform better than the other algorithms. Moreover, we have studied the effect of the acceptance delay parameter on the performance of the batch scheduling algorithms. We have shown that generally it is possible to obtain a reasonable performance enhancement using the batch scheduling algorithms even when the acceptance delay is small.
Chapter 8

Conclusions and Future Research

We conclude this thesis with a summary of our contributions and suggestions for future work.

8.1 Summary

The main objectives of this thesis were:

- The development of new wavelength scheduling algorithms to reduce the blocking probability in OBS networks.

The following is a summary of each of the work chapters. In Chapter 3, we presented a survey of all previously proposed wavelength scheduling algorithms in the literature for JET-based OBS network. In addition, we proposed two wavelength scheduling algorithms: Min-AV and Max-NGV. We compared the performance of the newly proposed algorithms to those previously proposed using discrete-event simulation. Simulation results showed that, in general, the best performing algorithm is the Min-AV algorithm.
The advantage of the Min-AV algorithm becomes apparent when the average burst size is small, which shows that the Min-AV algorithm effectively reduces the fragmentation level of wavelength channels. Results in this chapter also appear in [33],[40].

Chapter 4 presented a simple and effective scheme for QoS provisioning in buffer-less OBS networks. The scheme is called PPJET, and it provides service to different traffic classes based on a strict priority order. The PPJET scheme utilizes the JET signaling protocol, in conjunction with a new channel-scheduling algorithm called PLAUC-VF. PPJET minimizes blocking of high priority bursts by preempting reservations for lower priority bursts. Therefore, in PPJET reservation requests for a burst can only be blocked by a reservation request with equal or higher priority, or by a lower priority burst that started service. We evaluate the performance of the PPJET scheme through simulation. Results showed that PPJET can achieve significant performance enhancements over the well known PJET scheme in terms of blocking probability and end-to-end delay. Results of this work have been published in [29],[30].

In Chapter 5 we presented a new analytical model for calculating the blocking probability in JET-based OBS networks. Relationship to the problem of calculating the reservation probability in advance reservation systems was also discussed. The proposed analytical model takes into consideration the effects of the burst offset time and the burst length on the blocking probability. We used a \((M+1)\)-state non-homogenous Markov chain to describe the state of an output link carrying \(M\) wavelength channels. In addition, we modeled each wavelength channel by a 2-state Markov chain. In the proposed
model the offset time is drawn from a specified distribution so that wavelength reservation requests, made before a given time, build up to be a workload whose mean value declines with the reservation starting time. Furthermore, the blocking probability we expressed in terms of first passage time distributions to account for the burst length. To verify its accuracy, the model results were compared with results from a discrete-event simulation model. The proposed model results were found to be in satisfactory agreement with simulation results. This work also appears in [37],[38],[39].

Chapter 6 presented a detailed architecture for providing quantitative quality of service guarantees in LOBS networks. In the proposed architecture, packets are assembled into data bursts based on their respective traffic class at ingress nodes. The burst assembly algorithm employs two parameters to control the burst blocking probability and burst assembly delay. A fair packet queueing algorithm is deployed in each edge node to regulate access to a wavelength scheduler. For LOBS core nodes, we presented a novel approach for scheduling control bursts in the control plane of these nodes to guarantee fair bandwidth allocation. Based on the information provided by the queued control bursts, the core scheduling algorithm creates a virtual queue of data bursts in core nodes, then it selects the eligible control burst to be processed by the wavelength scheduler. We presented analytical results for the delay and the blocking probability in the proposed architecture, and used simulations to demonstrate that the proposed architecture provides accurate and controllable service guarantees in LOBS networks. Results from this work appear in [31],[32].
Chapter 7 proposed a novel class of wavelength scheduling algorithms for OBS networks. The proposed wavelength scheduling algorithms schedule a batch of data bursts together instead of scheduling them one by one. Previously proposed wavelength scheduling algorithms are considered greedy algorithms in the sense that they consider every reservation request individually, and make the choice that looks best at the moment. On the other hand, when the wavelength scheduler becomes free, a batch scheduling algorithm will wait for a small amount of time equal to the acceptance delay parameter, then it will process all the reservations requests in the batch queue together instead of the previously used greedy approach. This acceptance delay enables the batch scheduling algorithms to accept the requests that will maximize the utilization of wavelength channels. We clearly showed a relation between the problem of batch scheduling and the interval graph coloring problem. Based on this relation, we described an optimal batch scheduler that serves as an upper bound on the performance of batch scheduling algorithms. Furthermore, we introduced four heuristic batch scheduling algorithms. The performance of the proposed algorithms was evaluated using a discrete-event simulation model. Simulation results suggested that batch schedulers could decrease the the blocking probability by 25% compared the best previously known wavelength scheduling algorithm. This work has been published in [34],[35],[36].

In conclusion, among the main contributions of this thesis, we proposed:

- An analytical model for calculating the blocking probability in OBS networks.
• Several wavelength scheduling algorithms that are able to reduce the blocking probability in OBS networks.

8.2 Future Work

We present below a list of research problems that can be investigated as possible extensions for research work reported in this thesis.

1. The intuition behind the work in Chapter 7 was that it may be advisable to reject an initially unblocked request if later requests will make better use of wavelength channels. Our approach to the problem was delaying the acceptance or rejection of a request until we see more requests. A different approach to the problem is possible. If we assume that the arrival process is known, for example non-homogenous Poisson process as in the case of Chapter 5, then we could develop a selective burst acceptance mechanism, with the objective of maximizing the utilization of wavelength channels, while eliminating the need for the acceptance delay. In this case we only know the expectation of the future arrivals. A model that describes the system evolution will need to be developed. In addition, a set of decision rules will need to be devised.

2. A number of new differentiated service mechanisms in OBS networks can be devised based on algorithms discussed in Chapter 7. In particular, in Chapter 7 we have considered the weight of a burst to be equal to its size, however, preferential treat-
ment of bursts could be achieved by assigning to the burst a weight that expresses its class of service. Accordingly, maximizing the weight of the accepted bursts would translate to accepting bursts from higher classes of service. The most important components of this work would be selecting the weight assignment scheme and the selection of the optimization algorithm.

3. The Transmission Control Protocol (TCP) is one of the dominant transport protocols today. The TCP protocol has unique features, e.g. congestion control and retransmission, that will certainly be affected by the OBS network characteristics. Therefore, a fruitful area of future research would be to study the influence of burst assembly algorithms, offset-time, OBS signaling protocols on TCP's performance. It would be particularly interesting to study the effect of mechanisms proposed in this thesis on TCP.

4. Work done in this thesis has been evaluated using a highly detailed discrete-event simulation model. Therefore, network topologies used were limited in dimension. It would be interesting to simulate the proposed mechanisms in a network with large number of nodes, large number of wavelengths and a sophisticated topology. This is indeed a challenging task as the number of events in such network would be very large to the degree that the simulation running time would be prohibitively long. One solution would be to redesign the simulation model to run on parallel architectures.
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Appendix A

Algorithm for Finding Maximal
Clique$\varepsilon$s in Interval Graphs

In this Appendix we describe an algorithm that we developed for finding maximal cliques in interval graphs. The algorithm is called MAXIMAL\_CLIQUES, and it is formally described in Algorithm A.1.

The MAXIMAL\_CLIQUES algorithm works as follows. The end points of the presented intervals are sorted in ascending order. The algorithms run through the list of end points and inspect point by point. If the inspected point (e) is a left point, then interval $v$ corresponding to point e is added to a set c. If the point is a right point, and the previous inspected point is a left point, then this means that intervals contained in c form a maximal clique. In this case c is added to $C$, which is the list of maximal cliques, and $v$ is removed from c because the interval has ended. Finally, if point $e$ is a right point, and the previous inspected point was a right point, then point $v$ is simply removed from c because the interval has ended.

The MAXIMAL\_CLIQUES algorithm required $O(n)$ time if the end points are pre-sorted, and $O(n \log n)$ if the end points are not sorted.
Appendix A. Algorithm for Finding Maximal Cliques in Interval Graphs

input: List of intervals \( v_1, v_2, \ldots, v_n \)
output: List of maximal cliques \( C \)
initialize \( e \leftarrow -1, c \leftarrow \phi, C \leftarrow \phi \)

Let \( \{e_1, e_2, \ldots, e_{2n}\} \) be a list of end points in ascending order;

for \( i \leftarrow 1 \) to \( 2n \) do

\( e_{\text{prev}} \leftarrow e; \)
\( e \leftarrow e_i; \)

if \( e \) is a left point then

Let \( v = \) interval corresponding to \( e \); \( c \leftarrow c \cup v; \)

end

if \( (e \) is a right point) and \( (e_{\text{prev}} \) is a left point) then

Add \( c \) to \( C; \)

Let \( v = \) interval corresponding to \( e \); \( c \leftarrow c \setminus v; \)
end

if \( (e \) is a right point) and \( (e_{\text{prev}} \) is a right point) then

Let \( v = \) interval corresponding to \( e \); \( c \leftarrow c \setminus v; \)
end

end

Report \( C; \)

\textbf{Algorithm A.1:} MAXIMAL-CLIQUE algorithm
Appendix B

Offline Optimal Scheduling

Algorithm

Authors in [1] gave an algorithm for finding an optimal feasible schedule of intervals while maximizing the total weight of the selected intervals. The scheduling problem is formulated as instance of minimum-cost flow problem [43].

1. Represent the problem in the form of an interval graph.

2. Identify all maximal cliques $q_1, \ldots, q_r$ of the interval graph. Order the maximal cliques according to time.

3. Construct a directed graph $G$ as follows:

   (a) Create nodes $v_0, \ldots, v_r$ and arcs $(v_i, v_{i-1})$ for $i = 1, \ldots, r$. The costs on these arcs equal 0 and their capacities are infinite (each arc represents a clique).

   (b) For each interval, if $I_i$ is in cliques $q_j, \ldots, q_{j+1}$, add an arc $(v_{j-1}, v_{j+1})$ of cost $w_i$ and capacity 1.

   (c) For each clique $j$ that is not of maximum size, we add an arc $(v_{j-1}, v_j)$ of cost
Appendix B. Offline Optimal Scheduling Algorithm

0 and capacity equal to (maximum-clique-size - size-of-$q_j$).

(d) Consider node $v_0$ to be a source $S$, and $v_r$ to be a sink $T$.

4. We require a flow from $S$ to $T$ of (maximum-clique-size - $k$), where $k$ is the number of available wavelengths.

An optimal solution to this minimum cost flow problem is in fact an optimal solution to our original problem. If an arc corresponding to interval $I_i$ has a non-zero flow on it in the min-cost flow solution, then we do not process this interval. Thus, we do not process a subset of intervals such that all remaining cliques are of size $k$ or less. This subset is of smallest possible value since it corresponds to a min-cost flow solution. To find the min-cost flow we used the algorithm described in [11]. An example for this construction is shown in Figure B.1.

The maximal cliques in the graph can be found using the algorithm described in Appendix A in $O(n \log n)$, where $n$ is the number of intervals. The complexity of the minimum cost flow algorithm described in [11] is equal to (required flow $\times$ complexity of the shortest path algorithm). In our case the required flow is $O(n)$, and the complexity of the shortest path algorithm is $O(n \log n)$. Therefore, the total complexity is $O(n^2 \log n)$. 
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Figure B.1: Example for minimum cost flow construction