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Abstract

Organizational work often requires cooperation among workers to achieve task completion.
One type of cooperation can be described by the pair <request, commitment>, where a
“commitment” is defined as an agreement with the requester to carry out the requested action.
When a worker receives a request, he must decide what to do with it. In general, many
requests demand the responder’s future action, and require substantial resources to complete.
For these types of requests, the worker goes through a reasoning process to decide whether
he should commit to doing the requested work. The research question of this thesis is: can
we build a computerized system to support an individual’s reasoning process in establishing
a commitment? In this thesis, a computer-based quest-mmitment Support (RECOS)
model is presented in attempting to answer this question.

The RECOS model is primarily based on the commitment theory in sociology, the social rule
system theory, the contract theory, and artificial intelligence techniques. It proposes that the
most relevant factors determining an agent’s commitment are: 1) resource gains/losses, 2) the
agent’s competence for fulfilling the requested action, 3) requester, the relationship between
the requester and responder, and the related others’ expectations of the agent’s decision about
the request, 4) organizational regulations, and 5) the agent’s previous commitments.

A computer-based system built on RECOS would assist a user to select the relevant factors
and to evaluate these factors, as well as to integrate the evaluation results, in order to make
a better justified and consistent commitment. Specifically, it would be able to provide a user
with the following support which, we believe, is not typical of traditional decision support
systems:

• Alerting the user when he makes a commitment that conflicts with prior
commitments

• Suggesting those individuals that the user can ask to work jointly on the
request

• Considering sentimental attributes
• Conducting simple, single-issue negotiation with the requester or other

collaborators
• Automatically processing standard requests
• Providing limited learning capability (i.e., through case base) in handling

non-standard requests

A user evaluation of the model has been conducted and the feedback appears promising. A
prototype based on the model has been developed using Turbo-Prolog to demonstrate how a
system built on the model operates.
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Chapter 1

Introduction

Organizational work often requires cooperation among workers to achieve task completion. One

type of cooperation can be described by the pair <request, commitment> [F1GrHW 88], where

a “commitment” is defined as an agreement with the requester to carry out the requested action.

In other words, when a worker initiates a request for a commitment from his peer, cooperation

is reached if the peer replies with a commitment and actually fulfils the commitment in

accordance with the agreed upon terms. Initially, when the peer receives a request, he must

decide what to do with it. In general, many requests demand the receiver’s future action and

require substantial resources to complete. For these types of requests, the worker goes through

a reasoning process to decide whether he should commit to doing the requested work. Our

research question is: can we build a computerized system to support an individual’s reasoning

process in establishing a commitment? In this thesis, we present a computer-based

quest-mmitment support (RECOS) model to attempt to answer this question. In the

remainder of this chapter, we will discuss the background and motivation of this research, set

up the thesis objectives, and present the outline of the thesis.

1.1 Background and Motivation

Since the early 1980s, information systems researchers have been modelling organizational

activities based on the “commitment” concept. A number of models for supporting agent

commitments have been proposed [Fikes 81, F1GrHW 88, Koo 88, HaJaRo 90, Bond 901. Some

of them focus on modelling organizational activities from a collective perspective (e.g., [Fikes

81, Bond 90]); and some of them focus on inter-agent communication and commitment

maintenance (e.g., [F1GrHW 88, Koo 88, and HaJaRo 90]). Although they are important for

understanding and supporting organizational activities, none of these models has fully

incorporated the reasoning process employed by a person to commit to something (e.g., how
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a commitment is reached). Consequently, there is no sufficient support provided for such a

process. We agree with the observation by Bhandaru and Croft (90, p.340) that “there is a

patent lack of theories of individual activity in cooperative environment.” We believe that

research about an individual’s reasoning process for a commitment and the provision of

computerized support of that process are useful and will provide the following benefits: 1) a

better understanding of an individual’s reasoning process in making a commitment, and 2)

assistance to individuals in making better justified and more consistent commitments in handling

request-commitment problems.

1.2 The Goal of the Thesis

The primary objective of this thesis is to develop a domain independent computer-based model

for supporting an individual’s reasoning process in reaction to a request that requires a

commitment. “Agent” is used in this thesis to represent either a human being or an intelligent

machine. We use the word “model “ to mean a general architecture of request-commitment

reasoning support systems. “Support” means that the RECOS model is not proposed as a

replacement for a human being to make any commitment at the current stage. Rather, it is

intended to provide assistance in determining the related factors to be considered in generating

a response to a request, in evaluating such factors, and in integrating the evaluation result. In

most cases, the final decision would be left to the user’s discretion. The model focuses on

supporting an individual’s commitment making process in a multi-agent environment. Its scope

covers the process from receiving a request to delivering a response.

To achieve such an objective,

• commonly related factors for making commitments should be explored, and

• the logical structure of the model should be developed.

To show the model’s practicality and applicability,

• a prototype based on the model needs to be implemented, and

• some user trials and evaluations should be conducted.
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1.3 The Outline of the Thesis

The thesis proceeds as follows. Chapter 2 reviews the related work. Chapter 3 discusses the

“commitment” concept in greater detail. Chapter 4 discusses the factors involved in making a

commitment and the structure of the model to support the reasoning process. A commitment

concerns a person’s future behaviour (action). Reasoned action (R-A) theory, which investigates

the rationale of human behaviours, is also relevant to the commitment making process. Chapter

5 probes the relationship between the RECOS model and an R-A theory. Chapter 6 presents

some applications of the model, which includes one sample application using the model and a

user evaluation of the model. Chapter 7 reports a prototype based on the model, and the last

chapter discusses the contributions of this work, its limitations and its future research directions.
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Chapter 2

Related Work

In this chapter two types of research are reviewed. One is past computer-supported collaborative

work based on commitment; the other is research which we believe is related to the RECOS

model.

2.1 Past Computer-Supported Collaborative Work Based on Commitment

Since the early 1980s, the commitment concept has been increasingly used to model

organizational activities by information systems and artificial intelligence researchers. Their

work is reviewed in this section.

2.1.1 An Early Work

An early work using the commitment concept to model organizational work is Fikes’

commitment-based framework [Fikes 81]. He observes that the primary work of an agent in an

organization is to make and fulfil commitments to other agents. Each agent has a set of functions

to perform. Each function consists of a number of task instances with their preconditions. When

the preconditions are met for a task instance, the agent will perform that task. Fikes’ primary

thesis is that a commitment to an action is bounded by a set of conditions, but the structure and

content of the conditions are not elaborated.

2.1.2 A Commitment Maintenance Model

[Koo 88] presents COMTRAC, a model for supporting agent commitments in a multi-agent

environment. The author argues that, in organizations, agents cooperate to accomplish certain

tasks via commitments. Contracts are used in COMTRAC to record commitments between

agents, and a contract is represented by a set of terms and qualifications. A term specifies the

tasks to be performed, and a qualification defines the conditions that must be met by the time

the tasks are performed. A qualification could be nil, or it could be another term followed by
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its qualification. In this way, COMTRAC links all related commitments into a commitment

network, which is called a contract portfolio. When an unexpected event occurs at a node of

such a commitment network (e.g., an agent cannot fulfil its commitment as promised or

planned), the related agents need to adjust their commitments to fit the new situation.

COMTRAC provides support for this justification process in terms of recording and tracking

the involved agents and commitments. This work does not cover how a commitment is generated

and the rationale of a commitment.

2.1.3 A Domain Dependent System

CoNeX, a project done at the University of Passau, proposes an integrated model for supporting

group work in software development projects [HaJaRo 90]. It includes three models: 1) a group

model specifying the team’s organizations, task definitions, and resource allocations, 2) a

conversation model defining a multi-agent communication protocol, and 3) a process model

containing software development knowledge and tools. A contract, representing commitments,

is used to describe the social agreements on actions. CoNeX provides support to fulfil

commitments (e.g., for a commitment to transform an analysis result into a logical design,

CoNeX supplies the user with tools to do the transformation and to evaluate the result), and to

maintain commitments (e.g., tracking which agents are involved in the commitment and the

current status of the commitment). However, there is no direct support for an agent’s reasoning

process for making a commitment.

2.1.4 Formal Reasoning on Commitment

A well recognized work of formal reasoning related to commitment is done by Cohen and

Levesque (90). They attempt to model the relationships between belief, commitment, and action

using formal logic. A commitment is defined as a persistent goal. Belief mainly concerns

whether the agent believes the commitment is achievable, achieved, or no longer achievable. The

relationship between act, belief, and commitment is that the agent will act to reach the goal until

he believes that the goal has been achieved, or it is not achievable, or it is not necessary to

achieve the goal anymore. For example, when it is raining, the agent may commit to getting an

umbrella. He will try to get an umbrella until he believes that 1) he has obtained an umbrella,
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or 2) it is impossible to get an umbrella, or 3) the rain has stopped and the action is no longer

necessary [Gasser 91]. The agent’s beliefs and commitments must be consistent (e.g., an agent

will only commit to the action that he believes is achievable). Further, an agent not only adopts

a commitment but also believes that he will actually fulfil the commitment. However, how a

commitment is established (e.g., factors related to establishing a commitment and motivations

for an agent to adopt a commitment) is not discussed.

2.1.5 An Organizational Model Based on Commitment

[Bond 90] models organizational and agent behaviours based on commitment. An organization

is viewed as a set of agents with mutual commitments. A commitment is looked on as a

constraint which binds an agent to perform a course of action, to hold a belief, or to attempt a

goal. It specifies some features of commitment. Commitments are social (i.e., a commitment

is a relationship between agents and is based on the trust and expectations of related agents).

Commitments require agent integrity (i.e., agent behaviours should be reasonable, predictable,

and reliable). Commitments also require resources. More specifically, a commitment is made

based on: 1) the available resources, 2) the expectations of actions taken by other agents and

resources supplied by them, 3) the expectation of supplying resources to other agents. As agents

are interlinked through commitments, and each agent may be involved in many of them, the total

commitments in the system must be integrated and consistent (e.g., all agents should have

consistent beliefs under the same context and time interval). An Agent’s commitments to all

other related agents should be consistent with those agents’ expectations of him. These

guidelines are useful for modelling multi-agent systems based on commitments. However,

regarding how a commitment is made by an individual, this work mainly concerns the

constraints that a commitment must meet and resources that are needed to fulfil the commitment.

Very little is mentioned about an agent motivation for making a commitment.

2.2 Other Related Work

Some research in the field of artificial intelligence and information systems, such as competence

assessment, negotiation, and belief reasoning, were not built for modelling commitments.
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However, we observe that the principles and results in this research could be beneficial to our

work, so, we will briefly discuss it in this section.

2.2.1 Competence Assessment

The essential idea of the competence assessment [V0KaDL 90] is to estimate the solvability of

the problem and the agent’s capability to solve it before an agent actually solves the problem.

The requirements for solving the problem and the match between the requirements and the

available resources are major issues in evaluating the competence of an agent. Although a

general method for conducting such an assessment is not yet available, the ideas presented in

this research can be used in the RECOS model.

2.2.2 Negotiation

“Negotiation is a form of decision making in which two or more parties talk with one another

in an effort to resolve their opposing interests.” [Pruitt 81, p.xi]. When an agent makes a

commitment, negotiations will very likely occur as the requester and the responder may have

different interests. A lot of work has been done on negotiation, but we will not discuss it at

length in this thesis. Interested readers are referred to [ChaWoo 91]. A detailed negotiation

process is beyond the focus of the RECOS model. However, the initiatives of a negotiation and

the results from the negotiation should be considered when an agent makes a commitment.

2.2.3 Belief

An agent’s beliefs are opinions or conditions held by the agent about the environment, other

agents, or himself [Konoli 85]. Thus, belief is subjective. Something believed by an agent may

not necessarily be true. In intelligent systems, an agent’s beliefs and his reasoning mechanisms

are normally separated from domain dependent problem solving mechanisms. A belief subsystem

usually includes a set of basic beliefs which are called explicit beliefs, and a set of belief

inference/derivation rules. From the basic belief set and the inference rules, some results, called

implicit beliefs, can be derived. A belief system must be consistent, i.e., it should not believe

both A and not A, explicitly or implicitly. Otherwise, meaningless results would be produced.
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There are primarily two kinds of requests which need a belief subsystem’s attention [Konoli

85]: 1) given a statement, query the belief system to find out whether it should be believed by

the agent; 2) since the basic beliefs or the inference rules could be wrong, when any of them

or a derivation of them conflicts with new knowledge or fact, revise the belief system to

maintain its consistency. We call the first issue “belief reasoning” and the second “belief

revision” or “belief maintenance”. There is extensive research in each of these two fields.

Interested readers are referred to [Konoli 85, GenNil 87, McArth 88, Doyle 79, DeKlee 86, and

MasJon 89]. The RECOS model will not look into any specific belief reasoning or belief

maintenance mechanisms. However, the research results from this area can be applied to

implementing the RECOS model because people make commitments based primarily on their

belief systems.

2.3 Summary

In the past decade, people have tried to model and support collaborative work based on

commitments. This suggests a new research direction, and, hopefully, sets up a new foundation

for information systems and distributed artificial intelligence research [Hewitt 91]. We believe

that the trend is plausible, and, in particular, researchers have turned their attention to sociology

and other social sciences. An organization is a small society that should be studied using social

science theories such as sociology and social psychology.

We share the belief with Fikes (81) and Bond (90) that agent mutual commitments link

organizational activities together and get tasks accomplished. We also share the belief with

Flores and Ludlow (80) that making, maintaining and implementing commitments constitutes a

large percentage of organizational work. Unfortunately, very little work has been done in the

area of studying and supporting an agent’s reasoning process in making a commitment. We

believe that the major difficulty is that there are a lot of uncertainties in making a commitment,

and the reasons behind a commitment can be quite complicated or context dependent.

Although it seems impossible to build a fully automated commitment handling system, we
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observe that there are still some commonalities in making a commitment. For example, certain

factors are always considered and evaluated when a commitment is being made (e.g., resource

gains and losses, interpersonal relationships between the involved parties). Motivated by this

observation, we attempt to solicit these factors and to explore the possibility of using them in

building a reasoning framework for making commitments. This is done by developing a

computer-based model for supporting an agent’s reasoning process in reaching a commitment.

9



Chapter 3

Commitment

Commitment is a fundamental concept in the RECOS model. In this chapter we will provide a

definition of the concept of commitment, review sociological research about commitment, and

discuss the relationships between commitment and other related concepts.

3.1 The Commitment Concept

Webster’s Dictionary [Gove 67] defines commitment as: “1. the act of doing or performing

something; 2. a) the obligation or pledge to carry out some action or policy or to give support

to some policy or person; b) the state of being obligated or bound.” The second definition,

which emphasizes the binding and constraining of someone to something, is widely used in

sociology and social psychology [Gerard 68, Kiesle 71, Brickm 87, Becker 60, and Gerson 76].

This definition has also been accepted by information systems and artificial intelligence

researchers [Bond 90, Koo 88, Hewitt 91, Gasser 91]. Adapting this definition of commitment

for our purposes (i.e., responding to another agent’s request), we define commitment as an

agreement by an agent to the requester in carrying out the requested action. As soon as a

commitment is made and delivered to the requester, the committed agent is bound by it. A

commitment should be fulfilled in accordance with the agreed upon terms unless the requester

withdraws his request or fails to meet his responsibility, or the involved parties agree to modify

the terms or cancel the agreement. On the other hand, when the requester receives the

commitment response to his request from the other agent, he will also automatically be bound

by the terms presented in his request unless some further negotiation takes place. In this thesis,

‘commitment’ refers not only to an agreement to carry out the requested action but also the

fulfilment of it.

A commitment does not always involve multiple agents. A person may commit himself to a

certain cause or goal (e.g., one may commit to spreading the Gospel or to pursuing a graduate
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degree) [Brickm 87, Bond 90]. In this case, the commitment may not be stimulated by an

external request and no other agents are directly involved. We consider this type of commitment

a personal commitment, and it is a special case of the definition given in this section.

3.2 Commitment from the Sociological Perspective

Commitment has been studied in sociology for a long time. Organizational commitment study,

an area investigating the factors that contribute to bind a person to an organization, has enjoyed

much attention from sociologists.

A well known discussion on commitment is Becker’s “side bets” notation [Becker 60]. In his

opinion, one’s commitment to an organization is determined by the rewards and costs (side bets)

associated with the organizational membership. Becker concludes that a person’s commitment

to an organization could be determined by his previous commitment to the firm’s pension plan,

by others’ expectations that he will not change companies too often, or by his investment (e.g.,

experience) in the organization. Another point made by Becker is that the effect of the related

factors on a person’s commitment is determined by the individual’s own value system.

Becker’s side bets argument on commitment has been supported by a number of empirical

studies. Alutto et al. (73) did a survey with a sample of 318 school teachers and 395 hospital

employed nurses. The findings suggest that individual organizational transactions and the accrual

of side-bets or investments are crucial to an understanding of the commitment phenomenon.

Mattaz (87) conducted an empirical study on the relationship between work satisfaction and

organizational commitment. He found that it is not job-tenure that produces greater

commitment, but high levels of rewards and satisfaction, which are correlated with tenure.

Sayeed (89) analyzed data collected from 204 managers, and his results indicate that the longer

an individual has been with an organization that has good fringe benefits, cordial

management-subordinate relationships, and positive organizational policies, the greater the level

of commitment and the period of attachment to the organization.
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Becker’s and others’ findings have general implications, i.e., a commitment to something is

usually constrained and motivated by rewards and costs associated with such a commitment. A

person’s previous commitments (i.e., side bets), play an important role in identifying these

rewards and costs.

Gerson (76) furthers the study of commitment by extending Becker’s work. Several points from

his work are worth mentioning. First, a person participates in different settings via

commitments. His commitments in all settings are interlinked and thus form a commitment

pattern, which Gerson calls sovereignty:

“I shall call the overall organization of commitments associated with any delimitable social

object the sovereignty of that object.” (p.798).

Assuming that people behave consistently, making a new commitment or changing an existing

commitment should be consistent with this commitment pattern. Thus, to understand an

individual’s commitment behaviour, one should not isolate a specific situation but should take

his commitment pattern into consideration. Second, a commitment can be represented by

resources invested and produced. “Participation in any situation, therefore, is simultaneously

constraining, in that people must make contributions to it, and be bound by its limitations, and

yet enriching, in that participation provides resources and opportunities otherwise unavailable.”

[Gerson 76, p.’797]. Finally, resources can be classified into categories: money, time/schedule,

skill, and sentiment. The details of the resource categories will be discussed further in section

4.2.1.

3.3 A Formulation of Commitment

Wand and Woo (91) define commitment using concepts from Bunge’s Ontology [Bunge 77,

Bunge 79]. Ontology is a branch of philosophy dealing with models of the world. According to

this theory, everything in the world at a given time has a state (stable or unstable), and the

transition from an unstable state to a stable state is guided by transition laws. Commitment is

defined by the pair <unstable state, transition law>. A thing in a stable state will assume an

unstable state only as a result of an external event. Thus, an external event serves as both a
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trigger to and the input mechanism for a commitment to be undertaken. Conceptually, our model

fits this formalization well. More specifically, an agent can be viewed as a thing. A request

from another agent is an external event to the agent, and the rationale to commit or reject the

request can be looked at as transition laws. Rejecting a request or committing to a request

(followed by the execution of the commitment) would put the agent in a stable state. RECOS’

focus lies in exploring the major factors to be considered by the transition laws for making

commitments and in supporting an agent in the evaluation of these factors.

3.4 Commitment vs. Decision

Decision and commitment are closely related concepts. According to Webster’s Dictionary

[Gove 67] decision has two basic meanings: (1) the act of deciding, and (2) a determination or

conclusion arrived at.

Conceptually, there are some differences between commitment and decision. Commitment is

a concept which stresses an agent’s persistence in doing something, and it lasts for a certain

period, usually until the commitment is fulfilled. Decision (as an act of deciding) occurs at a

specific point in time. Commitment emphasizes an agent’s obligation to something, or being

bound to something. As Gerard [68] points out, commitment is irrevocable. A decision (as a

conclusion arrived at) may not be so. Frequently, people make arbitrary decisions but are not

serious about them, so often fall to fulfil what they have decided. “Only those decisions

bolstered by the making of sizable side bets will produce consistent behaviour. Decisions not

supported by such side bets will lack staying power, crumpling in the face of opposition or

fading away to be replaced by other essentially meaningless decisions until a commitment based

on side bets stabilizes behaviour.” [Becker 60, p.38].

Decision and commitment are, however, closely related. If the decision-maker is expected to

commit to what he decides, such an expectation will produce a warning effect for the decision

maker when a decision is being made [JanMan 77]. As mentioned in section 3.2, the decision

maker’s commitment pattern will constrain his decision on a related issue. For example,
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committing to take care of his father might lead to a person’s decision to live with his father,

or committing to buying a house might motivate a person to save money for a down payment.

Nevertheless, according to the definition of commitment used in this thesis (section 3.1), the

reasoning process that RECOS intends to support is a specialized decision-making process, which

basically deals with a binary decision-making problem (i.e., agree or not to carry out the

requested action) and the requested action is predefined. For example, “Would you join us for

the party tomorrow?” is a binary decision-making problem; it has a clearly defined action (come

to the party), and the decision would be “yes” or “no” to this request. On the other hand, a

general decision-making problem could be much more complex and the alternatives for choice

could be numerous. For example, “How much should I spend on entertainment if I win a

$10,000 lottery?” is not a binary decision-making problem because it could have numerous

alternatives (spending $0 to $10,000 on entertainment) rather than “yes” or “no”to choose from.

From this discussion we see that the request-commitment problems that RECOS proposes to cope

with is better structured than, and a sub-set of, general decision-making problems. Therefore,

we call RECOS a request-commitment support model rather than a general decision support

model. In order to make a consistent and better justified commitment, research results of

commitment study (e.g., sentiment and commitment interlinks) should be considered.

3.5 Commitment vs. Contract

Another related concept to commitment is contract. Contract is defined as “an agreement

between two or more persons or parties to do or not to do something.” [Gove 67]. It is a widely

used term in law, sociology, and economics [Macnei 80, BarOuc 86].

The commitment concept (see section 3.1) used in this thesis is closely related to the concept of

contract as it is defined above. The request receiver commits to carrying out the specified action

and the requester commits to the terms, if any, described in the request. These tightly bound

commitments make up a contract.
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In terms of work done in the area of contracts, Macneil (80) characterizes a number of factors

related to contractual relations. Because of work specialization, people perform utility

exchanges. However, he claims that contractual relations are not simply economic relations but

also personal relations. Furthermore, contractual relationships usually involve many people and

require role integrity (i.e., contracted parties should behave consistently and in a predicable

way). It is a relationship of cooperation, and the involved parties need to share and divide the

benefits and burdens. The power of involved parties would affect contractual relationships. A

contract has a binding effect, and the involved parties are obliged to fulfil the contract.

Some of these factors (i.e., role integrity, binding effect, agent cooperation, and multi-party

involvement) will be taken as assumptions in RECOS. The others will be directly reflected in

the RECOS reasoning framework. In other words, R.ECOS is consistent with the theory of

contractual relations.

We call the RECOS model “commitment support” rather than “contract support” for the

following reasons: 1) it focuses on the reasoning process of the request receiver; 2) it is

primarily based on commitment research results (e.g., the resource perspective of commitment

and the commitment consistency viewpoint) which, we believe, provide better insight into an

individual’s commitment behaviour, and can be directly used for modelling agent’s commitment

activities, but which are not readily available or are only described on a very conceptual level

in contract study; and 3) although modern contractual relations have a more general meaning,

they originate from economical exchange [Macnei 80]. When people think about a contract, they

may still consider it in economic exchange terms. However, the commitment concept emphasizes

the sentiment factor, which is essentially different from a contract based on economic exchange

terms.

3.6 Summary

In this chapter, we have defined a commitment to be an agreement to carry out the requested

action. Such an agreement is not arbitrary, but will bind the committed agent to fulfil the
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specified actions. Thus, a commitment must be based on solid reasoning and justification in

order to reduce post-commitment regret or revocation. A reasoning process for establishing a

commitment is primarily a decision-making process, which features commitment characteristics.

From the discussion, we conclude that, in order to make a well-grounded commitment to a

request, “side bets” and other related factors must be evaluated before a commitment is made.
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Chapter 4

RECOS: A Request-Commitment Support Model

In previous chapters we have discussed that one type of agent cooperation can be represented

by the pair <request, commitment>. When an agent receives a request to carry out a certain

action, he must evaluate the related factors, and figure out whether or not he should commit to

the requested action. To assist an agent in making a well justified commitment, there is a need

to develop computer-based systems for supporting such a reasoning process. In this chapter we

will present one such model. First, we clarify the boundaries of the model; next we propose

a set of common factors related to handling requests that require commitments; then, we propose

the model; and finally, we conclude the chapter with a discussion of the model.

4.1 Boundaries and Assumptions of the Model

4.1.1 Boundary

RECOS supports an individual’s reasoning process from the time of receiving a request to the

time of delivering a response with the RECOS model. In other words, it does not support

communication between agents. Only the input to and output from the communication are

considered.

RECOS is not intended to replace the user at the current stage. Rather, it is aimed at assisting

the user to select factors for consideration, and to evaluate these factors. It also attempts to

provide some support in integrating the results of the evaluations.

During the reasoning process, many types of knowledge will be required (e.g., past experience,

organizational regulations, etc.). RECOS embraces these types of knowledge bases and proposes

their basic contents. However, the detailed internal structure of these knowledge bases is not

fully explored; only the interfaces with them are considered.
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RECOS extracts a set of factors into its reasoning framework. This is basically done by applying

results from the related literatures discussed in chapter 3.

4.1.2 Assumptions

RECOS is built on, or can be best used, under the following conditions:

1. Agents are consistent and trustworthy. “Consistent” means that agents committing or not

committing to a request will not prohibit the fulfilment of existing commitments. For

example, an agent will not commit to physically attending two separate meetings at the

same time. However, if a decision would result in such a prohibition, the affected

commitments should be adjusted (e.g., to negotiate with the involved agents to modify the

affected commitments) when the decision is made. “Trustworthy” means that agents can

be depended upon to fulfil their commitments. This enables an agent to act (e.g, carry out

commitments and make new commitments) based on his own previous commitments and

other’s commitments to him.

2. Agents are rational, that is an agent will not commit to a request without good reasons for

supporting it. Thus, the evaluation of the relevant factors is useful for making a decision.

3. An incoming request is readily interpretable by the receiver (i.e., either agents share

the same language or the incoming request has been translated accurately into the language

used by the receiver).

4.2 Factors Related to Commitments

As discussed in chapter 3, a commitment is determined by the costs and rewards associated with

it. In order to reduce post commitment regrets, and to maintain individuals and the system in

a healthy state, an agent must evaluate related factors to make a well-grounded commitment. In

this section, we discuss these factors in detail. As the model is intended to handle

request-commitment interactions in an organizational environment, factors such as organizational

regulations, relations between the requester and the receiver will also be explored, in addition

to the factors revealed in commitment research.
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4.2.1 Resources

A commitment will bind an agent to a certain course of action. As pointed out by Gasser (91),

to carry out such an action the committed agent needs to invest resources: “We can see a

commitment as simply the use of resources.” (p.l29). Resources can be anything that is needed

for, or is affected by, completing a committed action. They can generally be classified into

several categories: money, time/space/material, skill/mechanism/technology, and sentiment

[Gerson 76, Hewitt 91]. An action may not demand all of these resources, but one or more is

needed in the implementation of an action.

Of these types of resources, money and time/space/material are self-explanatory. Skill refers to

the ability of a person to perform a task or action. This may range from the technical

requirements of a particular job to social management skills. Mechanism/technology includes

tools, equipment, and know-how. In this thesis, skill refers to both the skill and

mechanism/technology mentioned above. Sentiment is “an attitude, thought, or judgement

permeated or prompted by feeling.” [Gove 67]. It includes affection, loyalty, respect, esteem,

or honour. It also includes reflective sentiments such as guilt, shame, embarrassment, goodwill,

or reputation. Sentiment is considered a resource because carrying out certain actions might

require certain types of sentiment. For example, helping a person who has failed several times

to get back on track requires someone who is affectionate towards and respected by the person.

Certainly, not everyone is qualified to be a helper. Therefore, the sentimental attributes of those

who can help are considered to be their resources. In addition, sentimental values, like other

resources, can increase or decrease. For example, a person who successfully helps others may

gain more respect from them.

Sometimes, the resources could be convertible from one form to another, e.g., money might be

exchangeable for material and skills. In these cases, we need to avoid double counting the same

component. In addition to the basic types of resource, another kind of resources is commitments

from other agents; these commitments can be directly or indirectly converted into the basic types

of resources described above. As money, time/space/material, and skill are either quantifiable

or testable, we call them tangible resources. Sentiment is an intangible resource.
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It is worth pointing out that a commitment may not only require the committed agent’s resources

but also the resources of others. For example, committing to an out-of-town project may not

only require the agent’s time, but also other family members’ time to take care of additional

responsibilities while the agent is out of town.

4.2.2 Requester, Inter-agent Relationship, and Others’ Expectations

As commitment in RECOS pertains to agent interactions, the merit of the requester and the

relationship between the involved parties might influence the agent in whether or not to commit

to a requested action. There could be many requester’s properties which might affect the agent’s

decision about a commitment, such as reliability. In this thesis we use the word “credibility” as

a general term to represent the major properties of the requester, which might affect the agent’s

willingness to associate with the requester via a commitment to the request. In terms of the

relationship between the requester and the agent, it can be measured in two dimensions: 1) the

vertical (i.e., relative power levels between the involved agents, where power means the ability

to impose one’s will on others; this can be political, economical, or social [Macnei 80, Simon

57]); and 2) the horizontal (i.e., close/remote). Requests from agents with different relationships

with the receiver would carry different levels of strength, and thus, would usually be dealt with

differently.

In addition to the relationship between the requester and request receiver, the request receiver’s

closely-related agents (e.g., family members, supervisor, colleagues, friends, etc.) may have

some expectations about the commitment. An agent’s commitment “would be a function of such

things as his awareness of the expectations, the characteristics of his relationship with those who

hold the expectations, and the perceived legitimacy of the expectations.” [Johnso 73, p.39’7].

These expectations can be explicit or implicit (e.g., someone explicitly expresses his approval

or disapproval of one’s commitment to a request), and may or may not be connected with

resource gains/losses depending on the situation and the agents involved.

4.2.3 Regulations

According to the social rule system theory [BurFia 87, pp.54-55], “an institutionalized rule
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system, a rule regime, is a system of rules adhered to by actors in a particular group,

organization, culture or society.” It plays an important role in guiding and regulating social

actions and interactions of agents in organizations. Because agents supported by RECOS are in

organizational settings, their behaviours should be guided by their organizational rules or

regulations. In RECOS, regulations is a general term used to represent laws, rules, procedures,

or conventions in the organization. Some regulations might be mandatory, and therefore, must

be followed by the affected agent; others might be suggestive and flexible.

4.2.4 Commitment Connections

According to Becker’s side-bet [Becker 60] and Gerson’s sovereignty perspectives of

commitment [Gerson 76] (both discussed in Section 3.2), an agent participates in multiple

settings and has many commitments to fulfil. These commitments are not isolated from each

other, but linked together. Because of the inter-commitments relationship, previous

commitments will restrict an agent’s options to the current request. As pointed out by Payne

and Elifson (76), once an agent is committed to a certain line of action, some formerly available

lines of action are closed. Discontinuing a committed line of action would result in certain cost

to the agent. Johnson (73) labels this type of cost as “cost commitment”. Thus, the relationship

between the current request and the agent’s previous commitments would play an important role

in determining his committing or not committing to the requested action.

Distributed Artificial Intelligence (DAI) research has further elaborated this point. Gasser (91,

p.114) points out that “commitment of A (i.e., continued participation of A) in a course of

action in any particular setting is a product of the interactions among its simultaneous

participation in many other settings.” He also mentions that “commitment in this sense is the

outcome of a web of activity.” Although Gasser makes this statement when discussing joint

commitment among multiple agents, its underlying meaning is clear: commitments are

interlinked, an agent’s commitment to a particular situation is affected by his other

commitments.

According to Gerson (76), Gasser (91), and Hewitt (91), commitments are usually linked via

21



resources. The commitments which share the same type of one’s resources (e.g., time) are

linked together by that resource. We observe that there is another type of connection among

commitments, which is different from resource sharing. That is, commitments could be linked

by a predefined term or relation (e.g., if an agent is committed to work exclusively for a

company, accepting a job offer from another company would directly conflict with his previous

commitment). In this thesis, these two types of commitment connections are called indirect and

direct connections respectively. In both direct connection and indirect connection, the previous

commitments will constrain an agent when considering a commitment to the new request, but

in a different manner. The resolution of the conflict may also be different. For example, if

there is a conflict in using shared resources and the agent wants to commit to the current

request, then either the resources committed in the previous cases must be revised, or the

resources required for the current request needs to be negotiated. Similarly, if there is a direct

exclusive connection between a previous commitment and the current request, either the current

request might need to be rejected or the previous one revoked. In RECOS, these two types of

relationships are dealt with separately. Resource conflicts are handled in “Competence”

Assessment and direct linkages are looked after in “Commitment Consistency” Assessment. Both

of these assessments will be discussed in section 4.3.

4.2.5 Dfrect Gains/Losses

Any commitment involves a positive side and a negative side. The bond of these two sides will

determine an agent’s commitment [Brickm 87]. In RECOS, we use the words “gains/losses”

as a general term to refer to the net positive/negative effects of a decision (e.g., commitment

or rejection) regarding the request. The gains/losses are measured in terms of resources. A

commitment to a request may produce both gains and losses of different types of resources

because the resources involved may not be comparable. We use “direct” to mean that this type

of gains/losses is directly linked to the request without any interference from other factors (e.g.,

regulations, other commitments, and others’ expectations). For example, a commitment to pick

up someone at the airport, which results in being paid $20 by the requester, signifies a direct

gain in money. The gains/losses are classified into two categories: tangible and intangible. The

tangible gains/losses are gains/losses in money, time/space/material, and skill. The intangible
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gains/losses are gains/losses in sentiment. A commitment may not only produce gains/losses for

the committed agent, but also for other related agents. For example, committing to a company

may not only benefit the agent, but also his family. For a professor to sit on the editorial board

of an international journal not only enhances his or her reputation, but also reflects on the school

where he or she is employed.

It is clear that committing to a request usually involves gains/losses. On the other hand, rejecting

the request may also have gains/losses. For example, a request may have an attached term: if

you commit, you will be rewarded with $1,000; if you do not commit, you will be punished by

a $500 fine. This $500 loss cannot simply be added to commitment gains, since the effect might

be different. Thus, when one evaluates the gains/losses related to the request, it is important to

consider the gains/losses for both commitment and rejection.

4.2.6 Beliefs

A commitment to an action is usually made before actually undertaking such an action. Thus,

a commitment is usually based on estimations (i.e., beliefs about and/or expectations to the

commitment environment, self, and related agents). Similar to Bond (90), we use belief to

represent both what an agent thinks he knows about the past, and his expectations of the future.

4.2.7 Summary

Based on some sociological research on commitment (i.e., Becker’s side-bet [Becker 60],

Gerson’s sovereignty [Gerson 76], and Johnson’s cost commitment perspectives [Johnso 73]),

DAT research about commitment (i.e., commitment connection and resource viewpoint of

commitment [Gasser 91, Hewitt 91]), the social rule system theory [BurFla 87], and a contract

theory [Macnei 80], RECOS takes the following factors into its reasoning framework for an

agent making a commitment: 1) resources, including money, time/space/materials, skills,

sentiments, and others’ commitments; 2) requester, inter-agent relationship, and other’s

expectations; 3) direct gains/losses associated with the request, which can be further divided into

tangible and intangible gains/losses; 4) regulations; and 5) the relationships between the current

request and the agent’s other commitments (i.e., commitment connections).

23



We recognize that the above mentioned factors are not necessarily mutually exclusive. For

example, the expectations of related others and organizational regulations may also affect

resource gains/losses. However, the factors other than direct gains/losses may also play an

independent role in affecting the agent’s decision. Therefore, they deserve separate treatment.

Sometimes these factors might imply resource gains/losses but in an indirect manner. We

believe that by separating these factors from the direct resource gains/losses, the agent will be

better able to structure the rationale for the commitment, and will gain better insight into that

rationale. As long as the user is aware of potential overlaps and tries to avoid counting the same

factor more than once in different categories, the potential problem will be eliminated or

minimized. We also notice that this set of factors is by no means exhaustive. These factors are

used because we believe that they are most relevant and are also context independent. If one

could make his commitment based on the evaluation of these factors, the commitment would be

better justified.

4.3 The RECOS Model

The RECOS model is developed to support an individual’s reasoning process in handling a

request that requires a commitment. This is done by assisting him in selecting and evaluating

the factors proposed in section 4.2, and in integrating the evaluation results. In this section, we

will present an overview of the model, discuss the knowledge bases used in the reasoning

process, and look into the components of the reasoning process. As we have discussed in the

previous section, agent commitments are based on his beliefs about himself (e.g., skills), about

others (e.g., Agent B will commit $10,000 to a project), and about the commitment environment

(e.g., the recession is not over yet). Belief(s) could be applied to many of the knowledge bases

and to the reasoning components, which will be described in sections 4.3.2 and 4.3.3.

However, whether something is a belief or a fact is application dependent, and it is, therefore,

left as part of the design considerations for system developers to consider.

4.3.1 Overview of the Model

Figure 1 shows the overall logical structure of the model. The RECOS model includes a
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preprocessing module, several factor evaluation modules, and an integration module. During

the reasoning process, each module may need to access various knowledge bases to carry out

the specified functions. These knowledge bases are currently treated as “black boxes”. Only the

interfaces between the boxes and the reasoning mechanism are considered. Because both the

knowledge bases and processes are the critical components of the model, we will discuss them

separately in the following sections (sections 4.3.2 and 4.3.3).

4.3.2 Knowledge Bases

As mentioned above, various types of knowledge may be used by an agent in his reasoning

process to reach a commitment (see section 4.3.4). These types of knowledge are maintained in

the following knowledge bases.

1. Topic Base: consists of all topics about which the agent has some entries of knowledge.

2. Agent Base: includes two types of information:

1) major properties of the agent (e.g., position in the organization, etc.);

2) major properties of other agents (e.g., skills, credibility, position in the organization) and

their relationships with the agent.

3. Expectation Base: contains perceived expectations of related others about the agent’s

commitment to certain requests.

4. Case Base: comprises the accumulated request handling experience of the agent. Its

contents are various commitment cases. Each case consists of elements closely related to

a commitment, such as the relationship between the involved parties, the requirements for

fulfilling the commitment, tangible and intangible gains obtained, etc. Techniques

developed in the area of case-based reasoning (e.g., case representation and indexing) are

applicable [Kolodn 88, Hammon 89].

5. Organizational Knowledge Base: contains organizational information that is useful to the

agent in his reasoning process. Its components are:

1) Regulations and procedures related to a particular task or position

2) Organizational structure which describes the structure of the organization and relationships

between organizational positions.
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6. Resource Base: contains information related to:

1) tangible resources that are owned by or are accessible to the agent (e.g., skills, time,

space, etc.), or are committed to the agent by others (pick you up at the airport).

2) tangible resources allocation and availability information.

3) intangible resources, i.e., sentiment attributes, possessed by the agent.

7. Commitment Base: includes the agent’s commitments, which are being executed or are

waiting to be executed. The major components are: the identity of a commitment (e.g.,

topic), related agent(s), resources committed, tangible/intangible gains agreed upon or

expected, connections with other commitments, etc.

8. Quantitative Model Base: consists of operations research, econometrics, and other

quantitative models for evaluating gains/losses.

9. Decision Rule Base: includes basically two types of rules in this knowledge base. One is

user predefined responses to certain requests from certain agents. The other is rules for

using or integrating the factor evaluation results. Becker (60) states that one’s commitment

is affected by the value system which influences one’s behaviour. The influence of such

a value system will typically appear at the integration stage and will be reflected in the

“decision rule base”.

The knowledge in various knowledge bases can be retrieved through queries. A general query

would look like: query_name(Condition_of_the_query, Knowledge_items_to_be_retrieved).

4.3.3 Components of the Reasoning Process

In this section, the functions of individual processes (shown in Figure 1 as ovals) of the RECOS

model are discussed. The process components can be classified into three types according to

their roles in the reasoning process: preprocessing, factor evaluation, and integration. The

individual component functions are described below.

The preprocessing determines whether it is necessary to go through the detailed evaluation

process, and whether the system has any knowledge of handling such a request. This is done by

consulting the “topic base” and the “decision rule base”. In the case where the request is

unknown to the system, a user’s involvement in making the decision is needed.
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Factor evaluation, the major part of the model, consists of the following factor evaluation

processes:

1. Requester, inter-agent relationship, and others’ expectations assessment: This process

collects information about the requester, the relationship between the requester and the

agents, and others’ expectations of the agent’s decision about the request, using the

knowledge in the “agent base”, “organizational knowledge base”, “expectation base”, and

“case base”. “Organizational knowledge base” is consulted because the organizational

structure may provide useful information in determining the relationship between the agent

and the requester.

2. Regulation assessment: This process collects information from the “agent base”,

“organizational knowledge base” and “case base” on the organizational role of the agent

in handling the request. The “agent base” is consulted since that is where the agent’s status

in the organization is stored.

3. Commitment consistency assessment: This process determines the direct commitment

connection (Section 4.2.4) between the current request and the agent’s other commitments.

If there is any such connection, the process will also assess the consequences if the

consistency is violated. This component will access the “commitment base” and “case

base” to accomplish its functions.

4. Competence assessment: In terms of the resources available to the agent and his other

commitments, this process evaluates his capability to perform the requested action. In

order to assess the agent’s capability to fulfil the commitment, the basic requirement of the

commitment needs to be estimated first. Thus, in this module, there are two major

functions: 1) to estimate the commitment requirement, and 2) to assess the agent’s

capability to fulfil the commitment. The evaluation is done by consulting the “case base”,

“resource base”, “commitment base”, and “agent base”. The “commitment base” and the

“agent base” are consulted because some other commitments may need to be modified, or

others’ commitments are needed in order to access or acquire the required resources. If

this is the case, the consequences of doing so will also be assessed.

5. Direct gains/losses assessment: This process identifies the direct resource gains/losses

associated with the request. This is done by consulting the “case base”, the requirement
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output from the competence assessment, and the information from the requester. When

possible, the quantitative model may be used for evaluating tangible gains/losses.

Note that it is not necessary to go through all of the above factor evaluation processes to make

a decision, and that there is no particular sequence that one must follow in using these processes.

However, as a default, the competence assessment needs to be done before the direct

gains/losses assessment, since the latter may need some requirement information generated in

the former. During the factor evaluation, if the system does not know anything about a specific

factor related to the request, the user will be consulted.

The last component of the reasoning process is integration. This process will integrate all results

obtained from the above evaluations, and try to make a recommendation to the user along with

the rationale. In the case where the system cannot make a recommendation, all evaluation

results will be presented to the user for his judgement. If the request needs support from other

agents, if a previous commitment needs to be changed in order to accommodate the request (i.e.,

indirect commitment connection mentioned in Section 4.2.4), or if the details of the request

(e.g., resource usage, tangible reward for the commitment, etc.) need to be worked out with

the requester, then the integration process will present the relevant information to the user, and

wait for feedback before taking on the actual negotiation with other agents. The result of the

negotiation will be used as new input to the integration process for making a final

recommendation. After a reply is made, the system updates its knowledge bases (e.g., “resource

base”, “case base”, etc.) to reflect its state and knowledge gain from the user in the reasoning

process.

4.3.4 Summary

Generally speaking, to reach a decision about a request, an agent needs to go through the three

stages: preprocessing, factor evaluation, and integration. During the reasoning process, the

information transfers from preprocessing to factor evaluation to integration. Also, information

flows between process components and knowledge bases. All of these information retrievals and

transfers make the reasoning process possible. The information input and output to and from

each process component, and the association of processing components and knowledge bases are
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summarized in Table 1.

Module Input Output Knowledge
base(s)

accessed

Preprocessmg Incoming 1. Direct response to the request. Decision rule base;
request 2. Go on to the factor evaluation. Topic base.

Requester, Incoming 1. The credibility of the requester. Agent base;
Relationship, and request 2. Relationship of the agent and the requester. Expectation base;
Others’ 3. Expectations of related others about the Organizational
Expectations agent’s decision. knowledge base.

Regulations Incoming 1. Relationship of the regulations and a decision Agent base;
request on the request. Organizational

2. Possible consequences of not complying with knowledge base.
the regulation, if there is any conflict.

Commitment Incoming 1. Nature of the connection (e.g., exclusive, Commitment base.
Consistency request inclusive, no connection, etc.).

2. If there is a connection, commitments affected
by the decision on the current request.
3. If there is a connection, the estimated
consequences if the decision is taken.

Competence Incoming 1. Requirements for fulfilling the commitment. Agent base;
request 2. Competence status: a) competent; b) modify Commitment base;

previous commitments; c) need others’ Resource base.
commitments; d) not competent. In cases of b),
c), and d), the reason will be specified; in case
of b) and c), the potential consequences will be
specified.

Direct Incoming 1.Direct gains/losses for self if commit. Quantitative model
Gains/losses Request; 2.Direct gains/losses for related others if base.

Require- commit.
ment 3.Direct gains/losses for self if not commit.
Information. 4.Direct gains/losses for related others if not

commit.

Integration Incoming 1. Commit. Decision rule base.
request; 2. Reject.
Factor 3. Negotiate.
Evaluation 4. Issue request(s) to other agent(s).
Results.

Note:
1. “Case base” is associated with all modules.

Table 1. Summary of the Information Flow in the RECOS Model
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4.4 Discussion

We have presented RECOS in this chapter. Now we briefly discuss its major features and its

relationships with traditional decision support systems and scheduling systems.

4.4.1 A General and Flexible Reasoning Framework

The model provides a reasoning framework for making commitments. Given the factors included

in the model, we believe that it can provide support to a wide range of request-commitment

problems. A reasoning process does not necessarily include all steps covered by the model, nor

is the sequence of steps fixed in terms of the factor evaluation. This gives the user flexibility in

handling real world problems.

4.4.2 Adaptabifity

When the system receives a request, it will first try to handle the request automatically by

checking relevant knowledge bases. In some instances, the job will be done automatically. For

example, when the user does not want to consider certain requests (e.g., paper review from

certain agents), the system can reject all requests that fall into this category. In this case, the

system is similar to the work presented in [MaGLRR 87]. If the above attempt fails, and the user

needs assistance, then the system will use the model’s reasoning structure to assist him/her. If,

at any step of the reasoning process, the system does not have the required knowledge, the user

will be consulted. Thus, the system is able to handle a variety of tasks including ones for which

it has thorough knowledge, or those for which it has no knowledge at all. Even when the system

does not have knowledge about a specific request, its reasoning framework may still be useful

for the user to structure his reasoning process.

4.4.3 Relationship of RECOS and Scheduling Systems

Scheduling is the process of devising or designing a procedure for a particular objective and

specifying the sequence or time for each item in the procedure [NorSar 91]. Based on this

definition, scheduling problems always involve some objectives, multi-activities, time, and

sequence. The RECOS model has some overlaps with the scheduling system as it is defined
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above, in the sense that RECOS includes scheduling as part of its functions. However, the

model’s major focus is not on the scheduling problem, but on commitment reasoning, i.e.,

whether the agent should or should not make the commitment to the request. In this sense, the

model is mainly concerned with the decision. Usually, a scheduling system focuses on how to

manage or schedule the activities to fulfil certain goals or constraints and assuming the decision

as a given. In the RECOS model proposed in this thesis, the scheduling function is taken as a

prerequisite condition for commitment. If the requested task cannot be scheduled, the system will

not commit to the request. But, even if the task can be scheduled, the agent may still not commit

to the request due to other unfavourable factor evaluation results.

4.4.4 Relationship of RECOS and Traditional Decision Support Systems

In section 3.3, we claimed that the reasoning process for establishing a commitment is a

specialized decision-making process. For this reason, RECOS can be viewed as a decision

support (DS) model focusing on improving both the efficiency and effectiveness of

decision-making in the agent interaction and cooperation domains. When dealing with routine

work with which the system has thorough knowledge, the decision-making efficiency can be

improved. When dealing with novice problems for which the user does not have a clear idea

about what to do, the system can provide the user with some clues or hints to remind him to

consider all of the relevant factors, which will result in a more informed decision. In this sense,

the effectiveness of the decision would also be improved. From the problem solving style or

methodology perspective, the model proposed in this thesis is different from the traditional DS

approach. Taking the framework proposed by Sprague and Carison (1982) as a representative

of the traditional decision support systems (DSS) models, a traditional DSS would typically

provide a user with decision-making tools, quantitative models, or flexible interfaces. RECOS

is based on commitment theory [Becker 60, Gerson 76, Johnso 73] and applies artificial

intelligence techniques (e.g., case-based reasoning). It aims at supporting user reasoning.

Furthermore, some support provided by RECOS is not typical of traditional DSS, such as:

• Alerting the user when he makes a commitment that conflicts with prior commitments;

• Suggesting individuals with whom the user can ask to work jointly on the request;

• Considering sentimental attributes;
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• Conducting simple, single-issue negotiation with the requester or other collaborators;

• Automatically processing standard requests;

• Providing limited learning capability (i.e., through case base) in handling non-standard

requests;

The case-based reasoning emerged from artificial intelligence. Commitment consistency and

sentiment consideration are typical features of commitment theory. As we understand it, agents

interaction and negotiation are not covered by traditional DSSs either.
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Chapter 5

RECOS Model and Reasoned Action Theory

A commitment mainly concerns a future action. The objective of RECOS is to establish a

computer-based model for supporting a user to act rationally. From this perspective, RECOS

is very much related to the Reasoned Action theory developed in social psychology.

5.1. A Reasoned Action Theory

Reasoned Action (R-A) Theory studies the relationships between a person’s attitude and intention

to a behaviour and the actual conducting of the behaviour. A well recognized R-A model is

developed by Fishbein and Ajzen (75). Tn this model, a behaviourial intention is defined as a

person’s subjective probability to perform the behaviour, and is dependent on two factors: a

personal or “attitudinal” factor and a social or “normative” factor. Since there are no other

intervening factors specified between the behaviour intention and behaviour itself, a behaviour

is actually determined by the attitude and subjective norm.

The attitude to a behaviour is defined as a person’s general feeling of favour or disfavour toward

the behaviour (i.e., the expected behaviour consequences and the evaluation of these

consequences). It can be represented by the following formula:

(bo*ej).

Here, bo1 is an expected outcome, i, from performing the behaviour, and

e1 is the evaluation of the outcome, i.

The normative factor is called Subjective Norm (SM) since it is perceived by the person himself.

Subjective Norm represents the person’s perception that related others think he should or should

not perform the behaviour. It can be described by the following formula:
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* m).

Here, bn3 is the person’s belief about whether the related referent, j, thinks he should

perform the behaviour, and

rn, is the motivation to comply with the referent j.

The model based on the R-A theory can be illustrated by the diagram shown in Figure 2.

5.2. An Innovation Adoption Model Based on Reasoned Action Theory

The R-A theory has been used in the information systems domain to study innovation adoption

behaviour [Moore 88]. In Moore’s Innovation Adoption Model, innovation is represented by

Personal Work-Station (PWS). The dependent variable is PWS adoption behaviour, which is

measured in three dimensions: a) adoption action, b) the use of the PWS to a novel domain or

to solve a novel problem, and c) the degree to which the innovation is put to use. Independent

variables are the individual’s attitude to the adoption, subjective norm, and the voluntariness of

the agent to the adoption. Conceptually, attitude and subjective norm are the same as in the R-A

theory. Voluntariness is defined as the degree to which the use of PWS is perceived as being

voluntary, or of free will. Attitude is measured by evaluating and summing the Perceived

Characteristics of the Innovation (PCI). The PCIs covered in the model are relative advantage,

image, avoidance, ease of use, observability, compatibility, and trialability. The referents used

to measure subjective norm are co-workers (peers), immediate superiors, senior management,

and subordinates.
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The basic meanings of PCIs used in this model are the following1:

- -

Relative advantage: the degree to which using an innovation is perceived as being better

than using its precursor.

Image: the degree to which the use of innovation is perceived to enhance one’s

image or status in one’s social system.

Compatibifity: the degree to which use of an innovation is perceived as being

consistent with the existing values, past experiences and needs of

potential adopters.

Ease of use: the degree of difficulty perceived about learning to use and actually

using an innovation.

Observabifity: the degree to which the results of using an innovation are perceived as

being visible and communicable to others.

Trialabifity: the degree to which an individual feels he may try out an innovation on

a limited basis before adopting it.

Avoidance: the degree that the user wants to avoid the innovation because of the

negative effect of its usage.

The study was conducted using a survey method, and highly correlated relationships were found

between the dependent variable and independent variables. Regarding the relationship between

the independent variables, subjective norm and voluntariness also affect an agent’s attitude to

the adoption. This model can be described by the diagram of Figure 3.

‘All of the PCI definitions are directly adopted from [Moore 88], except for the Trialability, which is adapted
according to its meaning used in [Moore 88].
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5.3. Relation of the RECOS Model and Reasoned Action Theory

We believe that the RECOS model fits the reasoned action framework well. According to our

definition, committing to certain action is equivalent to performing the action in the future. In

this sense, a commitment is comparable to the “behaviour” (i.e., performing the action) in the

reasoned action theory. In RECOS, it is implied that a commitment is primarily a function of

the relevant factor evaluation results. The direct resource gains/losses for carrying out the

requested action, and the commitment connection effects, if any, would determine the agent’s

attitude to the behaviour. The inter-agent relationship and others’ expectations would explain

the subjective norm on a decision about the requested action. In this sense, RECOS can be

looked at as an application of the R-A theory in handling Request-Commitment problems.

Comparing RECOS and Moore’s innovation adoption model, we found that the RECOS model

is more general, but still compatible with Moore’s model. The attitudinal determinants in

Moore’s model can be classified into two categories. One is directly related to the benefits for

the adoption, including relative advantage, image, avoidance; the other, including ease of use,

observability, compatibility, and trialability, would contribute to determining the requirements

or the difficulty level to successfully implement the adoption, which will affect the outcomes of

the adoption. These two types of factors are covered in RECOS, but in a more general term

(i.e., direct gains/losses). The subjective norm in Moore’s model is directly borrowed from the

R-A theory which has been discussed in the previous paragraph.

We agree with Moore that, in addition to behaviour intention (i.e., attitude and subjective norm),

other factors could also affect an agent’s behaviour. Such a factor presented in Moore’s model

is voluntariness of the agent to adopt the technology. In RECOS, two such factors are included:

organizational regulations and the agent’s competence to fulfil the commitment. Organizational

regulations are equivalent to voluntariness in Moore’s model. The competence factor is not

explicitly mentioned in Moore’s model, nor in the R-A model discussed above. We believe that

these factors are important in addition to an individual’s intention in determining his behaviour.

No matter how strong an agent’s intention is to a behaviour, the actual conducting of the
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behaviour would be moderated by organizational regulations, especially by the agent’s

competence to fulfil the commitment. On the other hand, competence and organizational

regulations could also affect an agent’s attitude and thus intention to a behaviour.

From the above analysis, we see that RECOS models fit the Reasoned Action theory, and are

compatible with another model established on a formal empirical study. The comparisons

between RECOS, a Reasoned Action model, and an Innovation Adoption model based on R-A

theory are shown in table 2. On the other hand, the commitment literature, as presented in

chapters 3 and 4, provides more useful information and theory for developing RECOS
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A Reasoned RECOS An Innovation Adoption

Action Model Model

Relative Advantages

Image

Direct Gains/Losses Avoidance

Attitude (bo, * e) Commitment Connections Compatibility

Ease of Use

Observability

Trialability

Subject Inter-agent Relationship (bn * m)

Norms (bn3 * m) Others’ Expectations

Other Competence

Factors Regulations Voluntariness

Notes: 1. bo1 is an expected outcome, i, from performing the behaviour.

2. e1 is the evaluation to the outcome i.

3. bn is the person’s belief about whether the related referent, j, thinks he should perform the behaviour.

4. is the motivation to comply with the referent j.

Table 2. Comparisons of RECOS Model, A Reasoned Action Model, and

an Innovation Adoption Model
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Chapter 6

Applications of the RECOS Model

In chapter 4, we have proposed the RECOS model for supporting an agent’s reasoning process

in handling request-commitment problems. In this chapter we present a sample application using

the model and a use evaluation, to illustrate the model’s potential usage and to test its

limitations.

6.1 A Sample Application Using the Model

In this section we show a sample to illustrate a possible use and some features of the model

proposed in Chapter 4. Since a complicated example would be too long and difficult to follow,

we have deliberately chosen a simple scenario to demonstrate some features of the model.

6.1.1 A Brief Description of the Example

The system representing the newly-appointed Vice President (VP) in charge of R&D at a large

manufacturing firm, Ron Steward, receives a request to sit on a committee to inspect the acid

rain situation in the region. This requires a time commitment of the whole week of October 12

to October 16, 1992. The details of the request are as follows:

Requester: Environmental Protection Society

Request Topic: Sitting on the Acid Rain Inspection Committee

Requirements:

Time: October 12 to October 16, 1992

Skills: Knowledge about acid rain.

However, the VP is very busy. In particular, he has forgotten that he has a prior commitment

on behalf of his company to visit an overseas research laboratory during the same period of

time. Now, the system tries to assist Ron in coping with this request using its reasoning

framework and the knowledge in its knowledge bases.
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Very good credibility.

Close and important.

Participating in external R&D related activities is part

of the duty of VP R&D.

Resources base:

Time: October 12 to October 16, 1992 has been allocated to another activity

Skill: Knowledgable in acid rain issue

Commitment base: Visiting an overseas research lab from October 10 to October 20, 1992.

Now, the system tries to evaluate various factors regarding whether or not the agent should

commit to the request. As mentioned in section 4.3.3, the factor evaluation sequence of the

reasoning process is not fixed. For the purpose of this example, we describe the reasoning

process according to the sequence shown in Figure 1.

1. Consulting the “agent base”, the system knows that the requester has very good credibility.

As the VP R&D in this company, his relationship with this society is close and important.

2. The system, by checking with the “organizational knowledge base”, finds that participating

in such an activity is consistent with company regulations.

3. For the commitment consistency assessment, the system does not find any direct

connection between the request and other commitments.

4. By analyzing the request, the agent knows that the primary requirements for committing

to such a request would be skill and time. Based on this information, the system evaluates

the resources available to him. His time for that period is already scheduled. By checking

with the “commitment base”, the system discovers that the time conflict is with a

commitment to visit an overseas research lab. It also determines from consulting the

“resource base” that he is knowledgable about acid rain research, a requirement of the

request.

5. The system does not know the detailed direct resource gains/losses related to committing

6.1.2 Knowledge in the System and the Reasoning Process

Some relevant knowledge is available in the system’s various knowledge bases:

Agent base:

The Requester:

Relationship with the requester:

Organizational knowledge bases:
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to or rejecting the request. However, it reminds the user to consider this factor by

presenting this issue to him.

After the factor evaluation, the system integrates the results and presents a recommendation to

its user.

6.1.3 A Sample Dialogue

In the following, we offer a sample dialogue between the system (Sys) and the user (Ron) during

the reasoning process. This dialogue is simplified to highlight the major points.

As we mentioned in the previous section, the system has evaluated other factors but needs the

user’s input for the direct gains/losses related to committing to or rejecting the request.

1. The system presents a number of options for the direct gains/losses factor:

1. Tangible resource gains/losses for committing
2. Intangible resource gains/losses for committing
3. Tangible resource gains/losses for not committing
4. Intangible resource gains/losses for not committing
5. Others direct gains/losses not covered by 1-4
6. Exit

Ron chooses 1, 2, 4.

44



2. Because Ron chooses “tangible resource gains/losses for committing”, the system presents

the following options:

1. Money
2. Time
3. Space
4. Material
5. Skill
6. Others
7. Exit

Ron chooses ‘Skill’.

Sys: What type of skill would you gain/lose if you commit to the request?

Ron: Gain knowledge of current situation of acid rain problem in this region.

3. After finishing the “tangible resource gains/losses for committing” evaluation, the system

presents the following options for another choice made by Ron, “intangible resource

gains/losses for committing”:

1. Reputation
2. Respect
3. Loyalty
4. Esteem
5. Guilt
6. Honour
7. Others
8. Exit

Ron chooses ‘Reputation’ and ‘Honour’.

Sys: How would the commitment to the request affect your reputation?

1. Very positive; 2. Positive; 3. No difference; 4. Negative; 5 Very negative.

Ron: 1.

Since the system interprets that Ron feels it is an honour to sit on the committee, it does not ask

any questions about this choice.
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4. Then, the system responds to Ron’s last choice, “intangible gains/losses for not

committing”, with the following options:

1. Reputation
2. Respect
3. Loyalty
4. Esteem
5. Guilt
6. Others
7. Exit

Ron chooses ‘Reputation’ and ‘Guilt’.

Sys: How would it affect your reputation if you do not commit to the request?

1. Very positive; 2. Positive; 3. No difference; 4. Negative; 5 Very negative.

Ron: 4.

Since the system interprets that Ron feels guilty for not committing, it does not ask any question

about this choice.

After the factor evaluation, the system tries to integrate the evaluation results and to propose a

recommendation to Ron.

Sys: Based on the knowledge I have and the information you gave me, the evaluation result

regarding sitting on the Acid Rain Inspection Committee is as follows:

Requester: Environmental Protection Society;

Requester Credibility: Very good;

Relation with the requester: Close and important;

Commitment and Regulation: Consistent;

Commitment Consistency: No direct connection detected with other commitments;
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Competence:

Time: No, you have a commitment to visit an overseas research laboratory

during October 10 to October 20, 1992.

Skills: Yes.

If you commit,

Tangible Gains: Knowledge of current situation of acid rain problem in this region.

Tangible Losses: One week of time (The system automatically takes the tangible

resource requirement as an investment);

Intangible Gains: Very positive effect on your reputation;

It is an honour to sit on this committee.

If you do not commit,

Intangible Losses: Negative effect to your reputation;

You would feel guilty.

The evaluation results are in favour of committing to the request except for the time conflict

with your visit to the overseas research laboratory. I am not clear about the consequences if you

negotiate with the lab to change the date of your visit. Do you think it is worthwhile to

reschedule your visit in order to commit to the current request?

Ron: Yes.

Sys: I suggest you change your visit to November 2 - November 12, the earliest time during

which you do not have any important commitments. What do you think?

Ron: November 2 - November 10.

Sys: Do you want me to negotiate for you?

Ron: Yes.

Sys: The negotiation is successful. The laboratory agrees to your new agenda.

Please give me your decision on the request from the Environmental Protection Society.

Ron: Commit.

Finally, the system will record this case in its “case base” for later usage.
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6.1.4 Discussion

From this simple example we can note several features of a system built on the RECOS model.

1. It supports the user by automatically processing part of the reasoning process, using the

knowledge in its knowledge bases. This could improve the user’s efficiency and

effectiveness in generating a response. For example, Ron may not know the requester well

since he is new to this position, but the system, by providing such information, would save

him time, and could possibly help him avoid a mistake if the factor is important in

handling the request.

2. It reminds the user about conflicting commitments. Although this point appears as a

scheduling problem in the example, it also applies to other types of resources.

3. It prompts which factors to evaluate, and also proposes possible factor attributes to

consider. In the example, this is typically shown in the direct gains/losses assessment.

Although the terms used in the example are general in nature (e.g., space, material, skill,

etc.), they may still have some usefulness in reminding the user to structure his thinking.

If an application system were designed for handling specific domain problems, this would

be much clearer.

4. It presents to the user the pros and cons of committing or not committing. For example,

if the user is not competent, the reasons are presented to him.

5. It proposes negotiation terms in certain situations.

6.2 User Evaluation

The RECOS model is based on research results from different research areas. It requires further

testing to determine whether the factors considered in the model’s reasoning framework are

relevant in handling real life problems, and also to determine the model’s limitations.

Attempting to explore the answers to these questions, we conducted a user evaluation. The basic

purpose of the user evaluation was to learn: 1) the relevance of the factors covered in RECOS

to the reasoning process of individuals in handling request-commitment problems; 2) the

weaknesses and limitations of the model. We asked users to use the model to handle a real life

request-commitment problem, and then we solicited their comments about the model.
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6.2.1 The Design of the Prototype for the Evaluation

To fulfil the evaluation objectives, we wanted to represent the model in a more structured format

rather than a general description. However, by showing an implemented prototype of the model,

we feel that the user might be distracted by the implementation details and not focus on the

conceptual part. Given this consideration, we developed a set of questions for each of the factor

categories covered by RECOS. Our intention was that, through these questions, the user would

get a good idea about the model. Most of the questions were not intended for the user’s precise

answer, but for reminding them about the issues to think about when they made a decision about

a request. The evaluation objective might be fulfilled by presenting the subjects questions on

paper. However, the paper based questions are sequential in nature and the subjects basically

need to go through every question from the beginning to the end. In that case, the subjects

would not see the structure that the RECOS model provides. Furthermore, the subjects may also

get lost or confused, since some questions are exclusive logically and not all factors are relevant

to certain domain problems. Therefore, we need to present the questions in a more flexible and

structured way to accurately represent the model. Based on this consideration, we coded the

questions into a computerized package which provides: 1) better structure, i.e., the factors are

presented by menus which mimic the model structure; 2) better flexibility in selecting factors,

i.e., the user can select any number of factors to evaluate and can go back and forth between

different factor evaluation modules; 3) smoother logic flow, i.e., only the necessary questions

are presented to the user according to his/her choice.

After developing the first prototype, we did a preliminary test. The basic purpose of this test was

to get users’ comments on the prototype design and the match between the questions and the

factors they were assumed to represent. At this stage, we had four graduate students try the

prototype. All of them have taken at least one empirical study course. Two of them have

undertaken empirical studies by themselves. We found this step was useful and constructive.

Many suggestions were proposed on the question format and wording, the match between the

questions and the factors they represented, and user interfaces. Based on these suggestions, the

prototype was modified. Some examples of the prototype screens are shown in Figures 4 - 7.

In each of the menus, there is an “Other” option offered for the user to probe any factors or
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issues which are not covered by the menu options. When the user finishes the evaluation in the

current menu or enters a wrong menu, he/she may quit the current menu immediately by

choosing “Exit”.

Request-Commitment Support System

The system is able to assist you in evaluating any of the
following factors which might be relevant for a decision on
the request.

1. Requester, Relationship, and Expectations
2. Regulations
3. Competence
4. Commitment Consistency
5. Direct Gains/Losses
6. Others
7. Help
8. Exit

Make any number of selections using the RETURN and Arrow
keys. When all selections have been made, press FiG.

Figure 4. The main menu of the evaluation prototype

Request-Commitment Support System

Requester, Relationship, and Others’ Expectations

Among the following related agents, who would care about your
decision on the request?

1. Family members
2. Employer
3. Friends
4. Colleagues
5. Others
6. Help
7. Exit

Make any number of selections using the RETURN and Arrow
keys. When all selections have been made, press FlO.

Figure 5. The others’ expectations of the evaluation prototype
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Request-Commitment Support System

Competence
Please select factors which you think are relevant for a
decision on the request.

1. Tangible resources requirement to yourself
2. Tangible resources requirement to related others
3. Intangible resources requirement to yourself
4. Intangible resources requirement to related others
5. Other requirement not covered by above options
6. Help
7. Exit

Make any number of selections using the RETURN and Arrow
keys. When all selections have been made, press FlO.

Figure 6. The competence assessment of the evaluation prototype

Request-Commitment Support System

Competence
Please select the tangible resource type(s) which are
required from you if you commit.

1. Money
2. Time
3. Space
4. Material
5. Skill
6. Others
7. Help
8. Exit

Make any number of selections using the RETURN and Arrow
keys. When all selections have been made, press FlO.

Figure 7. The tangible resource requirement of
the evaluation prototype
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6.2.2 The Subjects and the Scenarios

The subjects were two current M.Sc. students, two research associates, one MBA graduate, and

one Ph.D. student. Since this is not a formal empirical study, they were not randomly chosen.

To evaluate the model, a scenario of request-commitment problems was needed. The request-

commitment problem we chose for the user evaluation was “a person you have been dating

proposes to marry you.” The reason we have chosen this scenario is that: 1) It is a real life

problem that some adults will face, or have faced; 2) It is a relatively complicated problem

requiring some serious thinking to make a decision; and probably reasoning assistance is needed;

3) It might demonstrate major features of the RECOS model. This scenario was only prepared

as the backup and the subjects were encouraged to use their own examples to try the model. It

turned out that no subject chose to use this example. The reason might be that it is not realistic

for some of our subjects because they are already married or else do not have a boy/girl friend,

or it is too personal and sensitive a scenario.

The examples used by the subjects for the evaluation were: a request from a real estate agent

to make an offer for a particular house, a request from a friend to proofread a big research

paper, a job offer from a company, a request from a friend for some semi-confidential

information about my organization, and a request from a friend to participate in a church activity

group. Among these examples, “a job offer from a company” was used by two subjects.

Although some of the examples were rather simple, they happened in real life, and they did

require some evaluation and reasoning according to our subjects. Another advantage for using

these real life scenarios is that the subjects had already thought about them, and thus, it would

be easier for them to pin point any weaknesses in the model.

6.2.3 The Conduct of the Evaluation

The study was conducted on different days and the subjects attended a tri2l session one by one.

At least one day before the study, the subjects were asked to think about a request-commitment

problem they had encountered, particularly one for which there was no clear answer. At the

beginning of the study, the author briefly introduced the model and the purpose of the study.

During the study, the subjects operated the prototype and the author sat beside them to answer
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questions and make notes. Discussions occurred during and after the trial. Each session took

about one to one and half hours, depending on the length of the discussion.

6.2.4 Discussion

Many recommendations resulted from the study. The Feedback can be classified into two

categories: 1) recognition, and 2) challenges and questions.

1. Recognition

1) All subjects recognized that the factors covered by the model are relevant to their

reasoning for a commitment, although they found that the weight of each factor might be

different, and not all the factors were relevant to every scenario.

2) Four of the subjects remarked that a system built on the RECOS model would be useful

in helping people to make better justified and more consistent commitments if the domain

knowledge was built in. One subject pointed out that a system built on the model would

also be useful in training users to reason rationally and structurally. The system would

familiarize them with the reasoning framework, and they would continue to use the

model’s framework. Two of them commented that, even at this stage, it already has some

prompting capability. Since the usefulness of the model was not a major objective of this

study, we did not pursue which factors were prompted by the model but not considered

by the subjects. Another reason that this type of information was not clearly revealed

might be that most of the pros and cons about the example had been well considered by

the subjects before they came to the evaluation. Without providing the detailed domain

knowledge, the model might not be able to give them much more insight about the request.

2. Challenges and Questions

Since the major purpose of the study was to find out the model’s weaknesses and limitations,

a lot of discussions focused on this aspect of the model. The major points are summarized

below:

1) Alternatives and potential commitments. One subject gave the following scenario:
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“Someday a real estate agent may come to me and show me a nice house with a reasonable

price. However, I might still want to look around to check other houses. Can the RECOS

model help me to evaluate the alternatives and give me a comparison between them?” He

also thought about another issue: “I am planning to buy a house in Vancouver. However,

there may be a chance that someday an attractive job offer comes from Toronto. If I

commit to buying the house now, it might conflict with my future commitment for the job.

Can the model take this issue into account?”

We agree that RECOS may have limitations when it comes to evaluating alternatives or

potentially related commitments. However, in real life, many request-commitment problems

do not have a foreseeable alternative or a related future commitment, or they are not worth

considering. For example, in the scenario of “proof-read a big research paper” used by

another subject, there may not be any alternatives (e.g., committing to review another paper

from someone else) other than “commit”, “reject”, or “negotiate”. There may not be any

potentially related commitments to think about either, because such a commitment can be

fulfilled in a couple of days, and there is no other request-commitment problem expected.

However, in real life, we do encounter a lot of request-commitment problems which involve

alternatives and potential commitments. Thus, we must be aware of this issue when applying

the RECOS model.

2) Moral principle and self image. Some subjects pointed out that morale principle and self

image would also affect one’s decision on a request. We agree, and the RECOS model

has actually taken these effects into account (i.e., in sentiment). Whether a commitment

is consistent or not with the agent’s moral principle will directly influence his sentiments,

either positively or negatively. For example, if one does something against his/her moral

principles, he/she might feel guilty, shamed, or embarrassed. Otherwise, the effect of the

moral principle would not be a relevant factor in the decision. Similarly, the effects of self

image can also be represented by sentiment. The example used by a subject, “proof-read

a big research paper”, illustrates this point. The subject claimed that he “has a good

mastering of written English.” If he rejected the request, it would be inconsistent with his
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self-image, putting other factors aside. We explain that the effect, if any, of such an

inconsistency between his self-image and behaviour would actually reflect on his feeling

about his self esteem and other related sentiment attributes.

3) Resources classification. In RECOS, we classify resources into tangible and intangible

(see section 4.2.1) categories. One subject pointed out that skills may not necessarily be

tangible since not every skill can be measured. Another subject considers only physical

matters tangible. We agree that such a classification might not be consistent between

subjects. Such a classification was based on the following definition of “tangible”:

“substantially real; conceived or thought of as definable or measurable.” [Gove 67]. From

this definition, some components included in skills, such as equipment, are real. Other

components, such as knowledge, are also testable or measurable in some sense (e.g., know

or do not know, have or do not have, etc.). On the other hand, sentiments are mostly

subjective matters, which are based on one’s feeling. Thus, sentiments are called intangible

resources and others are called tangible resources. Nevertheless, this classification was

just for the purpose of convenience. Its precise definition may need further study, but is

beyond the scope of this thesis.

4) Domain specific knowledge and personal preferences. One subject pointed out, “when

evaluating a request, I always consider some specific issues about the request. For

example, when I evaluate a house, in addition to other issues, I also think about its

locations and the safety of the area where the house is located.” This implies that for

evaluating a request, domain knowledge is necessary. The RECOS model is a domain

independent reasoning framework, and there is no domain knowledge directly represented

at the current stage. However, when an application system is developed, the factors

covered in the model will be adapted to fit the domain. For example, in the real estate

domain, space might be defined as location, the size of the property, the number of rooms

in the house, and the size of each room; in the money category, not only the price of the

house will be included, but also the extra cost for the security supplies and service might

be considered; and the feelings of secure or insecure will be represented in sentiment.
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Nevertheless, some domain specific issues or user specific preferences might not be fully

represented by the factor categories covered in the model. But, at the integration stage,

the system will apply the user predefined decision rules to the factor evaluation results to

produce a recommendation. If something is specified in a decision rule, but not reflected

in the factor evaluation results, it will be highlighted and presented to the user for further

probing.

5) There were some other comments generated in the evaluation, such as: 1) it is too general

a framework without focusing on any domain, 2) a system built on RECOS would be too

big and inefficient, and 3) tools for integrating the factor evaluation results should be

developed. We agree that these issues deserve further attention. However, the investigation

of these issues is beyond the scope of this thesis.
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Chapter 7

Prototyping

To test the model’s practicality, we have implemented a prototype based on the RECOS using

Turbo-Prolog [Borlan 88a, 88b, 88cJ. In the remainder of this chapter we will report: 1) the

objective of the prototyping, 2) the major features implemented in the prototype, and 3) the

experience we have learned from this implementation.

7.1 Objective of the Prototyping

The basic objective of the prototyping was: 1) to show what a system built on the RECOS model

looks like, and, in particular, how the system uses its past experience to assist the user in

handling the current request; how the system uses knowledge available in its knowledge bases

to assist the user to evaluate the relevant factors; and how the system interacts with the user to

solicit the required information and present the evaluation result to the user; 2) to evaluate some

potential problems and difficulties with implementing the model. Based on this objective and

the RECOS model framework, the prototype will neither look into the detailed knowledge base

structures nor include any integration tools to synthesize the individual factor evaluation results.

What will be presented to the user at the final stage (Integration in Figure 1) are the results

obtained from the individual factor evaluations, including the input from the user.

7.2 The Prototype Structure and Features

The structure of the prototype is presented in Figure 8. The function of each component is

similar to what was discussed in section 4.3. Therefore, we will not repeat it here. What we will

present in this section are its major features. The prototype we have implemented is basically

an extended version of the one that has been used for the user evaluation. The major features

of this prototype are: 1) flexible user interfaces; 2) “case base” application; 3) certain factor

evaluation automation; 4) evaluation result report.
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1. Flexible User Interfaces

In this prototype, we maintained the user interface style used for the user evaluation, but

included preprocessing, and integration. As the user interfaces in the factor evaluation stage are

similar to that described in section 6.2.1, here, we mainly show the interfaces in the

preprocessing and integration stages. Figures 9 - 13 are some samples of the user interface

screens. The prototype assumes that it receives a request from another agent through the

computer network. If there are no previous cases or predefined response for such a request, it

gives the user four options to choose from: 1) Making a decision right away, 2) viewing the

request information, 3) using the system to do the evaluation, or 4) handling the request

manually (Figure 9). If the system has previous experience (i.e., cases) in handling similar

requests, it will present the user with another set of options (Figure 10). When the system

solicits knowledge about certain factors, it will show the user some possible options, and also

leave the user flexibility to use his own scale (Figure 11). In this way, the user retains the

maximum possible flexibility and controls the reasoning process.

2. “Case Base” Application

A major feature of this prototype is using its past experience to aid the user in handling the

current request-commitment problem. Figure 10 shows that if the system has experience in

dealing with a similar request, it will present the user with the decision in the previous case, and

will also allow him to review the case information. The system assists the user with two types

of cases. First, the system will try to find a case with the same request topic and the same

requester as the current one. If this trial fails, it will retrieve the case with the same topic but

from a different agent. We believe this manner of case screening would give the user the most

relevant and closest past experience possible. On the other hand, the reasoning process for

reaching a decision is also a knowledge acquisition process for the system. It will store the final

evaluation result as a new case for future applications. When the system first encounters a

request from a new agent, it will most likely need to solicit most of the information from the

user. When it meets the same request from the same agent, or a different request from the same

agent, or the same request from a different agent, it will be able to release the user from

evaluating certain factors, such as agent credibility, inter-agent relationship, and regulations.
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In this sense, the prototype possesses limited learning capability. We would like to point out

that the use of cases in this prototype is a very simple application of the case-based technique

developed in artificial intelligence [Hammon 89, Kolodn 88]. If a more sophisticated case-based

reasoning mechanism is used, the system would be more useful.

3. Certain Factors Evaluation Automation

Under certain situations, the prototype can assess certain factors (e.g., requester credibility,

inter-agent relationship) on its own, without interrupting the user. This is done by applying the

available knowledge in its knowledge bases. This feature’s application and usefulness have been

discussed in sections 6.1.2 and 6.1.4. Thus, we will not repeat that description in this section.

4. Evaluation Report

After the individual factor evaluation, the system will present the overall evaluation results to

the user for his judgement (Figure 12). This conforms well with one of the suggestions from the

user evaluation, discussed in section 6.2, which was to show the factor evaluation result to the

user at the integration stage. After the user reviews the result, the system will show another

screen to solicit the user’s decision (Figure 13).

Dear user, welcome to the Commitment Reasoning Support System.

You have a request from Dr. Gorden King. It is ‘giving a seminar about commitments’.

Please choose one of the following options to proceed in handling the request:

1. Making a decision right away
2. Viewing the detailed request information
3. Starting the factor evaluation
4. Handling the request manually

Make your selection by pressing the RETURN key.

Figure 9. A preprocessing menu when the system has no experience
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Dear user, welcome to the Commitment Reasoning Support System.

You have a request from John Smith. It is about ‘go to dinner’. According to a
previous case, you committed to a similar request from Ken Lee. I checked your
resources, and found you have the resources to fulfil the requirements of
the request.

Please choose one of the following options to proceed in handling the request:

1. Making a decision right away
2. Reviewing the case information
3. Viewing the detailed information of current request
4. Going on the evaluation
5. Handling the request manually

Make your selection by pressing the RETURN key.

Figure 10. A Preprocessing menu when the system has experience

I do not have the information about your relationship with Dr. Gorden King. Please
define your relationships with this agent by choosing one of the options:

1. Important
2. Not important
3. Not clear
4. Self defined term

Make your selection by pressing the RETURN key.

Figure 11. Acquiring information on inter-agent relationship
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Based on the information I have, I believe you have the skill and time to fulfil the
requirements of the request, giving a seminar about commitments, from Dr. Gorden
King. However, other factor evaluations should also be considered before making your
decision, which are shown below:

The credibility of the requester: Very good;
Your relationship with the requester: Close and Important;
Relation to Regulations: Consistent;
Relation to other commitments: No direct connection;
Competence: Yes;

If you commit,

The direct gains: A free dinner;
One day free sight seeing of Vancouver;
Positive effect to your reputation;
Positive effect to your respect;

The direct losses: Two days of time;

If you do not commit,

The direct gains: none;
The direct losses: Feel guilty;

Negative effect on others’ respect for you.

Press any RETURN to continue to the next step.

Figure 12. A factor evaluation result report
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After reviewing the factor evaluation results about the request, giving a seminar about
commitments, from Dr. Gorden King, you might be ready to make a decision now.
Please choose one of the following options to proceed in handling the request:

1. Committing to the request
2. Rejecting the request
3. Negotiating with the requester
4. Others

Make your selections by Pressing the RETURN key.

Figure 13. A menu after showing the evaluation result

7.3 Discussion

From the prototype implementation we learned the following.

Case-based reasoning mechanism might be a major tool for implementing RECOS. An

agent acts in an organizational environment, which is an open system [Gasser 91, Hewitt

911. From the prototyping, it is clearer to the author that it is impossible and not feasible

to capture complete knowledge in the system (e.g., we cannot exhaustively capture all

regulations). However, through the case-based technique, the system can collect the most

relevant information into the system. If a similar request repeatedly occurs, then the system

would be able to provide more and more support to the user. Eventually, the user may

only need to pay the minimum attention to handling certain requests, and let the system

do the job for him.

2. Separating the domain knowledge from the reasoning mechanism.

To fulfil the objective of the prototyping, a major issue was to carry the evaluation results

from one stage to the next. At the beginning, we tried to use clause parameters (a clause in

Prolog is similar to procedure call in other languages) to carry the information. However,

when recursion (the central reasoning mechanism of the prototype) and application information

passing combined together, the system behaviour became difficult to control. Later on, we
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took the advantage of the database facility in Turbo-Prolog and used databases as a medium

to pass the information from one stage to another. In this way, the reasoning mechanism was

released from transferring data, the prototype was structured better, and the system behaviour

was under control. We believe that the separation of the reasoning mechanism and the

application information transferring has a general implication for implementing the RECOS

model for domain applications.
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Chapter 8

Conclusion

We have presented RECOS, a computer-based model for supporting an agent’s reasoning process

in dealing with request-commitment problems in a cooperative multi-agents environment. To

conclude the thesis, we will discuss the thesis’ contributions, its limitations, and future research

directions in this chapter.

8.1 Contributions

The major contribution of this thesis is that it collects a set of domain-independent factors from

different areas related to making commitments (e.g., commitment research in sociology [Becker

60, Gerson 76, and Johnso 73] and DAT [Gasser 91, Hewitt 91], a social rule system theory

[BurFia 87], and a contract theory [Macnei 80]), it proposes a reasoning framework for applying

these factors, and it presents a computer-based model to support an individual’s reasoning

process for making a commitment (particularly, in selecting and evaluating the relevant factors).

People in artificial intelligence and information systems research have tried to use the

commitment concept to model organizational activities and to support cooperative work in a

multi-agent environment. However, little has been done to support an individual’s reasoning

process in making a commitment, and it is on this which the RECOS model focuses. Its major

usefulness lies in its general reasoning framework, on which the domain application systems can

be based. A prototype has been developed for the model. It is simple and preliminary, but we

did learn something from the prototyping process, which can be useful for developing application

systems in the future.

RECOS is not another model for decision-making which generates the best reward for the agent.

It emphasizes a commitment’s effects on both the committed individual and the community in

which the individual is acting (e.g., by reminding the user to be aware of others’ expectations,

organizational regulations, and sentiments). This consideration is important because an

individual’s well-being and an organization’s well-being are closely related [Gerson 76]. This
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feature distinguishes the RECOS model from most other traditional decision support models.

The second contribution of this work is its insight into the model obtained from a user

evaluation. Although the user evaluation was very simple in nature, it did reveal a number of

the model’s weaknesses and limitations, its potential uses, and issues that should be addressed

regarding the model’s application and implementation.

The third contribution is the classification of commitment connections. In commitment research,

the linkage between commitments is highly emphasized. Resource sharing has been taken as the

medium for such links [Gerson 76, Gasser 91, Hewitt 91]. In this thesis, it is noted that, in

addition to resource sharing, commitments can be linked through other mediums (e.g.,

commitments themselves). In this thesis this type of linkage of commitments is called direct

connection, while resource sharing is called indirect connection. The direct connection may also

result in gains/losses in resources but the resource is not the medium for such a connection. For

example, accepting ajob offer from another company may result in losing part of one’s pension

plan in the current company. However, it is not the resource, but the terms defined in the

pension plan, which he has committed, directly connecting the pension plan with the commitment

to the company. Separating the resource sharing and the direct commitment connection might

provide better insight into resolving commitment conflicts.

8.2 Limitations and Research Directions

We believe that RECOS is useful for an individual to make better justified and more consistent

commitments in a cooperative multi-agent environment. However, as have other models, it also

has some limitations which should be considered when the model is applied.

As revealed in the user evaluation, the RECOS model may not be well-suited to deal with

request-commitment problems which have alternatives or potential future commitments. This

issue should be taken into consideration when applying RECOS to solve real life problems.

However, we believe that this problem could be resolved by designing a higher level control
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mechanism, which calls RECOS to evaluate each of the alternatives, and manages the

comparisons of the evaluation results of the alternatives.

In section 4.2.7, we have discussed that there are potential overlaps between the factor

categories. This implies that the user might consider one factor in two or more categories (e.g.,

reconsidering others’ expectations in sentiment evaluation). However, we believe that there are

more benefits than drawbacks in separating these factors. As long as the user is aware of this

potential problem, its negative effect will be minimized or eliminated. This should be

understood in order to maximize the usage of this model.

The RECOS model only provides support in selecting factors to consider and in evaluating such

factors for making a commitment. The assistance provided for integration is very limited. As

some subjects pointed out during the model evaluation session, a set of integration tools is highly

recommended. We agree that this is an important direction for future study.

RECOS is a domain-independent model, and many components are treated as “black boxes” at

the current stage. Its real usefulness can only be judged through application systems, which can

be used in real life commitment-making. To build application systems, the internal structure of

the “black boxes” needs to be represented, and some factors (e.g., sentiment attributes) need

to be measured. We foresee that much needs to be done in this direction in order to appreciate

the model’s full benefits. In addition, to build an application system, the developer not only

needs the model but also a set of powerful tools with which to work. Some existing languages

(e.g., Prolog) might be used for this purpose, but more suitable and user-friendly tools are

desirable.
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Appendix

This appendix includes figures describing the detailed structure of the reasoning components

contained in Figure 1. In all these figures, the meaning of each symbol is as follows: an oval

represents a process in which factor evaluation or other reasoning is done; a vertical rectangle

represents the user or another agent; a vertical rectangle with corners rounded represents a

knowledge base; an arrow between ovals or between an oval and a box depicts the working

direction, with the information flowing from the starting oval/box to the end one; an arrow

between an oval and a knowledge base means that the process retrieves a specified item from

the knowledge base; and a double arrow means there are some information exchanges between

the involved parties.
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Topic

Figure Al: The reasoning process of the “Preprocessing Module “in Figure 1.
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Figure A2. The reasoning process of the “Requester,
Inter-agent relationship, and Other’s Expectations” in Figure 1
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Figure A3: The reasoning process of Regu1ation Assessment” in Figure 1.
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Figure A4: The reasoning process of “Commitment Consistence” in Figure 1.
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Figure A5: The reasoning process of” Competence Assessment” in Figure 1.
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Figure A6: The reasoning process of “Direct Gains/Losses” in Figure 1.
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