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A relatively general formulation for the governing equations of motion, applicable to a large class of flexible multibody systems, is developed using a concise matrix format. The model considered consists of a number of arbitrarily connected flexible deployable members forming branched and closed loop configurations. Joints between bodies are permitted up to six degrees of freedom in translation and rotation. To be effective, the matrix-Lagrangian formulation necessitates development of the kinetic energy expression in a quadratic form in terms of the system velocities. The mass matrix associated with such a quadratic form is known for simple systems such as a collection of point masses, a group of connected rigid bodies, and a discretized flexible structure. However, for a multibody system, where the contributing forces arise from system's translation, rotation, elasticity, deployment, and their interactions, such an expression is not available. To fill this gap, multibody kinematics is developed in terms of the elements of the geometry matrix, which uniquely describes the configuration of branched systems. The characteristic dynamical quantities, i.e., elements of the mass matrix, are identified and the formulation is approached in an increasing order of complexity. The concept of specified and generalized coordinates together with established procedures of analytical dynamics lead to characteristic quantities (Lagrangian, Hamiltonian, etc.) and finally result in governing equations of motion which are new to the multibody dynamics. To account for flexibility in a consistent manner, a second-degree nonlinear displacement field is permitted. Alternatively, a linear displacement field can be used if the nonlinear terms up to the fourth-degree are preserved in the strain energy. An algorithm for calculating the stiffness matrix of a flexible element is developed, where terms up to the third-degree of nonlinearity in displacement are retained.

Application of this versatile formulation is illustrated through a set of examples of contemporary interest. They pertain to a spacecraft comprising of a central rigid body with attached flexible appendages. The configuration corresponds to a large class of present and planned communication satellites. It can also represent the Space Shuttle based deployment of beam and plate type appendages aimed at scientific experiments or construction of the proposed Space Station. The system static equilibrium and stability are discussed. A computer code is developed and specialized to the specific cases in hand. Typical results
of an extensive parametric study are presented for two particular situations:

(i) the Space Shuttle based deployment of a beam or a plate type structural member;

(ii) the configuration similar to the Waves In Space Plasma (WISP) experiment jointly proposed by Canada and the U.S.A.

The problems are analyzed systematically, through progressive introduction of complexity, to help appreciate interactions between librational dynamics, flexibility, deployment, inertia parameters, orbit eccentricity, initial conditions, appendage orientation, etc. The information is fundamental to the missions concerned and essential to help develop appropriate control strategies.
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NOMENCLATURE

Roman Symbols

\( \vec{a}_i \)  
position vector to origin \( O_i \) of the body frame \( L_i \) in frame \( L_{i-1} \); Fig. 2-6

\( j\vec{a}_i \)  
position vector to origin \( O_i \) of the body frame \( L_i \) in frame \( L_j \); Fig. 2-6

\( j\vec{a'}_i \)  
position vector to a point of body \( B_i \) in frame \( L_j \); Fig. 2-6

\( j\vec{\alpha}_i \)  
projection of position vector \( j\vec{a}_i \) on local frame \( L_k \)

\( k\vec{\alpha}_i \)  
projection of position vector \( j\vec{a}_i \) on local frame \( L_k \)

\( \vec{b}_i \)  
position vector to center of mass of flexible body \( B_i \) in frame \( L_i \); Fig. 3-2

\( \vec{b'}_i \)  
position vector to center of mass of flexible body \( B_i \) in frame \( L_j \); Fig. 3-2

\( k\vec{b}_i \)  
projection of position vector \( j\vec{b}_i \) on local frame \( L_k \)

\( B_i \)  
body number \( i \); also referred to as domain \( D_i \)

\( \vec{c}_i \)  
position vector, in frame \( L_i \), to the center of mass of body \( B_i \) in its undeflected configuration

\( i\vec{c}_{jk}, \, \vec{v}_{jk} \);  
dimensionless vector (length \( n_{\delta_i} \)) integrals due to the time dependence  
j, \( k = 1, 2, 3 \)  
of the shape functions during deployment and the associated convective terms, respectively. They represent the linear terms in deflection of the mass vector associated with coupled deployment-translational motion of flexible body \( B_i \); Eqs. (A.4b) and (A.4c), respectively

\( C \)  
instantaneous center of mass of the system

\( C_j \)  
matrix of direction cosines defining rotation of local frame \( L_j \) with respect to inertial frame \( L_N \)

\( C^k_j \)  
matrix of direction cosines defining rotation of frame \( L_j \) with respect to frame \( L_k \)

\( iC_{jk}^{mn}, \, iN_{jk}^{mn} \);  
dimensionless \( n_{\delta_i} \times n_{\delta_i} \) matrix integrals. The first two arise because of  
\( iV_{jk}^{mn} \);  
the dependence of the shape functions on time during deployment, while
\( j, k, l, m, n \) the third is due to the associated convective term. They represent the
linear terms, in deflection, of the mass matrix associated with coupled
deployment-vibrational motion of body \( B_i \); Eqs. (A.4f), (A.4i) and (A.4g), respectively
\( d_i \) width of plate type appendage
\( \bar{d}_i \) unit vector in the direction of deployment of body \( B_i \) in frame \( L_i \)
\( i \rho_{mn} \) dimensionless integral defined by Eq. (A.4k)
\( dm_i \) differential mass element in body \( B_i \)
\( D_i \) domain or subdomain number \( i \); also referred to as body \( B_i \)
\( i D_{jk}^{mn}, i E_{jk}^{mn} \) dimensionless \( n_{\delta i} \times n_{\delta i} \) matrix integrals due to time dependence of the
shape functions during deployment and the associated convective terms,
respectively. They define the linear terms, in deflection, in the mass vector
associated with coupled deployment-rotational motion of body \( B_i \);
Eqs. (A.4e) and (A.4h), respectively
\( i \bar{f}_{jk} \) dimensionless vector integrals, of length \( n_{\delta i} \), defining the linear component
\( j, k = 1, 2, 3 \) of deflection of the center of mass of a flexible body \( B_i \); Eq. (A.4a)
\( F^i \) matrix defining the velocity of a point on body \( B_i \) due to its vibration;
Eq. (2.2)
\( F_k \) matrix defining the velocity of \( O_k \), origin of frame \( L_k \), due to vibration of
body \( B_j, j = k - 1 \); Eq. (2.18)
\( i F_{jk}^{mn} \) dimensionless matrix integrals, each of dimension \( n_{\delta i} \times n_{\delta i} \), defining the
mass matrices of body \( B_i \) associated with vibration, rotation and their
coupling; Eq. (A.4d)
\( \bar{g}_{ij}^e \) three dimensional vector defining the first mass moment associated with
coupled deployment-rotational motion. It is due to the deployment of
body \( B_i \) and its rotation about hinge at point \( O_j \); Eq. (3.19c)
\( i \bar{g}_{mn}^j \) dimensionless vector integral, of length \( n_{\delta i} \), defining the constant term in
\( j, m, n = 1, 2, 3 \) the first mass moment \( P_\delta^i \), which is due to coupled vibrational-rotational
motion of body \( B_i \). It also represents the linear term in the second mass
moment of inertia \( \{J^2\}_{jk} \); Eq. (A.4j)

\( G_k \) matrix defining the angular velocity due to elastic deflection of frame \( L_k \), which is fixed to flexible body \( B_j \), \( j = k - 1 \); Eq. (2.22)

\( G_{\delta}^{ij} \) \( n_{\delta_i} \times 3 \) rectangular mass matrix associated with coupled vibration-rotation motion. It arises because of rotation of a vibrating body \( B_i \) about point \( O_j \); Eq. (3.19d)

\( \overline{h}_e^i \) three dimensional vector defining contribution of the deployment of body \( B_i \) to its linear momentum; Eq. (3.3)

\( H_i^l, H_i^l \); \( l = 1, 2, 3 \) matrices defining the linear and nonlinear contributions of the elastic deflection of body \( B_i \) to the position of its center of mass, respectively; Eqs. (A.2b) and (A.3a)

\( H_c^i, H_e^i \) matrices defining the linear contributions of deflection to \( \overline{h}_e^i \), the linear momentum of body \( B_i \) during its deployment; Eqs. (A.2c) and (A.2d)

\( H_\delta^i \) matrix defining contribution of the vibration of body \( B_i \) to its linear momentum; Eq. (3.4)

\( H^{jk} \) matrix of moment or mixed moment of inertia \((j = k \text{ or } j \neq k)\) associated with bodies which have two hinges, at \( O_j \) and \( O_k \), on their direct path

\( H_i^{jk} \) matrix of moment or mixed moment of inertia \((j = k \text{ or } j \neq k)\) associated with body \( B_i \) with two hinges, at \( O_j \) and \( O_k \), along its direct path

\( I^i \) moment of inertia matrix for body \( B_i \) in frame \( L_i \)

\( I_i^i \) moment of inertia matrix for undeflected body \( B_i \) in frame \( L_i \)

\( I_2^i, I_3^i \) matrices defining linear and nonlinear contributions of deflection, respectively, of body \( B_i \) to its mass moment of inertia in body frame \( L_i \); Eqs. (A.2r) and (A.2s), respectively

\( \{I_2^i\}_{jk}, [I_3^i]_{jk} \) matrices defining elements of \( I_2^i \), \( I_3^i \), respectively, where \( j, k = 1, 2, 3 \); Eqs. (A.2r) and (A.2s), respectively

\( \{J_2^i\}_{jk}, [J_3^i]_{jk} \) matrices defining \( \{I_2^i\}_{jk} \) and \( [I_3^i]_{jk} \), respectively, where \( j, k = 1, 2, 3 \); Eqs. (A.2t) and (A.2v), respectively

\( \ell_i \) length of \( B_i \) in the direction of deployment
\( \dot{\rho}_i \) speed of deployment of \( B_i \)

\( L_i \) local frame fixed to body \( B_i \)

\( L_N \) inertial frame of reference

\( L_j \) an auxiliary frame, fixed to deploying body \( B_{j-1} \), in which translational motion of coordinate \( L_j \) is described; Figure 2-7

\( L_j^{ik} \) matrix projected on frame \( L_j \), defining first mass moments \( (j = k) \) and first mixed mass moments \( (j \neq k) \) for all bodies with \( O_j \) and \( O_k \) on their direct paths

\( m \) total mass of the system

\( m_i \) mass of body \( B_i \) nondimensionalized with respect to system mass \( m \)

\( m_{ijk} \) \( m_j m_k \)

\( m^i \) sum of masses of all bodies on the direct path to \( O_j \) nondimensionalized with respect to the system mass \( m \)

\( m_j^k \) \( m_j m_k \)

\( m^i j \) \( m^i m^k \)

\( m^{ik} \) sum of masses of all bodies on the direct path to both \( O_j \) and \( O_k \) nondimensionalized with respect to system mass \( m \)

\( n_{\xi_i} \) number of generalized coordinates associated with deflection of body \( B_i \)

\( \bar{\rho}, \bar{\ell}, \bar{m} \) vectors of direction cosines defining rotation of body coordinates \( x_0, y_0, z_0 \) relative to orbital coordinates \( x_t, y_t, z_t \). \( \bar{\rho} \) corresponds to rotation about the orbit normal, \( \bar{\ell} \) about the local vertical, and \( \bar{m} \) about the local horizontal

\( O_i \) origin of the local coordinate \( L_i \)

\( \vec{P}_{ci}^i \) vector defining contribution of the deployment of body \( B_i \) to its moment of momentum in frame \( L_i \); Eq. (3.4)

\( P_{ci}^i, P_{ei}^i \) marices defining linear deflection terms in the moment of momentum vector \( \vec{P}_{ei}^i \) of body \( B_i \), due to deployment; Eqs. (A2e) and (A2f), respectively

\( P_{ci}^i, P_{ei}^i, P_{ei}^i \) matrices defining nonlinear deflection terms in the moment of momentum
vector $\mathbf{p}_e^i$, of body $B_i$, due to deployment; Eqs. (A.2g), (A.2h) and (A.3c), respectively

$p_{6i}^i$ matrix defining the contribution due to vibration of body $B_i$ to its moment of momentum in frame $L_i$; Eq. (3.4)

$p_{i6i}^i$ matrix defining constant terms in the moment of momentum matrix $P_{6i}^i$, of body $B_i$, due to vibration; Eq. (A.2i)

$\bar{q}$ vector of system generalized coordinates

$r_i$ position vector from origin $O_N$ of the inertial frame $L_N$ to origin $O_i$ of local frame $L_i$; Fig. 2-6

$r^i$ position vector, in inertial frame $L_N$, to a point on body $B_i$; Fig. 2-6

$j\bar{r}_i$ projection of position vector $j\bar{a}_i$ on inertial frame $L_N$

$j\bar{r}^i$ projection of position vector $j\bar{a}^i$ on inertial frame $L_N$

$\bar{r}_i$ velocity of origin $O_i$, of frame $L_i$, due to translational motion; Eq. (2.16e)

$R_c$ position vector from the center of Earth to C, the instantaneous center of mass of the system; Fig. 5-1

$R_j$ matrix defining rotation of frame $L_j^*$ with respect to $L_j$

$s$ specified velocities

$S$ matrix defining geometry of a branched system

$S_j^k$ elements of matrix $S$; equal to unity if frame $L_j$ is on the direct path to body $B_k$, otherwise zero

$T$ system kinetic energy

$\bar{u}_j$ position vector to origin $O_j$ (of frame $L_j$) in frame $L_j^{*-1}$; Fig. 2-7

$U$ unit matrix matching dimensions of terms involved in the corresponding equations

$U_g$ gravitational potential energy

$U_p$ total potential energy

$V$ strain energy
\( \bar{w}^i \) displacement field associated with body \( B_i \); Fig. 2-4

\( \bar{w}^j_k \) displacement vector associated with \( O_k \), origin of frame \( L_k \), due to deformation of body \( B_j, j = k - 1 \); Fig. 2-7

\( \bar{w}_{ec}^i \) scalar defining the contribution of deployment of body \( B_i \) to its kinetic energy; Eq.(3.4)

\( \bar{w}_{e\delta}^i \) vector defining contribution due to interactions between deployment and vibration of body \( B_i \) to its kinetic energy; Eq.(3.4)

\( W^i_{cc}, W^i_{ee} \) matrices defining nonlinear terms in deflection, in the expression for kinetic energy due to deployment of body \( B_i \); Eqs.(A.2k), (A.2l), (A.2m), and (A.3f), respectively

\( W^i_{c6}, W^i_{e6}, W^i_{e6} \) matrices defining linear terms in deflection, in the kinetic energy of body \( B_i \) due to its deployment-vibration interaction; Eqs.(A.2n), (A.2o) and (A.3g), respectively

\( W^i_\delta, W^i_{\delta l}, W^i_{\delta m} \) matrices defining constant, linear and nonlinear terms in deflection, \( l, m = 1, \ldots, \pi_\delta \), respectively, in the expression for kinetic energy due to vibration; Eqs.(A.2p), (A.3i) and (A.3j), respectively

\( W^i_{\delta \delta} \) matrix defining the contribution due to vibration of body \( B_i \) to its kinetic energy; Eq.(3.4)

\( x_j, y_j, z_j \) body coordinates, fixed to \( B_j \) at point \( O_j \), referred to as frame \( L_j \); Fig. 2-6

\( X, Y, Z \) inertial coordinate system; Fig. 2-6

\( X_O, Y_O, Z_O \) orbital coordinate system with origin at \( C \); \( Y_O \) along local vertical, \( Z_O \) along local horizontal, and \( X_O \) aligned with orbit normal; Fig. 5-1

**Greek Symbols**

\( \alpha, \beta, \gamma \) pitch, yaw, and roll librational angles, respectively; Fig. 5-4

\( \beta^i \) function defining spatial dependence of displacement field \( \bar{w}^i \); Section 2.2

\( \beta_k \) value of \( \beta^i \) evaluated at \( O_k \), the origin of frame \( L_k, j = k - 1 \); Section 2.5
\( \hat{\beta}^i \) spatial function defining velocity of a point on body \( B_i \) due to deployment and vibration; Eq.(2.5)

\( \hat{\beta}_k \) value of \( \hat{\beta}^j \) evaluated at \( O_k \), the origin of frame \( L_k \), \( j = k - 1 \); Eq.(2.21)

\( \overline{\delta}_i \) vector of generalized coordinates associated with deflection of body \( B_i \)

\( \delta_{jk} \) kronecker delta; equal to unity when \( j = k \), otherwise zero

\( \hat{\delta}_{jk} \) 

\( \delta_{p,mn} \) generalized coordinate associated with \( \phi_m, \psi_n \) modes of free-free and clamped-free beams, respectively, to represent plate type appendage oscillations

\( \delta_{x_l, y_l} \) generalized coordinates associated with the \( l \)-th mode of vibration of a fixed-free beam; Section 5.2

\( \Delta_k^i; k = 1, 2, 3 \) vector of shape functions defining the linear displacement of body \( B_i \) in \( \rho_k \) direction; Appendix A-1

\( \Delta_{lk}^i, l = 1, 2, 3 \) vector defining the \( k \)-th column of matrix \( \Psi_i^l \), Appendix A-1

\( \epsilon_{jkl} \) permutation symbol equal to 1 when \( j, k, l \) are in sequence, -1 when not in sequence, and zero when any of them repeated

\( \varsigma, \eta, \xi \) local coordinates associated with appendages; Fig. 5-5

\( \overrightarrow{\xi}^i \) position vector to a point on \( B_i \) in the body coordinates \( x_i, y_i, z_i \) (frame \( L_i \)); \( \overrightarrow{\rho}^i + \overrightarrow{w}^i \); Fig. 2-4

\( \overrightarrow{\eta}^i \) vector defining velocity of a point on body \( B_i \) due to its deployment

\( \overrightarrow{\eta}_k \) vector defining velocity of \( O_k \), the origin of frame \( L_k \), due to deployment of body \( B_j, j = k - 1 \); Eq.(2.18)

\( \theta \) true anomaly; \( \dot{\theta} = \Omega \)

\( \{\kappa_i\}_{jk} \) vector defining the \( (j,k) \) submatrix in \( \Phi_i^j \); Appendix A-1

\( \mu \) universal gravitational constant

\( \rho_{k}^i \) coordinate associated with body \( B_i \) in the direction of deployment

\( \rho_{n}^i \) \( n \)-th coordinate of body \( B_i \); \( n = 1, 2, 3 \) corresponding to \( x_i, y_i, z_i \), respec-
position vector to a point on undeformed body $B_i$ in body coordinates $x_i, y_i, z_i$; Fig. 2-4

modes of free-free beam

matrix of admissible or shape functions associated with body $B_i$

$\Phi^j$ evaluated at $O_k$, $j = k - 1$

modes of fixed-free beam

matrix of admissible functions associated with the nonlinear displacement field of body $B_i$

angular velocity of $L_j$ relative to $L_{j-1}$

orbital angular velocity

Miscellaneous

c, s  

small letter (lower case) usually defines a scalar quantity

$\bar{a}$  

bar defines a column vector or an array

$\tilde{a}$  

skew symmetric matrix formed from vector $\bar{a}$

$A \equiv [A]$  

capital (upper case) letter usually defines a matrix. Exceptions are normally clear such as kinetic energy, $T$; potential energy, $U_t$; Hamiltonian, $H$; Lagrangian, $L$; etc.

$\{a_j\}, \{\bar{a}^T B_j \bar{a}\}$  

arrays with $j$-th element equal to $a_j$ and $\bar{a}^T B_j \bar{a}$, respectively

$(\bar{a}^T B), \{B \bar{a}\}$  

array in row and column form, respectively

$[a_{jk}], [\bar{a}^T B_{jk} \bar{a}]$  

matrices with $(j, k)$ element equal to $a_{jk}$ and $\bar{a}^T B_{jk} \bar{a}$, respectively

$[(a)_j], [\{a\}_j]$  

matrices with $j$-th row and column equal to $(a)_j$ and $\{a\}_j$, respectively
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PART I: MATHEMATICAL MODELLING
1. INTRODUCTION

1.1 Preliminary Remarks

The classical dynamicists of the past laid down the principles necessary to describe dynamic behaviour of mechanical systems. However, before the advent of computers, their applications were limited to relatively simple systems. This limitation was accepted with a sense of abandon since, in the absence of analytical tools leading to closed-form solutions, useful information concerning the motion of more complex systems was considered beyond reach. Hence, it is not surprising that, for a long time, the attention remained focused on analytical intricacies of the mathematics of dynamics, while the process of arriving at the equations of motion came to be regarded as a rather routine matter. However, the computer's ability to integrate a system of equations efficiently and with an acceptable degree of accuracy is now established beyond doubt. Increasing attention is, therefore, directed towards analysis of complex systems using realistic mathematical models for machine solution instead of seeking exact or approximate analytical answers for their simplified representations.

At the outset it was recognized that geometric complexities, nonautonomous character, coupling, constraints, nonlinearities and hybrid character inherent to the systems made the task enormously challenging. However, resolution of the new generation of problems demanded that the challenge be met. It was apparent that inability to adequately model the problems of contemporary interest can be as great a hinderance now as their analytical solutions was before. There was a renewed interest in classical dynamics with the goal of effectively developing satisfactory mathematical models. Although a great deal of effort was devoted to merely reviving forgotten techniques and classifying existing approaches [1-3], a fresh look at approaching dynamical problems was also taken [2] together
with development of inductive and symbolic computer aided methodologies [4-9]. These endeavors have been fruitfully applied to nontraditional fields as well as designs of complex systems which perform at higher speeds and demand more stringent limitations on the system weight and working accuracy. Typical examples in dynamics are large space structures, high speed transportation systems, biomechanics, robotics, mechanisms, etc. [10-15].

The design of a complex system is a process of repeated modifications to achieve compromise between competing factors. The initial design is generally based on previous experience, simple analytical models, experimental tests, and numerical analyses. Only seldom is the information available from all the desired sources. Inevitable design changes, imposed by the evolutionary process, lead to iteration cycles aimed at accommodation, checks and balance. Furthermore, new approaches need to be verified and parametric assessment is a must to arrive at a safe regime of operation. Obviously, availability of a working mathematical model for the problem is essential for effectively performing such a comprehensive analysis involving aspects of continuum mechanics, dynamics, stability, control, system identification, etc.

It is apparent that availability of a relatively general formulation applicable to a large class of systems would be a distinct advantage here. This has been recognized by the scientific community at large together with industrial corporations and government agencies. Unfortunately, the time-bound character of the industrial contracts and sponsored research have generally limited efforts in that direction. By and large the attitude has been to investigate the specific configuration in hand to an extent considered possible within the constraints of allocated time and money. In the long range, the procedure turns out to be inefficient, lacks perspective and, of course, is devoid of elegance associated with a general approach. University based research, particularly in Canada, may have a useful role to play here.
A mathematical model for system dynamics is represented by a set of equations viewed by d'Alembert as a balance among forces involved. The forces may be classified into two categories: those which are functions of the system state, its dynamical parameters and possibly time; while the others, in addition, depend on the system geometry, boundary conditions, etc. Forces belonging to the first category are derivable from a single function called the Lagrangian, while those of the second category are obtained through experiments, simplified analytical models or integral forms over boundaries. Examples of the first category are forces due to gravity, elastic deformations and inertia. Forces of the second kind are encountered in the problems of fluid dynamics, machine tool mechanics, etc. This categorization demonstrates our ability or inability to mathematically model forces in nature. Forces of the first type can easily be treated on a general basis and are reducible to various special cases, while forces of the second kind may be accounted for on an individual basis through appropriate input information.

The main goal of a multibody dynamical formulation is to determine a general expression for inertial forces (inertia, centrifugal, coriolis, etc.) of the type encountered in complex mechanical systems. These forces are associated with translation, rotation, elastic deformation and deployment, as well as their interactions. A relatively general configuration may be represented by a number of contiguous, flexible structural members (beams, plates, shells, membrane, tether) forming branched or closed loops. The members may be permitted to undergo large relative excursions in length, location, orientation and deflection as would be the case during deployment, slewing maneuvers, etc. Furthermore, the entire system, or a part of it, may be translating and/or rotating in a specified manner. Obviously, a large class of marine, ground-based and aerospace systems would be represented by such a multibody model.
1.3 Inertial Forces: Present State of the Problem

Historically, efforts aimed at mathematical modelling of dynamical systems have taken two distinct directions: structural vibration against rigid multibody dynamics. More efforts were devoted to vibrational analysis which has become an established discipline as evident from numerous textbooks on the subject with courses in structural dynamics, matrix methods and finite element procedures.

Exacting performance requirements, particularly for the aerospace systems, have dictated the necessity of considering elastic deformations in multibody models. Such studies have resulted in computer codes such as DISCOS [16], NBOD2 [17], ALLFLEX [18], TREETOPS [19], and several others, although there is still an on-going debate about many aspects of the problem and reliability of the results. Partly in response to these concerns, a NASA program called the Spacecraft COntrl Laboratory Experiment (SCOLE) is proposed. It will serve as the focus of a design challenge for the purpose of comparing different approaches to modelling, control synthesis, order reduction, state estimation and system identification in conjunction with large flexible structures. It is of interest to recognize that the only available book on the subject [20] covers a single approach to rigid multibody dynamics. In a sense, this suggests a considerable scope for advancement of the present state of the art.

1.4 A Brief Review of the Literature

Apparently the advent of the space age together with the computer revolution were required to motivate refinement of this classical discipline. Analyses so far were mostly confined to specific configurations as pointed out before. Numerous contributions in the area of flexible spacecraft dynamics aimed at vibration/libration interaction problems have been reviewed by Modi [21]. A review of modelling techniques for the open and closed loop dynamics of large space systems is presented by Bainum [22]. In the present study,
the focus is on the second category of problems classified as multibody dynamics.

In spite of the fact that the underlying physics is classical and undisputed, the development of such general models is not straightforward. The difficulty is contributed, in part, by the multiplicity of options open to dynamicists in formulating the problem:

(i) The principles of mechanics used in the formulation: Newton-Euler, d'Alembert, Lagranian, Hamiltonian or their variations. For example Kane's approach represents one such variation [23].

(ii) The system geometry considered: chain, cluster, tree or arbitrary configurations with closed loops.

(iii) The strategy followed in development of the equations of motion: progressive introduction of complexity in terms, i.e., number of bodies, flexibility, deployment, etc.

(iv) The choice of system variables: absolute, relative, true or quasi coordinates; generalized momenta or velocities; etc.

(v) Hinge modelling and permitted motion of the individual body: rigid body translation and rotation, flexible deformation and axial deployment.

(vi) Choice of the reference point: center of mass, origin of an arbitrarily located frame, or some point on one of the bodies.

(vii) Degree of nonlinearity preserved in the formulation.

Obviously, depending on the approach adopted, the resulting equations would vary in form, generality of the model, scope of applicability and computational efficiency. The following review attempts to clarify these points.

The two pioneering contributions in the area of multibody dynamics, by Hooker and Margulis [24] and Roberson and Wittenburg [25], were motivated by problems in spacecraft dynamics. They provided the first spark for the subsequent research that has continued to date. These original researchers used the Newton-Euler formulation procedure and limited
their scope of work to a system of rigid bodies having a branched configuration. The hinges between the bodies were allowed up to three degrees of freedom in rotation. They used the center of mass of individual bodies and the center of mass of the whole system as reference points. Denoting the mass of body \( B_k \) by \( m_k \), and the associated external and constraint forces as \( F_k^e \) and \( F_k^c \), respectively, the translational equation of motion would be \( m_k(\vec{\rho}_k + \vec{x}) = F_k^e + F_k^c \). Here, the inertial position of the center of mass of each body is decomposed into two components: one is relative to the overall system center of mass, \( \vec{\rho}_k \), and the second is the position of the system center of mass, \( \vec{x} \), with respect to the inertial frame (Figure 1-1). With \( m \) and \( F \) representing the system mass and the totality of the external forces, respectively, the sum of the translational equations over all the bodies results in the relation for the system center of mass as, \( m\vec{x} = F \). The acceleration of the system center of mass, \( \vec{\alpha} = F/m \), can now be eliminated from the translational equation for body \( B_k \), i.e., \( m_k(\vec{\rho}_k + F/m) - F_k^c = F_k^c \). While summing the preceding equations over bodies on either side of a hinge, the constraint forces cancel in pairs at all other hinges leaving the resultant equation with one constraint force as a function of \( \vec{\rho}_k \). The accelerations \( \vec{\rho}_k \), and in sequence each constraint force, are obtained in terms of the system geometry and bodies' angular velocities, \( \vec{\omega}_k \).

The rotational equation for the individual body would read as \( I_k\vec{\omega}_k + \vec{\omega}_k \times I_k \cdot \vec{\omega}_k = T_k^c + \sum_l(\vec{r}_{kl} \times F_{kl}) + T_k^c \), where \( I_k \) is the mass moment of inertia of body \( B_k \) and the summation is over the number of attached bodies. The external and constraint torques on \( B_k \) are denoted by \( T_k^e \) and \( T_k^c \), respectively. The vector \( \vec{r}_{kl} \), from the center of mass of \( B_k \), is normal to the line of action of \( F_{kl}^e \). The expressions for constraint forces \( F_{kl}^c \) obtained before are now introduced in the rotational equations. Therefore, while the constraint torques appear explicitly in the rotation equations, the forces due to constraints do not. Simplifications of the equations revealed the authors' most celebrated concept of the augmented body and the connection barycenter. The terms in the rotational equations now reflect significance of the barycenter as the mass center of the augmented body, which
Figure 1-1 Newton-Euler approach to rigid multibody systems:

(a) free body diagram for body $B_k$;

(b) augmented body $B_k$ with its barycenter.
consists of an individual body augmented at each connection point by a particle having the mass of the corresponding branch set.

In most applications, joints between bodies have less than three degrees of freedom. The locked gimbals produce unknown constraint torques in the rotational equations. Hence, the equations are augmented by constraint relations. The latter expresses the fact that the constraint torque at each joint is orthogonal to the difference between the angular velocity vectors associated with the two bodies adjacent to each joint. The well known Lagrange multiplier method was used to obtain a set of governing equations [24,25].

Interestingly, Roberson and Wittenburg [25] used the graph theory to describe the configuration of the bodies. The incidence matrix used in this method can uniquely define the specific topological tree configuration. It also systematically governs the transformation of variables and simplifies the algebra involved. Roberson [26] has further extended this approach to allow for relative translational motion between bodies at the joints. As before, the unknown constraint torques are treated using the Lagrange multiplier method.

Computationally there was still a hurdle to overcome. Numerical experiments showed a problem of accumulated error if the number of equations exceeded the number of degrees of freedom. In response, Hooker [27] developed a procedure to reduce the Euler equations to its minimum set. This was achieved by expressing the inertial angular velocities in terms of the relative angular velocities between the system joints. The rotational equations associated with unlocked gimbals were then obtained by summing the rotational equations of all bodies forming a branch-set on one side of the gimbal.

Since this process is algebraically involved, particularly when flexibility is included, Ness and Farrenkopf [4] as well as Ho and Gluck [5] used an inductive approach applicable to a flexible n-body system. Ness and Farrenkopf developed a nonlinear rigid body model with flexible terminal connected bodies while Ho and Gluck used a linearized all-flexible configuration. In both the cases, the dynamical equations for each body were first derived analytically. Then they were combined with the equations of the adjacent body through
a computerized inductive method. The interacting forces and torques were eliminated at each combining step. Modifications for the case of the locked gimbal axes were performed simultaneously. Ho [28] has pointed out the drawback of this inductive approach. The loading and reloading of the coefficient matrices in the governing equations for the subsystems required considerable computer time. Moreover, the inductive method does not provide overall dynamical equations for the entire system. Hooker [29], using the augmented body approach, developed a mathematical model for a system forming a topological tree configuration with flexible terminal bodies. Likins [30] extended this approach to a set of hinged substructures forming a tree configuration. Each substructure consisted of a central rigid body with attached rigid axisymmetric rotors and nonrigid appendages.

The common feature in the above mentioned approaches is the application of the augmented body approach. This involves application of the system center of mass equations to the individual member's translational equations as explained before. Hence, the choice of the system center of mass as the reference point is essential. The procedure is motivated by a desire to simplify translational equations for the whole system which, in many cases, can be uncoupled from the rotational equations. Unfortunately, the simplification is not without cost since the rotational equations are more complicated now (in their coefficients) despite the elegant augmented-body interpretation [31].

Ho [28,32] has used a different approach which he refers to as the direct path method. Here the system reference point is not necessarily its center of mass. A direct path, originating from an assigned home-body, uniquely defined a point on a given body. The reference points were the centers of mass of the individual bodies or hinge locations along the direct path. The translational and rotational equations are now coupled, but the calculation and interpretation of the inertial coefficients are straightforward: they are conventional and mixed inertias of the bodies.

Hooker [33] gave up his original idea of the augmented body approach in favour of the direct path method. Once again he considered a tree configuration of rigid bodies
with the terminal bodies treated as flexible. Relative translation between the bodies was not allowed. He applied the concept of nested bodies as suggested by Russel [34] together with the approaches presented by Ness and Farrenkopf [4] as well as Ho and Gluck [5], and obtained rotational equations about the attachment points rather than the center of mass. The equations are now free of the constraint forces. The constraint torques were eliminated by projecting the rotational equations along the gimbal axis. The translational equations of the system were obtained using the Newtonian approach in conjunction with a reference point fixed to the main body. The equations associated with the elastic deformations were obtained through the Lagrangian procedure.

Ho [28] considered a tree configuration of rigid bodies with the terminal bodies treated as flexible. No relative translational motions were allowed at the hinges. Three different approaches to the problem were compared: the Newtonian, Lagrangian-Newtonian and Lagrangian. In the Lagrangian-Newtonian approach the kinetic energy expression for the individual body was developed and its equation of motion derived using Lagrange's equation with the reactions between bodies treated as external forces. Using a summation and projection procedure the reaction forces were eliminated from the equations of motion. In the complete Lagrangian approach, relative motions at the hinges were used as generalized coordinates. Accordingly, forces due to holonomic constraints did not appear in Lagrange's equation as they do not contribute to any virtual work. Ho developed the kinetic energy expression for individual bodies, using the inertial coordinates, with the body center of mass as a reference point. This was followed by a transformation to new coordinates which described the relative motions at the hinges. The system kinetic energy is the sum of the kinetic energies associated with the individual bodies. Ho indicated that with the Lagrangian procedure the resulting equations are the same as the ones obtained using the Newtonian-Lagrangian formulation.

Hughes [35] used the direct path approach to formulate the dynamical equations for a chain of bodies connected by joints possessing one, two, or three degrees of freedom.
In contrast to the previous contributions, here the two bodies at the extremities are rigid while the interior bodies structurally flexible. This study was motivated by the Canadarm with the Space Shuttle and a payload at opposite ends. For the purpose of real time computation associated with the manipulator control, the equations were linearized in the angular rate and elastic deflections. However, formulation permits unlimited, slowly evolving angles at the joints. The Newton-Euler procedure was used in conjunction with the center of mass of each body. The sum of all the translational and rotational equations provided the system equations free from any constraint as explained earlier. The sum of translational equations and the sum of the rotational equations, for bodies on one side of a hinge in the chain, gave the constraint force and torque at that hinge, respectively. The constraint force thus obtained was substituted into the summed rotational equations. Similar relations were obtained at other hinges. Projection of these equations along the rotational directions resulted in a minimum set of the governing equations.

An important configuration concept should be noted here: the path between any two bodies is unique. By analogy with a botanical tree, which has smaller branches proceeding from larger ones but no closed loops, such a system is said to have a tree topology. In a system with the configuration of a topological tree the constraints are holonomic. The degrees of freedom for a rigid system are equal to six plus the number of degrees of freedom at each hinge. In the literature discussed so far, the constraints are dealt with using the Lagrange multiplier method or the summation and projection process as explained. In the following, other approaches are reviewed where the system constraints are treated differently.

Bodly, et al. [16] considered a general configuration of flexible bodies with closed loops. Six degrees of freedom were allowed between adjacent bodies. The dynamic equations were retained in primitive or free body form and supplemented by the constraint equations. The Lagrange multiplier method was used for both the holonomic and non-holonomic constraints. Instead of simultaneously solving the motion and constraint equa-
tions, a minimum set of equations was obtained as follows. The constraint equations are differentiated and together with the motion equations solved for the Lagrange multipliers. Expressions for the latter are, in turn, substituted back into the equations of motion. The resulting set of equations completely define the time derivative of a nonholonomic velocity vector. The latter is numerically integrated.

Jerkovsky [36] considered a system of rigid bodies in the tree configuration. He started with the free body equations which were linearly transformed by an operator. In the original equations the velocities were inertial, whereas in the new equations the velocities are relative. In the case of closed loops, the Lagrange multiplier method has to be used. Jerkovsky describes his approach as a mixed formulation procedure since the final equations were expressed in terms of either intermediate variables, which were algebraic functions of generalized coordinates and momenta, or the time derivatives of the generalized coordinates. Such intermediate variables are kept for computational simplicity of the resulting equations.

Keat [37], in his doctoral dissertation on multibody dynamics, developed a model accounting for flexibility and closed loops. Following Boland [38,39] and Wittenburg [40,41], he used d'Alembert's principle of virtual work to obtain primitive equations, i.e., in terms of absolute velocities. Jerkovsky's transformation operator was generalized to account for flexibility. This transformation was used to introduce relative velocities at the joints, hence the holonomic constraints were satisfied. Yet another transformation was used to deal with the nonholonomic constraints. It was obtained by differentiating the constraint equations with the second time derivatives of the generalized coordinates expressed in terms of a reduced set. The transformation is essentially a form of the orthogonal complement of the matrix of nonholonomic constraints and, when substituted in the equations of motion, eliminates the constraint forces.

Ohkami, et al. [42] are in a process of developing a general multibody program for the National Aerospace Laboratory, in Japan. The model, at present, accounts only for
rigid bodies in a general closed loop configuration. Each hinge is modeled to allow up to six degrees of freedom. An extension is underway [43] to include nonlinear hinge forces, system flexibility, etc. The Newton-Euler equations are used for the translational and rotational motions for individual bodies. The equations are supplemented by constraint conditions which express the relation between bodies' absolute velocities and hinge relative velocities. Additional kinetic constraint equations are used to model spacecraft docking. The equation of motion as well as the constraint relations are expressed in terms of time derivatives of nonholonomic angular and linear momenta with the constraint forces and torques expressed as vector \( \mathbf{x} \). The system of equations are arranged in an algebraic form \( A\mathbf{x} = B \) and solved for the time derivative of the momenta vector, constraint forces and torques. This is followed by a numerical integration routine for the time derivative of the momenta vector. The authors have discussed the inversion of matrix \( A \). They referred to their method as the unified matrix approach since it accounts for both the kinetic and kinematic constraints.

In connection with the human-body models, Huston and Passerello [44] developed dynamical equations of motion which were applied to simulate a crash-victim. The model consists of rigid bodies in a tree configuration, where each body is allowed up to six degrees of freedom. Interestingly, the approach proposed by Kane [23], which is essentially the Lagrange form of d'Alembert's principle, is used. This procedure automatically eliminates nonworking internal constraint forces. The overall system coordinate is fixed to a reference point in the main body, and local coordinates are fixed to the center of mass of each component body. The inertial linear and angular velocities and accelerations for each body are expressed in terms of its velocities and accelerations relative to an adjacent body, thus associating them with the generalized coordinates. Partial angular velocities \( \bar{\omega}_{kl} \) and partial velocities \( \bar{v}_{kl} \) are obtained for each body \( k \) by partial differentiation of the corresponding inertial velocities with respect to the generalized relative velocity \( \dot{q}_l \). All external forces and torques on body \( k \) are replaced by a force \( R_k \) through its center of
mass and a torque $T_k$. Similarly, the body inertial forces are replaced by a force $R_k^*$ and a torque $T_k^*$. The generalized active forces associated with the coordinate $l$ are calculated as $F_l = \sum_{k=1}^{n} (\overline{v}_{kl}.R_k + \overline{\omega}_{kl}.T_k)$, where $n$ is the number of bodies in the system. Similarly, generalized inertia forces are obtained as $F_l^* = \sum_{k=1}^{n} (\overline{v}_{kl}.R_k^* + \overline{\omega}_{kl}.T_k^*)$. Lagrange's form of d'Alembert's principle states that sum of the generalized active force and inertia force for each generalized coordinate of the system must be zero. Accordingly, the equations of motion are given by $F_l + F_l^* = 0$, where $l$ ranges over the generalized coordinates.

To summarize, a review of the literature suggests that the problem of multibody dynamics has been approached using a variety of methodologies:

(i) Primitive equations for individual bodies are obtained using Newton-Euler's, Lagrange's, or d'Alembert's method. The system coordinates are dependent, hence the motion equations are supplemented by the holonomic and nonholonomic constraint relations. An augmented body or a direct path approach may be pursued depending on the choice of the systems' coordinates and the management of the equations.

(ii) Using Lagrange's approach, d'Alembert's principle of virtual work, or their manipulation as suggested by Kane, the equations of motion for the systems' coordinates are obtained free from any holonomic constraints; however they must be supplemented by appropriate equations describing nonholonomic constraints.

(iii) The holonomic constraints are dealt with as follows:

   a) Use of the Lagrange multiplier method to solve the motion and constraint equations simultaneously.

   b) Based on physical understanding of the constraint forces, the equations of motion for certain individual bodies are summed and projected along the motion direction.

   c) Differentiating the constraints equations and solving them, together with the
motion equations, for Lagrange multipliers, which are substituted back into
the equations of motion.

d) Premultiplying the equations of motion by a matrix which is the orthogonal
complement to the constraint matrix. The new reduced set of equations
together with the constraint relations are then solved simultaneously.

e) The equations of motion are linearly transformed using an operator. In the
original differential equations the velocities are inertial, while in the trans­
formed equations they are relative. The holonomic constraints are trivially
satisfied.

f) The equations of motion and constraint relations are expressed in terms of the
time derivative of nonholonomic momenta. These expressions are arranged
in algebraic matrix form, the solution of which gives the constraint forces
and the time derivative of the momenta. The latter is integrated to obtain
the required solution.

(iv) The equations of motion for a multibody system have one of the following forms :

\[ \dot{q} = F(q,u) + Q, \quad \dot{q} = W \ J^{-1} \ p ; \]

\[ J \ \dot{u} = G(q,u) + Q, \quad \dot{q} = W \ u ; \]

where :

- \( q \) generalized coordinates ;
- \( u \) time derivative of quasi-coordinate ;
- \( p \) generalized momenta ;
- \( Q \) generalized forces ;
- \( J \) generalized mass matrix ;
- \( W \) linear map of \( u \) to \( q \) ;
- \( F, G \) nonlinear inertia forces .
1.5 Outline of the Present Investigation

With the vast body of literature as background, the present thesis attempts to take an important step forward. It develops a rather general formulation for studying dynamics of a large class of systems, consisting of arbitrary flexible deployable structural members, forming topological tree-type configurations, open or closed. Such a broadbased approach accounting for rotations, translations, deformations, deployment and their interactions has received virtually no attention, not to mention the development of associated algorithms for their evaluation. Furthermore, it achieves this entirely through the Lagrangian approach which has never been attempted before.

Lagrange’s approach is not popular in multibody dynamics because the kinetic energy expression can become extremely large and perhaps unmanageable, as indicated by Hooker [27] and others. On the other hand, its effectiveness has been attested by a variety of problems in analytical dynamics for more than 200 years. More specifically, the approach automatically satisfies holonomic constraints without any additional relations. It provides expressions for useful functions such as Lagrangian, Hamiltonian, conjugate momenta, etc., and the form of the governing equations displays clear physical meaning in terms of contributing forces. Equally important is the fact that the equations are readily amenable to the stability study and well suited for control design.

A key to the use of Lagrange’s approach in multibody dynamics is the development of the kinetic energy expression in a concise form, which can be differentiated as required. Obviously, the favoured form for the kinetic energy is \( \frac{1}{2} \dot{\mathbf{y}}^T \mathbf{M} \dot{\mathbf{y}} \), where \( \dot{\mathbf{y}} \) and \( \mathbf{M} \) are the system velocity vector and mass matrix, respectively. Also the mass matrix should clearly display the system’s dynamic character in a simple and meaningful form. Such a form for the kinetic energy is known for configurations such as a system of point masses, discretized vibrating structures, rigid bodies connected in a chain form [31], etc. To arrive at the form for a complex system under study would be the first challenge.
An emphasis on generality is one of the distinctive features of this thesis. It is achieved by considering an arbitrary number and type of mass elements connected through general joints to form any desired configuration. To be more specific, the model considers a number of arbitrarily connected members such as membranes, beams, plates, shells, etc., which form a configuration with branches and closed loops. Each member is modelled as an axially deployable flexible body. Joints between the bodies permit up to six degrees of freedom in translation and rotation. The system is divided into domains, each containing one or more members whose motion may be holonomically constrained. Necessary cuts are introduced such that the system has a branched configuration with constrained domains. A direct path is defined which uniquely describes the position of the origin of the inertial frame with respect to the system domains and subdomains. The configuration is described using the matrix of geometry thus extending the application of kinematics to such an involved multibody system. The distinction between local coordinates associated with a constituent body on the one hand and the multicoordinate overall system on the other hand allowed the progress of matrix formulation in a logical sequence. Furthermore, it helped identify, with clarity, the characteristic dynamical parameters associated with the system resulting in further appreciation of the contributing terms.

Two sources of constraints are distinguished in the model. They are: (i) constraints among a set of subdomains forming a given domain; (ii) constraints among the system domains due to cuts introduced in the closed loops. In general, these constraints are holonomic, hence they are incorporated in the kinetic energy expression by using a transformation matrix, which maps the dependent coordinates into the independent ones. Any nonholonomic constraint in the system must be considered together with the equations of motion. The well-known Lagrange multipliers can be used, however, it is preferred to obtain a reduced set of differential equations for a numerical solution. This can be achieved through premultiplying the equations of motion by a matrix which is the orthogonal complement to the matrix of constraints. Note that the motion of domains forming
a branched configuration are free of any constraint relations, since the generalized coordinates are used which represent orientation of the individual body relative to its neighbour on the direct path.

The comprehensive character of the formulation can be appreciated by the following observations:

(i) It is believed that a formulation of comparable generality has not been recorded in the open literature. For example, it permits modelling of deploying appendages using quasi-modal as well as discrete-coordinate representations. The system reference can be its center of mass or an arbitrary point. The matrix of geometry provides considerable flexibility in the choice of the system coordinates thus synthesizing the Newton-Euler and Lagrange procedures to any desired degree.

(ii) The formulation allows a varying degree of sophistication in modelling. For example, an element in the system can be modeled as a point mass, a rigid body or a flexible member. Flexibility can be discretized using lumped parameters, admissible functions or the finite element method. The system nonlinearities are preserved in the formulation, thus permitting a degree of simplification as warranted.

(iii) The formulation accounts for ignorable coordinates and specified motions.

(iv) An expression for the gravitational potential energy is derived, which is new to the multibody system. It accounts for the nonlinear contributions to the order $1/r_0^5$, due to the inverse square gravitational field, thus making the formulation applicable to very large spacecraft, such as the proposed Space Station. Here $r_0$ is the distance of the system from the inertial frame.

(v) Structural flexibility may require special treatment for adequate modelling. This is achieved by permitting a second-degree nonlinear displacement field. Alternatively, a linear displacement field can be used together with a fourth degree nonlinear strain energy. Thus the stiffness matrix contains terms up to the third-degree of
nonlinearity.

(vi) It is now possible to give the governing equations of motion a variety of different desirable forms, a concept quite new to the multibody dynamics. Also, characteristic dynamical functions are obtained quite readily. As pointed out before, the holonomic constraints are satisfied during the process of formulation.

(vii) Management of contributions from various sources, during development of the formulation, using concise matrix format provides better physical appreciation of the constituent terms.

Equally important would be to demonstrate application of this versatile formulation to the solution of problems of practical importance. To that end four configurations of contemporary interest are considered for dynamical and stability studies:

(i) The rigid Space Shuttle, in an arbitrary orientation, negotiating a circular trajectory.

(ii) The orbiter based deployment of a beam-type appendage. This has some similarity to the experiment carried out by astronauts Jerry Ross and Sherwood Spring in November 1985. Obviously this is one of the fundamental steps in construction of the proposed Space Station.

(iii) The Space Shuttle based deployment of a plate-type appendage similar to the Solar Array Flight Experiment (SAFE) conducted in September 1984.

(iv) The Space Shuttle based deployment of twin beam-type appendages (each 150 m in length) similar to the Waves In Space Plasma (WISP) experiment jointly under investigation by Canada and the USA.

The configurations suggest progressive introduction of complexity to help appreciate parametric interactions involved. The study establishes a formulation with a potential in tackling a large class of dynamical problems.
2. KINEMATICS OF A MULTIBODY SYSTEM

2.1 Modelling of a Multibody System

Modelling of a dynamical system is, of course, not unique. A mathematical model for a system may depend on the physical problem, purpose of the analysis, available computational facilities, and similar other factors. In the present development, several alternatives are allowed in the model construction which are subject to engineering judgement.

Consider a system consisting of a number of arbitrarily connected members, each of which modelled either as a point mass, a rigid body, a flexible body, or a flexible deployable member (Figure 2-1). Let the system be divided into domains, each containing one or more members, whose motion may be holonomically constrained. In general, the system domains form a topology of branched and closed loop configuration. Through appropriate introduction of cuts at joints (Figure 2-2) it is possible to arrive at a branched system with a unique path, referred to as the direct path, to any point in the system starting from the origin of the inertial frame. To account for the system continuity at the cuts, a set of constraint relations must be satisfied. Some domains in the system may be further divided into holonomically constrained subdomains. In that case, motion of the latter is described relative to coordinates which are denoted as global (Figure 2-3). In particular, a flexible structure may be divided into members or finite elements where continuity should be satisfied at their boundaries.

Let one of the domains be taken as the main or home domain (Figure 2-1) with an arbitrary point on it denoted as the main point. In general, the main point can be approached from the origin of the inertial reference frame through an intermediate reference point. Thus, the main point may be looked upon as a connection between the main domain and the reference system. Domains at the far end of each branch in the system are referred
Figure 2-1 Multibody domains and subdomains. Note the typical direct path to a point mass in the system depending on its location.
Figure 2-2 A cut is introduced to the closed loop to define unique paths to points in a system.
Figure 2-3 Multibody coordinates.
to as terminal domains with the corresponding joints denoted as terminal joints. Starting from the main point a path can be defined to any of the terminal joints. One can achieve this through a minimum number of intermediate connections. On each of the subdomains a reference point with a corresponding coordinate system is defined which is connected to the origin of its global coordinate system (Figure 2-3). The totality of the connecting lines, initiated from the main point, form a topological tree configuration. Each line representing a unique path from the origin of the inertial frame to any of the system domains and subdomains is called the direct path. Let $X, Y, Z (L_N)$ and $x_0, y_0, z_0 (L_0)$ be the inertial and reference coordinate systems, respectively. Fixed to the main domain $D_1$ (body $B_1$), at the main point, is the coordinate system $x_1, y_1, z_1 (L_1)$. Similarly, fixed to each domain and subdomain $D_i$ (body $B_i$) at joints on the direct path are local coordinate systems $x_i, y_i, z_i (L_i)$.

The rigid body motion of a domain $D_i$ is defined by the degrees of freedom of its joint. This is represented by the motion of the coordinate system $L_i$ relative to the adjacent domain on its direct path. An exception is the motion of the main domain $D_1$ which is defined by the motion of the reference coordinate $L_0$ relative to the inertial frame $L_N$, hence the reference point works as the joint for the main domain. The motion of a point in the domain, due to deployment and flexibility, is described relative to the domain coordinate $L_i$. The motion of a group of subdomains forming a domain is described relative to its global frame. Note that the motion of the system domains in a branched configuration is free of any constraint relations, while the motion of a group of subdomains is not.

2.2 Kinematics : Single Body with Local Coordinates

Here kinematical relations are developed which describe, relative to local coordinates, the position and velocity vectors for a generic point on a flexible, deployable member. As an illustration, consider a single flexible body $B_i$, deploying as shown in Figure 2-4. Fixed to it, at an arbitrary reference point $O_i$, is the local coordinate system $x_i, y_i, z_i$. Let
Figure 2-4 Position vector, in local coordinates, to a point mass on a flexible body with deployment.
the position of a generic point on the body, in its initial undeflected state, be described by vector $\vec{p}^i$ with projections $\rho_1^i, \rho_2^i, \rho_3^i$ along the body coordinates $x_i, y_i, z_i$, respectively. Now let the generic point on the body undergo an elastic displacement $\vec{w}^i$, which is a function of time varying parameters $\delta_i$ and the position vector of the point $\vec{p}^i$. The spatial functions, regarded as preassigned, have continuous derivatives and satisfy at least geometric boundary conditions. The time varying parameters $\delta_i$ are unknown and represent the generalized coordinates. This representation of the deflection is a special case of a more general form where the deflection vector $\vec{w}^i$ may be expressed as a power series in the time varying parameters $\delta_i$, i.e., the first term is linear in $\delta_i$, the second is quadratic in $\delta_i$, and so on. This assumed form of the elastic deflection $\vec{w}^i$ is in agreement with the engineering practice and has its roots in the theory of elasticity. As discussed later, under certain restrictions, quadratic and higher degree contributions can be expressed as functions of the leading term.

The functional dependence of the deflection vector may thus be written as $\vec{w}^i = \vec{w}^i(\beta^i, \delta_i)$, where $\beta^i$ is a function of the spatial vector $\vec{p}^i$ and the body dimensions. Note, with deployment the body dimensions are changing with time. Let the body coordinates (i.e., $x_i, y_i, z_i$) be so selected that one of the axes is aligned with the direction of deployment. Let the component of $\vec{p}^i$ along the direction of deployment be $\rho_1^i$. The deployment velocity is represented as $\dot{\ell}_i$. Denoting the $r$-th element in the array of generalized coordinates $\delta_i$ as $\delta_r^i$, the position and velocity vectors of the generic point, in the local frame, can be written as:

$$\vec{\xi}^i = \vec{p}^i + \vec{w}^i;$$

$$\ddot{\vec{\xi}}^i = \ell_i \left[ \frac{\partial \vec{\xi}^i}{\partial \rho_1^i} + \frac{\partial \vec{\xi}^i}{\partial t} \right],$$

$$= \ell_i \left[ \frac{\partial \vec{\xi}^i}{\partial \rho_1^i} + \frac{\partial \vec{\xi}^i}{\partial \ell_i} \right] + \left[ \frac{\partial \vec{\xi}^i}{\partial \delta_r^i} \right] \dot{\delta}_r^i,$$
\[ \dot{\theta}_i = \dot{\xi}_i \eta^i + F^{iT} \dot{\delta}_i ; \]  

(2.2)

where:

\[ F^{iT} = \left[ \frac{\partial \xi^i}{\partial \delta_r^i} \right] = \left[ \frac{\partial \dot{w}^i}{\partial \delta_r^i} \right], \quad r = 1, 2, \ldots, n_{\delta_i} ; \]  

(2.3)

\[ \eta^i = \frac{\partial \xi^i}{\partial \rho^i} + \frac{\partial \dot{\xi}^i}{\partial \ell_i} , \]

\[ \dot{\eta}^i = \frac{\partial \dot{\xi}^i}{\partial \rho^i} + \frac{\partial \ddot{\xi}^i}{\partial \rho^i} + \frac{\partial \dot{\omega}^i \partial \beta^i}{\partial \ell_i} , \]

\[ \ddot{\eta}^i = \frac{\partial \ddot{\xi}^i}{\partial \rho^i} + \frac{\partial \beta^i}{\partial \beta^i} \frac{\partial \dot{\omega}^i}{\partial \ell_i} , \]

\[ = \ddot{d}_i + (1 + \beta^i) \dot{w}^i ; \]  

(2.4)

\[ \ddot{\beta}^i = \frac{\partial \rho^i}{\partial \beta^i} \frac{\partial \beta^i}{\partial \ell_i} . \]  

(2.5)

Here \( \dot{w}^i = \partial \dot{w}^i / \partial \rho^i \) and \( \ddot{d}_i \) denotes the vector of direction cosines of the deployment direction in the body coordinates. Note that, because of deployment, the total time derivative of the position vector \( \dot{\xi}^i \) contains a convective term.

The special cases follow quite readily with \( B_i \) modelled as a:

- point mass: \( \dot{\xi}^i = 0 ; \dot{\xi}^i = 0 ; \)
- rigid body: \( \dot{\xi}^i = \ddot{\rho}^i ; \dot{\xi}^i = 0 ; \)
- rigid deploying body: \( \dot{\xi}^i = \ddot{\rho}^i ; \dot{\xi}^i = \dot{\xi}_i \ddot{d}_i ; \)
- flexible body: \( \dot{\xi}^i = \ddot{\rho}^i + \ddot{w}^i ; \dot{\xi}^i = F^{iT} \dot{\delta}_i ; \)
- flexible deploying body: \( \dot{\xi}^i = \ddot{\rho}^i + \ddot{w}^i ; \dot{\xi}^i = \dot{\xi}_i \eta^i + F^{iT} \dot{\delta}_i . \)

In absence of rotational and translational motions, a linear displacement field is usually used in conjunction with admissible functions or a finite element analysis. However, an adequate modelling of the problem may require the quadratic term in the displacement field. For example retaining quadratic terms in the transverse displacement field accounts for the axial foreshortening due to the transverse vibration as discussed by Vigneron [45,46].
Concerning the problem of deployment analysis, there are two distinct approaches suggested in the literature: (a) discrete-coordinate formulation; (b) quasi-modal formulation. Note, the model presented here accounts for both the procedures. The first approach has been used in the early rigid-multibody-models for applications in space dynamics. Here an appendage is modelled as a collection of point masses or rigid bodies. The approach can be useful when large appendage deformations are expected. In the quasi-modal approach the appendage flexibility is discretized using vibration modes with time varying length, often referred to as quasi-modes (with associated quasi-frequencies) to distinguish them from the natural ones. Obviously, this is an approximation as for a system with time dependent configuration, as in the case of deployment, natural frequencies and modes are not defined. Instead one visualizes a succession of natural modes and frequencies for instantaneous lengths during deployment. The resulting equations of motion contain time-dependent coefficients representing instantaneous member length, mass, extension rate, and stiffness. At each instant, the equations give correct modal representation, thus promising the solution to converge to the true value when the step size of integration is sufficiently small compared to the extension rate. A review of the rather limited literature on the deployment dynamics suggests that the approach has been used by Cherchas [47], Lips and Modi [48], Hughes [49], Ibrahim and Misra [50], and others.

2.3 Matrix of Geometry

Equations of motion are usually derived for a specific system with known configuration. In the present task of a general formulation applicable to a large class of multibody systems the configuration is unknown. This added difficulty dictates development of equations using parameters which can describe the system geometry. In the present development, this is achieved by introducing a matrix of geometry, \( S \). An element of the matrix is denoted as \( S^i_j \), where the superscript refers to domain or coordinate number \( i \) while the subscript denotes coordinate \( j \). Recognizing that attached to each domain is a
coordinate system with its origin uniquely defined on the direct path, it is apparent that for each pair of domains there is a uniquely defined element in the matrix $S$. Also note that the geometry of a branched system is completely defined once the presence or a lack of direct path between domains $i$ and $j$ is established. Thus the geometry matrix element $S_{ji}$ responds as true or false depending on whether $j$ is on the direct path to $i$ or not. Here, number 1 is assigned for 'true' and 0 for false:

$$S_{ji} = \begin{cases} 1, & \text{if } j \text{ is on the direct path to } i; \\ 0, & \text{otherwise}. \end{cases}$$ (2.6)

$S$ is a square matrix of length equal to the number of coordinates in the system. Each of the diagonal elements has value 1, since each domain lies on its own direct path. Since all direct paths originate from point $O_1$ on the main body $B_1$, when $j$ equals 0 or 1, $S_{ji}$ takes the value 1 for all $i$. The general rule to remember when using the matrix $S$ is that quantities multiplied by $S_{ji}$ are to be regarded or disregarded depending on whether $S_{ji}$ has the value 1 or 0, respectively. It may be pointed out that when $S_{ji}$ appears inside a summation operation over $i$ or $j$, again the algebraic value defined by Eq.(2.6) is used. On the other hand, when $S_{ji}$ is not operated on by a summation symbol, it sets a condition on the validity of the expression. The expression is valid only if $S_{ji}$ equals 1.

An illustration of the geometric matrix describing a multibody configuration is presented in Figure 2-5.

### 2.4 Kinematics of a Multibody System

From the mapping point of view, which is adopted here, physical quantities of interest, such as position and velocity vectors, are expressed in one frame or the other through a transformation matrix. These transformations for a multibody system can become rather involved. Here the process is systematized and operations carried out step by step to avoid confusion and possible errors.
Figure 2-5  The matrix of system geometry.
2.4.1 Position vectors

As before, \( \xi^i \) is a position vector for a generic point on \( \mathcal{B}_i \) in the local coordinate system \( x_i, y_i, z_i \), which is denoted as frame \( L_i \) in Figure 2-6. With respect to the body frame \( L_j \), with coordinates \( x_j, y_j, z_j \), the position of a point on \( \mathcal{B}_i \) is denoted as \( j\alpha^i \).

Consider a transformation matrix \( T^j_i (L_i \rightarrow L_j) \), which maps the position vector \( \xi^i \) in the local coordinate system \( L_i \) into vector \( j\alpha^i \) in the local system \( L_j \). The mapping is an orientation and metric (magnitude) preserving transformation, therefore it can be uniquely decomposed into a translation and a rotation, \( j\alpha_i : L_j \rightarrow L_i \) and \( C^j_i : L_i \rightarrow L_j \), respectively, hence

\[
S^i_j j\alpha^i = S^i_j T^j_i \xi^i = S^i_j \{ j\alpha_i + C^j_i \xi^i \} . \tag{2.7a}
\]

The transformation matrix \( T^j_i \) can be decomposed as: \( T^j_i = T^j_{i+1} T^j_{i+2} \ldots T^j_{i-1} T^j_{i-2} \). The plus or minus sign corresponds to changes along the direct path and not to an algebraic operation. Operating on \( \xi^i \) using the transformation matrix in the decomposed form leads to:

\[
S^i_j j\alpha^i = S^i_j T^j_{i-1} T^{i-1}_{i-1} \xi^i ,
= S^i_j T^j_{i-1} (\alpha_i + C^{i-1}_i \xi^i) ,
= S^i_j T^j_{i-2} T^{i-2}_{i-1} (\alpha_i + C^{i-1}_i \xi^i) ,
= S^i_j T^j_{i-2} (\alpha_i + C^{i-2}_i \alpha_i + C^{i-2}_i C^{i-1}_i \xi^i) ,
= S^i_j T^j_{i-3} (\alpha_i + C^{i-3}_i \alpha_i + C^{i-3}_i \alpha_i + C^{i-3}_i \xi^i) ,
= S^i_j (\alpha_{i+1} + C^j_{i+1} \alpha_{i+2} + \ldots + C^j_{i-3} \alpha_i + C^j_{i-2} \alpha_i + C^j_{i-1} \alpha_i) + S^i_j C^j_i \xi^i .
\]

Here, \( \alpha_i \) is the position vector to origin \( O_i \) of the body frame \( L_i \) in frame \( L_{i-1} \). Note, the above decomposition is performed along the direct path. The expression can be rewritten in the form of a summation over all the system coordinates and, using the geometry matrix \( S \), over the appropriate coordinates on the direct path as follows:

\[
S^i_j j\alpha^i = S^i_j \sum_{l=0}^{n} S^i_j S^{l-1}_j \alpha_l + S^i_j C^j_l \xi^i , \tag{2.7b}
\]
Figure 2-6  Position vectors in a multibody system.
Comparing Eq.(2.7a) and Eq.(2.7b),

\[ S_j^i \sum_{l=0}^{n} S_l^{i+1} S_j^{l-1} C_{l-1}^i \bar{a}_l ; \quad \bar{a}_{i+1} = \xi^i. \]  

(2.7c)

The first term on the r.h.s. of Eqs.(2.7b) and (2.7d), contains geometry matrix elements \( S_j^i \) and \( S_j^{l-1} \). The former sets the condition to include only those coordinates which are on the direct path to \( i \). The latter, \( S_j^{l-1} \), requires exclusion of the coordinates on the direct path to \( j \).

By projecting \( i \bar{a}^i \) on \( L_k \) and using Eq.(2.7) we introduce the vectors \( j_k \bar{a}^i \) and \( j_\bar{a}^i \) which are defined by:

\[ S_j^i j_k \bar{a}_i = S_j^i C_j^k j_k \bar{a}^i = S_j^i j_k \bar{a}^i + C_i^k \xi^i, \]

(2.8a)

\[ = S_j^i \sum_{l=0}^{n} S_l^i S_j^{l-1} C_{l-1}^k \bar{a}_i + C_i^k \xi^i, \]

(2.8b)

\[ = S_j^i \sum_{l=0}^{n} S_l^{i+1} S_j^{l-1} C_{l-1}^k \bar{a}_i, \quad \bar{a}_{i+1} = \xi^i; \]

(2.8c)

\[ S_j^i j_\bar{a}_i = S_j^i \sum_{l=0}^{n} S_l^i S_j^{l-1} C_{l-1}^i \bar{a}_i; \]

(2.8d)

where

\[ S_j^i j_\bar{a}_i = S_j^i C_j^i j_\bar{a}_i. \]

(2.8e)

As a special case of Eq.(2.8), the projections of \( i \bar{a}^i \) and \( j \bar{a}_i \) on the inertial frame \( L_N \) are denoted by \( i \bar{r}^i \) and \( j \bar{r}_i \), respectively, and can be written as follows:

\[ S_j^i i \bar{r}^i = S_j^i C_j^i j \bar{a}^i = S_j^i i \bar{r}^i + C_i^i \xi^i, \]

(2.9a)

\[ = S_j^i \sum_{l=0}^{n} S_l^i S_j^{l-1} C_{l-1} \bar{a}_i + C_i \xi^i, \]

(2.9b)

\[ = S_j^i \sum_{l=0}^{n} S_l^{i+1} S_j^{l-1} C_{l-1} \bar{a}_i, \quad \bar{a}_{i+1} = \xi^i; \]

(2.9c)
\[ S^i_j \bar{r}_i = S^i_j \sum_{l=0}^{n} S^i_l S^{l-1}_j \bar{a}_l ; \quad (2.9d) \]

where

\[ S^i_j \bar{r}_i = S^i_j C_j \bar{a}_i . \quad (2.9e) \]

Note that:

\[ i \bar{a}^i = j \bar{a}^i ; \]
\[ j \bar{a}^i = j \bar{a}^i ; \]
\[ i \bar{r}^i = j \bar{a}^i ; \]
\[ j \bar{r}^i = N \bar{a}^i ; \]
\[ \bar{a}^i = i \bar{a}^i ; \]
\[ \bar{r}^i = N \bar{a}^i ; \]
\[ \bar{r}^i = N \bar{a}^i . \]

The convention used here is explained below:

- The general form for expressing a position vector is \( ^i_k \bar{a}^i \) or \( ^j_i \bar{a}^i \), where the former defines the position of a generic point on \( B_i \) relative to \( L_j \) and as projected on \( L_k \). The latter represents the position of the joint at \( O_i \), the origin of frame \( L_i \), relative to \( L_j \) and as projected on \( L_k \).
- When \( k = j \) the general forms described above are denoted by \( ^i_j \bar{a}^i \) and \( j \bar{a}^i \), respectively, for simplicity.
- When \( k = N \), where \( N \) corresponds to the inertial frame, the general forms are denoted by \( ^i_N \bar{r}^i \) and \( j \bar{r}^i \), respectively.
- When \( k = j = i \); the vector \( ^i_k \bar{a}^i \) is denoted as \( \bar{a}^i \), and when \( k = j = N \) it is designated as \( \bar{r}^i \).
- When \( k = j = i - 1 \) the position vector \( ^i_j \bar{a}^i \) is simply written as \( \bar{a}_i \), and when \( k = j = N \) it is denoted as \( \bar{r}_i \).

Furthermore, it should be noted that Eq.\((2.9d)\) takes special forms in the following
four cases:

(i) $j \geq 1$ (frame $L_j$ is a local body frame),

$$S_i^j S_j^i \vec{r}_i = \sum_{l=1}^{n} S_i^j S_j^{l-1} C_{l-1} \vec{a}_l . \quad (2.10a)$$

(ii) $j = 1$ (frame $L_j$ is the main body frame),

$$1\vec{r}_i = \sum_{l=2}^{n} S_i^j C_{l-1} \vec{a}_l . \quad (2.10b)$$

(iii) $j = 0$ (frame $L_j$ is the system reference frame, Figure 2-6),

$$0\vec{r}_i = \sum_{l=1}^{n} S_i^j C_{l-1} \vec{a}_l . \quad (2.10c)$$

(iv) $j = -1$ (frame $L_j$ is the inertial frame):

$$\vec{r}^i = T_i \vec{\xi}^i = \vec{r}_i + C_i \vec{\xi}^i , \quad (2.11a)$$

$$= \sum_{l=0}^{n} S_i^i C_{l-1} \vec{a}_l + C_i \vec{\xi}^i , \quad (2.11b)$$

$$= \sum_{l=0}^{n} S_i^{i+1} C_{l-1} \vec{a}_l , \quad \vec{a}_{l+1} = \vec{\xi}^i ; \quad (2.11c)$$

$$\vec{r}_i = \sum_{l=0}^{n} S_i^l C_{l-1} \vec{a}_l . \quad (2.11d)$$

From Figure 2-6, it is apparent that

$$\vec{r}_i = S_i^l (\vec{r}_l + l\vec{r}_i) ; \quad (2.12a)$$

$$\vec{r}^i = S_i^l (\vec{r}_l + l\vec{r}^i) . \quad (2.12b)$$

For frame $L_i$, the only coordinates which affects its motion are those on its direct path. This condition is enforced through the use of $S_i^l$ on the r.h.s. of the above two equations.
2.4.2 Velocity vectors

The time rate of change of the rotation matrix \( C_j \) is obtained as

\[
\frac{dC_j}{dt} = \sum_{i=0}^{n} S_i^j \ C_{i-1} \ \dot{C}_i^{i-1} \ C_j^i .
\]

In general, if matrix \( C \) represents rotation of frame \( L_A \) relative to frame \( L_B \), \( \dot{C} = C\tilde{\omega}, \) or \( \tilde{\omega} = C^T\dot{C}, \) where \( \tilde{\omega} \) is a skew symmetric matrix formed from the angular velocity vector of \( L_A \) relative to \( L_B \) as projected on the former frame. Introducing this relation into the above equation

\[
\frac{dC_j}{dt} = \sum_{i=0}^{n} S_i^j \ C_{i-1} \ \dot{C}_i^{i-1} \ C_j^i ,
\]

\[
= \sum_{i=0}^{n} S_i^j \ C_i \ \dot{\omega}_i^{i-1} \ C_j^i .
\]

(2.13)

The inertial velocity of a generic point on \( B_i \) is obtained by differentiating Eq.(2.11c),

\[
\ddot{r}^i = \sum_{j=0}^{n} S_j^{i+1} \ C_{j-1} \ \dot{\alpha}_j + \sum_{j=0}^{n} S_j^{i+1} \ \dot{C}_{j-1} \ \bar{\alpha}_j , \quad \bar{\alpha}_{j+1} = \bar{\xi}^i .
\]

(2.14)

The second term on the r.h.s. of the above equation can be developed further by using Eqs.(2.13) and (2.9c) as follows:

\[
\sum_{j=0}^{n} S_j^{i+1} \ \dot{C}_{j-1} \ \bar{\alpha}_j = \sum_{j=0}^{n} S_j^{i+1} \ \sum_{l=0}^{n} S_l^{j-1} \ \dot{C}_l \ \dot{\omega}_l^{l-1} \ C_{j-1} \ \bar{\alpha}_j , \quad \bar{\alpha}_{j+1} = \bar{\xi}^i ,
\]

\[
= \sum_{l=0}^{n} \ C_l \ \dot{\omega}_l^{l-1} \ C_l^T \ [ \ \sum_{j=0}^{n} S_j^{i+1} \ S_j^{j-1} \ C_{j-1} \ \bar{\alpha}_j ] , \quad \bar{\alpha}_{j+1} = \bar{\xi}^i ,
\]

\[
= \sum_{l=0}^{n} S_l^i \ C_l \ \dot{\omega}_l^{l-1} \ C_l^T \ l \bar{r}^i ,
\]

\[
= \sum_{l=0}^{n} S_l^i \ ( \ C_l \ \dot{\omega}_l^{l-1} ) \times \ l \bar{r}^i .
\]

(2.15)

Substituting from above into Eq.(2.14) results in

\[
\ddot{r}^i = \ddot{r}^i + \sum_{l=0}^{n} S_l^i \ ( \ C_l \ \dot{\omega}_l^{l-1} ) \times \ l \bar{r}^i ,
\]

(2.16a)
where:

\[
\ddot{r}^i = \sum_{j=0}^{n} S_j^{i+1} C_{j-1} \ddot{a}_j, \quad \ddot{a}_{j+1} = \ddot{\xi}^i, 
\]

\[
= \sum_{j=0}^{n} S_j^i C_{j-1} \ddot{a}_j + C_i \ddot{\xi}^i, 
\]

\[
= \ddot{r}_i + C_i \ddot{\xi}^i; 
\]

and

\[
\ddot{r}_i = \sum_{j=0}^{n} S_j^i C_{j-1} \ddot{a}_j. 
\]

In Eq. (2.16a), \(\ddot{r}^i\) represents the inertial velocity of a generic point on \(B_i\). The first term on the r.h.s. in Eq. (2.16a) represents the contribution of the translational velocity while the second term is due to coordinate rotations on the direct path to body \(i\). In Eq. (2.16d) the translational velocity, \(\ddot{r}^i\), has two components: the first, \(\ddot{r}_i\), is the result of the translational velocities of body frames on the direct path to \(i\), while the second term is due to the motion of the point on \(B_i\) relative to the body frame \(L_i\).

### 2.5 Kinematics of Flexible Multibody System

Two methods are considered here for discretization of structures. In the first, the flexible body is discretized as a number of interconnected elements (subdomains) and the deformation within each element is described in terms of generalized coordinates with respect to a common global coordinate system. The continuity of the displacement field between the elements can be assured by imposing constraint relations. Here, this approach may be used when the flexible elements are not connected through hinges and are assumed to have small elastic rotations. Actually, with motions described relative to a global coordinate, large elastic rotation may be accounted for only on the basis of the full nonlinear strain-displacement relation, which is discussed in a later section.

If the elastic rotations are large or the bodies are connected through hinges with
rigid degrees of freedom, another approach is used. Here each body is represented as a separate domain, where its rigid motion is defined relative to the adjacent body along the direct path. The rigid mode is described by the motion of the body coordinates, which are located at a hinge point. This motion will have contributions from the hinge degree of freedom as well as the elastic motion of the adjacent body, at the point of connection. Also, there can be relative translational and rotational motions of the body at other joints, which are caused by the interacting forces and torques from other adjacent bodies. Here the motions are relative and, hence, free of constraint relations. However, the displacement field of a typical flexible interconnected body, with at least two or more hinge points, should satisfy time-varying boundary conditions at the joints. For example, a special case of this procedure is applied in the finite element method to account for large elastic rotations of a beam (in the absence of rigid body motion). Here the beam is subdivided into a sufficient number of elements, hence the elastic rotation of the element can be restricted within each element relative to its own reference frame to any desired extent. In this case, member elastic properties may be obtained on the basis of small rotations and strains.

Consider body $B_k$ of the multibody system shown in Figure 2-7. Fixed to it at point $O_k$ is the local coordinate $L_k$. The body adjacent to $B_k$ on its direct path is denoted as $B_j$ with local frame $L_j$ fixed at $O_j$. Body $B_k$ is connected to body $B_j$ at point $O_k$ through a joint $h_{k}$, which may have rigid degrees of freedom in translation and rotation. The terms defining location and orientation of $L_k$ relative to $L_j$ will have contributions from the deformation and/or deployment of $B_j$, as well as from the joint degrees of freedom. Thus, the translational motion of $L_k$ relative to $L_j$ will have contributions from hinge $h_k$'s translational degree of freedom and from $B_j$'s deformation and/or deployment. Similarly, the orientation of $L_k$ relative to $L_j$ will have contributions from hinge $h_k$'s rotational degree of freedom as well as the slope (elastic rotation) at $h_k$ due to the deformation of $B_j$. Assuming that a general expression for the displacement field of a flexible body $B_j$ with time-varying boundary conditions at the joints $O_k$ is available, expressions for
Figure 2-7  Intermediate coordinates for hinge translational motion.
the translational and rotational motions of a frame \( L_k \) fixed to the body are developed first. This is followed by a discussion on simplification in the displacement field leading to particular cases.

The position of point \( O_k \) on body \( B_j \) in its initial undeflected state is described by vector \( \bar{p}_k \equiv \{ \bar{p}^j \} O_k \) and its elastic displacement is defined by vector \( \bar{w}_k \equiv \{ \bar{w}^j \} O_k \). For each frame \( L_j \), we define a conjugate frame \( L_j^* \) (Figure 2-7), fixed to body \( B_j \) with its origin denoted as \( O_j^* \). Its matrix of direction cosines with reference to frame \( L_j \) is denoted as \( R_j \). The translational motion of frame \( L_k \) due to hinge \( h_k \)'s degrees of freedom, is measured relative to the conjugate frame \( L_j^* \), and is denoted as \( \bar{u}_k \). Note that frame \( L_j^* \) will translate relative to frame \( L_j \) according to the deployment of \( B_j \). In light of Eqs. 2.1 to 2.5, the position and velocity vectors of point \( O_k \), in the local frame \( L_j \), can be written as:

\[
\begin{align*}
\bar{a}_k &= \{ \bar{\xi} \} O_k = \{ \bar{p}^j + \bar{w}^j \} O_k , \\
&= \{ \bar{p}^j \} O_j^* + R_j \bar{u}_k + \{ \bar{w}^j \} O_k , \\
&= \bar{p}_j^* + R_j \bar{u}_k + \bar{w}_k , \\
\hat{\bar{a}}_k &= \dot{\bar{a}}_j + \{ \bar{\xi} \} O_k + \{ \bar{w}^j \} O_k , \\
&= \bar{a}_j + \{ \bar{\xi} \} O_k + \{ \bar{w}^j \} O_k , \\
&= \bar{a}_j + \{ \bar{\xi} \} O_k + \{ \bar{w}^j \} O_k , \\
&= \bar{a}_j + (1 + \beta_k) \bar{w}_k ;
\end{align*}
\]

The first and second terms on the r.h.s. represent translation of body \( B_k \) due to deployment and vibration of body \( B_j \), respectively. The last term describes the translational motion of body \( B_k \) relative to body \( B_j \), where:

\[
F_k^T = \left[ \frac{\partial \bar{w}_j}{\partial \delta_j} \right]_{O_k} = \left[ F_j^T \right]_{O_k} ;
\]

\[
\bar{\eta}_k^* = \left\{ \frac{\partial \bar{p}_j}{\partial \rho^j} \right\} O_j^* + \left\{ \frac{\partial \bar{w}_j}{\partial \rho^j} + \frac{\partial \bar{w}_j}{\partial \beta_j} \frac{\partial \beta_j}{\partial \rho^j} \right\} O_k ,
\]

\[
= \left\{ \frac{\partial \bar{p}_j}{\partial \rho^j} \right\} O_j^* + \left\{ (1 + \beta_j) \frac{\partial \bar{w}_j}{\partial \rho^j} \right\} O_k ,
\]

\[
= \bar{a}_j + (1 + \beta_k) \bar{w}_k ;
\]
Here, \( \mathbf{w}_k = \left\{ \frac{\partial \mathbf{w}^j}{\partial \rho^i_k} \right\}_{\rho^i_k} \), and \( \mathbf{d}_j \) denotes the vector of direction cosines of the deployment, in the body coordinates. Thus, for clarity, relevant parameters are:

\[
\begin{align*}
\mathbf{p}_j &= \text{position of } O_j^* \text{ in frame } L_j \text{ with body } B_j \text{ undeformed}; \\
\mathbf{p}_j &= \mathbf{p}_j^* + R_j \mathbf{u}_k, \text{ location of } O_k \text{ in frame } L_j \text{ with body } B_j \text{ undeformed}; \\
\mathbf{R}_j &= \text{matrix defining rotation from } L_j^* \text{ to } L_j; \\
\mathbf{w}_k &= \text{location of } O_k \text{ with respect to frame } L_j^*, \text{ with body } B_j \text{ undeformed}; \\
\mathbf{w}_k &= \left\{ \mathbf{w}^j \right\}_{\mathbf{p}_k}, \text{ value of } \mathbf{w}^j \text{ evaluated at } \mathbf{p}_k; \\
F_k &= \left\{ F^j \right\}_{\mathbf{p}_k}, \text{ value of } F^j \text{ evaluated at } \mathbf{p}_k; \\
\mathbf{v}_k &= \left\{ \mathbf{v}^j \right\}_{\mathbf{p}_k}, \text{ value of } \mathbf{v}^j \text{ evaluated at } \mathbf{p}_k.
\end{align*}
\]

Now the rotational motion of frame \( L_k \) relative to frame \( L_j \) is to be developed. With point \( O_k \) as origin, consider another coordinate system \( x_k', y_k', z_k' \) (Figure 2-7) fixed to \( B_j \). Now \( C_k^j \) is due to the elastic rotation of \( B_j \) at point \( O_k \), and \( C_k^{i'} \) is because of the rotational degrees of freedom at the hinge. Hence the matrix of direction cosines between the coordinates \( x_k, y_k, z_k \) and \( x_j, y_j, z_j \) can be written as

\[
C_k^j = C_k^{i'} C_k^j.
\]

Also

\[
\begin{align*}
\dot{C}_k^j &= \dot{C}_k^{i'} C_k^j + C_k^{i'} \dot{C}_k^j; \\
C_k^j \ddot{w}_k &= C_k^{i'} \ddot{w}_k + \dot{C}_k^{i'} C_k^j + C_k^{i'} \dot{w}_k'; \\
\text{with } \ddot{w}_k &= C_k^{i'} \ddot{w}_k + \ddot{w}_k', \text{ i.e.,} \\
\dot{\mathbf{w}}_k &= C_k^{i'} \dot{\mathbf{w}}_k + \dot{\mathbf{w}}_k'.
\end{align*}
\]

Here \( \mathbf{w}_k' \) is the angular velocity of \( L_k \) relative to \( L_j \) and as projected on the former. Note that \( \mathbf{w}_k' \) is the angular velocity of \( L_k \) relative to \( L_k' \) due to hinge degrees of freedom, and \( \dot{\mathbf{w}}_k' \) is the angular velocity of \( L_k' \) relative to \( L_j \) because of the body \( B_j \)'s elasticity. Recognizing that

\[
\dot{C}_k^{i'} = C_k^{i'} \ddot{w}_k' ,
\]
Thus it follows that $i$-th element of $\bar{\omega}^i_{k'}$ can be written as

$$\bar{\omega}^i_{k'} = \sum_{m=1}^{3} \eta_{i gh} \ C^i_{k'}(m, h) \ \dot{C}^i_{k'}(m, g),$$

where $\eta_{i gh}$ is equal to unity when the subscripts appear in a cyclic order; otherwise it is zero. Now consider the expression for $\dot{C}^i_{k'}$ for a particular case of relevance. When elastic elongation and shear contributions are small compared to the elastic rotation in $B_j$, $C^i_{k'}$ can be written as \[51\]

$$C^i_{k'} = \left[ \frac{\partial \bar{\omega}^j}{\partial \bar{p}^j} \right]_{\bar{p}_{k'}} = \left[ U + \left[ \frac{\partial \bar{\omega}^j}{\partial \bar{p}^j} \right]_{\bar{p}_{k'}} \right],$$

(2.24)

where $\partial/\partial \bar{p}^j$ is defined as $\partial/\partial \rho^j_n, n = 1, 2, 3$. Also

$$\dot{C}^i_{k'} = \left[ \frac{\partial \bar{\omega}^j}{\partial \bar{p}^j} \right]_{\bar{p}_{k'}} = \left[ \left[ F^j_{\rho_n} \right]_{\bar{p}_{k'}} \right]_{\bar{p}^j} \ \delta^j_i$$

Note, $\partial \bar{\omega}^j/\partial t = F^j T \ \delta^j_i$. Here $F^j_{\rho_n}$ represents the partial differentiation of $F^j$ with respect to $\rho^j_n$ (the $n$-th element of $\bar{p}^j$). Since $F^j T$ is a $3 \times \bar{\pi}^j_0$ matrix, its $m$-th row is denoted as $f^j_{m T}$. Hence,

$$\dot{C}^i_{k'}(m, g) = \left\{ f^j_{m T} \right\} T \ \delta^j_i$$

Thus the $i$-th component of $\bar{\omega}^i_{k'}$ is,

$$\bar{\omega}^i_{k'}(i) = \left\{ \sum_{m=1}^{3} \eta_{i gh} \ C^i_{k'}(m, h) \ \{ f^j_{m T} \}_{\bar{p}_{k'}} \right\} T \ \delta^j_i.$$

The expression for the angular velocity vector due to elastic rotation can be put in the form

$$\bar{\omega}^i_{k'} = G_k \ \delta^j_i,$$

(2.25)

where $G_k$ is a $3 \times \bar{\pi}^j_0$ matrix. The $i$-th row of $G_k$ is equal to $\left\{ \sum_{m=1}^{3} \eta_{i gh} \ C^i_{k'}(m, h) \{ f^j_{m T} \}_{\bar{p}_{k'}} \right\} T$. From Eqs.(2.23) and (2.25)

$$\bar{\omega}^i_{k'} = \bar{\omega}^i_{k'} + C^i_{k'} \ G_k \ \delta^j_i, \quad j = k - 1.$$
The two terms on the r.h.s. of the above equation represent the angular velocity vector of frame $L_k$ relative to frame $L_{k-1}$ due to hinge $(h_k)$ degrees of freedom and body's $(B_{k-1})$ elasticity, respectively.

The problem now is to find a proper expression for the displacement field $\overline{w}^d$ which satisfies the boundary conditions, including those of the moving boundaries, consistent with the simplification of small shear and elongations, and large elastic rotations. Instead of looking for an expression for such a complex three dimensional displacement field, the elastic deflection $\overline{w}^d$ is expanded in a power series with the leading term describing, for example, the deformation of the elastic axis of a beam or the middle surface of a plate. With the shear and elongation assumed negligible, the higher terms in the series may be expressed as functions of the leading term, which is assumed known. Such expansions are known for plates and shells and, though more complicated, are also reported with additional assumptions for beams [51]. Note, these reported displacement fields, expressed as series, do not account for the moving joints.

Hurty [52] developed a method for describing the kinematics of a flexible body, where the displacement field is composed of the rigid body's constrained and normal modes. It is clear that, in general, six independent rigid body displacements exist (motion of $L_j$). Hurty refers to a constraint as 'redundant' when it limits the body motion beyond the rigid body displacements (motion of $L_k$). Added to the rigid body contributions is a set of displacements produced by giving each redundant constraint, in turn, an arbitrary displacement keeping all other constraints fixed. The resulting deformations are called the constrained modes, and there are as many of them as there are redundant constraints. The rigid and constrained modes permit description of any arbitrary displacement of all movable joints. However, it is still necessary to provide for the displacement of other points on the structure relative to the constraints (joints $O_k$). Such relative displacements are provided by the introduction of a set of independent modes in which all constraints are fixed ($O_j$ and $O_k$). An infinity of them exist and are called natural or normal modes.
In connection with the multibody dynamics Ho and Herber [18] have further divided the constrained modes into, what they refer to as, quasi-static translations and quasi-static rotations. To obtain a quasi-static translation mode, each redundant constraint in turn is given an arbitrary displacement but no rotation. Similarly, a quasi-static mode in rotation is realized by introducing pure rotation at each redundant constraint in turn. With this type of discretization, the displacement field $\bar{w}^j$, in the above development, is now represented as a sum of displacements due to the natural and the redundant (the quasi-static translations and the quasi-static rotations) modes. Only the latter contributes to the translation and rotation of an attached body, as described by Eqs. (2.17), (2.18), (2.24) and (2.25).

2.6 Inertial Versus Relative Coordinates

Consider a multibody system which, upon introducing some cuts, has a tree configuration as shown in Figure (2-8a). Alternatively, one may introduce cuts such that each body in the system is completely separate as indicated in Figures 2-8b, c. The two alternatives correspond to two approaches discussed here. In a tree configuration, translational and rotational displacements are described in terms of the relative motion between two adjacent body coordinates. The motion of separated bodies, on the other hand, is with respect to an inertial reference, and hence constrained. If the Lagrange procedure is used to derive governing equations for the system in terms of the inertial coordinates, they will contain constraint forces as described by the Lagrange multipliers. They correspond to reaction forces in the Newtonian procedure due to construction of a free-body diagram for each member. Hence, one may refer to the two approaches (Figures 2-8a, b, c) as the Lagrangian and Newton-Lagrangian, respectively. One may approach a problem here through either of the procedures, or even their combination depending on the character of discretization (Figure 2-8d).

Irrespective of the discretization procedure used, one can find direct paths to all
Figure 2-8 Illustrations of discretized system topology leading to:
(a) Lagrangian formulation;
(b) Newtonian formulation (inertial reference point);
(c) Newtonian formulation (reference point is system c.m.);
(d) Newton-Lagrangian formulation.
constituent bodies, and hence the matrix of geometry can be determined as discussed before. The multibody kinematics may describe inertial or relative motions depending on the method of discretization used, and hence on the matrix of geometry. For example, if each body in the system is considered separately, as in Figure 2-8b, elements of the matrix of geometry $S^i_j$ are all zero except for $j = i$, when they are unity. Using these values, for example, in Eq.(2.13) or (2.16e) the system velocities are inertial. Actually, a matrix of geometry which is unity suggests motion with respect to inertial coordinates. Note that equations like (2.11), (2.13) and (2.16) represent transformations from inertial to relative coordinates and, for unit geometry matrix, lead to a trivial identity. The Lagrangian approach, in conjunction with a system of branched configurations, involve generalized coordinates free of any constraints, which is favoured here. So the approach to discretization of the system, as explained in Section 2.1, mostly aims at representation in the form of a branch configuration. The kinetic energy expression developed in the next chapter can be a mixture of the two approaches. The matrix of geometry together with the system constraints define the configuration of the system. The matrix of geometry, system constraints and kinetic energy thus uniquely define the dynamics of a given problem.
3. KINETIC PARAMETERS

3.1 Kinetics of a Single Body

Previous researchers in the field of multibody dynamics did not find the Lagrangian formulation attractive. As pointed out before, this is because of the wildly unmanageable form of the kinetic energy expression in most problems of practical importance. Hence, the goal here is to express the kinetic energy of an arbitrary multibody system in a quadratic form of the system velocities. The associated mass matrix should have, as far as possible, a clear and concise form suitable for differentiation as required in the Lagrangian procedure. This section identifies basic kinetic quantities, associated with the mass matrix, which characterize the dynamics of a single deployable flexible member. These dynamic quantities later serve as building blocks during the development of kinetic energy expression for a multibody system.

In the Lagrangian mechanics, all the dynamic characteristics of a body are contained in its kinetic energy expression. Consider a flexible deployable body $B_i$. Let a coordinate system, $L_i$, fixed to it at a given point, undergo arbitrary translational and rotational motions relative to frame $L_A$ (Fig. 3-1). The velocity $\mathbf{\dot{r}}^i$, in the coordinate system $L_A$, of a differential mass element $dm_i$ in body $B_i$ is given by

$$\mathbf{\dot{r}}^i = \mathbf{\dot{a}}_i + C_i \mathbf{\dot{\xi}}^i + C_i \mathbf{\bar{\omega}}_i \times \mathbf{\xi}^i,$$

where $\mathbf{\dot{a}}_i$, $C_i$ and $\mathbf{\bar{\omega}}_i$ define the location, orientation, and angular velocity of frame $L_i$ relative to frame $L_A$, respectively. $\mathbf{\xi}^i$ is the position vector of $dm_i$ in frame $L_i$. Note, the above expression can be obtained from Eq.(2.16) by taking $l = i$. The kinetic energy of
Figure 3-1  Motion of mass element in generic body $B_i$ relative to frame $L_A$
body $B_i$ with respect to frame $L_A$ can be written as

$$T_i = \frac{1}{2} \int_{m_i} \dot{\vec{r}}_i^T \ddot{\vec{r}}_i \, dm_i,$$

$$= \frac{1}{2} \left( m_i \ddot{\vec{a}}_i^2 + 2 \dot{\vec{a}}_i^T C_i \int_{m_i} \dot{\vec{r}}_i \, dm_i + \int_{m_i} \dot{\vec{r}}_i^2 \, dm_i + \dot{\vec{a}}_i^T C_i \vec{\omega}_i \int_{m_i} \vec{r}_i \, dm_i 
+ \vec{\omega}_i^T \int_{m_i} \vec{r}_i \times \dot{\vec{r}}_i \, dm_i + \vec{\omega}_i^T \int_{m_i} \left[ \vec{r}_i^2 U - \vec{r}_i \vec{r}_i^T \right] \, dm_i \right), \quad (3.1)$$

where $U$ is a $3 \times 3$ unit matrix.

The following expressions can be readily identified to have designated meaning:

- $\int_{m_i} \vec{r}_i \, dm_i$: first mass moment of $B_i$ in $L_i$;
- $\int_{m_i} \dot{\vec{r}}_i \, dm_i$: momentum of $B_i$ in the local frame $L_i$;
- $\int_{m_i} \vec{r}_i \times \dot{\vec{r}}_i \, dm_i$: moment of momentum of $B_i$ in $L_i$;
- $\frac{1}{2} \int_{m_i} \dot{\vec{r}}_i^2 \, dm_i$: kinetic energy of $B_i$ in $L_i$;
- $\int_{m_i} \left[ \vec{r}_i^2 U - \vec{r}_i \vec{r}_i^T \right] \, dm_i$: moment of inertia of $B_i$ with reference to $L_i$.

By analogy between the potential energy and its complementary form on one hand, and the kinetic energy and its complementary form on the other hand, Tabarrok [53] showed that $\frac{1}{2} m v^2$ is strictly a complementary kinetic energy. Accordingly, $T_i$ as defined in Eq.(3.1) represents a complementary kinetic energy. However, the magnitude of the kinetic energy and its complementary form are equal in classical mechanics by virtue of the linear relation between momentum and velocity. Hence, as it is customary, $T_i$ is referred to here as the kinetic energy.

Using the definition of the position and velocity vectors of a generic point in body $B_i$ with respect to $L_i$ as given by Eqs.(2.1) and (2.2), the above integrals can be rewritten so as to isolate the velocity terms as follows:
\[
\int_{m_i} \tilde{\xi}^i \, dm_i = m_i \, \bar{b}^i ;
\]
\[
\int_{m_i} \tilde{\xi}^i \, dm_i = m_i \{ \dot{\xi}_i \, \tilde{H}_e^i + H_\delta^i T \, \tilde{\delta}_i \} ;
\]
\[
\int_{m_i} \tilde{\xi}^i \times \tilde{\xi}^i \, dm_i = m_i \{ \dot{\xi}_i \, \tilde{P}_e^i + P_\delta^i T \, \tilde{\delta}_i \} ;
\]
\[
\int_{m_i} \tilde{\xi}^i \cdot \tilde{\xi}^i \, dm_i = m_i \{ \dot{\xi}_i^2 \, w_{ie}^{i} + 2 \dot{\xi}_i \, \tilde{w}_{e\delta}^i T \, \tilde{\delta}_i + \tilde{\delta}_i^T \, W_{\delta\delta}^i \, \tilde{\delta}_i \} ;
\]
\[
\int_{m_i} \left[ \tilde{\xi}^i T \, \tilde{\xi}^i \, U - \tilde{\xi}^i \, \tilde{\xi}^i T \right] \, dm_i = [I^i] ; \tag{3.2}
\]

where:

\[
\bar{b}^i = \frac{1}{m_i} \int_{m_i} \tilde{\xi}^i \, dm_i ;
\]
\[
\tilde{H}_e^i = \frac{1}{m_i} \int_{m_i} \overline{\eta}_i \, dm_i ;
\]
\[
H_\delta^i = \frac{1}{m_i} \int_{m_i} F^i \, dm_i ;
\]
\[
\tilde{P}_e^i = \frac{1}{m_i} \int_{m_i} \tilde{\xi}^i \times \overline{\eta}_i \, dm_i ;
\]
\[
P_\delta^i = \frac{1}{m_i} \int_{m_i} \tilde{\xi}^i \, F^{iT} \, dm_i ;
\]
\[
w_{ie}^i = \frac{1}{m_i} \int_{m_i} \overline{\eta}_i T \, \overline{\eta}_i \, dm_i ;
\]
\[
\tilde{w}_{e\delta}^i = \frac{1}{m_i} \int_{m_i} \overline{\eta}_i T \, F^{iT} \, dm_i ;
\]
\[
W_{\delta\delta}^i = \frac{1}{m_i} \int_{m_i} F^i \, F^{iT} \, dm_i ;
\]
\[
I^i = \int_{m_i} \left[ \tilde{\xi}^i T \, \tilde{\xi}^i \, U - \tilde{\xi}^i \, \tilde{\xi}^i T \right] \, dm_i . \tag{3.3}
\]
It may be pointed out that, in general, $\xi^i$ is a three dimensional position vector and $\delta_i$ is an array of length $n_i^i$, which is equal to the number of generalized coordinates associated with the deflection of $B_i$. Note also that $w_{ee}^i$ is a scalar; $\vec{b}_i^i$, $\vec{h}_e^i$, and $\vec{p}_e^i$ are three dimensional vectors; and $\bar{w}_{e\delta}^i$ is an array of length $n_i^i$. The two matrices $H_\delta^i$ and $P_\delta^i$ are of dimension $n_i^i \times 3$, while $I^i$ and $W_{\delta\delta}^i$ are square matrices of dimensions 3 and $n_i^i$, respectively. Further details and physical meaning associated with the terms are elaborated upon in Appendix A. Substituting from Eq.(3.2) into Eq.(3.1), the kinetic energy of $B_i$ can be written in the matrix format as

$$T_i = \frac{1}{2} m_i \begin{bmatrix} \dot{a}_i^i \\ \dot{\delta}_i^i \\ \bar{\omega} \end{bmatrix}^T \begin{bmatrix} U & C_i h_e^i & C_i H_\delta^i & C_i \bar{p}_e^i \\ w_{ee}^i & \bar{w}_{e\delta}^i & \bar{p}_e^i & P_\delta^i \\ S_{\text{ym.}} & W_{\delta\delta}^i & \frac{1}{m_i^i} I^i \end{bmatrix} \begin{bmatrix} \dot{a}_i^i \\ \dot{\delta}_i^i \\ \bar{\omega} \end{bmatrix}.$$ 

Note, the conventional 'mass matrix' associated with the kinetic energy expression is now dependent on the system coordinates as well as the amount of matter contained in the body. The mass matrix is divided into submatrices, which are associated with system velocities and their interactions. Since any general motion can be described as a combination of translation and rotation, the mass matrix can accordingly be divided into mass, first mass moment and second mass moment. The translational motion may arise from a variety of sources including conventional rigid body motion, elastic deformation and deployment. Thus it is apparent that there are several forms for the mass and first mass moment; and the structure of the mass matrix, as shown in the above expression for the kinetic energy, is readily identified. Note, $m_i^i U$, $m_i^i w_{ee}^i$ and $m_i^i W_{\delta\delta}^i$ are masses associated with a translational motion in cartesian coordinates, deployment and elastic deformation, respectively. The coupling of deployment with elastic deformation and rotational motion are represented by the mass vectors $m_i^i \bar{w}_{e\delta}^iT$ and $m_i^i \bar{p}_e^iT$, respectively. Similarly one can give physical meaning to other elements of the mass matrix.
Using a displacement field $\overline{w}^i$ with the second-degree nonlinearity in the generalized coordinate $\overline{\delta}_i$ associated with deflection $\overline{w}^i$ and retaining terms up to the same degree of nonlinearity in deflection, Eq.(3.3) takes the form (Appendix A):

$$
\overline{b}^i = \overline{b}_i^1 + \overline{B}_2^i T \overline{\delta}_i + \{ \overline{\delta}_i^T B_3^i \overline{\delta}_i \}, \quad l = 1, 2, 3;
$$

$$
\overline{h}_e^i = \overline{h}_1^i + H_2^i T \overline{\delta}_i + \{ \overline{\delta}_i^T H_3^i \overline{\delta}_i \}, \quad l = 1, 2, 3;
$$

$$
H_3^i = H_1^i + \{ H_2^i T \overline{\delta}_i \}, \quad l = 1, 2, 3;
$$

$$
\overline{p}_e^i = \overline{p}_1^i + P_2^i T \overline{\delta}_i + \{ \overline{\delta}_i^T P_3^i \overline{\delta}_i \}, \quad l = 1, 2, 3;
$$

$$
P_3^i = P_1^i + \{ P_2^i T \overline{\delta}_i \} + \{ \overline{\delta}_i^T P_3^i \overline{\delta}_i \}, \quad l = 1, 2, 3, \quad m = 1, 2, \ldots, n_i^F;
$$

$$
\overline{\omega}_{ee}^i = \overline{w}_1^i + \overline{w}_2^i T \overline{\delta}_i + \overline{\delta}_i^T W_3^i \overline{\delta}_i;
$$

$$
\overline{w}_{e\delta}^i = \overline{w}_1^i + W_2^i T \overline{\delta}_i + \{ \overline{\delta}_i^T W_3^i \overline{\delta}_i \}, \quad l = 1, 2, \ldots, n_i^F;
$$

$$
W_{e\delta}^i = W_1^i + \{ W_2^i T \overline{\delta}_i \} + \{ \overline{\delta}_i^T W_3^i \overline{\delta}_i \}, \quad l, m = 1, 2, \ldots, n_i^F;
$$

$$
I^i = I_1^i + \{ I_2^i \}_m \overline{\delta}_i \} + \{ \overline{\delta}_i^T [I_3^i]_m \overline{\delta}_i \}, \quad l, m = 1, 2, 3. \quad (3.4)
$$

It is apparent that now all the kinetic parameters are expressed in terms of functions that are independent of deflection, linear in deflection, and quadratic in deflection. Thus, for example, center of mass of body $B_i$ with respect to frame $L_i$, which is represented by $\overline{b}^i$ has contributions from three sources: center of mass of the rigid body $B_i$ ( $\overline{b}_i^1$), linear contribution due to deflection $\overline{\delta}_i$ ( $B_2^i T \overline{\delta}_i$), and the quadratic term $\{ \overline{\delta}_i^T B_3^i \overline{\delta}_i \}$. Similarly, the total moment of inertia of the body is composed of its rigid term $I_1^i$, the linear term $\{ I_2^i \}_m \overline{\delta}_i \} \} and the nonlinear contribution $\{ \overline{\delta}_i^T [I_3^i]_m \overline{\delta}_i \}.$

3.2 Center of Mass

3.2.1 Center of mass of a body in a multiframe system

In the previous section the kinetics of a flexible deployable body employed relative translational and rotational motions of the body coordinates $L_i$ with respect to a reference frame $L_A$. Of course, in a multibody system, the orientation of a body is affected by the
motion of all other bodies on its direct path. Hence, the relative positions of the bodies (along the direct path), as specified by the coordinate systems used, are of significance. Locations of the local body coordinate systems $L_i$ were identified earlier in Chapter 2 in the context of multibody kinematics. Now, any arbitrary motion of a body can be expressed as linear motion of any point on the body and rotation about that point. The point in particular can be the center of mass of the body. Thus, location of the center of mass of body $B_i$ relative to $L_j$ is an important dynamic parameter and it appears in the formulation process frequently. It is, therefore, appropriate to develop the necessary expression for this parameter before analyzing the kinetics of a multibody system.

Integrating Eqs.(2.7a), (2.8a) and (2.9a) over the mass of $B_i$:

\[
\frac{1}{m_i} S_j^i \int_{m_i} j \ddot{x}_i \ dm_i = S_j^i j \ddot{b}_i = S_j^i j \dddot{x}_i + C_j^i \dddot{b}_i ;
\]

(3.5a)

\[
\frac{1}{m_i} S_j^i \int_{m_i} \dddot{x}_i \ dm_i = S_j^i \dddot{b}_i = S_j^i \dddot{x}_i + C_j^i \dddot{b}_i ;
\]

(3.5b)

\[
\frac{1}{m_i} S_j^i \int_{m_i} ^j_N \dddot{x}_i \ dm_i = S_j^i ^j_N \dddot{b}_i = S_j^i \dddot{x}_i + C_j^i \dddot{b}_i ;
\]

(3.5c)

where (Figure 3-2):

- $j \dddot{b}_i$ center of mass of body $B_i$ with respect to frame $L_i$ projected on frame $L_k$;
- $j \dddot{b}_i$ center of mass of body $B_i$ relative to frame $L_j$ $(j = k)$;
- $\dddot{b}_i$ projection of $j \dddot{b}_i$ on the inertial frame, $L_N$ $(k = -1)$;
- $\dddot{b}_i$ center of mass of body $B_i$ with respect to $L_i$ $(i = j = k)$.

### 3.2.2 Center of mass of a multibody system

As for a single body, the reference point for a multibody system can either be a specified point or the system center of mass. Here the expression for the position vector of the center of mass of a multibody system is obtained.
Figure 3-2  Center of mass of a generic body in a multiframe system
Taking the mass moment of the whole system about the origin of the inertial frame,

$$\sum_{i=1}^{n} \int \vec{r}^i dm_i = m\vec{a}_0 . \quad (3.6)$$

From Eqs.(2.11b) and (2.10b),

$$\vec{r}^i = \vec{a}_0 + C_0 \vec{a}_1 + \sum_{j=2}^{n} S_j^i C_{j-1} \vec{a}_j + C_i \vec{\xi}^i ,$$

$$= \vec{a}_0 + C_0 \vec{a}_1 + \vec{r}_i + C_i \vec{\xi}^i .$$

Substituting from above into Eq.(3.6) and using Eqs.(3.2) and (3.5),

$$m C_0 \vec{a}_1 + \sum_{i=1}^{n} m_i \{ 1\vec{r}_i + C_i \vec{b}^i \} = m C_0 \vec{a}_1 + \sum_{i=1}^{n} m_i \frac{1}{N} \vec{b}^i = \sum_{i=1}^{n} \frac{0}{N} \vec{b}^i = 0 . \quad (3.7)$$

Thus the expression for the c.m. has the form

$$\vec{a}_1 = -\frac{1}{m} C_0 \vec{a}_1 + \sum_{i=1}^{n} m_i \frac{1}{N} \vec{b}^i , \quad (3.8a)$$

$$= -\frac{1}{m} \sum_{i=1}^{n} m_i \frac{1}{0} \vec{b}^i . \quad (3.8b)$$

Note, $\vec{a}_1$ represents position of the origin $O_1$ of frame $L_1$ on the main body $B_1$ with respect to frame $L_0$ attached to the c.m. (Figure 2-6).

3.2.3 Velocity of the center of mass

Using Eqs.(3.7) and (2.10b),

$$m C_0 \vec{a}_1 = -\sum_{i=1}^{n} m_i \{ \sum_{j=2}^{n} S_j^i C_{j-1} \vec{a}_j + C_i \vec{b}^i \} = -\sum_{i=1}^{n} m_i \{ \sum_{j=2}^{n} S_j^{i+1} C_{j-1} \vec{a}_j \} ,$$

$$= -\sum_{i=1}^{n} m_i \frac{1}{N} \vec{b}^i , \quad \vec{a}_{i+1} = \vec{b}^i . \quad (3.9)$$

The arrow over $a_j$ is used to distinguish this expression from equations like (2.9b) and
(2.11c). Differentiating Eq.(3.9) and noting that
\[ m = \sum_{i=0}^{n} m_i \quad \text{and} \quad \dot{m} = 0, \]
gives
\[ m \ C_0 \ \ddot{a}_1 = - \sum_{i=1}^{n} \left\{ \dot{m}_i \ \frac{1}{N} \ \overline{b}_i + m_i \ \left\{ \sum_{j=1}^{n} S_j^{i+1} \ \dot{C}_{j-1} \ \ddot{a}_j \right\} + m_i \ \left\{ \sum_{j=2}^{n} S_j^{i+1} \ C_{j-1} \ \dddot{a}_j \right\} \right\}, \]
\[ \ddot{a}_{i+1} = \dddot{b}. \quad (3.10) \]

Now from Eq.(2.13),
\[ \sum_{j=1}^{n} S_j^{i+1} \ \dot{C}_{j-1} \ \ddot{a}_j = \sum_{j=1}^{n} S_j^{i+1} \sum_{l=0}^{n} S_l^{j-1} \ \left[ C_i \ \overline{\omega}_l^{j-1} \ C_l^{j-1} \right] \ \ddot{a}_j, \]
\[ = \sum_{l=0}^{n} C_l \ \overline{\omega}_l^{j-1} \ C_l^{T} \ \left\{ \sum_{j=1}^{n} S_j^{i+1} S_l^{j-1} \ C_{j-1} \ \ddot{a}_j \right\}, \quad \ddot{a}_{i+1} = \dddot{b}. \]

Also from Eqs.(3.5) and (2.10a),
\[ \{ \sum_{j=1}^{n} S_j^{i+1} S_l^{j-1} \ C_{j-1} \ \ddot{a}_j \} = \{ \sum_{j=1}^{n} S_j^{i} S_l^{j-1} \ C_{j-1} \ \ddot{a}_j + C_i \ \overline{b}_i \right\}, \]
\[ = S_i \ \overline{S_i} \ \overline{r}_i + C_i \ \overline{b}_i = S_i \ \overline{S_i} \ \frac{1}{N} \ \overline{b}_i. \]

Hence
\[ \sum_{j=1}^{n} S_j^{i+1} \ \dot{C}_{j-1} \ \ddot{a}_j = \sum_{l=0}^{n} C_l \ \overline{\omega}_l^{j-1} \ C_l^{T} \ \left\{ \sum_{j=1}^{n} S_j^{i} S_l^{j-1} \ \frac{1}{N} \ \overline{b}_i \right\}, \]
\[ = \sum_{l=1}^{n} S_i \ C_l \ \overline{\omega}_l^{j-1} \ C_l^{T} \ \frac{1}{N} \ \overline{b}_i, \]
\[ = \sum_{l=1}^{n} S_i \ \left( C_l \ \overline{\omega}_l^{j-1} \right) \times \frac{1}{N} \ \overline{b}_i. \]

Substituting from above into Eq.(3.10),
\[ \ddot{a}_1 = -\frac{1}{m} \ C_0^T \sum_{i=1}^{n} \left\{ \dot{m}_i \ \frac{1}{N} \ \overline{b}_i + m_i \ \sum_{j=1}^{n} S_j^{i} \ \left( C_j \ \overline{\omega}_j^{j-1} \right) \times \frac{1}{N} \ \overline{b}_i + m_i \ \sum_{j=2}^{n} S_j^{i+1} \ C_{j-1} \ \ddot{a}_j \right\}, \]
\[ = -\frac{1}{m} \ C_0^T \sum_{i=1}^{n} \left\{ \dot{m}_i \ \frac{1}{N} \ \overline{b}_i + m_i \ \sum_{j=1}^{n} S_j^{i} \ \left( C_{j-1} \ \overline{\omega}_j^{j-1} \right) \times \frac{1}{N} \ \overline{b}_i \right. \]
However, with the system center of mass as the reference point,

\[ \bar{\omega}_1 = 0 , \]  

(3.12a)

as now the system rotation is described by \( \bar{\omega}_0 \). Also, from Eq.(3.2),

\[ \dot{\beta}^i = \dot{\ell}_i \bar{h}^i_e + H^i_\delta \dot{\delta}^i . \]  

(3.12b)

Substituting from Eq.(3.12) into Eq.(3.11) gives

\[
\dot{a}_1 = -\frac{1}{m} C_0^T \sum_{i=1}^{n} \left\{ \dot{\ell}_i \bar{\beta}^i + \dot{\delta}_j \delta_{j1} S^i_j (C_{j1} \bar{\omega}_{j-1}^i ) \times \bar{h}^i_e + \right. \\
+ \left. m_i \sum_{j=0}^{n} \delta_{j0} \delta_{j1} S^i_j C_{j1} \dot{a}_j + m_i C_i \{ \dot{\ell}_i \bar{h}^i_e + H^i_\delta \dot{\delta}^i \} \right\} ,
\]

which can be written in a matrix form as

\[
\dot{a}_1 = -\frac{1}{m} C_0^T \left[ \frac{1}{N} \bar{\beta}^i \right] \begin{bmatrix} m_i & m_j C_j \bar{h}^i_e & \delta_{j0} \delta_{j1} (\sum_{i=1}^{n} m_i S^i_j) C_{j1} & m_j C_j H^i_\delta & -\delta_{j0} \delta_{j1} \sum_{i=1}^{n} m_i S^i_j \bar{\beta}^i \end{bmatrix} C_j \right] \begin{bmatrix} \dot{m}^i \\ \dot{\ell}_i \\ \dot{\delta}^i \\ \bar{\omega}^i \end{bmatrix} ,
\]

(3.13)

Here:

\[ m' = \sum_{i=1}^{n} S^i_j m_i ; \]  

(3.14a)
\[ L_{1}^{ij} = C_{1}^{T} \sum_{i=1}^{n} m_{i} S_{j}^{i} N \tilde{b}^{i} C_{1}, \]

\[ = \sum_{i=1}^{n} m_{i} S_{j}^{i} \tilde{b}^{i} C_{1}; \quad (3.14b) \]

\[ \delta_{jk} = \begin{cases} 
0, & \text{for } j = k; \\
1, & \text{for } j \neq k.
\end{cases} \]

Note, the velocity of the center of mass of the system is a function of the translation, rotation, deformation and deployment velocities of the constituent bodies.

### 3.3 Kinetic Energy of a Body in a Multiframe System

#### 3.3.1 General form

The kinetic energy, \( T_{i} \), of body \( B_{i} \) is defined as

\[ T_{i} = \frac{1}{2} \int_{m_{i}} \left( \tilde{r}^{i} \cdot \tilde{r}^{i} \right) dm_{i}, \]

where \( \tilde{r}^{i} \) is the inertial velocity of a generic mass element \( dm_{i} \). Substituting for \( \tilde{r}^{i} \) from Eq.(2.16) in the above expression gives

\[ T_{i} = \frac{1}{2} \int_{m_{i}} \left( \frac{\varphi^{i}}{r} \cdot \frac{\varphi^{i}}{r} + \frac{\varphi^{i}}{r} \cdot \sum_{j=0}^{n} S_{j}^{i} ( C_{j} \overline{w}_{j} ) \times j\varphi^{i} \right. \]

\[ + \left( \sum_{j=0}^{n} S_{j}^{i} ( C_{j} \overline{w}_{j} ) \times j\varphi^{i} \right) \cdot \left( \sum_{k=0}^{n} S_{k}^{i} ( C_{k} \overline{w}_{k} ) \times k\varphi^{i} \right) \right) dm_{i}, \]

\[ = \frac{1}{2} \left( e_{i} + 2 \sum_{j=0}^{n} \overline{w}_{j}^{T} g_{i}^{j} + \sum_{j=0}^{n} \sum_{k=0}^{n} \overline{w}_{j}^{T} H_{i}^{j} \overline{w}_{k} \right), \quad (3.15) \]

where:

\[ e_{i} = \int_{m_{i}} \frac{\varphi^{i}}{r} \cdot \frac{\varphi^{i}}{r} dm_{i}; \]
\[
\sum_{j=0}^{n} \omega_j^T \bar{g}_i^j = \sum_{j=0}^{n} S_i^j \int_{m_i} \varphi^j \cdot (C_j \omega_j) \times i \varphi^i \, dm_i ;
\]

\[
\bar{g}_i^j = S_i^j C_j^T \int_{m_i} i \varphi^i \times \varphi^i \, dm_i ;
\]

\[
\sum_{j=0}^{n} \sum_{k=0}^{n} \omega_j^T H_{i}^{jk} \omega_k = \sum_{j=0}^{n} \sum_{k=0}^{n} S_i^j S_k^i \int_{m_i} \left( (C_j \omega_j) \times i \varphi^i \right) \cdot \left( (C_k \omega_k) \times k \varphi^k \right) \, dm_i ,
\]

\[
= \sum_{j=0}^{n} \sum_{k=0}^{n} S_i^j S_k^i \omega_j^T C_j^T \left[ \int_{m_i} [ i \varphi^i \cdot k \varphi^k \omega_k U - k \varphi^k i \varphi^i T ] \, dm_i \right] C_k \omega_k ;
\]

\[
H_{i}^{jk} = S_i^j S_k^i C_j^T \left[ \int_{m_i} [ i \varphi^i \cdot k \varphi^k \omega_k U - k \varphi^k i \varphi^i T ] \, dm_i \right] C_k ,
\]

\[
= S_i^j S_k^i C_j^T \left[ \int_{m_i} [ i \varphi^i k \varphi^k T ] \, dm_i \right] C_k ;
\]

\[U = \text{is a } 3 \times 3 \text{ unit matrix.} \quad (3.16)\]

In arriving at the expressions in Eq.(3.16), the following identities between vectors \( \bar{a}, \bar{b}, \bar{c}, \bar{d} \) are used:

\[
\bar{a} \cdot (\bar{b} \times \bar{c}) = \bar{b} \cdot (\bar{c} \times \bar{a}) ;
\]

\[
(\bar{a} \times \bar{b}) \cdot (\bar{c} \times \bar{d}) = (\bar{a} \cdot \bar{c})(\bar{b} \cdot \bar{d}) - (\bar{a} \cdot \bar{d})(\bar{b} \cdot \bar{c}) ;
\]

\[
\bar{a} \cdot \bar{b} U - \bar{a} \bar{b}^T = -\bar{b} \bar{a} = \bar{b}^T \bar{a} = \bar{b} \bar{a}^T .
\]

Note, the three terms on the r.h.s. of the kinetic energy expression (Eq. 3.15) are associated with the translational, coupled translational-rotational, and rotational motions, respectively. Recognizing that the kinetic energy expression is composed of velocity-square terms, Eq.(3.15) can be written as

\[
T_i = \frac{1}{2} \left( \bar{v}_i^T E_i \bar{v}_i + 2 \sum_{j=0}^{n} \omega_j^T G_i^j \bar{v}_i + \sum_{j=0}^{n} \sum_{k=0}^{n} \omega_j^T H_{i}^{jk} \omega_k \right) ,
\]

or in the matrix form

\[
T_i = \frac{1}{2} \left( \bar{v}_i \overline{G^T} \begin{bmatrix} E_i & G_i^{kT} \\ G_i^j & H_{i}^{jk} \end{bmatrix} \begin{bmatrix} \bar{v}_i \\ \overline{\omega}_k \end{bmatrix} \right) . \quad (3.17)
\]
Here, \( \bar{v}_i \) is an array of the translational-type velocities (rigid body translation, deployment, and elastic deflection) corresponding to body \( B_i \). The mass matrix, associated with the kinetic energy in the above equation, is basically composed of three submatrices: \( E_i, G^k_i \) and \( H^{jk}_i \). \( E_i \) represents the mass matrix associated with the translational motion. The second matrix, \( G^k_i \), is the first mass moment of body \( B_i \) about the body-fixed reference frame \( L_k \). It is associated with the coupling between the translational and rotational motions. The third matrix, \( H^{jk}_i \), is the second mass moment of \( B_i \) with reference to frames \( L_j \) and \( L_k \). It is apparent that when \( j = k \), \( H^{jk}_i \) represents the conventional mass moment of inertia diadic. For \( j \neq k \), it corresponds to the ‘mixed’ mass moments of inertia matrix.

### 3.3.2 Translational component of kinetic energy

From Eqs. (3.15), (3.16) and (3.17), it follows that

\[
e_i = \bar{v}_i^T \bar{v}_i = \int_{m_i} \bar{\bar{v}}_i \cdot \bar{\bar{v}}_i \, dm_i .
\]

Substituting for \( \bar{\bar{v}}_i \) from Eq. (2.16d) and using Eq. (3.2)

\[
e_i = m_i \bar{\bar{r}}_i \cdot \bar{\bar{r}}_i + 2 m_i \bar{\bar{r}}_i \cdot \bar{\bar{C}}_i \int_{m_i} \bar{\hat{v}}_i \cdot \bar{\hat{v}}_i \, dm_i + \int_{m_i} \bar{\hat{v}}_i \cdot \bar{\hat{v}}_i \, dm_i,
\]

\[
= m_i \bar{\bar{r}}_i^T \bar{\bar{r}}_i + 2 m_i \bar{\bar{r}}_i^T C_i ( \bar{\hat{e}}_i + H^{T}_{\delta i} \bar{\hat{\delta}}_i ) + m_i ( \bar{\hat{e}}^2 w_{ee}^i + 2 \bar{\hat{\delta}}^T \bar{\bar{w}}_{ee}^i \bar{\hat{\delta}}_i + \bar{\hat{\delta}}^T \bar{\bar{W}}_{\delta\delta}^i \bar{\hat{\delta}}_i ),
\]

which has the matrix form

\[
e_i = m_i \begin{bmatrix}
\bar{\hat{r}}_i \\
\bar{\hat{e}}_i \\
\bar{\hat{\delta}}_i
\end{bmatrix}^T \begin{bmatrix}
U & C_i H^T_{\delta} & C_i H^T_{T}
\end{bmatrix} \begin{bmatrix}
\bar{\hat{r}}_i \\
\bar{\hat{e}}_i \\
\bar{\hat{\delta}}_i
\end{bmatrix}.
\]

(3.18)

It should be recognized that Eq. (3.18) shows components of the translational velocity vector, \( \bar{v}_i \), and the translational mass matrix, \( E_i \). The diagonal submatrices (\( U, \bar{w}_{ee}^i, \bar{W}_{\delta\delta}^i \)) represent masses associated with the velocity components, while the off-diagonal submatrices correspond to the coupling terms and may be designated as ‘mixed-masses’. 
3.3.3 Coupled translational-rotational component of kinetic energy

From Eqs.(3.15), (3.16) and (3.17), the moment of momentum of body $B_i$ about the hinge at $O_j$ is given by,

$$g_i^j = G_i^j \vec{v}_i = S_j^i C_j^T \int_{m_i} \vec{r}_i \times \vec{v}_i \, dm_i.$$

Substituting for $S_j^i \vec{r}_i$ and $\vec{v}_i$ from Eqs.(2.9a) and (2.16d),

$$g_i^j = S_j^i C_j^T \left\{ \int_{m_i} (i \vec{r}_i + C_i \vec{\xi}_i) \times \vec{r}_i \, dm_i + i \int_{m_i} \vec{\xi}_i \, dm_i + C_i \int_{m_i} \vec{\xi}_i \times \vec{\xi}_i \, dm_i \right\}.$$

In light of Eq.(3.2),

$$g_i^j = m_i S_j^i C_j^T \left\{ \{ j \vec{r}_i + C_i \vec{b}_i \} \times \vec{r}_i + j \vec{r}_i \times C_i \{ \ell H_e^T + H^T \delta_i \} + C_i \{ \ell p_e^i + P^T \delta_i \} \right\},$$

which can be written as

$$g_i^j = m_i S_j^i C_j^T \left\{ G_{a}^{ij} C_i^T \vec{g}_e^{ij} G_{\delta}^{ij} \left\{ \begin{array}{c} \vec{r}_i \\ \ell_i \\ \delta_i \end{array} \right\}, \right\} \tag{3.19a}$$

where:

$$G_{a}^{ij} = C_i^T \left[ j \vec{r}_i + \vec{C}_i \vec{b}_i \right] C_i,$$

$$= \left\{ j \vec{a}_i + \vec{b}_i \right\}^{T} \vec{b}_i; \tag{3.19b}$$

$$g_{e}^{ij} = C_i^T \left\{ j \vec{r}_i \, C_i \vec{H}_e^i + C_i \vec{p}_i \right\},$$

$$= \left\{ j \vec{a}_i \, \vec{H}_e^i + \vec{p}_i \right\}; \tag{3.19c}$$

$$G_{\delta}^{ij} = C_i^T \left[ j \vec{r}_i \, C_i H^T + C_i P^{T} \right],$$

$$= \left\{ j \vec{a}_i \, H_e^T + P^{T} \right\}. \tag{3.19d}$$

Thus components of the first mass moments of body $B_i$ about $O_j$ take the form as shown in Eq.(3.19). The expressions in Eqs.(3.19b), (3.19c), and (3.19d) represent the body as a point mass, a deploying member, and a flexible body, respectively. Thus, in the absence of deployment, the second term vanishes, while for a rigid body the third term has no
contribution. Note that the r.h.s. of Eqs. (3.19b, c, d) consists of two terms: the second term represents the mass moment of the body about its own coordinates $L_i$ while the first term is the first mass moment of body $B_i$ about origin $O_j$ of frame $L_j$ as discussed in Section 3.1.

3.3.4 Rotational kinetic energy

Earlier Eqs. (3.15), (3.16), and (3.17) gave the expression for the moment of inertia matrix as

$$H_{ik}^j = S_j^i S_k^i C_j^T \int_{m_i} [ i \bar{r}^i k \bar{r}_i^T ] \, dm_i \, C_k,$$

$$= S_j^i S_k^i C_j^T \int_{m_i} [ i \bar{r}^i k \bar{r}_i U - k \bar{r}_i^T i \bar{r}_i^T ] \, dm_i \, C_k. \quad (3.20)$$

The second term on the right hand side is referred to here as the pseudo-moment of inertia. In the following, an expression for the pseudo-moment of inertia is first developed, followed by the expression for the matrix of inertia.

Substituting from Eq. (2.9a), the pseudo-moment of inertia of body $B_i$ can be expressed as

$$S_j^i S_k^i \int_{m_i} k \bar{r}_i^T \, dm_i = \int_{m_i} \{ S_j^i k \bar{r}_i + C_i \bar{\xi}_i \} \{ S_k^i j \bar{r}_i + C_i \bar{\xi}_i \}^T \, dm_i,$$

$$= m_i S_j^i S_k^i j \bar{r}_i + S_k^i k \bar{r}_i \{ C_i \int_{m_i} \bar{\xi}_i \, dm_i \}^T$$

$$+ S_j^i \{ C_i \int_{m_i} \bar{\xi}_i \, dm_i \} j \bar{r}_i + C_i \int_{m_i} \bar{\xi}_i^T \bar{\xi}_i \, dm_i \, C_i^T,$$

which with Eq. (3.2) takes the form

$$S_j^i S_k^i \int_{m_i} k \bar{r}_i^T \, dm_i = m_i \{ S_j^i S_k^i k \bar{r}_i j \bar{r}_i + S_k^i k \bar{r}_i \bar{b}_i^T C_i^T + S_j^i C_i \bar{b}_i^T j \bar{r}_i + C_i J_i \bar{b}_i \},$$

where $J_i = \int_{m_i} \bar{\xi}_i^T \bar{\xi}_i \, dm_i$. Using the relation obtained earlier, $S_j^i j \bar{b}_i = S_j^i j \bar{r}_i + C_i \bar{b}_i^i$ (Eq. 3.5c), the pseudo-inertia for body $B_i$ with reference to coordinate frames $L_j$ and $L_k$...
can be written as

\[ S_j^i S_k^i \int_{m_i}^{kF^i} j_i^T dm_i = m_i S_j^i S_k^i \left[ C_i \left[ J_i - \bar{b}_i \bar{b}_i^T \right] C_i^T + \frac{1}{N} k^i \bar{b}_i^T \right]. \]

Thus the expression for the inertia matrix \( H_i^{jk} \), as given in Eq.(3.17), takes the form

\[
H_i^{jk} = S_j^i S_k^i C_j^T \left[ C_i \left[ I_i - m_i \bar{b}_i^T \bar{b}_i^T \right] C_i^T + m_i \bar{b}_i \bar{b}_i^T \right] C_k^T
= S_j^i S_k^i C_i^T \left[ I_i - m_i \bar{b}_i \bar{b}_i^T + m_i \bar{b}_i \bar{b}_i^T \right] C_k^T
\tag{3.21}
\]

With the individual contribution due to translation (Eq.3.20), rotation (Eq.3.21) and their coupling (Eq.3.19) in hand, one can now proceed to combine their effects using equation (3.17),

\[
T_i = \frac{1}{2} m_i \begin{bmatrix}
\frac{\vec{v}_i}{\vec{b}_i} \\
\dot{\theta}_i \\
\vec{w}_i
\end{bmatrix}^T
\begin{bmatrix}
\begin{array}{cccc}
C_i & \bar{h}_e^i & C_i & H_i^{j}^T \\
& \bar{w}_e^i & & S_i^k C_i^T C_i^T \\
& & W_{\delta}^i & S_i^k G_i^T C_i^T \\
Sym. & & & \frac{1}{m_i} H_i^{jk}
\end{array}
\end{bmatrix}
\begin{bmatrix}
\frac{\vec{v}_i}{\vec{b}_i} \\
\dot{\theta}_i \\
\vec{w}_i
\end{bmatrix}. 
\]

A word concerning the notation used here would be appropriate: \( \vec{w} \) with a superscript, as in \( \vec{w}^j \), indicates that the quantity forms an array of all the angular velocity vectors. For example, \( \vec{w}^j = (\vec{w}_0^j \vec{w}_1^j ... \vec{w}_n^j) \). Subscript appearing in \( \vec{v}_i, \dot{\theta}_i, \) and \( \ddot{\theta}_i \) implies that the parameter is associated with body \( B_i \).

From Eq.(2.16c), \( \vec{v}_i = \sum_{j=0}^n S_j^i C_{j-1} \vec{a}_j \), hence the above equation takes the form

\[
T_i = \frac{1}{2} m_i \begin{bmatrix}
\frac{\vec{v}_i}{\vec{b}_i} \\
\dot{\theta}_i \\
\vec{w}_i
\end{bmatrix}^T
\begin{bmatrix}
\begin{array}{cccc}
S_j^i S_k^i C_{j-1} & S_j^i C_{j-1} \bar{h}_e^i & S_j^i C_{j-1} H_i^{j}^T \\
& S_i^k (\bar{h}_e^i T \bar{a}_i + \bar{p}_i T) C_k^i \\
& & S_i^k (H_i^{j}^T \bar{a}_i + P_\delta |C_k^i | \\
Sym. & & & \frac{1}{m_i} H_i^{jk}
\end{array}
\end{bmatrix}
\begin{bmatrix}
\frac{\vec{v}_i}{\vec{b}_i} \\
\dot{\theta}_i \\
\vec{w}_i
\end{bmatrix}. 
\tag{3.22}
\]
To recapitulate, this is an expression for kinetic energy of a flexible deployable body in a multiframe system, where the velocities are associated with the motion of each coordinate frame relative to its adjacent one on the direct path to body $B_i$.

### 3.4 Kinetic Energy of a Multibody System

The kinetic energy of a multibody system is the sum of the kinetic energies of the constituent bodies. Hence, summing over the entire system consisting of $n$ bodies $B_i$ ($i = 1, 2, ..., n$), the total kinetic energy expression can be written as

$$
T = \frac{1}{2} \begin{bmatrix}
\dot{\alpha}^j \\
\dot{\beta}^j \\
\delta^j \\
\omega^j
\end{bmatrix}^T \begin{bmatrix}
\dot{m}^{jk} C^{j-1}_k & m_k S^k_j C^{j-1}_k & m_k S^k_j C^{j-1}_k H^{kT}_e \\
m_j \delta_{jk} \omega^j & m_j \delta_{jk} \omega^j & m_j S^j_k \omega^j T C^j_k \\
m_j \delta_{jk} \omega^j & m_j S^j_k \omega^j & m_j S^j_k G^j_k T C^j_k \\
\delta^j & \delta^j & \delta^j & S_{ym}
\end{bmatrix}
\begin{bmatrix}
\dot{\alpha}^k \\
\dot{\beta}^k \\
\delta^k \\
\omega^k
\end{bmatrix},
$$

where:

$$
\dot{m}^{jk} = \sum_{i=1}^{n} S^i_j S^i_k m_i ; \\
L^{jk}_j = \sum_{i=1}^{n} m_i S^i_j S^i_k C^i_j \bar{b}^i C^i_j ; \\
H^{jk} = \sum_{i=1}^{n} S^i_j S^i_k H^{jk}_i.
$$

(3.23)

Here, $\dot{m}^{jk}$, $L^{jk}_j$ and $H^{jk}$ are the masses, first mass moments and the second mass moments, respectively, associated with the reference frames $L_j$ and $L_k$. When $j \neq k$, these quantities may be recognized as mixed masses, first mass moments and second mass moments, respectively. Other terms in Eq.(3.23) were defined earlier. As before, a superscript associated with a velocity symbol indicates an array ranging over all relevant bodies. For example, $\dot{\beta}^j$ is an array of deployment velocities associated with all deploying bodies in the system. Thus, each term in Eq.(3.23) is a matrix of size $j, k$ ( $j$, rows; $k$, columns ). Each
element in turn may be a scalar, a vector or a matrix.

The state of the system, as described so far, is defined by relative coordinates emanating from the main point, located on a predefined main body, together with the relative position of frame \( L_0 (x_0, y_0, z_0) \) with respect to the inertial frame, represented by \( \mathbf{a}_0 \) and \( C_0 \). In practice, the coordinate system \( x_0, y_0, z_0 \) is either fixed to the system center of mass or to a specified point on a body, which then becomes the main body. When the system reference point is specified, i.e., when the reference frame \( x_0, y_0, z_0 \) is located at a definite point, \( \mathbf{a}_1 \) and \( C_1^0 \) are specified and \( \dot{\mathbf{a}}_1 = \mathbf{w}_1 = 0 \). In this case the kinetic energy expression, as given in Eq.(3.23), can be rewritten as

\[
T_s = \frac{1}{2} \begin{bmatrix}
\dot{\mathbf{a}}_j \\
\dot{\mathbf{j}}_j \\
\dot{\mathbf{w}}_j \\
\end{bmatrix}^T 
\begin{bmatrix}
\delta_{ijkl} \delta_{k\ell} \mathbf{w}_{\ell} C_{i-1} C_{k-1} & m_k \delta_{j1} S_j^k C_{k} C_{i}^{-1} H_{0} & m_k \delta_{j1} S_j^k C_{k} C_{i}^{-1} H_{0}^T \\
m_j \delta_{jk} \mathbf{w}_{\ell} & m_j \delta_{jk} \mathbf{w}_{\ell} & m_j \delta_{jk} \mathbf{w}_{\ell} C_{k} C_{i}^{-1} \\
\end{bmatrix} 
\begin{bmatrix}
\dot{\mathbf{a}}_k \\
\dot{\mathbf{j}}_k \\
\dot{\mathbf{w}}_k \\
\end{bmatrix},
\]

(3.24)

Here, \( T_s \) refers to the kinetic energy of a multibody system when its reference point is specified. In above \( \delta_{jk} \) is equal to zero or one depending on \( j = k \) or \( j \neq k \), respectively.

In the case where the coordinates \( x_0, y_0, z_0 \) are located at the system center of mass, \( \mathbf{a}_1 \) and \( \dot{\mathbf{a}}_1 \) become functions of the generalized coordinates. Moreover, \( C_1^0 \) is a specified quantity and \( \mathbf{w}_1 = 0 \). In this case the kinetic energy, \( T \), takes the form

\[
T = T_c + T_s = \frac{1}{2} \dot{\mathbf{x}}^T (M_c + M_s) \dot{\mathbf{x}},
\]

(3.25)

where \( T_s \) is the kinetic energy of the system excluding the motion of the center of mass \( \mathbf{a}_1 \), as defined by Eq.(3.24), and \( T_c \) is the kinetic energy associated with the motion \( \dot{\mathbf{a}}_1 \) of the system center of mass. The mass matrices associated with \( T_s \) and \( T_c \) are denoted as \( M_s \) and \( M_c \), respectively. The kinetic energy contributed by the motion of the center of mass can be obtained using the the components associated with \( \dot{\mathbf{a}}_1 \) in Eq.(3.23).
\[
T_c = \frac{1}{2}m \dot{\alpha}_1^T \ddot{\alpha}_1 + \dot{\alpha}_1^T C_0^T [m_k C_k \dot{h}_e^k \ m^k \delta_{k1} C_{k-1} \ m_k C_k H_0^k \ \dot{h}_k^1 C_1 L_1^1 kT C_1^1] \begin{pmatrix}
\dot{\alpha}_1^k \\
\ddot{\alpha}_1^k \\
\omega_1^k
\end{pmatrix}.
\]

(2.26)

The first term represents the kinetic energy of the system treated as a point mass and located at the center of mass. The second term denotes the coupling of the center of mass translational velocity with other coordinates in the system.

Substituting in Eq.(3.26) for \( \dot{\alpha}_1 \) from Eq.(3.13) and noting that the first mass moment of the system about its center of mass equals zero, \( L_1^{10} = 0 \), gives

\[
T_c = \frac{1}{2m} \begin{pmatrix}
\dot{\alpha}_1^j \\
\dot{\alpha}_1^i \\
\omega_1^j
\end{pmatrix}^T \begin{pmatrix}
\frac{1}{N} \delta_{j}^T \\
m_j \dot{h}_e^T C_j^T \\
m_j \dot{h}_0^T C_j^T \\
\dot{h}_j^T C_j^T \\
\omega_1^j
\end{pmatrix} \begin{pmatrix}
\dot{\alpha}_1^k \\
\ddot{\alpha}_1^k \\
\omega_1^k
\end{pmatrix}.
\]

\[
-\frac{1}{2m} \begin{pmatrix}
\dot{\alpha}_1^j \\
\dot{\alpha}_1^i \\
\omega_1^j
\end{pmatrix}^T \begin{pmatrix}
\frac{1}{N} \delta_{j}^T \\
m_j \dot{h}_e^T C_j^T \\
m_j \dot{h}_0^T C_j^T \\
\dot{h}_j^T C_j^T \\
\omega_1^j
\end{pmatrix} \begin{pmatrix}
\dot{\alpha}_1^k \\
\ddot{\alpha}_1^k \\
\omega_1^k
\end{pmatrix}.
\]

The mass matrix \( M_c \) associated with \( T_c \) is obtained from the above equation as.
The mass matrix $M$ of the system, $M = M_s + M_c$, can now be developed as

$$
M = \frac{1}{N} \begin{bmatrix}
    \frac{1}{N} \delta_{ji} & m_j \delta_{j0} \delta_{i1} C_{j-1}^T & m_j \delta_{j0} \delta_{i1} C_{j-1}^T & m_j \delta_{j0} \delta_{i1} C_{j-1}^T \\
m_j \delta_{j0} \delta_{i1} C_{j-1}^T & m_j \delta_{j0} \delta_{i1} C_{j-1}^T & m_j \delta_{j0} \delta_{i1} C_{j-1}^T & m_j \delta_{j0} \delta_{i1} C_{j-1}^T \\
m_j \delta_{j0} \delta_{i1} C_{j-1}^T & m_j \delta_{j0} \delta_{i1} C_{j-1}^T & m_j \delta_{j0} \delta_{i1} C_{j-1}^T & m_j \delta_{j0} \delta_{i1} C_{j-1}^T \\
m_j \delta_{j0} \delta_{i1} C_{j-1}^T & m_j \delta_{j0} \delta_{i1} C_{j-1}^T & m_j \delta_{j0} \delta_{i1} C_{j-1}^T & m_j \delta_{j0} \delta_{i1} C_{j-1}^T \\
\end{bmatrix}
$$

With each mass $m_j$ in the system nondimensionalized with respect to the system total mass $m$, a rather simple form of the kinetic energy expression can be developed as follows:

$$
T = \frac{1}{2} \begin{bmatrix}
    1 & m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T \\
m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T \\
m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T \\
m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T \\
\end{bmatrix}
$$

(cont.)

$$
\begin{align*}
&= \frac{1}{m} \begin{bmatrix}
    1 & m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T \\
m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T \\
m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T \\
m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T & m \delta_{k0} \delta_{j1} C_{k-1}^T \\
\end{bmatrix}
\end{align*}
$$

$$
T = \frac{1}{2} m \begin{bmatrix}
    \dot{x}^T M \ddot{x} = \frac{1}{2} m \begin{bmatrix}
        \dot{x}^T M \ddot{x} = \frac{1}{2} m \begin{bmatrix}
            1 & \frac{1}{2} m \begin{bmatrix}
                \ddot{x}^T = \begin{bmatrix}
                    \dot{m}^k & \dot{\hat{e}}^k & \dot{\hat{u}}^k & \dot{\hat{w}}^k
                \end{bmatrix}
            \end{bmatrix}
        \end{bmatrix}
    \end{bmatrix}
\end{bmatrix}
$$

\begin{equation}
(3.27)
\end{equation}

where:

\[ \frac{\dot{x}^T}{\dot{m}^k \dot{\hat{e}}^k \dot{\hat{u}}^k \dot{\hat{w}}^k} \]
\[ M_l = \begin{bmatrix}
0 & 0 & 0 & 0 \\
\delta_{jk}m_j\omega_i^{j} & 0 & \delta_{jk}m_j\omega_i^{j}T & m_j\delta_{k1}S_i^{j}S_i^{k}T & C_i^j \\
0 & 0 & 0 & m_j\delta_{jk}W_i^{j} & m_j\delta_{k1}S_i^{j}C_i^{k}T & C_i^j \\
\text{sym.} & & & & \delta_{j1}\delta_{k1}H_i^{jk} & \\
\end{bmatrix} \]

\[ A^T = \begin{bmatrix}
1^T & T \\
\bar{h}_e^{j} & T \\
U_j & \\
H_\delta \end{bmatrix} \]

and the matrix B is given by

\[
\begin{bmatrix}
C_i^j & 0 & -m^k\delta_{k0}C_i^{j-1} & 0 & 0 \\
-m_jkC_k^j & m_j\delta_{k1}(S_j^k - m^k)C_i^{j-1} & -m_jkC_k^j & -m_j\delta_{k1}\delta_{k1}C_k^j \\
\delta_{j1}\delta_{k1}(m_i^j - m^j\delta_{j0}(1 + \delta_{k0}))C_i^{j-1} & m_k\delta_{j1}(S_j^k - m^j)C_i^{j-1} & (\delta_{j1} - m_i^j\delta_{k1})\delta_{k0}\delta_{j1}\delta_{k1}C_i^{j-1} \\
\text{sym.} & \end{bmatrix}
\]

The mass matrix thus obtained is applicable to both the cases, i.e., when the reference point is the center of mass or a specified point. In the latter case, only the underlined terms in the B matrix are to be included.

3.5 Effect of Hinge Flexibility

It is necessary to develop a transformation matrix that can account for two factors: (a) contribution of the elasticity and deployment of the system members to the translation and rotation of other bodies; (b) translational and rotational motion of the system reference
point relative to some intermediate coordinate system.

The array of system coordinates can be written as

\[
\begin{pmatrix}
\dot{\mathbf{a}}^k \\
\dot{\omega}^k \\
\dot{\delta}^k \\
\omega^k
\end{pmatrix} = \begin{pmatrix}
\dot{\mathbf{a}}_0^k \\
\dot{\omega}_0 \\
\dot{\delta}^k \\
\omega^k
\end{pmatrix},
\]

where the translational and rotational coordinates of the overall system reference point \( (\dot{\mathbf{a}}_0, \omega_0) \) are indicated separately. Hence, for \( \dot{\mathbf{a}}^k \) and \( \omega^k \), superscript \( k \) on the left hand side varies from \( 0, 1, 2, \ldots, n \), while on the right hand side it ranges over \( 1, 2, \ldots, n \). For other coordinates, \( k = 1, 2, \ldots, n \) on both the sides.

The translational velocity of the system reference point, i.e., origin \( O_0 \) (Figure 3-3) can be written as

\[
\dot{\mathbf{a}}_0 = E_0 \dot{\mathbf{u}}_0 + E_r \dot{\mathbf{u}}_r,
\]

where :

\( E_0 \dot{\mathbf{u}}_0 \) = translational velocity of the system reference point relative to the intermediate curvilinear coordinates ;

\( E_r \dot{\mathbf{u}}_r \) = translational velocity of the origin of intermediate curvilinear coordinate system in an inertial curvilinear frame.

Also the rotational motion of the system reference frame is expressed as \( \omega_0 + C^0_r \omega_r \), where \( \omega_0 \) is now the system angular velocity relative to the intermediate frame. The angular velocity of the intermediate frame relative to the inertial is denoted by \( \omega_r \). Note that the angular velocities \( \omega_0 \) and \( \omega_r \) are expressed in terms of the system coordinates.
Figure 3-3 Translational motion of system coordinates relative to an intermediate frame.
Using these transformations for the translation and rotation of frame \( L_0 \) together with Eqs.(2.18) and (2-26), the array of the system velocities can be written as

\[
\begin{pmatrix}
\dot{\mathbf{n}}^k \\
\dot{\mathbf{e}}^k \\
\dot{\mathbf{a}}_0 \\
\dot{\mathbf{a}}^k \\
\dot{\mathbf{\omega}}_0 \\
\dot{\mathbf{\omega}}^k
\end{pmatrix} = \begin{pmatrix}
S_{jk} \mathbf{R}_j \mathbf{\dot{u}}^k + S_{jk} \mathbf{\dot{\gamma}}^j \mathbf{\bar{\eta}}_k + S_{jk} \mathbf{\mathbf{F}_k}^T \mathbf{\dot{\delta}}^j \\
E_0 \mathbf{\dot{u}}_0 + E_r \mathbf{\dot{u}}_r \\
\mathbf{\dot{\gamma}}^j / \mathbf{\delta} \\
\mathbf{\bar{\omega}}_0 + \mathbf{\bar{\omega}}_r \\
\mathbf{\bar{\omega}}^k + S_{jk} \mathbf{B}_k \mathbf{G}_k \mathbf{\dot{\delta}}^j
\end{pmatrix},
\]

hence

\[
\begin{pmatrix}
\dot{\mathbf{n}}^j \\
\dot{\mathbf{e}}^j \\
\dot{\mathbf{a}}_0 \\
\dot{\mathbf{a}}^j \\
\dot{\mathbf{\omega}}_0 \\
\dot{\mathbf{\omega}}^j
\end{pmatrix} = \begin{pmatrix}
\delta_{jk} \\
\delta_{jk} \\
E_r & E_0 \\
S_{jk} \mathbf{\bar{\eta}}_k & S_{jk} \mathbf{R}_j & S_{jk} \mathbf{\mathbf{F}_k}^T \\
W_r & W_0 \\
S_{jk} \mathbf{B}_k \mathbf{G}_k & \delta_{jk} W_k
\end{pmatrix},
\]

where \( \mathbf{\bar{\eta}}_k, \mathbf{R}_j, \mathbf{G}_k \) and \( \mathbf{B}_k \equiv \mathbf{C}_k^j \) are as defined in section 2.5, and:

\[
j, k = 1, 2, \ldots, n, \quad n = \text{number of bodies in the system};
\]

\[
W \mathbf{\mathbf{\dot{\theta}}} = \text{system angular velocity relative to the intermediate coordinate system};
\]

\[
W_r \mathbf{\mathbf{\dot{\theta}}}_r = \text{angular velocity of the intermediate coordinate relative to the inertial frame};
\]

\[
W_k \mathbf{\mathbf{\dot{\theta}}}_k = \text{angular velocity of body } \mathbf{B}_k \text{ relative to the preceding body on its direct
path due to rotational degrees of freedom of hinge $O_k$ ;

$$S_{jk} = \text{unity if } B_j \text{ is adjacent to } B_k \text{ on its direct path, otherwise it is zero.}$$

With this transformation the old state parameters, as defined by Eq.(3.27), are related to the new parameters as

$$\dot{x} = T_v \dot{y},$$

where $T_v \dot{y}$ represents the r.h.s. of Eq.(3.28). Substituting from above into Eq.(3.27), the system kinetic energy takes the form

$$T = \frac{1}{2} \dot{y}^T T_v^T M T_v \dot{y},$$

$$= \frac{1}{2} \dot{y}^T T_v^T [ M_l + A^T B A ] T_v \dot{y}. \quad (3.29)$$

### 3.6 Holonomic Constraints

The division of the system into domains and subdomains, as discussed in Section 2.1, result in constraint relations which are generally holonomic. Nonholonomic constraints are treated later during the development of the equations of motion. Here the attention is focused on the holonomic constraints, which have the form $C \bar{q} = 0$, where $C$ is a matrix of constraints and $\bar{q}$ is a vector of the dependent coordinates. From such constraint relations one can develop a transformation matrix, $T_c$, which maps the dependent coordinates, $\bar{q}$, into independent ones, $q$, as $\bar{q} = T_c q$. In the following, three methods of obtaining the transformation matrix $T_c$ are briefly discussed.

(i) The transformation matrix necessary to identify independent coordinates can be obtained by solving the constraint relations as simultaneous equations. The solution leads to the selection of certain of the coordinates as independent and expressions for the remaining coordinates in terms of those which have been selected to be independent. To clarify the method, the constraint equation, $C \bar{q} = 0$, is written in the form $A\ddot{q} + Bq = 0$, where $q$ are the selected independent coordinates and $\dot{q}$ are the remaining dependent
coordinates of the set $\bar{q}$, which are not included in $q$. The dimension of $\hat{q}$ is such that $A$ is a square nonsingular matrix with distinct columns of $C$ corresponding to $\hat{q}$. Similarly matrix $B$ comprises of those columns of $C$ not included in $A$ but corresponding to $q$. The constraint equation can now have the form $\hat{q} = -A^{-1}Bq$. Therefore, the required transformation matrix $T_c = \begin{bmatrix} -A^{-1}B \\ U \end{bmatrix}$. Note, the transformation matrix $T_c$ is not unique in form.

(ii) The alternate approach is based on the the zero eigenvalues theorem [54]. With the same notations as above, let the symmetric matrix $E$ be defined by $E = C^TC$. As seen before, the solution of the constraint equations may be expressed in the form $\bar{q} = T_c q$. According to the theorem, $T_c$ is a matrix whose columns are those of any modal matrix of $E$ corresponding to its zero eigenvalues, and $q$ is a column matrix compatible with $T_c$.

(iii) In the finite element method of structural analysis the coordinates of a free body element may be chosen as displacements and rotations at node points of structural elements. In such analyses, the equations of constraints require matching of the displacements and rotations at the nodes. A set of independent coordinates is determined simply through the use of a single symbol for each set of displacements and rotations in conjunction with the equality constraints. This is the basis of the now widely used procedure of superposing stiffness matrices or mass matrices of structural elements to determine a corresponding effective representation for the entire structure.

3.7 Potential Energy

The system's potential energy comprises of two contributions: position in the inverse square gravitational field ($U_g$), and strain energy stored by the structure due to its flexibility ($V$). Each of the contributions are evaluated in some detail here.
3.7.1 Gravitational potential energy

The gravitational potential energy, $U_g$, of a multibody system, located in an inverse square gravitational field, can be expressed as

$$ U_g = -G \sum_{i=1}^{n} \sum_{j=1}^{p} \int_{m_i}^{m_j} \frac{dm_i}{m_j} \frac{dm_j}{r_j^2}, $$

where:

- $G$ universal gravitational constant, $6.67 \times 10^{-11} \text{ N.m}^2/\text{kg}^2$;
- $n$ number of bodies in the system;
- $p$ number of primary bodies;
- $m_i$ mass of body $B_i$;
- $m_j$ mass of the primary body $j$;
- $r_j^2$ distance from $dm_i$ to $dm_j$.

In the present development, only one celestial primary body, the Earth, is considered, hence $j = 1$. Also, the Earth is taken to be spherical and homogeneous, i.e., it can be represented as a point mass. Therefore, the gravitational potential energy expression reduces to

$$ U_g = -\mu \sum_{i=1}^{n} \int_{m_i} \frac{dm_i}{r^i}, $$

(3.30)

where:

- $\mu = G m_e = 3.986 \times 10^{14} \text{ N.m}^2/\text{kg}$;
- $m_e = 5.97 \times 10^{24} \text{ kg}$;
- $r^i$ distance from center of the Earth to $dm_i$.

From Eq.(2.12b),

$$ r^i = r_0 + 0r^i = \bar{a}_0 + 0r^i. $$

With the inertial frame located at the center of the Earth, the position of the system
reference point, \( \bar{a}_0 \), can be written as

\[
\bar{a}_0 = a_0 \bar{\ell} ,
\]

where \( a_0 \) is the magnitude of the position vector \( \bar{a}_0 \) and \( \bar{\ell} \) is a unit vector in its direction.

The position of a differential mass relative to the reference point as projected on the inertial frame, \( ^0r^i \), can be expressed using Eqs.(2.9a) and (2.10c) as:

\[
^0r^i = \bar{r}^i + C_i^0 \xi^i ; \quad \bar{r}^i = \sum_{i=1}^{n} S_i^1 C_{i-1} \bar{u}_i .
\]

Now

\[
\frac{1}{r^i} = (\bar{r}^i \cdot \bar{r}^i)^{-\frac{1}{2}} ,
\]

\[
= (a_0^2 + 2^0\bar{r}^i \cdot \bar{a}_0 + ^0\bar{r}^i \cdot ^0\bar{r}^i)^{-\frac{1}{2}} ,
\]

\[
= \frac{1}{a_0} (1 + x)^{-\frac{1}{2}} ,
\]

where

\[
x = \frac{1}{a_0^2} ^0\bar{r}^i \cdot (2\bar{a}_0 + ^0\bar{r}^i) .
\]

Hence

\[
\frac{1}{r^i} = \frac{1}{a_0} \left( 1 - \frac{1}{2} x + \frac{1.3}{2.4} x^2 - \frac{1.2.3}{2.4.6} x^3 + \ldots \right)
\]

\[
= \frac{1}{a_0} - \frac{1}{a_0^3} (\bar{a}_0 \cdot ^0\bar{r}^i + \frac{1}{2} ^0\bar{r}^i \cdot ^0\bar{r}^i) + \frac{3}{2a_0^5} \left( (\bar{a}_0 \cdot ^0\bar{r}^i)^2 + (\bar{a}_0 \cdot ^0\bar{r}^i)(^0\bar{r}^i \cdot ^0\bar{r}^i) + \frac{1}{4} (^0\bar{r}^i \cdot ^0\bar{r}^i)^2 \right) + \ldots .
\]

Substituting from above into Eq.(3.30),

\[
U_g = -\frac{\mu m}{a_0} + \frac{\mu}{a_0^2} \bar{\ell} \sum_{i=1}^{n} \int_{m_i} ^0\bar{r}^i dm_i + \frac{\mu}{2a_0^3} \sum_{i=1}^{n} \int_{m_i} ^0r^i \cdot ^0r^i - 3(\bar{\ell} \cdot ^0r^i)^2
\]

\[
- \frac{3\mu}{2a_0^4} \sum_{i=1}^{n} \int_{m_i} (\bar{\ell} \cdot ^0r^i)(^0r^i \cdot ^0r^i) dm_i - \frac{3\mu}{8a_0^5} \sum_{i=1}^{n} \int_{m_i} ^0r^i \cdot ^0r^i \cdot ^0r^i \cdot ^0r^i dm_i + \ldots ,
\]

\[
= -\frac{\mu m}{a_0} + \frac{\mu}{a_0^2} (\bar{\ell} \cdot \bar{\ell}_0) + \frac{\mu}{2a_0^3} (-trH^0 + 3\bar{\ell} \cdot H^0 \bar{\ell}) - \frac{3\mu}{2a_0^4} \bar{\ell} \cdot H^0 + \ldots , \quad (3.31)
\]

where:
\[ \bar{\zeta}_0 = \sum_{i=1}^{n} \int_{m_i}^{0} \tilde{r}_i^T d\mathbf{m}_i = \sum_{i=1}^{n} m_i \frac{0}{\mathbf{N}} \mathbf{b}_i^T; \text{ the first mass moment of the system (as a point mass) about the origin } O_0 \text{ of frame } L_0 \text{ as projected on the inertial frame;} \]
\[ \frac{0}{\mathbf{N}} \mathbf{b}_i^T = \text{ center of mass of body } B_i \text{ in frame } L_0 \text{ as projected on the inertial frame;} \]
\[ H^0 = \text{ second mass moment of the system about the reference point as projected on the inertial frame;} \]
\[ \tilde{h}_0^i = \sum_{i=1}^{n} \left( \sum_{i=1}^{n} \int_{m_i}^{0} \tilde{r}_i^T \tilde{r}_i^T d\mathbf{m}_i \right); \text{ third mass moment of the system about the reference point as projected on the inertial frame.} \]

The first term in Eq.(3.31) represents the familiar inverse square force field contribution with the system represented by a point mass at the reference point. The second term is due to the torque as a result of the reference point not coinciding with the system center of mass. The third term is proportional to the gravity gradient evaluated at the reference point while the final term accounts for a higher degree of nonlinearity in the gravitational field. Usually only the first three terms in Eq.(3.31) are included in the analysis. This is adequate for the case where the spacecraft is small compared to its distance from the center of the Earth, i.e., \(|\frac{0}{\mathbf{r}}^T a_0| \ll 1\). In the above derivation an additional higher order term, purposely retained, required consideration of the third mass moment of the spacecraft. This term may be important when the spacecraft is very large or its moments of inertia are nearly equal, as pointed out by Meirovitch [55].

The expression of the third mass moment \( \tilde{h}_0^i \) of body \( B_i \) can be further developed as follows. From Eq.(2-9a), \( \frac{0}{\mathbf{r}}^T \) can be written as
\[ \frac{0}{\mathbf{r}}^T = \frac{0}{\mathbf{r}}^T + C_i \tilde{\xi}_i, \]
\[ i.e., \tilde{h}_0^i = \int_{m_i}^{0} \frac{0}{\mathbf{r}}_i \tilde{r}_i^T \tilde{r}_i^T d\mathbf{m}_i, \]
\[ = m_i \frac{0}{\mathbf{r}}_i \frac{0}{\mathbf{r}}_i^T \tilde{r}_i^T + \left[ 2 \frac{0}{\mathbf{r}}_i \frac{0}{\mathbf{r}}_i^T \frac{0}{\mathbf{r}}_i \frac{0}{\mathbf{r}}_i^T \right] C_i \int_{m_i}^{\tilde{\xi}_i} d\mathbf{m}_i + 
C_i \int_{m_i}^{\tilde{\xi}_i} \left[ 2 \tilde{\xi}_i \tilde{\xi}_i^T + \tilde{\xi}_i^T \tilde{\xi}_i U \right] d\mathbf{m}_i \frac{0}{\mathbf{r}}_i + C_i \int_{m_i}^{\tilde{\xi}_i} \tilde{\xi}_i \tilde{\xi}_i^T \tilde{\xi}_i d\mathbf{m}_i C_i^T, \]
\[ = m_i \bar{\rho}_i o \bar{\rho}_i T o \bar{\rho}_i + [3 \text{ tr. } R^i - 2 R^i] C_i \bar{b}^i + C_i [3 \text{ tr. } I^i - 2 I^i] C_i^T o \bar{\rho}_i + C_i \int_{m_i} \bar{\xi}^i \bar{\xi}^iT \bar{\xi}^i \, dm_i. \]  

\[ (3.32) \]

Here definition of the center of mass \( \bar{b}^i \) and mass moment of inertia \( I^i \) from Eq.(3.3) have been introduced. \( R^i \) is the second mass moment of inertia of body \( B_i \) represented as a point mass located at the origin \( O_i \) of the body frame \( L_i \). In Eq.(3.32), the last term on the r.h.s. represents the third mass moment of body \( B_i \) about its own body coordinates, while the first three terms transform it to the reference point. The last term in Eq.(3.32) can be developed further as follows. From Section A.1 with a displacement field \( \bar{\varphi}^i \), which is linear in deflection, the position of a point in body \( B_i \) with respect to the local frame \( L_i \) can be written as,

\[ \bar{\xi}^i = \bar{\rho}^i + \Phi^{iT} \bar{\delta}_i. \]

Substituting from above, the expression for the third mass moment about the body coordinates takes the form

\[
\int_{m_i} \bar{\xi}^i \bar{\xi}^iT \bar{\xi}^i \, dm_i = \int_{m_i} \bar{\rho}^i \bar{\rho}^iT \bar{\rho}^i \, dm_i + \int_{m_i} [2 \bar{\rho}^i \bar{\rho}^{iT} + \bar{\rho}^{iT} \bar{\rho}^i U] \Phi^{iT} \, dm_i \bar{\delta}_i \\
+ \left\{ \bar{\delta}_i^T \int_{m_i} [2 \sum_n \rho_n^i \Delta_m^i \Delta_n^iT + \rho_m^i \Phi^i \Phi^{iT}] \, dm_i \bar{\delta}_i \right\} \\
+ \left[ \bar{\delta}_i^T \left[ \int_{m_i} \Delta_m^i(l) \Phi^i \Phi^{iT} \, dm_i \right]_{ml} \bar{\delta}_i \right] \bar{\delta}_i, \\
m = 1, 2, 3; \ l = 1, 2, \ldots, n\delta_i.
\]

Here the two terms, the first and the last on the r.h.s., represent contributions due to the body treated as rigid and flexible, respectively. The remaining terms are due to the interactions between them. The above equation together with Eq.(3.32) define the dynamical quantities required to account for the additional nonlinear gravity gradient term.
The derivation presented here is new in that it extends previous formulation of the gravitational potential energy for a single body to a multibody system consisting of flexible deployable bodies that may be translating and rotating.

3.7.2 Nonlinear strain

Here we consider problems with geometric nonlinearities only, i.e., the angle of rotation can be large with strains not exceeding the limit of proportionality. In the case of a thin beam or a thin shell we assume that every point remains after the deformation on the same perpendicular to the beam axis or the shell middle surface as before and that the distance of every point from the beam axis or the shell middle surface remains unchanged by the deformation. By expanding of the displacement field as a power series about the beam axis or the shell middle surface and invoking the above stated assumptions one can obtain a displacement field which is fully defined in terms of the deformation of the beam axis or the shell middle surface [51]. Use of a displacement field which is formed from the linear terms only in this expansion, together with the complete nonlinear strain energy, results in equations of motion which are adequate for large elastic rotations and account for axial foreshortening due to transverse vibrations [56]. Although this method is not new, its use is limited due to the involved algebra [57]. Actually, the explicit use of the complete nonlinear strain-displacement relations result in terms up to the fourth degree in the strain energy expression and terms up to the third degree in the stiffness matrix. In this and the next section a procedure is introduced for developing an algorithm to calculate the stiffness matrix from the complete nonlinear strain energy.

The expressions for the nonlinear strains in terms of the linear strains and elastic rotations are given in Appendix B. These relations can be written in a matrix form as

$$\{\epsilon\} = \{e\} + \{e^T E_1^i e\} + \{e^T E_2^i \omega_e\} + \{\omega_e^T E_3^i \omega_e\}, \quad j = 1,2,\ldots,6, \quad (3.33)$$

where:

$$\{\epsilon\}^T = (\epsilon_{11} \epsilon_{22} \epsilon_{33} \epsilon_{23} \epsilon_{31} \epsilon_{12});$$

$$\{e\}^T = (\epsilon_{11} \epsilon_{22} \epsilon_{33} \epsilon_{23} \epsilon_{31} \epsilon_{12});$$

$$\omega_e^T = (\omega_{e1} \omega_{e2} \omega_{e3}).$$

Here \(e_{ij}, \epsilon_{jk}, \epsilon_{jk}, j,k = 1,2,3\) are elastic rotations, linear and nonlinear strains, re-
respectively. \( E_1^i, E_2^i, E_3^i \) are described in detail in Appendix B. Note, the nonlinear strain expression in Eq.(3.33) is composed of four terms: the first is linear while the other three are nonlinear. The second and the fourth terms are quadratic in the linear strain and elastic rotation, respectively, while the third term represents a coupling between the two.

The linear strain-displacement and elastic rotation-displacement relations can be written using operator matrices \( L_e \) and \( L_\omega \) (Appendix B) as:

\[
\{e\} = [L_e] \{w\} ; \quad \{\bar{\omega}\} = [L_\omega] \{w\} . \tag{3.34}
\]

From Section A.1, a linear elastic displacement vector, \( \bar{w} \), can be expressed in terms of admissible functions as

\[
\{w\} = \Phi^T \delta . \tag{3.35}
\]

Therefore, the linear strain and rotation vectors can be written in terms of the shape functions and generalized coordinates as:

\[
\{e\} = L_e \bar{w} = L_e \Phi \delta = B^0 \delta , \quad B^0 = L_e \Phi ; \tag{3.36a}
\]

\[
\{\omega\} = L_\omega \bar{w} = L_\omega \Phi \delta = G^0 \delta , \quad G^0 = L_\omega \Phi . \tag{3.36b}
\]

On substituting from Eq.(3.36) in Eq.(3.33), the nonlinear strain vector is obtained in terms of the generalized coordinates as

\[
\{e\} = \{ B^0 \delta \} + \{ \delta^T B_1^i \delta \} + \{ \delta^T B_2^i \delta \} + \{ \delta^T B_3^i \delta \} , \tag{3.37}
\]

where:

\[
B_1^i = B_1^i + B_2^i + B_3^i ; \quad B_1^i = B^{0T} E_1^i B^0 ;
\]

\[
B_2^i = B^{0T} E_2^i G^0 ; \quad B_3^i = G^{0T} E_3^i G^0 .
\]

Note, contribution to the nonlinear strain comes from two sources: linear as well as quadratic generalized deflection. It is apparent that the nonlinear term contains contributions from the linear strain, elastic rotation and their interactions.
3.7.3 The strain energy and stiffness matrix

The strain energy can be written as

\[ V = \frac{1}{2} \int \sigma^T \epsilon \, d\tau = \frac{1}{2} \int \epsilon^T C \epsilon \, d\tau, \]  

(3.38)

where:

\( \tau \) = body volume;
\( \sigma \) = stress vector;
\( C \) = matrix of material constants.

Introducing the expression of the nonlinear strain in terms of the generalized coordinates from Eq.(3.37), the integrand in Eq.(3.38) can be put in the following form,

\[ \epsilon^T C \epsilon = \{ B^0 \bar{\delta} + \bar{\delta}^T B^i \bar{\delta} \}^T [C] \{ B^0 \bar{\delta} + \bar{\delta}^T B^i \bar{\delta} \} \]

\[ = \bar{\delta}^T \left[ B^0 T C B^0 + B^0 T C [\bar{\delta}^T B^i] + [B^i T \bar{\delta}] C B^0 + [B^i T \bar{\delta}] [C] [\bar{\delta}^T B^k] \right] \bar{\delta}. \]

Substituting from above in Eq.(3.38), the strain energy expression can be rewritten as

\[ V = \frac{1}{2} \bar{\delta}^T \left[ V_1 + \bar{\delta}^T V_2 + V_2^T \bar{\delta} + \bar{\delta}^T V_3 \bar{\delta} \right] \bar{\delta}, \quad l, m = 1, 2, \ldots, n_\delta; \]

(3.39)

where \( n_\delta \) is the number of generalized coordinates associated with the deflection of the body, i.e., the number of elements in the vector of deflection \( \bar{\delta} \). Note that only the symmetric parts of \( V_1 \) and \( V_3^{lm} \) are to be considered. Denoting the \( s \)-element of \( \bar{\delta} \) as \( \delta_s \):

\[ V_1 = \int_{\tau} B^{0T} C B^0 \, d\tau, \]

i.e.,

\[ V_1(j,k) = \sum_{l=1}^{6} \sum_{m=1}^{6} C(l,m) \int_{\tau} B^0(l,j) B^0(m,k) \, d\tau; \]

\[ \left[ \bar{\delta}^T V_2^l \right] = \int_{\tau} B^{0T} C [\bar{\delta}^T B^i] \, d\tau, \]

\[ \sum_{s=1}^{n_\delta} \delta_s V_2^l(s,r) \right]_{lr} = \left( \sum_{m=1}^{6} \sum_{j=1}^{6} C(m,j) \int_{\tau} B^0(m,l) \left( \sum_{s=1}^{n_\delta} \delta_s B^i(s,r) \right)_{jr} \, d\tau \right)_{lr}, \]

i.e.,

\[ V_2^l(s,r) = \sum_{m=1}^{6} \sum_{j=1}^{6} C(m,j) \int_{\tau} B^0(m,l) B^i(s,r) \, d\tau; \]
\[ \frac{\partial V}{\partial \bar{\delta}} = [K_1 + K_2 + K_3] \bar{\delta} = K \bar{\delta}, \]

(3.40)

where \( K = K_1 + K_2 + K_3 \) is a nonlinear stiffness matrix obtained as follows. From Eqs.(3.39) and (3.40):

\[
K_1 \bar{\delta} = \frac{1}{2} \frac{\partial}{\partial \bar{\delta}} (\bar{\delta}^T V_1 \bar{\delta}) = \frac{1}{2} \left[ V_1^T + V_1 \right] \bar{\delta},
\]

i.e.,

\[ K_1 = V_1; \quad (3.41a) \]

\[
K_2 \bar{\delta} = \frac{1}{2} \frac{\partial}{\partial \bar{\delta}} \left( \bar{\delta}^T \left[ \bar{\delta}^T V_2 \bar{\delta} \right] \bar{\delta} + \bar{\delta}^T \left[ V_2^T \bar{\delta} \right] \bar{\delta} \right),
\]

\[
= \frac{1}{2} \left\{ 2 \left[ \bar{\delta}^T V_2 \bar{\delta} \right] \bar{\delta} + 2 \left[ V_2^T \bar{\delta} \right] \bar{\delta} + 2 \left[ V_2^T \bar{\delta} \right] \bar{\delta} \right\},
\]

i.e.,

\[ K_2 = \left[ \left[ \bar{\delta}^T V_2 \bar{\delta} \right] + \left[ V_2^T \bar{\delta} \right] \bar{\delta} \right], \quad l = 1, 2, \ldots, n_\delta; \quad (3.41b) \]

\[
K_3 \bar{\delta} = \frac{1}{2} \frac{\partial}{\partial \bar{\delta}} \left( \bar{\delta}^T \left[ \bar{\delta}^T V_3 \bar{\delta} \right] \bar{\delta} \right),
\]

\[
= \left[ \bar{\delta}^T \left[ V_3 \bar{\delta} \right] \right] \bar{\delta},
\]

i.e.

\[ K_3 = 2 \left[ \bar{\delta}^T V_3 \bar{\delta} \right], \quad l, m = 1, 2, \ldots, n_\delta. \quad (3.41c) \]
Note that $K_1$ and $K_3$ are symmetric square matrices while $K_2$ is an asymmetric square matrix.

To summarize the formulation of the stiffness matrix:

- choose shape functions $\Phi$ to describe elastic deformations of a body;
- using Eqs.(3.36a) and (3.36b) calculate $B^0$ and $G^0$;
- with Eq.(3.37), calculate any or all of $B_1^j$, $B_2^j$ and $B_3^j$, depending on the problem, and hence $B^j$;
- Using Eq.(3.39) calculate $V_1, V_2^l$ and $V_3^{lm}$;
- $K_1, K_2$ and $K_3$, are now determined from Eq.(3.41) once $\bar{\delta}$ is known at a given instant.

The attractive feature of the algorithm lies in the fact that, with the shape functions identified, it requires evaluation of integrals in Eq.(3.39) only once.
4. EQUATIONS OF MOTION

4.1 Preliminary Remarks

With the kinetic and potential energy expressions in hand one can approach the dynamical problem using the celebrated fundamental equation, due to Lagrange,

\[
\sum_s \left( \frac{d}{dt} \frac{\partial T}{\partial \dot{q}_s} - \frac{\partial T}{\partial q_s} - Q_s \right) \delta q_s = 0 ,
\]

(4.1)

where \( \delta q_s \) are virtual displacements associated with the generalized coordinates \( q_s (s = 1, 2, \ldots, n) \). The kinetic energy \( T \) and the generalized forces \( Q_s \) are, in general, functions of all the system coordinates \( q_s \), velocities \( \dot{q}_s \) and time \( t \).

The generalized velocities, \( \dot{q}_s \), satisfy the linearly independent system of constraint equations

\[
B^T \dot{q} + \bar{b} = 0 ,
\]

(4.2)

where \( B \) is an \( l \times n \) matrix of constraints and \( \bar{b} \) is an \( l \)-dimensional vector. Therefore, among all the \( q_s, \dot{q}_s \) which satisfy the constraint relations we seek those which also satisfy the fundamental equations of motion.

The virtual displacements \( \delta q \) satisfy the set of equations

\[
B^T \delta q = 0 .
\]

(4.3)

From the linear independence of the constraint equation (4.2), it follows that the set of equations in (4.3) are also linearly independent.

As shown by Lagrange, if \( q_s \) and \( \dot{q}_s \) satisfy the fundamental equation (4.1) as well as the constraint relations (4.2), then one may write [58]

\[
\left\{ \frac{d}{dt} \left( \frac{\partial T}{\partial q} \right) - \frac{\partial T}{\partial q} - Q + B \lambda \right\} \cdot \delta q = 0 ,
\]

\[84\]
where \( \overline{Q} \) and \( \overline{\lambda} \) are the vectors of generalized forces and Lagrange multipliers, respectively. Here, \( \delta \overline{q} \) are completely arbitrary, i.e., they are no longer subject to the constraints, hence the necessary and sufficient condition for the above equation to be satisfied is

\[
\frac{d}{dt} \left( \frac{\partial T}{\partial \delta \overline{q}} \right) - \frac{\partial T}{\partial \delta \overline{q}} - \overline{Q} + B \overline{\lambda} = 0 .
\] (4.4)

The system of equations given by (4.2) and (4.4) are to be solved simultaneously for the generalized coordinates \( \overline{q} \) and the Lagrange multipliers \( \overline{\lambda} \).

The constraint relations in terms of the virtual displacements, Eq.(4.3), can be rewritten as

\[
B_1^T \delta \overline{q}_1 = -B_2^T \delta \overline{q}_2 ,
\]

where \( \delta \overline{q}_1 \) is an \( l \)-dimensional vector from \( \delta \overline{q} \), and \( B_1 \) is the associated \( l \times l \) matrix from \( B \). The rest of \( \delta \overline{q} \) and \( B \) form the \( (n - l) \)-dimensional vector \( \delta \overline{q}_2 \), and the \( l \times (n - l) \) matrix \( B_2 \), respectively. The square matrix \( B_1 \) is nonsingular; otherwise the equations of constraint would not be independent.

It follows that the constraint equations can be solved for \( l \) virtual displacements \( \delta \overline{q}_1 \) as linear combinations of the remaining \( n - l \) ones,

\[
\delta \overline{q}_1 = -[B_1^{-1}]^T [B_2]^T \delta \overline{q}_2 .
\]

Denoting

\[
R_k = \left\{ \frac{d}{dt} \left( \frac{\partial T}{\partial \delta \overline{q}_k} \right) - \frac{\partial T}{\partial \delta \overline{q}_k} - Q_k \right\} , \quad k = 1,2,\ldots,n ,
\]

the fundamental equation (4.1) can be written as

\[
R_1^T \delta \overline{q}_1 + R_2^T \delta \overline{q}_2 = \{ -B_2 \quad B_1^{-1} \quad R_1 + R_2 \}^T \delta \overline{q}_2 = 0 .
\]

As \( \delta \overline{q}_2 \) are arbitrary,

\[
-B_2 B_1^{-1} R_1 + R_2 = 0 ,
\]
The equations in (4.5) together with the constraint relations (4.2) constitute the formulation by embedding of nonholonomic constraints. They form a system of \( n \) equations with \( n \) unknowns, \( \bar{q} \), and involve no Lagrange multipliers.

Hemami [59] proposed a method to account for nonholonomic constraints, where one premultiplies the equations of motions by a matrix, which is an orthogonal complement to the matrix of constraints. The new, reduced system of equations and the constraint relations form the set of equations to be solved. Since the orthogonal complement to a matrix is not unique, the reduced equations of the system is not unique in form. Consequently, for the reduced system, a variety of representations are possible. The method of embedding of constraints, discussed above, is essentially similar. Note, different representations for the reduced system may be obtained by using different \( \delta \bar{q}_1 \). Thus the method of embedding of constraints provides the orthogonal complement of the matrix of constraints as

\[
\begin{bmatrix}
-B_2 B_1^{-1} & U
\end{bmatrix},
\]

where \( U \) is the unit matrix. The equations of motion as given in (4.5) can be obtained by premultiplying Eq.(4.4) with its orthogonal complement eliminating the Lagrange multipliers as follows,

\[
\begin{bmatrix}
-B_2 B_1^{-1} & U
\end{bmatrix}
\begin{bmatrix}
B_1 \\
B_2
\end{bmatrix} = 0.
\]

In the above equation, the matrix of constraint is decomposed into two submatrices \( B_1 \) and \( B_2 \) as before.
4.2 Functions of Interest

4.2.1 Kinetic energy

In many dynamical applications, one is required to specify some of the coordinates as functions of time. Since in the present work relative coordinates are used they can be rearranged to express the kinetic energy as

\[ T = \frac{1}{2} \dot{\mathbf{x}}^T M^* \ddot{\mathbf{x}} , \]

where \( \dot{\mathbf{s}} \) are the specified velocities. \( M, M_s \) and \( N \) are masses associated with generalized coordinates, specified coordinates and their coupling, respectively. \( M^* \) is the mass matrix associated with the system coordinates (generalized and specified) denoted as \( \bar{x} \). The kinetic energy is composed of quadratic, linear, and independent terms in the system velocities, represented here by \( t_2, t_1 \) and \( t_0 \), respectively.

4.2.2 Lagrangian

Denoting the system potential energy as \( U_p \), the Lagrangian of the system can be written as

\[ L = T - U_p , \]

\[ = \frac{1}{2} \dot{\mathbf{x}}^T M^* \ddot{\mathbf{x}} - U_p , \]

\[ = \frac{1}{2} \dot{\mathbf{q}}^T M \dot{\mathbf{q}} + \mathbf{n}^T \dot{\mathbf{q}} + (t_0 - U_p) . \]
When the kinetic energy is only a quadratic function in the system velocities, $\bar{n}$ and $t_0$ vanish and the Lagrangian is called natural.

4.2.3 Generalized momenta

The generalized momenta are defined by

$$\bar{p} = \frac{\partial L}{\partial \dot{q}} = M \dot{q} + \bar{n}.$$ (4.8)

Note that when the kinetic energy is quadratic in the system velocities the generalized momenta have the form $\bar{p} = M \dot{q}$.

4.2.4 Hamiltonian

From Eq.(4.8), the generalized velocities can be expressed in terms of the system momenta as

$$\dot{q} = M^{-1} \{ \bar{p} - \bar{n} \}.$$  

Substituting from above into Eq.(4.7), the Lagrangian can be written in terms of the generalized momenta as

$$L = \frac{1}{2} (\bar{p} - \bar{n})^T M^{-1} (\bar{p} - \bar{n}) + \bar{n}^T M^{-1} (\bar{p} - \bar{n}) + t_0 - U_p.$$  

Using the above two expressions of the generalized velocities and the Lagrangian the Hamiltonian, $H$, can be expressed using its definition as

$$H = \bar{p}^T \dot{q} - L,$$

$$= \bar{p}^T M^{-1} \{ \bar{p} - \bar{n} \} - L,$$

$$= \frac{1}{2} (\bar{p} - \bar{n})^T M^{-1} (\bar{p} - \bar{n}) - t_0 + U_p,$$

$$= t_2 - t_0 + U_p.$$  

(4.9)

Note that $t_1$ does not appear in Hamilton's function. When the Lagrangian is natural
(t_1 = t_0 = 0), the Hamiltonian is just the system's total energy.

4.2.5 Integrals of motion

When the Hamiltonian is not a function of time, it represents a constant of the motion. In addition, the case when the kinetic energy is quadratic in the velocity represents conservation of the total energy. Hamiltonian, when constant, can serve to check the accuracy during the numerical integration. It can also act as the Liapunov function in the stability analysis.

If the external forces associated with some generalized coordinates \( \vec{g} \), known as ignorable coordinates, are zero, then the momenta associated with \( \vec{g} \), denoted as \( \vec{p}_g \), are constants. Hence

\[
\vec{p}_g = M_g \dot{\vec{g}} + \vec{n}_g = \vec{c},
\]

where \( M_g \) is the mass matrix associated with the ignorable coordinates. Note, \( \vec{n}_g = N_g \dot{\vec{y}} \) with \( \dot{\vec{y}} \) denoting the system generalized and specified velocities; while \( N_g \) represents the mass matrix, which couples the ignorable coordinates with the system. Here \( \vec{c} \) is an array of constants defined by the system initial conditions. From above,

\[
\dot{\vec{y}} = M_g^{-1} \{\vec{c} - \vec{n}_g\}.
\]

Thus with the ignorable coordinates \( \vec{g} \), the order of the differential equations to be solved is reduced.

4.3 Lagrange Equations for a Multibody System

Substituting for Lagrangian in Eq.(4.4), the governing equations of motion can be written as

\[
M^* \ddot{x} + \dot{M}^* \dot{x} - \frac{1}{2} \{\dot{x}^T M^*_{,zz} \dot{x}\} + U_{p1z} = \overline{Q} + B\overline{\lambda}.
\]
Separating \( \dot{x} \) into generalized and specified velocities \( \dot{q} \) and \( \dot{s} \), respectively, \( \dot{x}^T = (\dot{q}^T \ \dot{s}^T) \), Lagrange’s equations can be written as

\[
\begin{bmatrix}
M & N \\
N^T & M_s
\end{bmatrix}
\begin{bmatrix}
\ddot{q} \\
\ddot{s}
\end{bmatrix}
+ \begin{bmatrix}
\dot{M} & \dot{N} \\
\dot{N}^T & \dot{M}_s
\end{bmatrix}
\begin{bmatrix}
\dot{q} \\
\dot{s}
\end{bmatrix}
- \frac{1}{2} \begin{bmatrix}
\dddot{q}^T [M^*_{qq}] \dddot{x} \\
\dddot{s}^T [M^*_{ss}] \dddot{x}
\end{bmatrix}
+ \begin{bmatrix}
U_{pq} \\
U_{ps}
\end{bmatrix}
= \begin{bmatrix}
Q_q \\
Q_s
\end{bmatrix}
+ \begin{bmatrix}
B_q \\
B_s
\end{bmatrix}
\begin{bmatrix}
\lambda_q \\
\lambda_s
\end{bmatrix} .
\] (4.12)

The first set of equations describe the system dynamics, which must be solved for the generalized coordinates \( \ddot{q} \), while the second set of equations are for the specified coordinates \( \ddot{s} \) and, when solved, gives applied forces associated with \( \ddot{s} \).

An alternative form of the equations describing the systems dynamics can be developed as follows. Noting that (Eq.4.6):

\[
N \dot{s} + \dot{N} \dot{s} = \ddot{n} ;
\]

\[
\frac{1}{2} \dddot{x}^T M^*_{qq} \dddot{x} = \frac{1}{2} \dddot{q}^T M_{qq} \dddot{q} + \dddot{n}_{qq} + t_{0,qq} \ , \ k = 1, 2, \ldots, n_q ;
\]

Eq.(4.12) takes the form

\[
M \dddot{q} + [M - \dddot{n}_{qq}^T] \dddot{q} - \frac{1}{2} \{ \dddot{q}^T M_{qq} \dddot{q} \} + \dddot{n} + (U_p - t_0)_{\dddot{q}} = \dddot{Q}_q + B \dddot{\lambda}_q , \ k = 1, 2, \ldots, n_q ; (4.13)
\]

where \( n_q \) is the number of the generalized coordinates. Noting that:

\[
\ddot{n} = \sum_{j=1}^{n_q} \ddot{n}_{qq} \dddot{q}_j + \ddot{n}_{tt} = \{ \{ \ddot{n}_{jj} \} \} \dddot{q} + \ddot{n}_{tt} ; \quad \text{and}
\]

\[
\dot{M} = \sum_{j=1}^{n_q} M_{qq} \dddot{q}_j + M_{tt} ;
\]

\[
[ \sum_{j=1}^{n_q} M_{qq} \dddot{q}_j ] = \{ \{ \sum_{j=1}^{n_q} \dddot{q}_j \ dd\dot{m} \ M(k, m, \dddot{q}_j)_{kk} \} = \{ \dddot{q}^T [M(k, m, \dddot{q}_j)_{kk}] \} ,
\]

\[
= \{ \{ \sum_{j=1}^{n_q} \dddot{q}_j \ dd\dot{m} \ M(j, k, \dddot{q}_m)_{kk} \} = \{ \dddot{q}^T [M(j, k, \dddot{q}_m)_{kk}] \} .
\]
Note, $M(k,m)_q$, and $M(j,k)_q$, are the $(j,m)$ elements in the matrices $[M(k,m)_q]_j$ and $[M(j,k)_q]_k$, respectively. Eq.(4.13) can be rewritten in the form

$$M \ddot{\mathbf{q}} + [M_{M} + G] \dot{\mathbf{q}} + \frac{1}{2} \{ \dot{\mathbf{q}}^T \Gamma_k \dot{\mathbf{q}} \} + \mathbf{n}, \dot{t} + (U_p - t_0) \ddot{\mathbf{q}} = \mathbf{Q} + B \ddot{x}, \quad k = 1, 2, \ldots, n_q,$$  

(4.14)

where:

$$G = [\mathbf{n}, g_k] - [\mathbf{n}, g_k]^T, \quad k = 1, 2, \ldots, n_q;$$

$$\Gamma_k(m,j) = 2M(k,m)_q - M(j,m)_q,$$

$$= M(m,k)_q + M(k,j)_q - M(j,m)_q, \quad j, k, m = 1, 2, \ldots, n_q.$$

Here $G$ is a skew symmetric matrix associated with the gyroscopic forces while $\Gamma_k, k = 1, 2, \ldots, n_q,$ are symmetric matrices representing Coriolis type forces.

Lagrange’s equation can be expressed in yet another form. Let $n_s$ denote the number of specified coordinates and note that:

$$M_s = \sum_{l=1}^{n_s} \dot{s}_l \ M_{s,s_l};$$

$$\mathbf{n} = N \hat{\mathbf{s}} = \sum_{l=1}^{n_s} \dot{s}_l \ \mathbf{n}_l;$$

$$\mathbf{n}, \dot{t} = \sum_{l=1}^{n_s} \dot{s}_l \ \mathbf{n}_l + \sum_{l=1}^{n_s} \sum_{m=1}^{n_s} \dot{s}_l \ \dot{s}_m \ \mathbf{n}_{l,m};$$

$$G = \sum_{l=1}^{n_s} \dot{s}_l \ [\mathbf{n}_{l,q_k}] - [\mathbf{n}_{l,q_k}],$$

$$G_l = [\mathbf{n}_{l,q_k}] - [\mathbf{n}_{l,q_k}], \quad k = 1, 2, \ldots, n_q;$$

$$t_0 = \dot{\mathbf{s}}^T \ M_s \ \dot{\mathbf{s}} = \sum_{l=1}^{n_s} \sum_{m=1}^{n_s} \dot{s}_l \ \dot{s}_m \ M_s(l,m);$$

(4.15)

where $\mathbf{n}_l$ is the $l$-th column of the matrix $N$. Substituting from above into Eq.(4.14) gives
\[ M \ddot{\bar{q}} + \left[ \sum_{l=1}^{n_g} \dot{s}_l \left( M_{s,m} + G_l \right) \right] \dot{\bar{q}} + \frac{1}{2} \left\{ \ddot{q}^T \Gamma_k \dot{q} \right\} + \sum_{l} \ddot{s}_l \ddot{n}_l \]
\[ + \sum_{l=1}^{n_g} \sum_{m=1}^{n_s} \dot{s}_l \dot{s}_m \{ \ddot{n}_l, \dot{s}_m - M_{s}(l,m) \} + U_{p,q} = \bar{Q} + B \ddot{\lambda} \].  

(4.16)

As before, \( G_l \) is a skew symmetric matrix (gyroscopic force) associated with the specified coordinate \( s_l \).

It should be emphasized that Eqs. (4.13), (4.14) and (4.16) governing the generalized coordinates \( \bar{q} \) account for the coupling with the specified coordinates. The equations of motion, or more appropriately force equations, for the specified coordinates are similar in form with \( \bar{q} \) and \( \bar{s} \) interchanged and, of course, the corresponding adjustment in the associated mass matrix, external forces and constraints.

Ignorable coordinates can be accounted for as follows. By subdividing the system velocities as \( \dot{\bar{x}}^T = (\dot{\bar{q}}^T \dot{\bar{g}}^T \dot{\bar{s}}^T) \), accordingly identifying the coefficient submatrices in Eq.(4.12) and following the same procedure as before, the resulting equations (similar to 4.13, 4.14, 4.15) will now have additional terms to account for the separated ignorable coordinates. As for the ignorable coordinates, Eq.(4.13) reduces to

\[ M_g \ddot{\bar{g}} + \dot{M}_g \dot{\bar{g}} + \ddot{n}_g = \frac{d}{dt} \left\{ M_g \dot{\bar{g}} + \ddot{n}_g \right\} = 0 , \]

where \( M_g \) is the mass matrix associated with the ignorable coordinates \( \bar{g} \), and \( \ddot{n}_g \) is a coupling term associated with the coordinates \( \bar{q} \) and \( \bar{s} \). Hence

\[ \ddot{\bar{g}} = - M_g^{-1} \left\{ M_{g,t} \dot{\bar{g}} + \ddot{n}_{g,t} \right\} ; \]

\[ M_g \dot{\bar{g}} + \ddot{n}_g = \bar{c} , \]

i.e.,

\[ \ddot{\bar{g}} = M_g^{-1} \left\{ \bar{c} - \ddot{n}_g \right\} ; \]

where \( \bar{c} \) is a constant to be calculated from initial conditions.

The nonconservative external force, \( Q_r \), associated with the generalized coordinate
$q_r$ can be derived as

$$Q_r = \sum_{i=1}^{n} \sum_{j=1}^{3} f_j^i \frac{\partial r_j^i}{\partial q_r} \, dm_i ,$$

where:

- $n =$ number of bodies in a system;
- $f_j^i =$ j-th component of the external force per unit mass acting on the differential element $dm_i$ ;
- $r_j^i =$ j-th component of the position vector $\vec{r}^i$ to $dm_i$ in the inertial frame .

The position vector $\vec{r}^i$ is defined by Eq.(2.11). Its partial derivative with respect to the generalized coordinate $q_r$ is given by

$$\vec{r}_{i q_r} = \sum_{l=0}^{n} S_l^i \left\{ C_{l-1,jq_r} \alpha_i + C_{l-1,jv} + C_{i,jq_r} \xi + \delta_{ir} C_i \xi_{i q_r} \right\} ,$$

where the partial differentiations involved are listed in Appendix C.

4.3.1 Structure of the linearized equations

In some applications, such as control permitting small deviations from the equilibrium state, it may be adequate to use the linearized form of the governing equations of motion. Such a form can be obtained quite readily by neglecting the quadratic terms in the velocity and expanding the terms in the equation about some nominal equilibrium point:

$$\delta_l \, \vec{\eta}_l = \delta_l \left\{ \vec{\eta}_l + [ \vec{\eta}_{l q} ] \, \vec{q} \right\} ,$$

$$= \delta_l \left\{ \vec{\eta}_l + \frac{1}{2} [ G_l + E_l ] \, \vec{q} \right\} ;$$

and

$$\delta_l \delta_m \{ \vec{\eta}_{l,m} - M_a(l,m),\vec{q} \} = \delta_l \delta_m \{ \vec{\eta}_{l,m} - M_a(l,m),\vec{q} + \frac{1}{2} [ G_{l,m} + E_{l,m} - 2M_a(l,m),\vec{q},\vec{q} ] \, \vec{q} \} ;$$

where terms on the r.h.s. of the above two expressions are evaluated at the nominal
equilibrium point. Here:

\[
G_i = \begin{bmatrix} \bar{n}_i q_k \end{bmatrix} - \begin{bmatrix} \bar{n}_i^T q_k \end{bmatrix}, \quad \text{a skew symmetric matrix;}
\]

\[
E_i = \begin{bmatrix} \bar{n}_i q_k + \bar{n}_i^T q_k \end{bmatrix}, \quad \text{a symmetric matrix;}
\]

\[
G_{i,s} = \begin{bmatrix} \bar{n}_i q_k \end{bmatrix} s_m - \begin{bmatrix} \bar{n}_i^T q_k \end{bmatrix} s_m, \quad \text{a skew symmetric matrix;}
\]

\[
E_{i,s} = \begin{bmatrix} \bar{n}_i q_k \end{bmatrix} s_m - \begin{bmatrix} \bar{n}_i^T q_k \end{bmatrix} s_m, \quad \text{a symmetric matrix;}
\]

Using the above equalities in Eq.(4.16),

\[
M \ddot{\bar{q}} + \sum_{i=1}^{n_s} \delta_{li} \begin{bmatrix} M_{ij} + G_i \end{bmatrix} \dot{\bar{q}} + \left[ \frac{1}{2} \sum_{l=1}^{n_s} \delta_{li} \begin{bmatrix} G_l + E_l \end{bmatrix} \right]
\]

\[
+ \sum_{i=1}^{n_s} \sum_{m=1}^{n_s} \delta_{li} \delta_{jm} \begin{bmatrix} \frac{1}{2} \begin{bmatrix} G_{i,s} + E_{i,s} \end{bmatrix} - M_s(l,m)_{s\bar{q}} \end{bmatrix} + U_{p,\bar{q}q} + \bar{Q}_{i,q} \end{bmatrix} \bar{q}
\]

\[
= \sum_{i=1}^{n_s} \delta_{li} \bar{n}_i + \sum_{i=1}^{n_s} \sum_{m=1}^{n_s} \delta_{li} \delta_{jm} \{ \bar{n}_{i,s} - M_s(l,m)_{s\bar{q}} + U_{p,\bar{q}} + \bar{Q} \},
\]

which can be rewritten as

\[
M \ddot{\bar{q}} + \begin{bmatrix} M_{ist} + G + D \end{bmatrix} \dot{\bar{q}} + \left[ \frac{1}{2} \begin{bmatrix} G_{ist} + E_{ist} \end{bmatrix} + (U_{p} - t_0)_{s\bar{q}q} - \bar{Q}_{s\bar{q}} \end{bmatrix} \bar{q} = (t_0 - U_p)_{s\bar{q}} - \bar{n}_{s,t} + \bar{Q},
\]

where \( D \) is a matrix due to damping. Here, again all the coefficient matrices are evaluated at the equilibrium point. Note that \( M, D, E, U_{p,\bar{q}q} \) and \( t_0,\bar{q}q \) are symmetric matrices and \( G \) is skew symmetric. The forcing terms \( U_{p,\bar{q}}, t_0,\bar{q}, \bar{n}_{s,t} \) and \( \bar{Q} \) vanish if the linearization is about an equilibrium point. Note that both the specified coordinates and external forces can lead to asymmetric geometric stiffness matrix.

The linearized equations shown above have a standard form which is well studied in the context of stability analysis. Specialized variations of this general form are used in the analyses of various systems (conservative, pseudo-conservative, circulatory, gyroscopic conservative, etc.). It is also used in the development of modal control design, where the set of equations is transformed into canonical form [60-61]. This procedure leads to computational advantages as well as results in a better physical implementation of
decoupled control through a repeated pattern of control units.

4.4 Equations of Motion in Terms of the Hamiltonian

Hamilton's canonical equations are

\[ \dot{\mathbf{p}} = -\frac{\partial H}{\partial \mathbf{q}} + \mathbf{Q}_q + B \mathbf{\lambda}_q , \quad \dot{\mathbf{q}} = \frac{\partial H}{\partial \mathbf{p}} . \]

Using the Hamiltonian (Eq.4.9) and noting that:

\[
M M^{-1} = 1 ; \quad M \frac{\partial M^{-1}}{\partial \mathbf{q}_k} + \frac{\partial M}{\partial \mathbf{q}_k} M^{-1} = 0 ; \quad \frac{\partial M^{-1}}{\partial \mathbf{q}_k} = -M^{-1} \frac{\partial M}{\partial \mathbf{q}_k} M^{-1} ;
\]

\[
\dot{\mathbf{q}} = M^{-1} \{ \mathbf{p} - \mathbf{n} \} ;
\]

\[
\dot{\mathbf{p}} = \frac{1}{2} \left\{ (\mathbf{p} - \mathbf{n})^T \left[ M^{-1} \mathbf{q}_k \right] \{ \mathbf{p} - \mathbf{n} \} \right\} + \left[ \mathbf{n}^T , \mathbf{q} \right] M^{-1} \{ \mathbf{p} - \mathbf{n} \}
\]

\[
+ \left\{ (t_0 - U_p) , \mathbf{q} \right\} + \mathbf{Q}_q + B \mathbf{\lambda}_q \right\} ,
\]

\[
= \frac{1}{2} \left\{ (\mathbf{p} - \mathbf{n})^T M^{-1} \left[ M \mathbf{q}_k \right] M^{-1} \{ \mathbf{p} - \mathbf{n} \} \right\} + \left[ \mathbf{n}^T , \mathbf{q} \right] M^{-1} \{ \mathbf{p} - \mathbf{n} \}
\]

\[
+ \left\{ (t_0 - U_p) , \mathbf{q} \right\} + \mathbf{Q}_q + B \mathbf{\lambda}_q \right\} ,
\]

\[
= \frac{1}{2} \left\{ \mathbf{q}^T \left[ M \mathbf{q}_k \right] \mathbf{\dot{q}} \right\} + \left[ \mathbf{n}^T , \mathbf{q} \right] \dot{\mathbf{q}} + \left\{ (t_0 - U_p) , \mathbf{q} \right\} + \mathbf{Q}_q + B \mathbf{\lambda}_q \right\} .
\]

Note that Hamilton's equations, derived above, can easily be obtained from Eq.(4.13).
PART II: APPLICATION TO ORBITING SYSTEMS
5. ATTITUDE DYNAMICS OF GRAVITY GRADIENT FLEXIBLE SPACECRAFT

5.1 Spacecraft Model

Consider a satellite consisting of a central rigid body with an arbitrary number of plate and/or beam-type flexible, deployable appendages fixed to it in desired directions. The satellite is free to negotiate a specified trajectory. Let the position vector $R_c$ and the true anomaly $\theta$ define the location of the instantaneous center of mass $O$ of the spacecraft with respect to the inertial coordinate system $X, Y, Z$ having its origin at $S$, the center of the Earth (Figure 5-1). An orthogonal orbiting reference frame $X_o, Y_o, Z_o$ with its origin at $C$ is so oriented that $Y_o$ and $Z_o$ are along the local vertical and horizontal, respectively, while $X_o$ is aligned with the orbit normal. The body coordinates $x_0, y_0, z_0$ with origin at $C$ coincide with the orbital coordinates in absence of any librations. The orientation of the body axes $x_0, y_0, z_0$ at any instant relative to the orbital coordinate frame $X_o, Y_o, Z_o$ can be described by a set of Euler rotations. The angular velocity in the body coordinate system can be written in terms of the librational angles and velocities. Here we choose the rigid body as the main body $B_1$, and the system’s instantaneous center of mass as the reference point. Fixed to the main body, at its center of mass, are the body coordinates $x_1, y_1, z_1$. At any instant, the orientation of a given appendage with respect to its nominal undeflected configuration is denoted by a body coordinate system $x_i, y_i, z_i; i > 1$. For a plate type appendage, $y_i$ is taken normal to the nominal plate plane, $z_i$ along the direction of deployment, and $x_i$ normal to $z_i$ in the plane of the plate. For a beam type appendage, $z_i$ is along the nominal beam direction, while $x_i$ and $y_i$ complete the orthogonal set (Figure 5-2).
Figure 5-1  Geometry of orbiting spacecraft with beam and plate type appendages.
Figure 5-2 Reference coordinate systems for a spacecraft with beam and plate type appendages.
### 5.2 Kinematics

As described earlier, it is convenient to represent the vibrational displacements in terms of a set of admissible functions which are somewhat arbitrary as long as they satisfy at least the geometric boundary conditions. The exact modes of vibration of a rectangular plate clamped at one side and free at the remaining three sides are not known. Hence, the modes of a fixed-free and free-free beams are used to describe the plate elastic deformations. The lateral displacement \( v_p \) for a given plate and the transverse oscillations \( u_b, v_b \), for a given beam, in orthogonal directions \( x \) and \( y \), respectively, are assumed to be of the form:

\[
v_p(x, z, t) = \sum_m \sum_n \delta_{mn}^p(t) \varphi_m(x) \psi_n(z);
\]

\[
u_b(z, t) = \sum_n \delta_{xn}(t) \psi_n(z);
\]

\[
v_b(z, t) = \sum_n \delta_{yn}(t) \psi_n(z);
\]

where:

\( \delta_{mn} \) = unknown generalized coordinates associated with the plate vibration;  
\( \delta_{xn}, \delta_{yn} \) = unknown generalized coordinates associated with the beam vibration in the \( x \) and \( y \) directions, respectively;  
\( \psi_n \) = characteristic modes of a fixed-free beam (Figure 5-3a);  
\( \varphi_m \) = characteristic modes of a free-free beam (Figure 5-3b);  
\( \varphi_m \psi_n \) = shape functions for a cantilever plate;  
\( n, m \) = number of modes considered in the analysis.

The characteristic functions \( \psi_n \) and \( \varphi_m \), their properties, and associated integrals of interest are presented in Appendix D.

With the modes and their properties identified, the first step is to present elastic deformations in the matrix format:
Figure 5-3 Vibration modes for fixed-free and free-free beams:
(a) the first four modes of a fixed-free beam;
(b) the first two modes of a free-free beam.
• For a beam-type appendage, the matrix of admissible functions has the form:

\[
\Phi_i = \begin{bmatrix}
\phi_{1i} & 0 & 0 \\
0 & \phi_{2i} & 0 \\
0 & 0 & 0
\end{bmatrix} ; \quad \{\kappa_i\} = \{\phi_i\} ; \quad \{\kappa_i\}_{22} = \{\phi_i\} ; \quad \phi_i = \{\psi_n\}_i .
\]

• For a plate-type appendage, the matrix of admissible functions has the form:

\[
\Phi_i = \begin{bmatrix}
0 & 0 & 0 \\
0 & \phi_i & 0 \\
0 & 0 & 0
\end{bmatrix} ; \quad \{\kappa_i\}_{22} = \{\phi_i\} ; \quad \phi_i = \{\varphi_m \psi_n\}_i .
\]

• The generalized coordinates associated with the beam and plate-type appendages, respectively, are

\[
\bar{\delta}_i = \begin{bmatrix}
\delta_{xn} \\
\delta_{yn}
\end{bmatrix}_i ; \quad \bar{\delta}_i = \{\delta_{mn}\}_i .
\]

• The unit vector in the direction of deployment, relative to the body coordinates, for both the beam and plate appendages is given by

\[
\bar{d} = \begin{bmatrix}
0 \\
0 \\
1
\end{bmatrix} .
\]

For the system configuration under consideration, the relevant kinematical parameters with reference to inertial coordinates can readily be identified:

a) The matrix of geometry \( S_j^k \) is such that:

\[
\begin{cases}
S_0^k = S_1^k = 1, & \text{if } k \geq 1 ; \\
S_j^k = 0, & \text{for all } k \text{ if } j > 1 .
\end{cases}
\]

b) The directions of the coordinates \( x_j, y_j, z_j, \ j \geq 1 \), are related to the body coordinates \( x_{j-1}, y_{j-1}, z_{j-1} \) through the transformation \( \{x_j\} = C_j^{j-1} \{x_{j-1}\} \). As the coordinates are time invariant, it follows that

\[
\bar{\omega}_j = 0, \quad j \neq 0 .
\]

c) The location of the body frames \( x_j, y_j, z_j, \ j \geq 1 \), in the coordinate system \( x_{j-1}, y_{j-1}, z_{j-1} \) is given by the constant vectors \( \bar{a}_j \), therefore

\[
\hat{a}_j = 0, \quad j \neq 0 .
\]
5.3 Kinetics

The integrals required to account for flexibility of the appendages (Eq.A.4) are shown in Appendix E while the basic kinetic quantities arising from the flexibility, as defined by Eq.(A.2), are listed in Appendix F. The dynamic quantities, as defined by Eq.(3-4), for beam and plate-type appendages are listed below. Note that \( l \), \( d \) and \( m \) represent the instantaneous length of a beam or a plate in the deployment direction, the width of a plate, and the instantaneous mass of the beam or the plate, respectively. Terms on the r.h.s. of the expressions are the integrals due to the flexibility as presented in Appendix E.

**Beam** :

\[
\bar{b} = \begin{pmatrix}
\frac{1}{\ell} \{ \bar{e}_{11}^3 - \bar{v}_{11}^3 \}^T \bar{\delta} \\
\frac{1}{\ell} \{ \bar{e}_{22}^3 - \bar{v}_{22}^3 \}^T \bar{\delta} \\
\ell / 2
\end{pmatrix} ;
\]

\[
\bar{h}_e = \begin{pmatrix}
\frac{1}{\ell} \{ \bar{e}_{11}^3 - \bar{v}_{11}^3 \}^T \bar{\delta} \\
\frac{1}{\ell} \{ \bar{e}_{22}^3 - \bar{v}_{22}^3 \}^T \bar{\delta} \\
1
\end{pmatrix} ;
\]

\[
H_\delta = \begin{bmatrix}
\bar{f}_{11} & \bar{f}_{22} & 0
\end{bmatrix} ;
\]

\[
\bar{p}_e = \frac{1}{\ell} \begin{pmatrix}
\{ -\bar{v}_{22}^3 + \bar{d}_{22}^3 + \bar{f}_{22} \}^T \bar{\delta} \\
\{ \bar{v}_{11}^3 - \bar{d}_{11}^3 - \bar{f}_{11} \}^T \bar{\delta} \\
\frac{1}{\ell} \delta^T [ E_{11}^{22} - E_{11}^{11} + D_{11}^{11} - D_{22}^{22} ] \bar{\delta} 
\end{pmatrix} ;
\]

\[
P_{\delta}^T = \begin{bmatrix}
-\ell \bar{d}_{22}^3 T \\
\ell \bar{d}_{11}^3 T \\
\bar{\delta}^T [ F_{22}^{11} - F_{22}^{11} ]
\end{bmatrix} ;
\]

\[
w_{ee} = 1 + \frac{1}{\ell^2} \frac{1}{\bar{\delta}^T} \left[ C_{11}^{11} + C_{22}^{22} + V_{11}^{11} + V_{22}^{11} - 2 N_{11}^{11} - 2 N_{22}^{22} \right] \bar{\delta} ;
\]

\[
\bar{w}_{ee}^T = \frac{1}{\ell} \frac{1}{\bar{\delta}^T} \left[ E_{11}^{11} + E_{22}^{22} - D_{11}^{11} - D_{22}^{22} \right] ;
\]
\[ W_{\delta \delta} = [iF_{11}^{11} + iF_{22}^{22}] ; \]

\[ [I_1] = \frac{1}{3} m \ell^2 \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} ; \]

\[ [I_2] = m \begin{bmatrix} 0 & 0 & -\ell \{ g_{11}^3 \}^T \delta \\ 0 & -\ell \{ g_{22}^3 \}^T \delta \\ Sym. & 0 \end{bmatrix} ; \]

\[ [I_3] = m \begin{bmatrix} \delta^T [F_{22}^{22}] \delta & -\delta^T [F_{11}^{22}] \delta & 0 \\ -\delta^T [F_{11}^{22}] \delta & 0 & 0 \\ Sym. & \delta^T [F_{11}^{11} + F_{22}^{22}] \delta \end{bmatrix} . \]

**Plate:**

\[ \bar{b} = \begin{bmatrix} \frac{d}{2} + f_{11}^T \delta \\ \bar{f}_{22}^T \delta \\ \ell \delta \end{bmatrix} ; \]

\[ \bar{h}_e = \begin{bmatrix} 0 \\ \frac{1}{\ell} \{ \bar{c}_{22}^T - \bar{v}_{22}^3 \}^T \delta \\ 1 \end{bmatrix} ; \]

\[ H_{\delta} = \begin{bmatrix} 0 & \bar{f}_{22} & 0 \end{bmatrix} ; \]

\[ \bar{p}_e = \frac{1}{\ell} \begin{bmatrix} \ell \{ -\bar{v}_{22}^3 + \bar{d}_{22}^3 + \bar{f}_{22} \}^T \delta \\ 0 \\ d \{ \bar{v}_{22}^1 - \bar{d}_{22}^1 \}^T \delta \end{bmatrix} ; \]

\[ P_{\delta}^T = \begin{bmatrix} -\ell \bar{g}_{22}^3 \delta^T \\ 0 \\ -d \bar{g}_{22}^1 \delta^T \end{bmatrix} ; \]

\[ w_{ee} = 1 + \frac{2d}{\ell} \{ \bar{v}_{22}^1 - \bar{d}_{22}^1 \}^T \delta + \frac{1}{\ell^2} \delta^T \left[ C_{22}^{22} + V_{22}^{22} - 2N_{22}^{22} \right] \delta ; \]

\[ \bar{w}_{e\delta} = d \{ \bar{v}_{22}^1 - \bar{d}_{22}^1 \} + \frac{1}{\ell} \delta^T \left[ E_{22}^{22} - D_{22}^{22} \right] ; \]
\[ W_{\delta\delta} = [iF_{22}^{22}] ; \]

\[
[I_1] = \frac{m}{12} \begin{bmatrix}
4\ell^2 & 0 & -3\ell d \\
0 & 4(\ell^2 + d^2) & 0 \\
-3\ell d & 0 & 4d^2
\end{bmatrix} ;
\]

\[
[I_2] = m \begin{bmatrix}
0 & -d \{g_{12}^1\}_{T\delta} & 0 \\
0 & -\ell \{g_{22}^2\}_{T\delta} & 0 \\
\text{Sym.} & \delta^T[F_{22}^{22}] & 0
\end{bmatrix} ;
\]

\[
[I_3] = m \begin{bmatrix}
\delta^T[F_{22}^{22}] & 0 & 0 \\
0 & \delta^T[F_{22}^{22}] & 0 \\
\text{Sym.} & \delta^T[F_{22}^{22}] & 0
\end{bmatrix} .
\]

In the present case there are no holonomic constraints inside or among any of the system domains and the kinetic energy, Eq.(3.29), has the form

\[ T = \frac{1}{2} \dot{x}^T \dot{T}_v^T M \dot{T}_v \dot{x} . \]

The mass matrix of the system, Eq.(3.27), reduces to

\[
\begin{pmatrix}
\delta_{j1}\delta_{k1} \left( \frac{\delta_{jkm_j\omega_{\delta\delta}}}{-m_{jkh_e^T C_k^T h_e^T}} \right) & 0 & \delta_{j1}\delta_{k1} \left( \frac{-\bar{C}_{jk}^T C_{0k}}{-m_{jkh_e^T C_k^T h_e^T}} \right) \\
0 & U & 0 \\
\text{Sym.} & G_0^T H^0 C_0 & \delta_{k1}m_k \left[ \frac{-C_{0k}^P \bar{C}_{0k}^T}{C_{0k}^T \bar{C}_{0k} C_k^T H_e^T} \right]
\end{pmatrix} .
\]

The kinetic energy can now be written as

\[
\frac{1}{2} \begin{pmatrix}
\dot{m}^j \\
\dot{\delta}^j \\
\dot{a}_0 \\
\bar{w}_0 \\
\dot{\bar{w}}_0
\end{pmatrix}^T \begin{pmatrix}
1^{-1}\delta_{j1}^T C_{jk}^T & 0 & \text{Sym.}
\end{pmatrix} \begin{pmatrix}
D^{jk} & 0 & U \\
0 & \bar{g}^{ji^T T} & 0 \\
\delta^{ji^T T} & 0 & I
\end{pmatrix} \begin{pmatrix}
\dot{m}^k \\
\dot{\delta}^k \\
\dot{a}_0 \\
\bar{w}_0 \\
\dot{\bar{w}}_0
\end{pmatrix} .
\]
where:

\[ I = C_0^T H^0 C_0 ; \]

\[ D^{jk} = \delta_{j1} \delta_{k1} \left( \delta_{jk} m_j w_{ee} - m_{jk} \overline{h}_e^j T C_k^i \overline{h}_e^k \right) ; \]

\[ E^k = \delta_{k1} m_k C_0^T \left[ -C_k P_{\delta \delta}^k T + \sigma_{k} C_k H_\delta^k T \right] ; \]

\[ F^{jk} = \delta_{j1} \delta_{k1} \left[ \delta_{jk} m_j w_{\delta \delta}^j - m_{jk} H_\delta^j C_k^j H_\delta^k \right] ; \]

\[ \tilde{g}^T = \delta_{j1} m_j \overline{h}_e^j T C_j^T - \overline{h}_e^j T C_j^T \sigma_{j} \right] C_0 ; \]

\[ h^{jk} T = \delta_{j1} \delta_{k1} \left[ \delta_{jk} m_j \overline{w}_{\delta \delta}^j T - m_{jk} \overline{h}_e^j T C_k^i H_\delta^k \right] . \]

In attitude dynamics of spacecraft the motion is described relative to an orbiting frame, hence:

\[ \dot{\omega}_0 = \overline{\omega} + \Omega \overline{\eta} ; \]

\[ \dot{a}_0 = \dot{R}_e \tilde{t} + \Omega R_e \overline{u} ; \]

where:

\[ \overline{\omega} = W \dot{\theta} ; \]

\[ \tilde{t}^T = (\sin \theta \ 0 \ \cos \theta) ; \]

\[ \overline{u}^T = (\cos \theta \ 0 \ -\sin \theta) . \]

Here, \( \theta \) is the orbital angle and \( \Omega \) the orbital angular velocity. The unit vector \( \overline{\eta} \) is along the orbit normal. The spacecraft angular velocity with respect to the orbital frame is denoted as \( \overline{\omega} \). It is expressed in terms of the modified Eulerian rotations, where \( \dot{\theta} \) is a vector formed from the Eulerian angular velocities and \( W \) is as defined in Appendix G using the \( \beta, \gamma, \alpha \) rotation sequence (Figure 5-4).
Figure 5-4  Modified Eulerian rotations showing yaw(\(\beta\)), roll(\(\gamma\)), and pitch(\(\alpha\)) librations.
The system coordinates can be written as,

\[
\begin{pmatrix}
\dot{m}^i \\
\dot{\bar{\alpha}}_0 \\
\dot{\bar{w}}_0 \\
\dot{z}^i \\
\end{pmatrix} = \begin{pmatrix}
\dot{m}^j \\
\dot{\bar{R}}_c \bar{\theta} + \Omega R_c \bar{u} \\
W \dot{\bar{\theta}} + \Omega \bar{n} \\
\dot{z}^j \\
\end{pmatrix} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & \bar{\theta} R_c \bar{u} & 0 & 0 \\
0 & 0 & 0 & \pi & W \\
\end{pmatrix} \begin{pmatrix}
\dot{m}^i \\
\dot{\bar{\alpha}}_0 \\
\dot{\bar{w}}_0 \\
\dot{z}^i \\
\end{pmatrix}.
\]

Introducing the transformation matrix \( T_v \) as defined above, the kinetic energy takes the form,

\[
\frac{1}{2} \begin{pmatrix}
\dot{m}^i \\
\dot{\bar{R}}_c \bar{\theta} + \Omega R_c \bar{u} \\
W \dot{\bar{\theta}} + \Omega \bar{n} \\
\dot{z}^i \\
\end{pmatrix}^T \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & \bar{R}_c^T \Omega \bar{R}_c & 0 & 0 \\
0 & 0 & 0 & \pi & W \\
\end{pmatrix} \begin{pmatrix}
\dot{m}^i \\
\dot{\bar{\alpha}}_0 \\
\dot{\bar{w}}_0 \\
\dot{z}^i \\
\end{pmatrix}.
\]

5.4 Potential Energy

From Eq.(3.31), the gravitational potential energy considering the system reference point as its center of mass can be written as

\[
U_g = -\left(\frac{\mu_t}{R_c}\right) - \left(\frac{\mu_e}{2R_c^3}\right) tr[H^0] + \left(\frac{3\mu_e}{2R_c^3}\right) \{\ell\}^T [H^0] \{\ell\}.
\]
The higher order terms in Eq.(3.31) are omitted as their effect on dynamics of the system under consideration is expected to be negligible. On the r.h.s. of the above equation, the first term represents potential energy due to the satellite treated as a point at its mass center. The other two terms are due to the finite size of the system.

The strain energy stored in the appendages during their vibration is given by

\[ V = \sum_{j=1}^{n_p} V_j^p + \sum_{k=1}^{n_b} V_k^b, \]

where \( n_p \) and \( n_b \) are the number of plates and beams, respectively. The strain energy expressions associated with a plate and a beam are:

\[ V^p = \frac{1}{2} G^p \int_{A^p} \left[ \left( \frac{\partial^2 v}{\partial x^2} \right)^2 + 2\nu \left( \frac{\partial^2 v}{\partial x^2} \right) \left( \frac{\partial^2 v}{\partial y^2} \right) + \left( \frac{\partial^2 v}{\partial y^2} \right)^2 + 2(1-\nu) \left( \frac{\partial^2 v}{\partial x \partial y} \right)^2 \right] dA^p; \]

\[ V^b = \frac{1}{2} G^b \int_{L^b} \left[ \left( \frac{\partial^2 w}{\partial x^2} \right)^2 + \left( \frac{\partial^2 w}{\partial y^2} \right)^2 \right] dL^b. \]

Here \( G^p \) and \( G^b \) are the flexural rigidities of the plate and beam, respectively, and \( \nu \) is Poisson's ratio. Substituting the expressions for the plate and beam displacements in terms of the shape functions and the generalized coordinates, the above equations take the form:

\[ V^p = \frac{1}{2} G^p \left[ \sum_{m} \sum_{n} (\delta_{mn}^p)^2 \left( \frac{\lambda^4_m}{L^p} \right)^2 + \frac{\mu^4_n}{(d^p)^4} \right] \ell^p d\ell^p + \sum_{m} \sum_{n} \sum_{r} \sum_{s} \frac{\delta_{mn}^p \delta_{rs}^p}{\ell^p d^p} (2\nu J_{ns}^1 J_{mr}^3 + 2(1-\nu) J_{ns}^2 J_{mr}^4) \];

\[ V^b = \frac{1}{2} G^b \sum_{i} \left[ \delta_{x_i}^2 + \delta_{y_i}^2 \right] \left( \frac{\lambda^4_i}{(L^b)^2} \right); \]

where \( J_{ns}^1, J_{ns}^2, J_{mr}^3, J_{mr}^4 \) are constants given by:

\[ J_{ns}^1 = L^p \int_{L^p} \frac{d^2 \psi_n}{dz^2} \psi_s dz; \]

\[ J_{ns}^2 = L^p \int_{L^p} \frac{d\psi_n d\psi_s}{dz} dz; \]

\[ J_{mr}^3 = d^p \int_{d^p} \frac{d^2 \phi_m}{dz^2} \phi_r dx; \]
The values of the above integrals are given in Appendix D. Note that the system strain energy can be written as

\[ V = \frac{1}{2} \{\delta\}^T [V_e] \{\delta\} , \]

where

\[ \{\delta\}^T = (\delta^p_{mnj} \quad \delta_{x_{sk}} \quad \delta_{y_{sk}}) . \]

Here \( mn \) and \( s \) define the number of shape functions associated with plate number \( j \) and beam number \( k \), respectively. The diagonal and off-diagonal terms in the \( V \) matrix can be identified from the strain energy expression. Note that for a beam the strain energies for different modes are decoupled, while in case of a plate they are coupled for the flexible free-free modes \((\delta^p_{jk} j = 3, 4, \cdots, k = 1, 2, \cdots)\). The strain energy expression developed here implies small elastic deflection and rotation with the shear deformations ignored. Thus they correspond to the first term on the r.h.s. of Eq. (3.39).

5.5 Equations of Motion

The equation of motion can be written as

\[ M \ddot{q} + \dot{M} \dot{q} - \frac{1}{2} \{\dot{\bar{x}}^T \ [M^*_{ijkl}]_k \ \dot{\bar{x}}\} + \ddot{\bar{n}} + K \bar{q} + U_{p,\bar{q}} = 0 , \]

where the system velocities are

\[ \dot{\bar{x}}^T = (\dot{m}_i^T \quad \dot{\eta}_j^T \quad \dot{R}_c \quad \Omega \quad \dot{\gamma}^T \quad \dot{\delta}^T ) . \]
The system mass matrix is

\[
M^* = \begin{bmatrix}
\frac{1}{2} b^T C^T \dot{x} & 0 & -\frac{1}{2} \tilde{b}^T C^T \dot{a} & -R_c \frac{1}{2} \dot{b}^T C^T \dot{u} & 0 & 0 \\
D^k & 0 & \tilde{g}^T \tilde{u} & \tilde{g}^T \omega & \tilde{h}^T k T \\
U & R_c \dot{T} \tilde{u} & 0 & 0 \\
R_c^2 U + \tilde{n}^T I \tilde{n} & \tilde{n}^T \omega \& \tilde{n}^T E^k \\
W^T \omega & W^T E^k \\
\text{Sym.}
\end{bmatrix}
\]

As explained in Chapter 4, the array of system velocities \( \dot{x} \) contains both the system generalized and specified velocities, \( \dot{q} \) and \( \dot{s} \), respectively. Therefore, the system generalized coordinates \( q \), mass \( M \), and coupling momenta \( \tilde{n} \) depend on the case under consideration. Here the stiffness matrix \( K \) is full of zeros except for the submatrix, associated with the appendage's elastic deflection, which is equal to \( V_e \) as defined in Section 5.4. The differentials appearing in the above equation were treated in detail in Chapter 4 and the associated Appendix B. The set of \( n \) second order governing equations, defined above, are transformed into a set of \( 2n \) first order equations, as required by the numerical routine solver:

\[
\begin{bmatrix}
U & 0 \\
0 & M
\end{bmatrix}
\begin{bmatrix}
\dot{q} \\
\dot{\tilde{n}}
\end{bmatrix}
+ \begin{bmatrix}
0 & -U \\
K & M
\end{bmatrix}
\begin{bmatrix}
q \\
\tilde{n}
\end{bmatrix}
+ \begin{bmatrix}
0 \\
\tilde{f}
\end{bmatrix}
= 0 ;
\]

with

\[
\tilde{f} = -\frac{1}{2} \begin{bmatrix}
\dot{z}^T [M^*]_{k} \dot{z}
\end{bmatrix} + \dot{\tilde{n}} + U_{p,\tilde{n}}.
\]

5.6 Static Equilibrium and Stability of the Model

For a triaxial gravity gradient rigid satellite in a circular orbit, Likins and Roberson [62] have shown that there are 24 equilibrium orientations. An equilibrium state is obtained when any one of the three principle axes, each with two senses, is aligned with the local vertical. For each of these six possibilities, either of the two transverse axes, each with two senses, may point along the orbit normal thus giving the 24 equilibrium positions. The torque on the satellite, due to gravity and centrifugal forces, is identically zero only
for these 24 equilibria. It is shown that for the nondeploying flexible gravity gradient spacecraft under study, these 24 equilibria for the attitude motion are still valid although the flexible appendages are, in general, deflected. Furthermore, an analysis of the deformed configurations of the flexible satellite in equilibrium and their stability are presented.

Stability of the equilibrium orientations is studied here using the system Hamiltonian $H$ as the Liapunov function. The attention is directed towards a class of problems where the Lagrangian (and hence the Hamiltonian) is free of explicit time dependence. From Eq. (4.9),

$$H = t_2 - t_0 + U_p = t_2 + P,$$

where $t_0$ and $t_2$ are functions independent of and quadratic in the system generalized velocities, respectively. $U_p$ is the system potential energy and $P = U_p - t_0$ is called the dynamic potential. As $t_2$ is positive definite in the system generalized velocities, and the free constant in $P$ can be so selected as to make the Hamiltonian $H$ zero at the origin, $H$ is also positive definite when $P$ is positive definite. By requiring the dynamic potential $P$ to be a local minimum at the origin, sufficient conditions for the system stability are obtained.

The procedure, due to Poincaré, is applicable to conservative, holonomic systems with the Lagrangian free of time dependence, and was first applied by Auelmann [63] in the satellite stability study. Note, the method represents an extension of the case when the Lagrangian is natural ($t_1 = t_0 = 0$) and the dynamic potential $P$ is merely the system potential energy. An earlier theorem attributed to Lagrange states: if in the static equilibrium state the potential energy of a conservative, holonomic, scleronomic, mechanical system is a local minimum, the motion is Liapunov stable. Following Auelmann, Pringle [64,65] also applied Poincaré's approach to study extensively the stability of spinning satellites. He extended the method to encompass a wider range of systems by the following theorem:

- $\partial L/\partial t = 0$;

- only dissipative nonconservative forces;
damping both solely generalized and complete in the noncyclic generalized coordinates;

is: (a) asymptotically stable in these coordinates if the dynamic potential energy $P$ is positive definite;

(b) unstable in these coordinates if the dynamic potential energy $P$ can take on negative values arbitrarily close to the origin.

For the system under consideration, the specified coordinates are defined by $\{\hat{s}\}^T = (\hat{m}^j \hat{e}^j \hat{R}_c \Omega)$ and the generalized coordinates by $\{\hat{q}\}^T = (\bar{\omega} \hat{\delta}^j)$, hence the kinetic energy of the system can be written as

$$T = t_2 + t_1 + t_0,$$

where:

$$t_2 = \frac{1}{2} \hat{q}^T M \hat{\dot{q}} = \frac{1}{2} \begin{bmatrix} \dot{\vartheta} \\ \dot{\delta}^j \end{bmatrix}^T \begin{bmatrix} W^T \bar{W} & W^T \bar{E} \\ \bar{W} & \bar{E} \end{bmatrix} \begin{bmatrix} \dot{\vartheta} \\ \dot{\delta}^k \end{bmatrix};$$

$$t_1 = \frac{1}{2} \begin{bmatrix} \dot{\omega} \\ \dot{\delta}^k \end{bmatrix}^T \begin{bmatrix} \bar{W}^T \bar{W} & \bar{W}^T \bar{E} \\ \bar{W} & \bar{E} \end{bmatrix} \begin{bmatrix} \dot{\vartheta} \\ \dot{\delta}^k \end{bmatrix} = \frac{1}{2} \left( \begin{bmatrix} \dot{\vartheta} \\ \dot{\delta}^k \end{bmatrix}^T \begin{bmatrix} \bar{W}^T \left( \sum_j \dot{\omega} \dot{\delta}^j + \Omega \bar{W} \right) + \Omega \bar{E} \bar{T} \bar{W} \end{bmatrix} \right) \begin{bmatrix} \dot{\vartheta} \\ \dot{\delta}^k \end{bmatrix};$$

$$t_0 = \frac{1}{2} \begin{bmatrix} \hat{m}^j \\ \hat{e}^j \\ \hat{R}_c \\ \Omega \end{bmatrix}^T \begin{bmatrix} 1 \hat{b}^j \hat{C}_k \hat{b}^k \\ \hat{C}_j \hat{b}^j \tilde{t} \\ -\hat{R}_c \hat{b}^j \tilde{C}_j \tilde{W} \\ 0 \end{bmatrix} \begin{bmatrix} \hat{m}^k \\ \hat{\delta}^k \\ \hat{R}_c \\ \Omega \end{bmatrix}.$$ 

Note $t_2$, $t_1$ and $t_0$ are components of the kinetic energy and correspond to quadratic, linear and independent terms in the system generalized velocities (Eq. 4.6), respectively.

Let the system be so oriented that its principal axes coincide with the orbital coordinates. The dynamic potential is defined as

$$P = -t_0 + U_p,$$
Here the gravitational and strain energies from Section 5.4 are used to define the potential energy, $U_p$, of the system. The first term in the gravitational potential energy, $-\mu_e/R_c$, is omitted as it is independent of the generalized coordinates and hence does not contribute to this analysis. The terms in the kinetic energy, which are independent of the generalized velocities are denoted as $t_o$, which is defined by Eq.(5.1c). An examination of Eq.(5.1c) suggests that the terms which render the dynamic potential time-invariant are those associated with the specified coordinate represented by the orbital angular velocity $\Omega$, since it is constant in the case of a circular orbit. From Eqs. (5.2) and (5.1c), the dynamic potential can be written as:

$$ P = -\frac{\Omega^2}{2} \bar{n}^T I \bar{n} - \frac{1}{2} g \text{tr} I + \frac{3}{2} g \bar{\ell}^T I \bar{\ell} + \frac{1}{2} \bar{\delta}^T V \bar{\delta} \
= \sum_{j=1}^{3} o_j I(j,j) + \frac{1}{2} \bar{\delta}^T V \bar{\delta} ; \\
o_j = -\frac{1}{2} \Omega^2 n_j^2 - \frac{1}{2} g \left(n_j^2 + \ell_j^2 + m_j^2\right) + \frac{3}{2} g \ell_j^2 , \\
= -\frac{1}{2} \left(\Omega^2 + g\right) n_j^2 - \frac{1}{2} g m_j^2 + g \ell_j^2 ; \\
I(j,j) = I_1(j,j) + \left\{ I_2 \right\}_{jj}^T \delta \right\} + \left\{ \delta^T \left[I_3\right]_{jj} \delta \right\} . \quad (5.3c) $$

Here $n_j$, $\ell_j$, and $m_j$, $j = 1,2,3$ are the components of unit vectors $\bar{n}$, $\bar{\ell}$, $\bar{m}$, which are normal to the orbital plane, along the local vertical, and in the direction of motion, respectively. Thus, for example, $n_1$, $n_2$, $n_3$ represent components of $\bar{n}$ along the system coordinates $x_0$, $y_0$, $z_0$, respectively.

The attitude equilibria are obtained by equating to zero the partial differentiation of the dynamic potential with respect to the attitude generalized coordinates. Using Eq.(5.3):

$$ P_{\theta_r} = \sum_{j=1}^{3} o_j,_{\theta_r} I(j,j) = 0 , \quad r = 1,2,3 ; \quad (5.4a) $$
$$ o_j,_{\theta_r} = -\left(\Omega^2 + g\right) n_j n_j,_{\theta_r} - g m_j m_j,_{\theta_r} + 2g \ell_j \ell_j,_{\theta_r} , \quad j,r = 1,2,3 . \quad (5.4b) $$
Here $\theta_r$, $r = 1, 2, 3$, correspond to $\alpha$, $\beta$, $\gamma$ describing the pitch, yaw and roll librations, respectively. Substituting for $n_j, \ell_j, m_j, n_j, \theta_r, \ell_j, \theta_r, m_j, \theta_r$ from Appendix G into Eq.(5.4b) gives $o_j, \theta_r = 0$ at $\theta_r = 0$, hence Eq.(5.4a) is satisfied and the reference orientation ($\alpha = \beta = \gamma = 0$) is an equilibrium position. Thus, the 24 equilibria for the rigid satellite are still applicable to the flexible system under study.

Similarly the equilibrium positions of the flexible appendages are obtained by equating to zero the partial differentiation of dynamic potential with respect to the deflection generalized coordinates. Using Eq.(5.3),

$$P_{i\theta} = \sum_{j=1}^{3} o_j \{ (I_2)_{jjj} + 2 (I_3)_{jjj} \delta \} + V \delta ,$$  \hspace{1cm} (5.5a)

$$\delta = \left[ 2 \sum_{j=1}^{3} o_j (I_3)_{jj} + V \right] \delta + \sum_{j} o_j (I_2)_{jj} = 0 .$$ \hspace{1cm} (5.5b)

The equilibrium configurations for the deflected appendages are given from the solution of Eq.(5.5b) as

$$\delta = -\left[ 2 \sum_{j=1}^{3} o_j (I_3)_{jj} + V \right]^{-1} \left\{ \sum_{j} o_j (I_2)_{jj} \right\} ,$$

$$= \frac{g}{2} \left[ -g \left( \Omega^2 + 1 \right)[I_3]_{11} - 2[I_3]_{22} + [I_3]_{33} \right] + V \right]^{-1} \left\{ \left( \Omega^2 + 1 \right)[I_2]_{11} - 2[I_2]_{22} + [I_2]_{33} \right\} , \hspace{1cm} (5.6)$$

where $\Omega^2 = \Omega^2 / g$. Note, the above uses the values of $o_j$, $j = 1, 2, 3$, as given by Eq.(5.3b) at the attitude equilibrium points, which are :

$$o_1 = -\frac{1}{2} (\Omega^2 + g) ;$$

$$o_2 = g ;$$

$$o_3 = -\frac{1}{2} g .$$

The sufficient conditions for stability are obtained by requiring the dynamic potential to be a minimum at the equilibrium points, hence its Hessian is required. Using
Eqs. (5.4) and (5.5):

\[ P_{\delta r \theta s} = \sum_{j=1}^{3} o_{j, \theta r \theta s} I(j,j) ; \]  
\[ o_{j, \theta r \theta s} = -(\Omega^2 + g)(n_{j, \theta r} n_{j, \theta r} + n_j n_j \theta r \theta s) - g(m_{j, \theta r} m_{j, \theta r} + m_j m_j \theta r \theta s) \]
\[ + 2g(l_{j, \theta r} l_{j, \theta r} + l_j l_j \theta r \theta s) ; \]  
\[ P_{\delta \delta} = \left[ 2 \sum_{j=1}^{3} o_j I_0 jj + V \right] ; \]
\[ P_{\delta r \theta s} = \sum_{j=1}^{3} o_{j, \theta r} I(j,j) \delta_r ; \]

where \( j, r, s = 1, 2, 3 \). Substituting from Appendix G in above gives, at the equilibrium attitude points (\( \theta_r = 0, r = 1, 2, 3 \)):

\[ o_{j, \theta r} = 0 ; \]
\[ P_{\delta r \theta s} = 0 ; \]
\[ P_{\delta r \theta s} = 0, \quad r \neq s ; \]

hence the Hessian of the dynamic potential has the form

\[
\begin{bmatrix}
P_{\alpha \alpha} & 0 & 0 & (0) \\
0 & P_{\beta \beta} & 0 & (0) \\
0 & 0 & P_{\gamma \gamma} & (0) \\
\{0\} & \{0\} & \{0\} & P_{\delta \delta}
\end{bmatrix},
\]

where: \( (0) \) row of 0;
\( \{0\} \) column of 0;
\( P_{\delta \delta} \) matrix.

The sufficient conditions for stability are obtained by requiring that the determinant of the Hessian at the equilibrium points to be positive. Using the relations of Appendix G, the conditions for stability are:

\[ \frac{\partial^2 P}{\partial \alpha^2} = 3g (I_3 - I_2) > 0 ; \]  
\[(5.8a)\]
\[ \frac{\partial^2 P}{\partial \beta^2} = -\Omega^2 (I_3 - I_1) > 0 ; \]  
\[ \frac{\partial^2 P}{\partial \gamma^2} = 3g (I_1 - I_2) - \Omega^2 (I_2 - I_1) = (3g + \Omega^2)(I_1 - I_2) > 0 ; \]  
\[ P_{\bar{\delta}\bar{\delta}} = |2 \sum_{j=1}^{3} o_j [I_3]_{jj} + V| > 0 . \]  

Note that, since the dynamic potential is quadratic in the deflection coordinates \( \bar{\delta} \), the equations of motion for the vibration degrees of freedom are linear and the condition of static stability reduces to the requirement that the stiffness matrix be positive definite. Note, Eq.(5.8d) can be obtained from Eq.(5.6), which defines unique equilibria for the elastic deflection. Also the attitude instability, which is governed by the nonlinear equation, implies the system acquiring another equilibrium orientation, while instability for a flexible appendage means unbounded deflection, as shown by Eq.(5.6). From Eqs.(5.8a), (5.8b) and (5.8c), respectively, for stability:

\[ I_3 > I_2 ; \quad I_1 > I_3 ; \quad I_1 > I_2 . \]  

Hence, the sufficient condition for attitude stability is

\[ I_1 > I_3 > I_2 . \]  

The condition requires the satellite principal axis associated with the maximum moment of inertia to be aligned with the orbit normal, and the principle axes associated with the minimum moment of inertia to be aligned with the local vertical. The orientation is referred to as the Lagrangian configuration. Of course, \( I_1, I_2, I_3 \) are the principal moments of inertia for a satellite in its deflected equilibrium configuration.

The condition defining stability of a flexible appendage, Eq.(5.8d), involves information on the appendage rigidity, orientation, location, and the orbital parameters. In general, this condition can be satisfied if the appendage rigidity is large enough. However, limitations on satellite weight, may impose restrictions on the alternatives available to a
design engineer. Fortunately, in practice, the rigidity is usually adequate to satisfy this sufficiency condition for static stability. To account for system dynamics would require inclusion of additional forces and one may have to resort to a numerical simulation.

The principal moments of inertia about the system coordinates for an appendage, with its body coordinates arbitrarily oriented and located at the system center of mass, can be obtained from Eq. (3.21):

\[
I_i^0(1,1) = \bar{\pi}^T I \bar{\pi},
\]

\[
= \sum_{j=1}^{3} \sum_{k=1}^{3} n_j n_k I_i(j, k),
\]

\[
= \sum_{j=1}^{3} n_j^2 I_i(j, j) + \sum_{j=1}^{3} \sum_{k=1}^{3} (1 - \delta_{jk}) n_j n_k I_i(j, k),
\]

\[
= \begin{bmatrix}
  c^2 \alpha_i \gamma_i^n
  c^2 \beta_i \gamma_i^n
  s^2 \alpha_i \beta_i \gamma_i^n
  s^2 \alpha_i \gamma_i^n
  c^2 \beta_i \gamma_i^n
  2 \gamma_i^n (s^2 \alpha_i - c^2 \alpha_i) + \alpha_i \beta_i (s^2 \beta_i - c^2 \beta_i s^2 \gamma_i)
\end{bmatrix}^T
\begin{bmatrix}
  I_i(1,1)
  I_i(2,2)
  I_i(3,3)
  I_i(1,2)
  I_i(1,3)
  I_i(2,3)
\end{bmatrix};
\]

\[
I_i^0(2,2) = \bar{\ell}^T I \bar{\ell},
\]

\[
= \sum_{j=1}^{3} \sum_{k=1}^{3} \ell_j \ell_k I_i(j, k),
\]

\[
= \sum_{j=1}^{3} \ell_j^2 I_i(j, j) + \sum_{j=1}^{3} \sum_{k=1}^{3} (1 - \delta_{jk}) \ell_j \ell_k I_i(j, k),
\]

\[
= \begin{bmatrix}
  s^2 \gamma_i^n
  c^2 \alpha_i \gamma_i^n
  s^2 \alpha_i \gamma_i^n
  2 \gamma_i^n (s^2 \alpha_i - c^2 \alpha_i) + \alpha_i \beta_i (s^2 \beta_i - c^2 \beta_i s^2 \gamma_i)
\end{bmatrix}^T
\begin{bmatrix}
  I_i(1,1)
  I_i(2,2)
  I_i(3,3)
  I_i(1,2)
  I_i(1,3)
  I_i(2,3)
\end{bmatrix};
\]

\[
I_i^0(3,3) = \bar{m}^T I \bar{m},
\]

\[
= \sum_{j=1}^{3} \sum_{k=1}^{3} m_j m_k I_i(j, k),
\]

\[
= \sum_{j=1}^{3} m_j^2 I_i(j, j) + \sum_{j=1}^{3} \sum_{k=1}^{3} (1 - \delta_{jk}) m_j m_k I_i(j, k),
\]
Euler angels $\alpha_i$, $\beta_i$, $\gamma_i$ in Eq.(5.11) define the orientation of frame $L_i$ relative to the system reference frame $L_0$, which now coincides with the orbital frame. From Eq.(5.8d), which defines the appendage stability, and Eq.(5.6), it is apparent that only the terms in the moments of inertia, which are functions of deflection, i.e. $I_2$, $I_3$, contribute to this analysis. Introducing the values of $\vec{\omega}_{\text{mn}}^j$, $F_{\text{mn}}^{\text{jk}}$ ($m, n, j, k = 1, 2, 3$) from Appendix E in the expressions for $I_2, I_3$ (Section 5.3), and substituting them into Eq.(5.11), lead to linear and nonlinear terms in deflection, in the moment of inertia matrices, as follows:

**Beam:**

\[
\begin{align*}
\{I_2\}_{11} &= -4 \ell m \left\{ \frac{(c_{\alpha i} s_{\beta i} c_{\gamma i} + s_{\alpha i} c^2_{\beta i} s_{\gamma i} c_{\gamma i})/\lambda_n^2}{(s_{\beta i} c_{\gamma i} (s^2_{\alpha i} - c^2_{\alpha i}) + s_{\alpha i} c_{\alpha i} (c^2_{\beta i} - c^2_{\beta i} s^2_{\gamma i}))/\lambda_n^2} \right\}; \\
\{I_2\}_{22} &= 4 \ell m \left\{ \frac{s_{\alpha i} s_{\gamma i} c_{\gamma i}/\lambda_n^2}{s_{\alpha i} c_{\alpha i} c^2_{\gamma i}/\lambda_n^2} \right\}; \\
\{I_2\}_{33} &= -4 \ell m \left\{ \frac{(-c_{\alpha i} s_{\beta i} c_{\gamma i} + s_{\alpha i} s^2_{\beta i} s_{\gamma i} c_{\gamma i})/\lambda_n^2}{(s_{\beta i} c_{\beta i} s_{\gamma i} (c^2_{\alpha i} - s^2_{\alpha i}) + s_{\alpha i} c_{\alpha i} (c^2_{\beta i} - s^2_{\beta i} s^2_{\gamma i}))/\lambda_n^2} \right\}; \\
\{I_3\}_{11} &= m \left[ \frac{(s^2_{\beta i} + c^2_{\beta i} s^2_{\gamma i}) U}{(s_{\alpha i} s_{\beta i} c_{\gamma i} - c_{\alpha i} c^2_{\beta i} s_{\gamma i} c_{\gamma i}) U (c_{\beta i} c_{\gamma i})^2 + (c_{\alpha i} c_{\beta i} + s_{\alpha i} c_{\beta i} s_{\gamma i})^2) U} \right]; \\
\{I_3\}_{22} &= m \left[ \frac{c^2_{\gamma i} U - c_{\alpha i} s_{\gamma i} c_{\gamma i} U}{(-c_{\alpha i} s_{\gamma i} c_{\gamma i} U (s^2_{\gamma i} + s^2_{\alpha i} c^2_{\gamma i}) U)} \right]; \\
\{I_3\}_{33} &= m \left[ \frac{(c^2_{\beta i} + s^2_{\beta i} s^2_{\gamma i}) U}{(s_{\alpha i} s_{\beta i} c_{\gamma i} + c_{\alpha i} s^2_{\beta i} s_{\gamma i} c_{\gamma i}) U (s_{\beta i} c_{\gamma i})^2 + (c_{\alpha i} c_{\beta i} - s_{\alpha i} s_{\beta i} s_{\gamma i})^2) U} \right]; \\
\end{align*}
\]

(5.12)
where $\lambda_n$ are the roots of the characteristic equation for a fixed-free beam, and $U$ is the $n_\delta \times n_\delta$ unit matrix.

\textbf{Plates:}

\begin{align*}
\{I_2\}_{11} &= -2m \left\{ (s\alpha_i s\beta_i c\gamma_i - c\alpha_i c^2\beta_i s\gamma_i c\gamma_i) d(\delta_{m1} - \frac{1}{\sqrt{3}}\delta_{m2})\beta_n + \\
&\quad (s\beta_i c\beta_i s\gamma_i (s^2\alpha_i - c^2\alpha_i) + s\alpha_i c\alpha_i (s^2\beta_i - c^2\beta_i s^2\gamma_i)) \ell \delta_{m1}/\lambda_n^2 \right\}; \\
\{I_2\}_{22} &= 4m \left\{ -c\alpha_i s\gamma_i c\gamma_i d(\delta_{m1} - \frac{1}{\sqrt{3}}\delta_{m2})\beta_n + s\alpha_i c\alpha_i c^2\gamma_i \ell \delta_{m1}/\lambda_n^2 \right\}; \\
\{I_2\}_{33} &= -4m \left\{ (s\alpha_i s\beta_i c\gamma_i + c\alpha_i s^2\beta_i s\gamma_i c\gamma_i) d(\delta_{m1} - \frac{1}{\sqrt{3}}\delta_{m2})\beta_n - \\
&\quad (s\beta_i c\beta_i s\gamma_i (s^2\alpha_i - c^2\alpha_i) - s\alpha_i c\alpha_i (c^2\beta_i - s^2\beta_i s^2\gamma_i)) \ell \delta_{m1}/\lambda_n^2 \right\}; \\
\{I_3\}_{11} &= m \left( (c\beta_i c\gamma_i)^2 + (c\alpha_i s\beta_i + s\alpha_i c\beta_i s\gamma_i)^2 \right) [U]; \\
\{I_3\}_{22} &= m \left( s^2\gamma_i + s^2\alpha_i c^2\gamma_i \right) [U]; \\
\{I_3\}_{33} &= m \left( (s\beta_i c\gamma_i)^2 + (c\alpha_i c\beta_i + s\alpha_i s\beta_i s\gamma_i)^2 \right) [U]. \tag{5.13}
\end{align*}

Here, the subscripts $m$ and $n$ correspond to the free-free and fixed-free beam modes, respectively. $\beta_n = \sigma_n/\lambda_n$, where $\sigma_n$ are constants dependent on $\lambda_n$ (Appendix D).

In summary, the equilibrium position of a cantilever plate in orbit is defined by Eqs.(5.6) and (5.13). Similarly, the equilibrium of a fixed-free beam in orbit is defined by Eqs.(5.6) and (5.12). Their stability is expressed by Eq.(5.8d) and Eqs.(5.13), and (5.12), respectively. Of course, in general, the appendage may have any arbitrary spatial orientation. These relations governing the appendage equilibrium and stability are functions of
the attitude parameters \((\alpha, \beta, \gamma)\). The situation can be tackled quite readily by locating the appendage in a specific plane and allowing it to take various positions in that plane. This is illustrated in Figure 5-5 through three examples.

**Beam in the orbital plane**

Setting \(\beta_b = \gamma_b = 0\) (Eq. 5.12, Figure 5-5a) gives:

\[
\{I_2\}_{11} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} ; \quad \{I_2\}_{22} = 4\ell m \begin{pmatrix} 0 \\ s_{\alpha_b} c_{\alpha_b}/\lambda_n^2 \end{pmatrix} ; \quad \{I_2\}_{33} = -4\ell m \begin{pmatrix} 0 \\ s_{\alpha_b} c_{\alpha_b}/\lambda_n^2 \end{pmatrix} ;
\]

\[
[I_3]_{11} = m \begin{pmatrix} 0 & 0 \\ 0 & U \end{pmatrix} ; \quad [I_3]_{22} = m \begin{pmatrix} U & 0 \\ 0 & s^2_{\alpha_b} U \end{pmatrix} ; \quad [I_3]_{33} = m \begin{pmatrix} U & 0 \\ 0 & c^2_{\alpha_b} U \end{pmatrix}.
\]

Substituting from above in Eq.(5.6), using the expression for the matrix of strain energy \(V_e\) from Section 5.4, and noting that \(\Omega^2 = \Omega/g = 1\) for a circular orbit,

\[
\bar{\delta} = -6\ell \gamma m \begin{pmatrix} -U & 0 \\ 0 & -2s^2_{\alpha_b} + c^2_{\alpha_b} + \Omega^2 + 1 \end{pmatrix} U + \frac{G^b}{\ell^3} \Lambda^4 \begin{pmatrix} 0 \\ s_{\alpha_b} c_{\alpha_b}/\lambda_n^2 \end{pmatrix},
\]

\[
= -6\ell \Omega^*^2 \begin{pmatrix} U & 0 \\ 0 & -3c^2_{\alpha_b} U \end{pmatrix} + \Lambda^4 \begin{pmatrix} 0 \\ s_{\alpha_b} c_{\alpha_b}/\lambda_n^2 \end{pmatrix}.
\]

Here \(\Omega^*^2 = \ell^3 m\Omega^2/G^b\). Note that \(U\) is an \(n_\delta \times n_\delta\) unit matrix, and \(\Lambda\) is a \(2n_\delta \times 2n_\delta\) diagonal matrix with elements defined by \(\Lambda(j,j) = \Lambda(j+n_\delta,j+n_\delta) = \lambda_j j = 1, 2, \ldots, n_\delta\). From the above expression for deflection, the following observations for a beam type appendage in a circular orbit can be made:

- The deflection associated with the \(n\)-th mode of the beam in the \(y\)-direction is given by
  \[
  \delta_{yn} = \frac{-6\ell \Omega^*^2 s_{\alpha_b} c_{\alpha_b}}{\lambda_n^2 (-3 \Omega^*^2 c^2_{\alpha_b} + \lambda_n^4)} = \frac{-6\ell \Omega_{n^*}^2 s_{\alpha_b} c_{\alpha_b}}{\lambda_n^2 (-3\Omega_{n^*}^2 c^2_{\alpha_b} + 1)},
  \]
  where \(\Omega_{n^*}\), a dimensionless quantity associated with the \(n\)-th mode, is defined as \(\Omega_{n^*} = \Omega^*/\lambda_n^2\).

- At \(\alpha_b = 0, 90^\circ, 180^\circ\) and \(270^\circ\), \(\delta_{yn} = 0\).
Figure 5-5 Geometry of a beam in orbit for static equilibrium and stability study: (a) beam in the orbital plane; (b) beam in the plane normal to the orbit; (c) beam in the plane tangential to the orbit.
• The maximum deflection in the y-direction is for the beam inclination ($\alpha_b$) defined by

$$\tan^2 \alpha_b = 1 - 3\Omega_n^2.$$ 

When $\Omega_n^2 << 1$, the maximum deflection occurs approximately at $\alpha_b \approx \pm 45^\circ, \pm 135^\circ$, and is given by $[\delta_{y,n}]_{\text{max}} = \mp 3 \ell \Omega_n^2/\lambda_n^2 = \mp 3 \ell^4 m \Omega^2/\lambda_n^2 G^b$.

• The stiffness in the x-direction, which is associated with the n-th beam mode, is equal to $m \Omega^2 + \lambda_n^4 G^b/\ell^4 m$. The second term represents the structural stiffness of the beam, while the first one, of the geometrical type, is due to centrifugal and gravity forces. The geometric stiffness element is a positive constant for all modes in the x-direction.

• The stiffness in the y-direction, associated with the n-th beam mode, is equal to $-3m c^2 \alpha_b \Omega^2 + \lambda_n^4 G^b/\ell^4 m$. The second term represents the structural stiffness of the beam, while the first one is of the geometrical type. The geometric stiffness element in the y-direction varies with the beam inclination ($\alpha_b$) in the orbital plane. It has no contribution to the beam stiffness at $\alpha_b = \pm 90^\circ$, and a maximum negative contribution at $\alpha_b = 0, 180^\circ$ of $-3m \Omega^2 + \lambda_n^4 G^b/\ell^4 m$. For static stability, $G^b > 3\ell^8 m \Omega^2/\lambda_n^4$.

**Beam in the plane normal to the orbit (out-of-plane)**

Setting $\beta_b = 90^\circ$ and $\gamma_b = 0$ (Eq. 5.12, Figure 5-5b) gives:

$${I_2}_{11} = -4\ell m \begin{pmatrix} 0 \\ \frac{s\alpha_b}{c\alpha_b} / \lambda_n^2 \end{pmatrix} ; \quad {I_2}_{22} = 4\ell m \begin{pmatrix} 0 \\ \frac{c\alpha_b}{s\alpha_b} / \lambda_n^2 \end{pmatrix} ; \quad {I_2}_{33} = \begin{pmatrix} 0 \\ 0 \end{pmatrix} ;$$

$$[I_3]_{11} = m \begin{bmatrix} U & 0 \\ 0 & c^2 \alpha_b U \end{bmatrix} ; \quad [I_3]_{22} = m \begin{bmatrix} U & 0 \\ 0 & s^2 \alpha_b U \end{bmatrix} ; \quad [I_3]_{33} = m \begin{bmatrix} 0 & 0 \\ 0 & U \end{bmatrix} ;$$
\[ \bar{\delta} = -2\ell g_m \left[ -g_m \begin{bmatrix} (\Omega^2 - 1) & 0 \\ 0 & (-2s^2\alpha_b + 1 + \Omega^2)c^2\alpha_b + 1 \end{bmatrix} + \frac{Gb\lambda_n^4}{\ell^3}U \right]^{-1} \begin{bmatrix} 0 \\ (3 + \Omega^2)sa_b c\alpha_b/\lambda_n^2 \end{bmatrix}, \]

\[ = -8\ell \Omega^*2 \left[ \Omega^*2 \begin{bmatrix} 0 \\ 0 \end{bmatrix} \right] + U \right]^{-1} \begin{bmatrix} 0 \\ 4sa_b c\alpha_b/\lambda_n^2 \end{bmatrix}. \]

Based on the expression for deflection of a beam in orbit, the following remarks can be made:

- The deflection associated with the \( n \)-th mode of the beam in the \( y \)-direction is given by

\[ \delta_{yn} = \frac{-8\ell \Omega^*2 \ s\alpha_b \ c\alpha_b}{\lambda_n^2(\Omega^*2(s^2\alpha_b - 3c^2\alpha_b) + \lambda_n^4)} = \frac{-8\ell \Omega^*2 \ s\alpha_b \ c\alpha_b}{\lambda_n^2(\Omega^*2(s^2\alpha_b - 3c^2\alpha_b) + 1)} . \]

- For \( \alpha_b = 0, 90^\circ, 180^\circ \) and \( 270^\circ \), \( \delta_{yn} = 0 \).

- When \( \Omega^*_n \ll 1 \), the maximum deflection occurs approximately at \( \alpha_b = \pm 45^\circ, \pm 135^\circ \), and is given by \( [\delta_{yn}]_{\text{max}} = \mp 4 \ell^4 m \Omega^2/\lambda_n^6 G^b \).

- The stiffness in the \( x \)-direction, which is associated with the \( n \)-th beam mode, is equal to \( \lambda_n^4 G^b/\ell^3 m \). It is solely due to the structural stiffness and the orbital forces have no contribution.

- The stiffness in the \( y \)-direction, associated with the \( n \)-th beam mode, is equal to \( m(s^2\alpha_b - 3c^2\alpha_b) \Omega^2 + \lambda_n^4 G^b/\ell^3 m \). The geometric stiffness element has no contribution at \( \alpha_b = \pm 60^\circ, \pm 150^\circ \), and a maximum positive contribution at \( \alpha_b = 90^\circ, 270^\circ \), of \( m \Omega^2 + \lambda_n^4 G^b/\ell^3 m \). The maximum negative contribution in the \( y \)-direction of \( -3m \Omega^2 + \lambda_n^4 G^b/\ell^3 m \) occurs at \( \alpha_b = 0, 180^\circ \). The static stability condition is \( G^b > 3\ell^3 m\Omega^2/\lambda_n^4 \).
Beam in the plane tangential to the orbit

Setting $\gamma_b = \alpha_b = 0$ (Eq. 5.12, Figure 5-5c):

\[
\{I_2\}_{11} = -4\ell m \left\{ \frac{s\beta_b c\beta_b/\lambda_n^2}{0} \right\}; \quad \{I_2\}_{22} = \left\{ 0 \right\}; \quad \{I_2\}_{33} = 4\ell m \left\{ \frac{s\beta_b c\beta_b/\lambda_n^2}{0} \right\};
\]

\[
[I_3]_{11} = m \left[ \begin{array}{ccc} s^2\beta_b U & 0 & 0 \\ 0 & U & 0 \end{array} \right]; \quad [I_3]_{22} = m \left[ \begin{array}{ccc} U & 0 & 0 \\ 0 & 0 & 0 \end{array} \right]; \quad [I_3]_{33} = m \left[ \begin{array}{ccc} c^2\beta_b U & 0 & 0 \\ 0 & 0 & 0 \end{array} \right];
\]

\[
\bar{\delta} = 2\ell gm \left[ \begin{array}{ccc} ((1+\Omega^2)s^2\beta_b + c^2\beta_b - 2) U & 0 & 0 \\ 0 & (2 + \Omega^2) U & 0 \end{array} \right] + \frac{G^6}{\ell^3} \Lambda^4 \left[ \begin{array}{ccc} -s\beta_b c\beta_b/\lambda_n^2 \\ 0 \end{array} \right],
\]

\[
= -2\ell\Omega^2 \left[ \Omega^2 \left[ \begin{array}{ccc} c^2\beta_b & 0 & 0 \\ 0 & -3 U & 0 \end{array} \right] + \Lambda^4 \right]^{-1} \left\{ \frac{s\beta_b c\beta_b/\lambda_n^2}{0} \right\}.
\]

From the expression of deflection, the following can be concluded:

- The deflection in the $x$-direction, associated with the $n$-th mode of the beam, is given by
  \[
  \delta_{xn} = \frac{-2\ell \Omega_n^2 s\beta_b c\beta_b}{\lambda_n^2(\Omega_n^2 c^2\beta_b + \lambda_n^4)} = \frac{-2\ell \Omega_n^*^2 s\beta_b c\beta_b}{\lambda_n^2(\Omega_n^*^2 c^2\beta_b + 1)}.
  \]
- At $\beta_b = 0$, 90°, 180°& 270°, $\delta_{xn} = 0$.
- When $\Omega_n^* < < 1$, the maximum deflection occurs approximately at $\beta_b = \pm 45^\circ$, $\pm 135^\circ$, and is given by $(\delta_{xn})_{\text{max}} = \mp \ell^4 m \Omega^2/\lambda_n^6 G^b$.
- The stiffness in the $y$-direction, associated with the $n$-th beam mode, is equal to $\bar{\delta}_{yn} = -3m \Omega^2 + \lambda_n^4 G^b/\ell^3 m$. The geometric stiffness element is constant and negative for all modes in the $y$-direction.
- The stiffness in the $x$-direction, associated with the $n$-th beam mode, is equal to $m c^2\beta_b \Omega^2 + \lambda_n^4 G^b/\ell^3 m$. The geometric stiffness element in the $x$-direction varies with the beam inclination ($\beta_b$) in the orbital plane. It has no contribution to the beam stiffness at $\beta_b = \pm 90^\circ$, and a maximum positive contribution at $\beta_b = 0, 180^\circ$ of $m \Omega^2 + \lambda_n^4 G^b/\ell^3 m$. 
From the expressions of deflection, the following can be concluded for beams in various orientations:

- Deflections in the $x$ and $y$ directions are statically decoupled.
- Deflections associated with various beam modes are statically decoupled.
- The static deflection in the $z$-direction is zero for all beam positions in and perpendicular to the orbital plane. The static deflection in the $y$-direction is zero for all beam positions in the orbit tangent plane.
- The ratio of the contribution of various beam modes to its static deflection under the effect of orbital forces (centrifugal and gravity) when $\Omega^* < 1$ is given by
  \[
  1 : \left(\frac{\lambda_2}{\lambda_1}\right)^6 : \ldots : \left(\frac{\lambda_n}{\lambda_1}\right)^6 \approx 1 : 4.07 \times 10^{-3} : 1.85 \times 10^{-4} : 2.46 \times 10^{-5} : \ldots
  \]

The limiting stiffness for a beam in the orbital plane is $G^b > 3 \ell^3 m \Omega^2/\lambda_1^4 = G_0^b$, where $G_0^b$ is a minimum base beam stiffness. Theoretically, with a stiffness slightly higher than $G_0^b$ the beam is statically stable but may suffer a large undesirable static deflection, defining its equilibria, not to mention the effect of the dynamic forces. Therefore, in practice the beam stiffness is much higher than such a calculated value. Let the beam stiffness $G^b$ used in design be a multiple $k_1$ of the base stiffness $G_0^b$, where $k_1 > 1$. Thus, let $G^b = 3 k_1 \ell^3 m \Omega^2/\lambda_n^4$. The maximum values for the beam deflection in equilibrium configurations are given by:

- for inplane beam: $\delta_{yn} = \ell/(k_1 \lambda_n^2)$;
- for out-of-plane beam: $\delta_{yn} = 4 \ell/(3 k_1 \lambda_n^2)$;
- for beam in the horizontal plane: $\delta_{xn} = \ell/(3 k_1 \lambda_n^2)$.

The maximum tip deflection is,

\[
\delta_{\text{tip}} = \frac{8 \ell}{3 k_1} \sum_n \frac{1}{\lambda_n^2}.
\]
Let the allowable deflection be a fraction $k_2$ of the final length, where $k_2 < 1$, i.e.,

$$k_2 = \frac{8}{3} \frac{1}{k_1} \sum_{n} \frac{1}{\lambda_n^2}.$$

From Table D-1:

$$\frac{1}{\lambda_1^2} \approx 0.2844; \quad \frac{1}{\lambda_2^2} \approx 0.0454; \quad \frac{1}{\lambda_3^2} \approx 0.0162; \quad \frac{1}{\lambda_4^2} \approx 0.0083.$$

Therefore,

$$k_2 \approx \frac{8 \times 0.3543}{3 \times k_1} \approx 0.95 \approx \frac{1}{k_1}, \quad \text{i.e.,} \quad k_1 \approx \frac{1}{k_2}.$$

This approximate rule can provide a rational start to the design of beam-type appendages. For example, one may require the maximum static deflection to be $1\%$ of the beam length. In that case, the beam stiffness should be approximately $100$-times the base stiffness $G_0^B$. This can be used as an approximate starting value to be followed by the numerical verification through a dynamic analysis.

Note that by considering the displacement field to be linear and keeping only the quadratic terms in the strain energy, as is the case in this application, the calculated geometric stiffness is different from the actual one. The extension of the above analysis to include a nonlinear displacement field is straightforward. Similar approach can be used for plate and other types of appendages. Cases when the Liapunov function is time-varying and bounded may also be studied with the orbit eccentricity and specified deployment history included. These extensions represent useful topics for future work.
6. RESULTS AND DISCUSSION

6.1 Remarks on Computational Approach

6.1.1 Computer program

The governing equations are coded using Fortran-IV programming language in a modular fashion, which helps isolate effects of nonlinearity, elasticity, deployment, etc. The computer code simulates the dynamics of a cluster of objects in an elliptic orbit. The cluster consists of an arbitrary number of flexible deployable appendages attached to a central rigid body. The appendages can be of beam or plate type, and are located in any desired orientation. The deployment time history can be sinusoidal or constant with a specified duration. The cluster orientation relative to the orbital frame is described by a set of coordinates which can be treated as generalized, specified, or a combination of both. A specified orientation may arise through a variety of controlled maneuvers including spin, slew, etc. Figures 6-1 and 6-2 show schematically various computational paths in the program, its inputs and outputs.

The program input data may be classified as:

(a) geometrical and dynamical parameters of the system such as moments of inertia, appendage type, mass, location, orientation, dimension, rigidity, number of modes, etc.

(b) time histories of the specified coordinates such as deployment, slew, orbit, etc.

(c) initial conditions.

The input control parameters serve several objectives which may be divided as:

(a) control parameters defining choice of various alternatives such as the method of integration, matrix inversion, optional outputs from the program, etc.
Figure 6-1  A flow chart showing an approach to system simulation.
Figure 6-2  A schematic showing input to and output of the computer program.
(b) control parameters defining the system in terms of its configuration, flexibility, deployment, etc.

6.1.2 Computational considerations

The equations of motion were analyzed using the main frame computer facilities of the university. The I.M.S.L. subroutine DGEAR was used in integrating the governing ordinary equations. The subroutine finds approximations to the solution of a system of first order ordinary differential equations of the form $y' = f(x, y)$ with initial conditions. There are two built-in approaches available to the user: the implicit Adams method and the backward differentiation procedure, also referred to as Gear's stiff method. For each of the procedures six different iteration schemes are available. The choice is based on the nature of the problem, storage needed, etc., and therefore requires some experimentation. The prime consideration is the stiffness of the problem. For reasons of efficiency and speed, the Adams method is used for nonstiff problems while with deployment and/or flexibility the stiff routine is used. An analytic Jacobian is supplied or calculated internally by the finite difference approach in case of linear and nonlinear problems, respectively.

For every step, the DGEAR tests for the possibility that the step-size is too large to pass the error test (based on the specified tolerance), and if so adjusts it automatically. The step-size of integration specified by the user is employed only as a starting value and adjusted automatically by the subroutine. The user is advised to choose a starting step size which is considerably smaller than the average value expected for the problem. Values in the range of $10^{-6}$ – $10^{-8}$ were used here.

The error which is controlled by way of the specified tolerance is an estimate of the local truncation error, that is, the error in a single step with the starting data regarded as exact. This should be distinguished from the global truncation error due to all steps taken to obtain $y(x)$. The later is neither estimated nor controlled by the routine. The user manual for the subroutine advices that, if the problem is mathematically stable,
the global error at a given \( x \) should vary smoothly with the chosen tolerance limit in a monotonically increasing manner. Different tolerance levels are used here ranging over \( 10^{-6} - 10^{-9} \) depending on the problem.

The numerical approach is now applied to study four different problems of contemporary interest in spacecraft dynamics, representing different levels of complexity, thus attesting to the versatility of the formulation and the computer code. The configurations considered are as follows:

(a) The Space Shuttle represented as a triaxial rigid body.

(b) The Space Shuttle based flexible cantilever beam including deployment. This has some similarity with the experiment, once proposed by Grumman Aerospace Corporation, aimed at construction of structural components in space. As pointed out in the introduction, two astronauts did attempt to integrate a beam in space during their extravehicular activity in 1985.

(c) The Space Shuttle based deployment of two long beam type antennas creating a configuration similar to that of Wave In Space Plasma (WISP) study, a scientific project jointly under study by the U.S.A. and Canada.

(d) The Space Shuttle based plate type flexible appendage which has some similarity with the SAFE (Solar Array Flight Experiment) which was jointly conducted by NASA and the Lockheed Missile and Space Company in 1984.

The configurations are schematically shown in Figure 6-3. The following sections present response results for each of the configurations and associated discussion. The focus throughout is on the librational and vibrational dynamics. Their effect on the orbital motion being negligible for the size of the systems considered, the trajectory is defined by the classical Keplerian relations, i.e., the orbital and librational/vibrational motions are decoupled.
Figure 6-3 Schematic diagrams of the configurations showing similarity with the cases studied: (a) Space Shuttle; (b) Orbiter based construction of beam as proposed by Grumman.
Figure 6-3 Schematic diagrams of the configurations showing similarity with the cases studied: (c) WISP configuration jointly under study by the U.S.A. and Canada; (d) Solar array experiment conducted in 1984.
6.2 The Rigid Space Shuttle Dynamics

For the Space Shuttle treated as a rigid body the generalized and specified velocities are:

$$\dot{q}^T = \left( \alpha \quad \beta \quad \gamma \right); \quad \dot{s}^T = \left( \dot{R}_c \quad \Omega \right);$$

where $\alpha$, $\beta$ and $\gamma$ are the shuttle libration angles, $R_c$ defines the position of the Shuttle center of mass, and $\theta$ is the true anomaly ($\dot{\theta} = \Omega$). The inertia matrix for the Orbiter is taken as follows (Lagrange configuration; $x$ and $y$ along the maximum and the minimum inertias, respectively).

$$I = \begin{bmatrix}
8646050 & -8135 & 328108 \\
1091430 & 27116 & \\
8286760 & & \text{Sym.}
\end{bmatrix} \text{ kg m}^2.$$

The Orbiter is assumed to negotiate a circular orbit of 90.3 minutes period, which corresponds to a radius of about 6670 km from the center of the earth ($\approx 330 km$ altitude).

Figure 6-4 shows librational response of the Orbiter in a circular orbit when subjected to a relatively small disturbance of 0.05° in roll, yaw and pitch simultaneously. The response is evaluated using nonlinear as well as linearized approaches for the Orbiter in three different configurations. Note, except for local details, particularly at large angles of attack, the linearized approach seems to predict the trend towards instability accurately (Figures 6-4a, b, c, d). During the small amplitude bounded motion, Figure 6-4e, linear and nonlinear analyses yield virtually the same response as expected. The Lagrange configuration representing the minimum moment of inertia axis along the local vertical and the maximum moment of inertia axis aligned with the orbit normal is stable as discussed in Section 5.6. Hence, from control consideration, the Lagrange configuration will be less demanding in terms of fuel expenditure.

However, in the presence of a relatively large disturbance, the linear analysis would lead to misleading conclusions. This is clearly demonstrated through Figure 6-5. The Lagrange configuration found to be stable under small disturbances is now subjected to a
Figure 6-4 A comparison between linear and nonlinear responses to a small disturbance with the Orbiter in three different flight configurations.
Figure 6-5 Plots showing inadequacy of the linear analysis to accurately predict instability of the Orbiter.
roll, yaw and pitch disturbance of 4°. Note, the linear analysis continues to predict bounded motion (Figure 6-5a), while actually the system is unstable (Figure 6-5c). Note that the relatively large deviations from equilibrium in the yaw degree of freedom (Figure 6-5b), become unstable within five orbits with a slightly larger disturbance (Figure 6-5c).

To get a better appreciation as to the system dynamics during transition to instability, the Lagrange configuration was subjected to pitch, yaw and roll disturbances separately (Figure 6-6). With a pitch disturbance as large as 30°, Figure 6-6a, the roll and yaw remain unexcited and the system is stable. The same is essentially true with a yaw disturbance as shown in Figure 6-6b. However, even with a relatively small roll disturbance, Figure 6-6c, the diverging yaw oscillations set-in tending towards instability. Thus roll control seems to be a key to ensure stability of the Orbiter in the Lagrange configuration.

Figure 6-7, attempts to study the effect of roll control on the librational stability of the Orbiter in the Lagrange configuration. The spacecraft is in a circular orbit and is subjected to an initial disturbance in pitch as well as yaw of 4°, while the roll is assumed controlled, i.e., specified [67]. Here the generalized and specified coordinates are:

\[
\dot{\mathbf{q}} = (\alpha \quad \dot{\beta}) ; \quad \dot{\mathbf{s}} = (\gamma \quad \dot{R_c} \quad \Omega).
\]

Two different deadband limits are used, \(\gamma_{max} = 1°\) (Figure 6-7a, b) and \(\gamma_{max} = 0.15°\) (Figure 6-7c, d) to have some appreciation as to the degree of control in roll needed to assure stability. The phase plane response in yaw is included to help judge the velocities involved. It is apparent that the roll control to the extent of 1° is not adequate and the Orbiter becomes unstable in yaw within five orbits. However, with the deadband limit of 0.15°, the system regains stability.

It was suspected that such a demanding control for stability may be due to sharp positive peaks in the roll time history caused by firing of thrusters. Considerable extension in the deadband limits can be achieved through smoothing the peaks. This is shown in Figure 6-8, where the Orbiter’s control strategy is improved to result in an approximately
Figure 6-6 Librational response of the Orbiter to an independent excitation in pitch, yaw and roll. Note the pitch and yaw disturbances lead to essentially uncoupled motions. The system appears to become unstable in yaw through its coupling with roll.
Figure 6-7 Librational response of the Orbiter in the Lagrange configuration with the time history of roll control actually used in practice.
sinusoidal roll time history with deadband limits of 6°. It also shows the effect of changing the roll control frequency.

In Figures 6-8a,b the roll control frequency is taken to be 2 cycles/orbit which approximately coincides with the natural frequency in roll of the uncontrolled Orbiter in the Lagrange configuration (Figure 6-6). The system is unstable (Figure 6-8a, b), however, with the frequency increased to 6 cycles/orbit the system regains stability (Fig. 6-8c, d). Thus, an increase in the roll control frequency as well as reduction in the sharpness of the peaks in the roll time history appears to promote stability. Therefore at a frequency of around 13 cycles per orbit, which is normally used in the actual practice, the deadband limits can be further relaxed.

6.3 The Orbiter Based Beam Response

As pointed out before, the system considered here has some similarity with the experiment carried out in 1985 by NASA, which was aimed at assessing the capability of constructing beam and truss-type structures in orbit. The experiment is idealized here as a uniform deployable beam fixed to the Orbiter. The fully deployed beam has the following parameters:

\[
\begin{align*}
\text{mass} & = 129 \text{ kg} ; \\
\text{length} & = 33 \text{ m} ; \\
\text{stiffness} & = 436 \text{ Nm}^2 .
\end{align*}
\]

As the attitude dynamics of the Shuttle has already been studied in the previous section, the focus here is on the beam dynamics. The shuttle attitude now is assumed specified with time histories taken as zero, sinusoidal, or according to the controlled shuttle response. Several different orientations of the beam are considered, and the effect of deployment, orbit eccentricity and beam stiffness studied. The system generalized and specified coordinates
Figure 6-8 Effect of smoothing the peaks and frequency of the roll control on the Orbiter's Librational response. Note, the deadband limits can be relaxed appreciably with the stability assured.
in this case are:

$$\dot{\mathbf{q}} = \dot{\mathbf{s}} = \begin{cases} \dot{\delta}_{x_j} \\ \dot{\delta}_{y_j} \end{cases}, \quad j = 1, 2, \ldots, n; \quad \dot{s} = \begin{cases} \dot{\Theta}_k \\ \dot{\hat{R}}_c \\ \Omega \end{cases}, \quad k = 1, 2, 3.$$

Here $\delta_{x_j}$ and $\delta_{y_j}$ are the generalized coordinates associated with the $j$-th mode of the beam transverse vibrations in the $x$ and $y$ directions, respectively, and $n$ is the number of modes considered. $\Theta_k$ represents the shuttle librational angles. Note, in the following discussion, we frequently refer to the beam-plane, which is defined by two coordinates: $y$ and $z$. As pointed out before, the $z$ coordinate is directed along the beam length, while the $x$ and $y$ coordinates define the directions of the beam lateral vibrations. The orbital plane is defined by the coordinates $Y_0$ and $Z_0$ (Figure 6-9).

To start with the attention is focused on the vibratory response of the beam with the Orbiter’s librations assumed absent, i.e., completely controlled. The beam is considered to be deployed and subjected to an initial disturbance corresponding to tip deflection of 4% of its length in the first mode. Figure 6-10 shows the effect of the beam’s inclination, to the local vertical in the orbital plane, on the vibratory response to the above mentioned disturbance. In Figure 6-10a the tip is displaced out of the orbital plane. Note, the inplane motion remains unexcited in the first as well as the second modes leading to no tip motion in the orbital plane. The reverse is true in Figure 6-10b where the tip of the beam is subjected to the inplane disturbance. Thus for any arbitrary orientation of the beam with respect to the orbital plane the transverse oscillations are uncoupled.

The orientation of the beam away from the local horizontal or vertical would result in a deflected equilibrium configuration in the orbital plane, as discussed before. The deflected equilibrium configuration acts as an inplane initial excitation. This is clearly shown in Figure 6-11 where the tip is subjected to an external disturbance of 4% out of the orbital plane. Generalized coordinates corresponding to the first and second modes as well as the tip deflection time histories are plotted over an orbit. Note, the small magnitude inplane vibrations as represented by $\delta_{y_1}, \delta_{y_2}$ and $\delta_y$ at the beam tip are shifted from zero
Figure 6-9 A schematic diagram showing the orbital coordinates $X_o, Y_o, Z_o$ and beam coordinates $x, y, z$ with their origins at the instantaneous center of mass. In general the two coordinate systems are not coincident.
Figure 6-10 Response of the beam, located in the orbital plane, to a tip excitation in the first-mode of 4% of its length. Note the transverse oscillations $\delta_x$ and $\delta_y$ are uncoupled.
and occur around the equilibrium position, while the out-of-plane static deflection is zero. As expected the out-of-plane tip disturbance leads to a corresponding out-of-plane response as shown in Figure 6-10a. However, now there is a slight coupling between the inplane and out-of-plane motions, due to the Coriolis force directed along the beam, as indicated by the parametrically defined curve $\delta_x$ vs. $\delta_y$ at the beam tip (Lissajous like figure). Thus it may be concluded that the lateral vibration of a beam in the orbital plane is statically decoupled, however, slightly coupled dynamically through the Coriolis force along the beam length.

Analysing Figures 6-10 and 6-11 in light of the analytical results of Section 5.6 suggests the following:

- Neglecting the geometric stiffness due to orbital forces as compared to its material stiffness (as discussed in Section 5.6), the period of transverse vibration of a uniform beam, in the first mode, is

$$\tau = \frac{2 \pi}{3.515 \sqrt{\frac{m \ell^3}{EI}}} = 184.32 \, s.$$  

Thus the beam performs around 29.39 oscillations per orbit, in the first mode. This agrees quite well with the response data in Figures 6-10 and 6-11.

- For $\alpha = 0, 90^\circ, 180^\circ, 270^\circ$, the deflection in static equilibrium is zero (both in and out of the orbital plane), which is in agreement with the results of Section 5.6. The out-of-plane static deflection for a beam with $\alpha = 30^\circ$ is also zero as expected. The inplane static deflections are around $\delta_{y_1} = 0.9 \times 10^{-2} \, m$, and $\delta_{y_2} = -1.5 \times 10^{-4} \, m$ for the first and second modes, respectively. From Section 5.6, for a beam in the orbital plane when $\Omega^* << 1$:

$$\delta_{x_n} = 0; \quad \delta_{y_n} = -\frac{6 \ell^4 m \Omega^2 s\alpha_b c\alpha_b}{\lambda_n^6 G^b} = -2.833 \frac{s\alpha_b c\alpha_b}{\lambda_n^6} \, m.$$  

At $\alpha = -60^\circ (\lambda = 30^\circ)$, for the first and the second modes: $\delta_{y_1} = 2.815 \times 10^{-2} \, m; \, \delta_{y_2} = -1.147 \times 10^{-4} \, m$. The minor discrepancies may be attributed
Figure 6-11 Plots showing the deflected equilibrium position of the beam acting as a small initial disturbance, in this case in the orbital plane. Due to an initial tip disturbance in the out-of-plane, the beam response is coupled as shown by the $\delta_x$-$\delta_y$ plot.
to axial forces caused by the Coriolis effect leading to stiffening and hence a change in equilibrium.

- The base stiffness for the case under consideration is given by $G_0^b = 3 \ell^3 m \Omega^2/\lambda_1^4 = 1.51 \text{ N m}^2$. The beam stiffness used here is about 380 times the base value, i.e., the beam is designed such that its maximum static tip deflection is about 0.263% of the beam length, or approximately $8.68 \times 10^{-2} \text{ m}$.

Figure 6-12 shows tip response of the beam for two different orientations in the plane defined by the local vertical and the orbit normal, $\lambda_{out} = 20^\circ$ and $90^\circ$. Note now the two transverse motions, $\delta_x$ and $\delta_y$, are completely coupled with the plane of vibration precessing, due to the Coriolis force perpendicular to the plane of oscillation. The uniform precessional rate is governed by the beam inclination angle $\lambda_{out}$ and reaches a maximum value at $\lambda_{out} = 90^\circ$. It may be pointed out that the plane of vibration of the beam precesses in one direction only (in this case clockwise) for a given $\lambda_{out}$.

The effect of beam rigidity is studied in Figure 6-13, where a $90^\circ$ out-of-plane beam is considered. The beam stiffness is taken as $436 \text{ Nm}^2$ and ten times this value in Figures 6-13a and b, respectively. From the response plots, the beam frequencies are approximately 30 and 95 cycles/orbit for the two cases. The ratio is around $\sqrt{10}$ as it should be.

Figures 6-14 and 6-15 attempt to assess the effect of eccentricity on the tip deflection of the beam and the first two modes contributing to it. Two orientations of the beam are considered, $\lambda_{in} = 30^\circ$ and $\lambda_{out} = 90^\circ$, to facilitate comparison with earlier response data given in Figures 6-11 and 6-12a, respectively. The orbital eccentricity tends to impart a periodic increase in the stiffness, and hence the frequency of the beam reaches a minimum at the perigee and a maximum at the apogee. This is apparent in the tip time history as well as the modes. Such modulations of the frequency, although shown here for two orientations, were found to be present at all $\lambda$. The frequency condensation effect is related to $1 + e \cos \theta$ term corresponding to the geometric stiffness associated with orbital rate $\text{Omega}$. appearing in the denominator of the stiffness terms. Furthermore, it is interesting
Figure 6-12 Response of the beam to a tip disturbance when located out of the orbital plane. The transverse motions $\delta_x$ and $\delta_y$ are coupled and the vibration plane of the beam tip precesses at a uniform rate.
Figure 6-13 Response plots showing the effect of a change in the beam flexural rigidity.
Figure 6-14 Effect of the orbital eccentricity on vibratory response of the tip for two orientations of the beam. Note the frequency condensation effect is particularly pronounced near the apogee.
Figure 6-15 Response plots showing the frequency condensation effect in the first two modes due to an orbital eccentricity of 0.2.
to observe, for the planar configuration of the beam ($\lambda_{in} = 30^\circ$, Figures 6-14a, 6-15a), modulation of the inplane vibrations ($\delta_y, \delta_{y_1}, \delta_{y_2}$) around the changing equilibrium position of the beam in orbit.

The effect of beam deployment on the tip dynamics is studied in Figures 6-16, 6-17, and 6-18. The initial tip deflection is the same as before. Two cases are considered: sinusoidal time history with different duration of deployment (Figure 6-16), and different time histories with the same duration (Figure 6-17). A comparison between the deployed and deployment cases is considered in Figure 6-18.

As can be expected, the frequency of oscillation in the out-of-plane motion gradually decreases with deployment finally attaining a steady state value when fully deployed (Figure 6-16). On the other hand, the beam shows no inplane oscillation during deployment. Instead it drifts in the orbital plane due to the Coriolis effect which, as can be expected, is proportional to the speed of deployment. Note, the out-of-plane oscillations are governed by the initial condition and remain unaffected by the Coriolis effect. Hence they reach the same steady state amplitude, although it is much larger during deployment compared to the deployed case (Figure 6-11). However, this is not the case for inplane oscillations where the higher Coriolis acceleration (case a) leads to a higher steady state amplitude.

Figure 6-17 studies response for deployment normal to the orbital plane ($\lambda_{out} = 90^\circ$) under two different strategies extending over the same duration of deployment (1/2 orbit). As expected, a reduction in frequency during deployment and coupled character of the transverse oscillations associated with an increase in tip amplitude are noticed. It is of interest to recognize that the steady state amplitude here remains unaffected by the strategy for a given time of deployment. As in the previous case, Figure 6-16, the steady state amplitude attained subsequent to the deployment is substantially larger than that in the deployed condition (Figure 6-12a). A direct comparison of the response for a deployed and deploying beam to the same initial conditions is shown in Figure 6-18. The beam is
Figure 6-16 Effect of the duration of deployment on the tip response of the beam located in the orbital plane. Note, the beam-tip drifts in the orbital plane due to the Coriolis force. In general, the steady state amplitude of oscillations are higher for the deployment case.
Figure 6-17 Effect of deployment strategies on tip response of a beam located normal to the orbital plane. Note a reduction in beam frequency during deployment. The steady state amplitude is essentially independent of the strategy for a given time of deployment.
\( \alpha = \beta = \gamma = 0, \delta_x(0) = 0.02 \ell \)
\( e = 0, \quad \lambda_{\text{out}} = 90 \)

Figure 6-18 A comparison between the response of a deploying and deployed beam, initially aligned with the orbit normal, to a tip disturbance.
oriented at 90° to the orbital plane and duration of the deployment is taken to be 0.1 of the orbital period. As before, the deployment appears to magnify the transient and steady state response.

In practice the Orbiter’s libration will be controlled to a specified tolerance limit. A typical time history of the controlled Space Shuttle librations, in the Lagrangian configuration, during an orbit is shown in Figure 6-19 [67]. Figure 6-20 shows resonance of the beam due to forced vibration. Figures 6-21 to 6-23 focus attention on response of the deployed beam during such forced excitation of the Orbiter. Figure 6-24 is a comparison between the response of two beams, with different orientations, in an eccentric orbit. Finally, Figures 6-25 and 6-26 compare deployment effects with response of the deployed beam in presence of the excitations caused by thruster firings to control the Orbiter’s librations.

In Figure 6-20 the frequency of the Orbiter’s controlled roll is modified to 30 instead of the normal 12 cycles/orbit (Figures 6-19). The new forcing frequency of the roll motion is close to the beam’s transverse vibration frequency, which is 29.4 cycles/orbit. The beam is oriented along the orbit normal (λ_out = 90°), hence the inplane and out-of-plane vibrations are dynamically coupled. The inplane beam vibration is controlled by the Orbiter’s high frequency roll motion. Even in absence of an initial tip deflection, the beam vibration amplitude continues to grow even after one complete orbit. This clearly demonstrates a close to resonance phenomena.

Figure 6-21 shows the tip response as well as the first two modes contributing to it for a beam deployed along the local horizontal in the orbital plane (λ_in = 90°). At the outset it should be recognized that, for this inplane configuration of the beam, the out-of-plane motion δ_z and inplane response δ_y are decoupled as seen before (Figure 6-10). Hence one would expect the Orbiter’s yaw motion (β) to be reflected in the out of plane δ_z motion, while the Orbiter’s pitch motion (α) would govern the inplane response (δ_y). The beam response precisely reveals these characteristic features. The δ_z vs. δ_y plot further emphasizes the tip vibration and drift caused by the response to pitch-yaw excitations.
Figure 6-19  Representative controlled motion of the Orbiter during a typical orbit.
$\alpha, \beta, \gamma$ specified (Fig. 6-19)
$e=0, \dot{e}=0, \lambda_{out} = 90^\circ$

Figure 6-20 Forced response of a beam to the Shuttle librational control. Note the beam frequency is close to that of the roll disturbance.
Figure 6-21 Forced response of a beam extended along the local vertical from the Orbiter in the Lagrange configuration. Note, the beam response closely follows the yaw and pitch excitations with modulations at the natural frequencies in different modes superimposed.
Figure 6-22 Effect of an orbital eccentricity on the forced beam response of the case considered in Figure 6-21 (beam along the local horizontal). The inplane tip response $\delta_y,\text{tip}$ increases by an order of magnitude even in the presence of relatively small smooth disturbances. The frequency condensation effect is still present.
\( \alpha, \beta, \gamma \) specified (Fig. 6-19)

\( e = 0, \dot{e} = 0, \lambda_{out} = 90^\circ \)

Figure 6-23 Forced response of a beam, aligned with the orbit normal. Note the effect of the dominant roll excitation at 13 cycles per orbit which is particularly clear in the second mode.
Figure 6-24 A comparison between the forced response of a beam, located either along the local horizontal or the orbit normal, with the Shuttle in an orbit of $e = 0.2$. 

$\alpha, \beta, \gamma$ specified (Fig. 6-19) 

$e = 0.2, \dot{e} = 0$
Figure 6-25 A comparison between the forced response of a beam, aligned with the local horizontal, showing the effect of deployment.
\( \alpha, \beta, \gamma \) specified (Fig. 6-19)

\( \theta = 0, \quad \lambda_{\text{out}} = 90 \)

---

**Figure 6-26** Effect of deployment on the forced response of a beam located along the orbit normal.
The beam being aligned with the roll axis the corresponding disturbance has relatively little effect.

The presence of eccentricity (Figure 6-22) does not seem to affect the dominant character of the response as seen in Figure 6-21. However, the inplane tip response $\delta_y$ is now increased by an order of magnitude due to the eccentricity induced excitation. The frequency condensation behaviour discussed earlier, Figures 6-14, 6-15, is still retained.

Forced response of the beam when oriented normal to the orbital plane ($\lambda_{out} = 90^\circ$), with the Orbiter in the Lagrange configuration, is shown in Figure 6-23. As seen before, Figure 6-12, the beam response in $\delta_x$ and $\delta_y$ for the out-of-plane configuration is coupled. Hence the roll and yaw excite both $\delta_x$ and $\delta_y$ as evident from the $\delta_x$ vs. $\delta_y$ plot. However, the roll disturbance, being at a higher frequency and hence with a higher acceleration, appears to be dominant as apparent from the amplitude modulation of the response at the roll frequency (around 13 cycles per orbit). Note that all the modes vibrate at their own characteristic frequencies superimposed on the frequency of the Orbiter's attitude motion.

Figure 6-24 compares response of two beams, located in and out-of-the orbital plane, at $90^\circ$ to the local vertical. The Orbiter is in an eccentric orbit and the excitation is due to the Orbiter's librational control (Figure 6-19). As in the unforced cases (Figures 6-14 and 6-15), the orbit eccentricity tends to impart a periodic increase in the stiffness. The lightly coupled behaviour of the inplane beam transverse vibration as compared to the coupled motions in and out of the orbital plane is still clearly evident for this forced motion.

The effect of combined deployment and base forcing of a beam as compared to the forced case alone is shown in Figures 6-25 and 6-26. The beams are oriented at $90^\circ$ in and out of the orbital plane. Even in the presence of forcing, the deployment is able to suppress the beam lateral vibrations. When the beam is completely deployed, the response tends to be similar to that for the deployed case.

It was thought useful to study the effect of the number of modes considered to represent the beam dynamics. To this end the Orbiter was taken in the Lagrange configu-
ration with the beam normal to the orbital plane ($\lambda_{out} = 90^\circ$). The 4% tip deflection $\delta_x$ in the first mode was applied with the Orbiter free of librational motion. In absence of any external forces one would expect the beam to vibrate in the first mode alone. However, due to orbital motion giving rise to centrifugal, Coriolis and other forces, the beam deflection deviates from the first mode requiring higher modes to evaluate its dynamics. To assess contribution of the higher modes, the beam response was analysed using the first, the first two and the first four modes. The results are presented in Figure 6-27. Two important conclusions can be drawn: (i) time history of the beam deflection remains essentially unaffected by the number of modes used; (ii) amplitudes of the generalized coordinates associated with the first mode ($\delta_{x1}, \delta_{y1}$) are around three orders of magnitude higher than $\delta_{x2}, \delta_{y2}$ of the second mode and, of course, still larger compared to the higher modes.

In the case of the beam excited by the controlled librations of the Orbiter, Figure 6-19, the dominant mode will be governed by the resonance condition. It is apparent that over the range of frequency of the forcing functions the first mode will have the major contribution (Figures 6-20, 6-26).

A word concerning the accuracy of the results presented here would be appropriate. To this end, permissible error during numerical integration of the governing nondimensional differential equations was varied systematically to assure reliability of the results. The case presented in Figure 6-23 was studied using error tolerance levels of $10^{-4}, 10^{-6}$ and $10^{-8}$. The results are shown in Figure 6-28. Both components of tip deflections and generalized coordinates are compared. It is apparent that the tolerance level of $10^{-4}$ is inadequate and gives misleading response. However, the results obtained using the tolerance levels of $10^{-6}$ and $10^{-8}$ are essentially the same. Hence during the numerical integration an error tolerance of $10^{-8}$ or lower was used.

6.4 Dynamics of the WISP Type Configuration

Here a configuration similar to the WISP system is considered. The Shuttle is in
\[ \lambda_{\text{out}} = 90, \; \dot{\lambda} = 0 \]
\[ e = 0, \; \alpha = \beta = \gamma = 0, \delta_{x1}(0) = 0.02 \ell \]

Figure 6-27 A typical case of beam response showing the effect of mode truncation. It appears that the higher modes have very little effect on the time history of the beam deflection: (a) first mode; (b) first two modes;
Figure 6-27 A typical case of beam response showing the effect of mode truncation. It appears that the higher modes have very little effect on the time history of the beam deflection: (c) first four modes.
Figure 6-28 Plots showing the influence of a permissible error during numerical integration. The allowable error of $10^{-8}$ or less resulted in reliable data.
the Lagrange configuration with two beams extending in the orbital plane, in and opposite to the direction of the orbit tangent. The system parameters are as follows:

- beam mass = 40.25 kg
- beam length = 150 m
- beam rigidity = 1676 Nm²
- the Shuttle inertia matrix = \[
\begin{bmatrix}
9608110 & 0 & 0 \\
0 & 1227612 & 0 \\
0 & 0 & 9204755
\end{bmatrix}
\text{ kg m}².
\]

In the following, the system dynamics is studied by introducing flexibility, deployment, orbit eccentricity, etc., progressively to help identify their distinctive contributions. In particular, the system is first considered as rigid and the effects of orbit eccentricity as well as deployment on the attitude dynamics examined. This is followed by the study where booms are treated as flexible beams, and the libration-vibration interaction dynamics analysed for both circular and elliptic orbits.

6.4.1 System treated as rigid

To start with, the effect of orbit eccentricity on the WISP configuration, treated as rigid, is studied. For the purpose of comparison two cases are considered: (a) the Shuttle without beams (Figure 6-29); and (b) the Shuttle with two rigid beams fully deployed (WISP configuration, Figure 6-30). In Figures 6-29a and 6-29b, the Shuttle orbit has an eccentricity of e=0 and 0.2, respectively. The WISP configuration is considered in Figure 6-30 with three different values of eccentricity: e=0, 0.1 and 0.2. In all the cases the system is given an initial disturbance of 12° in pitch. The plots show that, in general, an eccentric orbit imposes a periodic force to which the system responds in pitch depending on its inertia parameters. Figures 6-29b and 6-30b display an amplitude modulation in the pitch response, while in Figure 6-30c the pitch motion is driven to a magnitude higher than 90°, causing the shuttle to end up rotating about the orbit normal. Note, for all the cases considered in Figures 6-29 and 6-30, the roll and yaw remain unexcited. Thus during
\[ \alpha(0) = 12^\circ, \quad \beta(0) = \gamma(0) = 0 \]

Figure 6-29 A comparison showing the effect of orbital eccentricity on the libration response of the Orbiter in the Lagrange configuration with an initial pitch disturbance.
\[ \alpha(0) = 12^\circ, \]  
\[ \beta(0) = \gamma(0) = 0, \quad \dot{\ell} = 0 \]

**Figure 6-30** A comparison showing the effect of orbital eccentricity on the libration response of the WISP system, treated as rigid and in the Lagrangian orientation, with an initial pitch disturbance.
pure pitch excitation, the pitch response is uncoupled from roll and yaw.

To help understand the results, the forces associated with deployment maneuvers are discussed first. It should be noted that reaction forces due to deployment cancel in the cases under consideration because of the system symmetry. In absence of any initial disturbances in yaw and roll, the system responds in pitch to the exciting torques, which in this case, lie in the orbital plane. During the deployment of the two beams, three types of forces are involved:

- Conventional orbital forces (centrifugal and gravity), which in the case of the Lagrange configuration act to stabilize $\alpha$ as long as the pitch angle is less than $90^\circ$. For $180^\circ > \alpha > 90^\circ$, the torque on the system switches its direction towards another equilibrium position in which the system is upside down.

- Coriolis forces due to the system rotation and deployment of the beams lead to a torque along the orbit normal with direction depending on the involved motions. Note, the system rotation is the resultant of the orbital and librational motions (the pitch rate in this case). The magnitude of the torque is a function of the angular and deployment rates as well as the beam mass, i.e., the length of the beam at a given instant.

- Forces due to rate of change of inertia during deployment.

Figure 6-31 studies the effect of deployment velocity on the stability of the pitch motion. Here the two beams are deployed, each extending to a final length of 140 m, using a sinusoidal velocity history. Note, as the beam length is fixed (140 m) and the deployment time as well as the time history specified (sinusoidal), the peak deployment velocity in each case is different; however, the areas under the velocity curves are the same (Figures 6-31a, b and c). The system is subjected to an initial pitch disturbance of $12^\circ$ as before. The deployment periods are taken to be 0.4, 0.8 and 1.5 orbit in Figure 6-31. In all the cases, the pitch response indicates instability. In the first case (Figure 6-31a) the system ends up rotating about the orbit normal while in the other two cases (Figures
6-31b,c) it undergoes a steady state oscillation about a new equilibrium position (where the system is upside down) with an amplitude governed by the conditions at termination of the deployment. Numerical experiments indicated that the permissible computational error is a crucial factor in obtaining reliable data during deployment. Here, the specified numerical error was taken to be $10^{-8}$. A higher value of allowable error often predicted, incorrectly, stability. This is attributed to the delicate balance between extremely small forces involved, particularly during the transient state as the pitch angle approaches zero.

Next, to study the effect of the extended mass, the beams are deployed for 25 m using the same deployment history and duration but with initial lengths of zero (Figure 6-32a) and 100 m (Figures 6-32b). As expected, the impulse associated with deployment being proportional to the deployed mass, amplitude of the steady pitch oscillations for the larger initial beam length is higher (60° against 40°). Note, the similar trends are observed in Figures 6-33a and 6-33b, where 50 m of beam is deployed from initial lengths of zero and 100 m, respectively. In fact, in the latter case the system becomes unstable due to a larger initial deployed length resulting in a higher impulse and a corresponding higher torque in pitch. A comparison between Figures 6-32b and 6-33a where 25 and 50 m of beam lengths are deployed from a starting length of 100 meters and zero, respectively, indicates a larger impulse associated with the first case. Inspite of the higher deployment velocities associated with the second case, the resulting impulse in the first case is larger because of the larger deployed mass.

The effect of deployment time history is studied in Figure 6-34a, where the beam is deployed to 22 m using a sinusoidal displacement function. Similarity with the results in Figure 6-32a suggests that the character of the deployment time history has virtually no effect on the response. Thus the parameter of importance is the impulse associated with the deployment which, in turn, is governed by the initial deployed length, deployment velocity and the duration of deployment.
$\alpha(0) = 12^\circ,$

$\beta(0) = \gamma(0) = e = 0$

Figure 6-31 Effect of deployment velocity on the librational response of the WISP configuration, treated as rigid and in the Lagrangian orientation, with an initial pitch disturbance. Duration of deployment: (a) 0.4 orbit.
\[ \alpha(0) = 12^\circ, \]
\[ \beta(0) = \gamma(0) = e = 0 \]

Figure 6-31 Effect of deployment velocity on the librational response of the WISP configuration, treated as rigid and in the Lagrangian orientation, with an initial pitch disturbance. Duration of deployment: (b) 0.8 orbit.
\( \alpha(0) = 12^\circ, \)

\( \beta(0) = \gamma(0) = e = 0 \)

Figure 6-31 Effect of deployment velocity on the librational response of the WISP configuration, treated as rigid and in the Lagrangian orientation, with an initial pitch disturbance. Duration of deployment: (c) 1.5 orbit.
$\alpha(0) = 12^\circ$, $\beta(0) = \gamma(0) = e = 0$

Figure 6-32 Effect of the initial deployed mass on librational response of the WISP configuration with an identical deployment time history and duration: (a) $\ell(0) = 0$. 
\( \alpha(0) = 12^\circ, \quad \beta(0) = \gamma(0) = e = 0 \)

Figure 6-32 Effect of the initial deployed mass on librational response of the WISP configuration with an identical deployment time history and duration: (b) \( \ell(0) = 100 \text{ m} \).
\( \alpha(0) = 12^\circ, \ \beta(0) = \gamma(0) = e = 0 \)

Figure 6-33 Influence of the initial deployed length on librational response of the WISP configuration. Note, the deployment time history and duration are identical in the two cases: (a) deployment from zero to 50 meters.
\( \alpha(0) = 12^\circ, \quad \beta(0) = \gamma(0) = e = 0 \)

Figure 6-33 Influence of the initial deployed length on librational response of the WISP configuration. Note, the deployment time history and duration are identical in the two cases: (b) deployment from 100 to 150 meters.
\[ \alpha(0) = 12^\circ, \quad \beta(0) = \gamma(0) = e = 0 \]

Figure 6-34 Effect of sinusoidal deployment history on the librational response of the WISP configuration: (a) \( \alpha(0) = 12^\circ \). Note, a comparison with Figure 6-32a shows that the time history of deployment has virtually no effect on pitch response.
\[ \alpha(0) = -12^\circ, \quad \beta(0) = \gamma(0) = e = 0 \]

Figure 6-34 Effect of sinusoidal deployment history on the librational response of the WISP configuration: (b) \( \alpha(0) = -12^\circ \).
A similar case is considered in Figure 6-34b but with a negative initial pitch disturbance. Here, the initial torque tends to move the system towards equilibrium briefly, however, the steady pitch response is slightly larger than that for the case of positive pitch disturbance (Figure 6-34a). Thus the initial system configuration for the same magnitude disturbance affects the steady state response.

### 6.4.2 System treated as flexible

As a second step, towards a more realistic model, the beams are considered to be flexible. The objective here is to examine the libration-vibration interaction dynamics for the system in circular and eccentric orbits.

Figure 6-35a shows the system response to a disturbance in the form of inplane symmetric deflection of the two beams, while keeping zero librational initial condition. With only the first mode considered, the two beams continued to vibrate symmetrically at their own natural frequency. As expected, the libration degrees are not excited by such a symmetric mode of motion. Actually a pitch response of an order of $10^{-15}$ was recorded, which was contributed by numerical errors, as confirmed through additional computational runs (not shown). This also indicates the high level of accuracy demanded during the numerical computations to assure precise information. Figure 6-35b shows the response for the same situation, however, with $e = 0.2$. As before, with the eccentricity induced excitation, the system responds in pitch only with the vibrations confined to the orbital plane. Thus the coupling between inplane and out-of-plane degrees of freedom continue to be absent as long as the disturbance is in the orbital plane. Of particular interest is the frequency modulation of the response due to variation in the geometric stiffness of the beam along the orbital path as explained earlier.

In Figure 6-36 the two beams are initially deflected asymmetrically in the orbital plane in the first mode with the librational disturbance taken to be zero. As can be expected, even for $e = 0$ now the pitch motion is excited and modulated by the beam
beam 1: $\delta_x(0) = 0, \delta_y(0) = 0.0146 \ell$,
beam 2: $\delta_x(0) = 0, \delta_y(0) = 0.0146 \ell$,
$\alpha(0) = \beta(0) = \gamma(0) = \dot{\ell} = e = 0$.

Figure 6-35 Libration-vibration response of the WISP system, in the Lagrangian configuration, to a disturbance in the form of inplane symmetric deflection in the first beam mode: (a) $e=0$. 
Figure 6-35 Libration-vibration response of the WISP system, in the Lagrangian configuration, to a disturbance in the form of inplane symmetric deflection in the first beam mode: (b) $\epsilon=0.2$.
frequency while the two beams continue to oscillate according to the initial asymmetric condition (Figure 6-36a). Response of the beams in the first two modes is presented in Figure 6-36b. As is usually the case, the dominant contribution to the beam motion is from the first mode where the generalized coordinate exhibits its characteristic frequency. The second mode responds at its frequency which is modulated by the first mode frequency, and its contribution is several orders of magnitude smaller. Figure 6-37 focuses on the effect of orbital eccentricity with the WISP configuration subjected to the initial conditions same as above. Since the pitch response to the eccentricity induced excitation is dominant, the modulations due to the asymmetric motions of the beams are not visible in Figure 6-37a compared to those in Figure 6-36a. On the contrary, the beam response is clearly modulated by the Shuttle’s pitch motion. Note, the modulations are reflected in both the beam modes as shown in Figure 6-37b. The frequency condensation effect due to orbital eccentricity can also be discerned.

So far the attention was directed towards disturbances in the plane of the orbit. The next step would be to consider out-of-plane excitations. Figure 6-38 shows response of the system to such a disturbance with beams deflected symmetrically in the first mode out of the orbital plane. Obviously, to this initial condition, the system libration and the beam inplane vibration should not respond. Hence, the two beams continue to oscillate symmetrically, while the Shuttle remains unexcited (not shown). Next, the out-of-plane disturbance is introduced (symmetrically) once again but in the second mode (Figure 6-39). The WISP antennas (beams) predominantly respond in the second mode with an insignificant contribution from the first mode, which is now modulated at the second harmonic. Note also that the system response is dominated by the elastic force as against the inertia or gravity effects.

The effect of orbital eccentricity is studied in Figure 6-40. The system is subjected to an out-of-plane symmetric disturbance in the first mode with the tip deflections as specified on the diagrams. Two values of eccentricity are considered: \( e = 0.1; 0.2 \). As can
beam 1: $\delta_x(0) = 0, \delta_y(0) = -0.0146$, 
beam 2: $\delta_x(0) = 0, \delta_y(0) = +0.0146$, 
$\alpha(0) = \beta(0) = \gamma(0) = \dot{\ell} = \epsilon = 0$.

Figure 6-36 Libration-vibration response of the WISP system to an inplane asymmetric deflection in the first beam mode: (a) libration and beam tip response.
Figure 6-36 Libration-vibration response of the WISP system to an inplane asymmetric deflection in the first beam mode: (b) beam-mode response.
Figure 6-37 Effect of an orbit eccentricity on the libration-vibration response of the WISP system in the Lagrangian configuration. The system is subjected to an initial inplane asymmetric deflection in the beam's first mode: (a) libration and beam tip response.

beam 1: \( \delta_x(0) = 0, \delta_{y_1}(0) = -0.0146\epsilon \),
beam 2: \( \delta_x(0) = 0, \delta_{y_1}(0) = +0.0146\epsilon \),
\( \alpha(0) = \beta(0) = \gamma(0) = \dot{\epsilon} = 0, \epsilon = 0.2 \).
Figure 6-37 Effect of an orbit eccentricity on the libration-vibration response of the WISP system in the Lagrangian configuration. The system is subjected to an initial inplane asymmetric deflection in the beam’s first mode : (b) beam modal response.
beam 1: $\delta_{z_1}(0) = +0.0073\ell$, $\delta_{y}(0) = 0$, 
beam 2: $\delta_{z_1}(0) = -0.0073\ell$, $\delta_{y}(0) = 0$, 
$\alpha(0) = \beta(0) = \gamma(0) = \dot{\ell} = \epsilon = 0$.

Figure 6-38 Vibratory response of the WISP system in the Lagrangian configuration to an out-of-plane symmetric excitation in the beam's first mode. The Shuttle remained unexcited in the librational mode (not shown).
Figure 6-39 Vibration response of the WISP system in the Lagrangian configuration to an out-of-plane symmetric deflection in the beam's second mode. The librational response was found to be zero (not shown).

beam 1: $\delta_x(0) = -0.0073\ell$, $\delta_y(0) = 0$,

beam 2: $\delta_x(0) = +0.0073\ell$, $\delta_y(0) = 0$,

$\alpha(0) = \beta(0) = \gamma(0) = \dot{\ell} = \epsilon = 0$. 
\[ \alpha(0) = \beta(0) = \gamma(0) = \dot{i} = 0. \]

beam 1 and 2:
symmetric initial deflection in \( \delta_z, \delta_y = 0 \)

---

Figure 6-40 A comparison showing the effect of orbital eccentricity on the libration-vibration response of the WISP system, in the Lagrange configuration, when subjected to an initial symmetric deflection (first mode) in the out-of-plane direction: (a) librational response for the orbital eccentricities of 0.1 and 0.2.
beam 1 : $\delta_{x_1}(0) = +0.0073\ell$, $\delta_y(0) = 0$,
beam 2 : $\delta_{x_1}(0) = -0.0073\ell$, $\delta_y(0) = 0$,
$\alpha(0) = \beta(0) = \gamma(0) = \dot{\ell} = 0$, $\epsilon = 0.2$.

Figure 6-40 A comparison showing the effect of orbital eccentricity on the libration-vibration response of the WISP system, in the Lagrange configuration, when subjected to an initial symmetric deflection (first mode) in the out-of-plane direction: (b) vibrational response for the orbital eccentricity of 0.2.
beam 1 : $\delta x_1(0) = +0.0657l$, $\delta y(0) = 0$,
beam 2 : $\delta x_1(0) = -0.0657l$, $\delta y(0) = 0$,
$\alpha(0) = \beta(0) = \gamma(0) = \dot{l} = 0$, $\epsilon = 0.1$.

Figure 6-40 A comparison showing the effect of orbital eccentricity on the libration-vibration response of the WISP system, in the Lagrange configuration, when subjected to an initial symmetric deflection (first mode) in the out-of-plane direction: (c) vibrational response for the orbital eccentricity of 0.1.
be expected, the attitude response is essentially of the same character as observed earlier for corresponding rigid and flexible cases (Figure 6-40a). Note, the orbital eccentricity induced forcing excites the pitch motion, which in turn causes the inplane beam vibration (\(\delta_y\)). Therefore, the latter follows the character of the pitch response quite closely, while the out-of-plane motion (\(\delta_x\)) proceeds with the frequency condensation effect due to eccentricity. A comparison between the results in Figures 6-40b and 6-40c indicates that the beam vibrations in and out of the orbital plane are decoupled, as seen earlier in Figures 6-10 and 6-11. It may be pointed out that a large tip deflection of 6.6% is taken in Figure 6-40c to emphasize this behaviour. The small inplane motion in Figure 6-40c as compared to that in Figure 6-40b indicates that the inplane vibrations are governed by the orbit eccentricity.

Response to an impulsive pitch disturbance, corresponding to a torque along the orbit normal, is presented in Figure 6-41. Such impulsive disturbances can arise during asymmetric firing of the on board thrusters, release or retrieval of payloads, slewing maneuvers of the CANADA ARM, and a variety of other sources. The Shuttle responds at its own pitch librational frequency while the beams vibrate asymmetrically at their characteristic frequencies modulated by the pitch response.

Response of the system to an initial pitch disturbance of 12°, while negotiating a circular or an elliptic trajectory, is studied in Figure 6-42. Here, as in the previous case (Figure 6-41), the Shuttle responds at its own frequency, while the beams vibrate (the first two modes) in an asymmetric fashion at frequencies modulated by the pitch motion.

An initial yaw disturbance of 12° is considered in Figure 6-43. The libration response given in Figure 6-43a is essentially the same as that for the rigid case studied earlier (Figure 6-6b). Note, through coupling, the small amount of pitch and roll motions are also excited which, in turn, lead to both the in and out-of-plane vibrations of the beams. The beam response, as before, is at its characteristic frequency modulated by the Shuttle’s librations in pitch and yaw (Figure 6-43b). The roll axis being initially aligned with the beam suggests a negligible effect of the roll on all the beam vibrations. The Lissajous-
\[ \dot{\alpha}(0) = 1.5 \times 10^{-2} \text{ deg/s} , \]
beam 1: \( \delta_x(0) = 0, \delta_y(0) = 0 \),
beam 2: \( \delta_x(0) = 0, \delta_y(0) = 0 \),
\( \alpha(0) = \beta(0) = \gamma(0) = \dot{\epsilon} = \epsilon = 0 \).

Figure 6-41 Libration-vibration response of the WISP system, in the Lagrangian configuration, to an impulse along the orbit normal: (a) libration and beam tip response.
Figure 6-41 Libration-vibration response of the WISP system, in the Lagrangian configuration, to an impulse along the orbit normal: (b) beam modal response.
\( \alpha(0) = 12^\circ, \beta(0) = \gamma(0) = \dot{e} = e = 0 \),

beam 1 and 2 : \( \delta_x(0) = \delta_y(0) = 0 \).

---

**Figure 6-42** Libration-vibration response of the WISP system, in the Lagrangian configuration, to an initial pitch disturbance: (a) libration and beam tip response, \( e=0 \).
Figure 6-42 Libration-vibration response of the WISP system, in the Lagrangian configuration, to an initial pitch disturbance: (b) beam modal response, $e=0$. 
\( \alpha(0) = 12^\circ, \ e = 0.2 \)
\( \beta(0) = \gamma(0) = \dot{x} = 0 \)

beam 1 and 2: \( \delta_z(0) = \delta_y(0) = 0 \).

Figure 6-42 Libration-vibration response of the WISP system, in the Lagrangian configuration, to an initial pitch disturbance: (c) libration and beam tip response, e=0.2.
Figure 6-43 Libration-vibration response of the WISP system, in the Lagrangian configuration, to an initial yaw disturbance: (a) libration time history.

$\beta(0) = 12^\circ, \alpha(0) = \gamma(0) = \dot{\xi} = \epsilon = 0$, beam 1 and 2: $\delta_x(0) = \delta_y(0) = 0$. 

Figure 6-43 Libration-vibration response of the WISP system, in the Lagrangian configuration, to an initial yaw disturbance: (b) beam tip response.
like representation shows that the tips of the beams move in opposite directions at all instants. This is expected, since the inertial force on the beams, due to system librations, is dominant in this case.

Guided by the results of Figure 6-6, two initial roll disturbances \((\gamma = 3^\circ \text{ and } 9^\circ)\) are considered in Figures 6-44 and 6-45, respectively. With \(\gamma(0) = 3^\circ\) (Figure 6-44), the system is stable both in librational and vibrational degrees of freedom. However, with an increase in roll disturbance to \(9^\circ\), the Shuttle becomes unstable in yaw through coupling (Figure 6-45). Note, the growth of yaw is relatively slow here as compared to the case of the Orbiter considered in Figure 6-6. This is because of the change in the ratio of roll-yaw moments of inertia brought about by the presence of the two beams. The beams respond in asymmetric fashion as expected with the amplitude of motion higher by an order of magnitude due to librational instability.

6.5 The Orbiter Based Plate Dynamics

The NASA sponsored Solar Array Flight Experiment (SAFE, Figure 6-3d) was conducted in 1984 to help develop the capability of on-orbit extension/retraction of the lightweight, deployable solar panel. It was also aimed at measurement of vibration modes and structural damping of the solar panel using video cameras and laser ranging instrumentation. A solar array, around 31 m in length and capable of generating 13.7 kW of power, was used in the experiment. The array can serve to augment the Orbiter's power supply. An idealized representation of the experiment may be a flexible plate-type appendage assumed fixed to the Orbiter. In this preliminary study the attitude motion is linearized about the nominal equilibrium position, i.e., the system librations are considered to be small. The plate mass is taken to be 100 kg, and its dimensions are the same as in the SAFE experiment: 31 m length and 4 m width. It was located at the Orbiter c.m. The Orbiter's moments of inertia are identical to those used in Section 6.2.

In Figures 6-46 and 6-47 the flexible plate is deployed along the maximum moment
\[ \gamma(0) = 3^\circ, \quad \alpha(0) = \beta(0) = \dot{\ell} = \epsilon = 0, \]
beam 1 and 2: \[ \delta_x(0) = \delta_y(0) = 0. \]

Figure 6-44 Libration-vibration response of the WISP system, in the Lagrangian configuration, to an initial roll disturbance of \(3^\circ\): (a) libration time history.
Figure 6-44 Libration-vibration response of the WISP system, in the Lagrangian configuration, to an initial roll disturbance of $3^\circ$: (b) beam tip response.
Figure 6-45 Libration-vibration response of the WISP system, in the Lagrangian configuration, to an initial roll disturbance of 9°: (a) libration time history. Note the instability in yaw through a coupling with roll.
Figure 6-45 Libration-vibration response of the WISP system, in the Lagrangian configuration, to an initial roll disturbance of 9°: (b) beam tip response.
Figure 6-46 Effect of the Orbiter's flight configuration on the transient librational response during deployment of a flexible plate-type appendage along the maximum moment of inertia axis.
of inertia axis during three different orientations of the Orbiter. In Figure 6-46 the attitude response of the Space Shuttle to an initial small disturbance in the librational angles is presented. Figure 6-47 compares time histories of the generalized coordinates associated with the first four modes for the three different orientations of the Orbiter considered. The plate vibration was described by superposition of the first two modes of a cantilever and a free-free beam. The mode combinations are represented as $H_{ij}$ where $i$ corresponds to the cantilever mode and $j$ to the free-free mode. Thus $H_{21}$ designates the generalized coordinate associated with the second cantilever and the first free-free mode term. Note, the plate is located in the plane of symmetry of the Orbiter. As expected the system is unstable both in librational and vibrational modes in the flight configurations (a) and (b), while the Lagrangian configuration and the associated panel vibrations continue to be stable (case c). Of course, the large amplitude response in this case should be treated as qualitatively suggesting trends. Note that the vibration generalized coordinates $H_{ij}$ in Figure 6-47 are nondimensionalized with respect to a characteristic length (the system radius of gyration). Similarly, the deployment velocity is nondimensionalized using the characteristic length and time, which is taken to be the orbital period.

Figures 6-48 and 6-49 attempt to study interactions between the librational dynamics, flexibility of the appendage and its deployment. The Orbiter is in the Lagrange configuration with a plate-type flexible appendage deployed along the orbit normal. The plate is oriented in two mutually perpendicular directions, out of and in the plane of symmetry of the Orbiter. The results correspond to four different conditions of the plate in orbit. Both transient and post-deployment phases are considered. Initially the Orbiter is in the nominal equilibrium configuration corresponding to the undeployed appendage. Thus the applied disturbance corresponds to a change in the initial equilibrium brought about by the deployment of the appendage. As before, the appendage vibration is represented by superposition of four modes corresponding to cantilever and free-free beams. A uniform deployment rate is used for a duration slightly less than 0.1 of an orbit. In Figure
Figure 6-47 Typical vibrational response of the flexible solar panel during and after the deployment for three different flight configurations of the Orbiter.
c = 0, $E^2 = 0.1$, Plate Out of the Plane of Symmetry

Initial Condition: Undeployed Equilibrium Configuration

Figure 6-48 The Orbiter-appendage coupled dynamics during deployed and transient deployment conditions of the plate out of the plane of symmetry.
Figure 6-49 The Orbiter-appendage coupled dynamics during deployed and transient deployment conditions of a plate in the plane of symmetry.
6-48 the plots show that the effect of deployment is to increase both the librational (yaw in this case) and vibrational motions. Note, the plane of the flexible plate is coincident with the yaw plane. The plate stiffness in this mode being large, it behaves essentially as a rigid body during the deployed configuration with very small values of generalized coordinates $H_{11}$, $H_{12}$, $H_{21}$, $H_{22}$ associated with the plate vibrations. As before, during deployment the plate drifts because of the Coriolis effect. However, after deployment the plate is excited in its characteristic transverse mode, which is superimposed on the yaw motion. Note, for the solar panel oriented in the plane of symmetry of the Orbiter (Figure 6-49) all the librational degrees of freedom are excited upon termination of the deployment. The vibratory motion in this case is, relatively, larger.

In the actual experiment involving the solar panel deployment, the Orbiter's librations will be controlled to a specified tolerance limit as indicated before (Figure 6-19). In the following, attention is focused on the plate vibration during a deployment maneuver in the presence of such controlled libration of the Orbiter.

To start with the plate response to deployment or the controlled shuttle is considered separately as shown in Figure 6-50. As in the beam case, the vibrations are suppressed during deployment with a drift in deflection, due to the Coriolis force. The plate vibration starts at termination of the deployment. In general, the deployment leads to the vibratory response with relatively large amplitudes. High frequency oscillations for the relatively rigid plate (nondimensionalized rigidity $\bar{E}^p = 400$; with respect to plate mass, length and orbital period) are as expected. Next, the plate response due to the controlled librations of the space shuttle is considered. All four modes of the plate are excited corresponding to the Orbiter's roll motion.

A study of the combined effects of deployment and forces due to controlled libration of the Orbiter follows. Figures 6-51 to 6-53 represent vibratory response of the plate, deploying in or out of the plane of symmetry of the Orbiter in three flight configurations. Together they represent five different orientations of the deploying solar panel in space. At
Figure 6-50 Vibratory response of a plate to deployment or specified motion during the Orbiter's flight in the nominal configuration.
Figure 6-51 Influence of the deployment rates on the vibratory response of a plate oriented tangent to the orbit.
Figure 6-52 Response of the flexible plate-type appendage as affected by its inplane and out of the plane of symmetry orientations during the Orbiter's flight in the nominal configuration.
Figure 6-53 Vibratory response of the deploying plate as affected by its orientation during the Orbiter's flight in the Lagrange configuration.
the outset it is easy to recognize that all the modes are stable. It is interesting to see how the Orbiter's controlled roll motion at around 13 cycles per orbit dominates the character of the appendage behaviour, which depicts the forced response occasionally modulated at its characteristic frequency. In particular, Figure 6-51 compares the plate response for two different durations of deployment (0.175 and 0.75 of an orbit). In both the cases, the response exhibits essentially the same characteristics. During deployment the vibrations are suppressed but there is a drift in the deflection. Upon termination of the deployment all the four modes of the plate respond with a frequency corresponding to the Orbiter's roll motion. The similar trends are discernible in the other cases (Figures 6-52, 6-53).
7. CONCLUDING REMARKS

7.1 Multibody Mathematical Model

The introduction of computers in the mid-fifties renewed interest in classical dynamics with the goal of efficient and effective development of mathematical models for complex dynamical systems. One of the outcome of these efforts is a specialized discipline of multibody dynamics and control, primarily motivated by developments in robotics and proposed large flexible space structures. In spite of the ongoing efforts at multibody formulation procedures during the past three decades, there is a considerable scope for lasting contributions to improve upon the present state of the art.

The present contribution establishes a rather comprehensive approach to mathematical modelling of multibody dynamics applicable to a large class of earth as well as space based systems. Unlike the existing methodologies, the approach developed here leads to governing equations in a standard recognized format, which is well suited to stability analysis and control design. Importantly, it provides better physical appreciation of contributing forces in the equations of motion and their role in governing the dynamics.

The generality of the approach in terms of system geometry, inertia distribution, choice of coordinates, discretization scheme, etc., is the central feature of this development. Characteristics of the versatile formulation have been listed earlier at length (p. 19-20). It is important to emphasize here that the procedure is applicable to a large class of diverse problems, of contemporary interest, likely to be encountered in the design of the next generation of highly flexible communications satellites, the Space Shuttle based experiments (Control Of Flight Structure-COFS, tethered satellite systems, etc.), the proposed Space Station, the Mobile Remote Manipulator System (MRMS) on board the Station, and many others. Indeed the thesis has attempted to tackle a difficult problem using an
elegant approach which leads to a versatile mathematical model. The following few salient features of the procedure help emphasize this point:

- The model accounts for an arbitrary number of interconnected bodies forming branched and closed loop topology. In general, members of the system are flexible and deployable with interconnecting joints allowing six degrees of freedom.

- This is the first time the classical Lagrangian procedure is applied to this class of problems. The key feature has been a development of the mass matrix associated with the quadratic form of the kinetic energy for such a multibody system. It leads to: (i) governing equations, in familiar and favourable form free of any holonomic constraints, are reducible to their minimum set by embedding the nonholonomic constraints if present; (ii) important system functions such as the Lagrangian, Hamiltonian, etc., which aid in the study of system stability and control.

- The use of relative motion between members in the development of the kinematics permits separation of coordinates as specified and generalized during the dynamical formulation. This innovative approach has both a mathematical and physical basis, and vastly increases applicability of the model.

- Using the concise matrix format, the formulation procedure approaches the problem making the model progressively more complex: starting with a flexible body followed by a system of rigid bodies with flexible terminal members and finally a cluster of flexible bodies. The procedure clearly identifies the system character during the stages of development thus imparting elegance to the mathematical model.

- Since the multibody system under investigation is kept arbitrary, i.e., not identified in advance, the associated kinematics and dynamics are developed in terms of a matrix of geometry which, together with the constraint relations, completely define the system configuration. The kinematics can be in terms of coordinates which are relative, inertial or a mixture of the two, leading to the Lagrangian or the Newton-Lagrangian formulation.
The formulation allows for alternatives in the choice of system coordinates thus permitting a varying degree of sophistication in modelling. For example: (i) flexibility is described using a general displacement field, which allows linear or nonlinear representation; (ii) flexible character can be modeled through discretization using lumped parameters, admissible functions, finite elements, or modal synthesis; (iii) rotational motion is described in general terms, i.e., a variety of representation such as Euler angles, Euler parameters, etc. can be used; (iv) the system reference point can be its center of mass or any specified point.

Thus the mathematical model represents innovation at virtually every step.

7.2 Examples Illustrating Application of the Formulation

Application of this versatile mathematical model is illustrated through a set of examples of considerable current interest. They are based on a system consisting of a central rigid body with an arbitrary number of beam and plate type deployable appendages. Equilibrium configurations of the system are established and their stability studied. It is found that for attitude stability the dynamic potential has a local minimum only when the flexible system is in the Lagrange configuration. Relations governing the equilibria and stability of the flexible appendages are also obtained in terms of the appendage attitude and flexibility parameters as well as the geometric stiffness due to orbital forces. The case of a cantilever beam in a circular orbit is studied in detail for three different orientations: (a) beam in the orbital plane; (b) beam in the plane defined by the orbit normal and local vertical; (c) beam in a plane defined by the orbit normal and the local horizontal. The results show that:

- For all the three cases the transverse beam deflections are statically uncoupled.
- A beam aligned along the local vertical, the local horizontal, or the orbit normal undergoes no static deflection. A beam oriented, approximately, at ±45°, or ±135°, (in the above mentioned planes) has the maximum deflection.
By considering the maximum permissible deflection of the beam, an approximate first estimate of the beam flexural rigidity can be obtained as:

\[ G^b = \frac{3\ell^3 m \Omega^2}{b \lambda_1^4}, \]

where \( \ell \) is the ratio of the allowed maximum beam tip deflection to the beam length.

The governing equations of motion for the orbiting cluster were coded for numerical integration. The fortran program is applicable to a relatively wide class of gravity gradient spacecraft configurations. Its versatility is demonstrated through application to both rigid and flexible deploying bodies. The program, developed in a modular fashion, isolates the effect of flexibility, deployment, nonlinearity, etc., and was used to analyse spacecraft dynamics involving different levels of complexity. Four configurations involving the Space Shuttle and the Space Shuttle based experiments were considered. The system configurations analyzed are as follows:

(i) The Space Shuttle idealized as a rigid body.

(ii) The Space Shuttle based deployment of a beam type member. This attempts to simulate manufacture of structural members on board the Orbiter for construction of the proposed Space Station.

(iii) The Space Shuttle based deployment of long (150 m each) twin beam type antennas for the proposed joint experiment by Canada and the U.S. called the Wave In Space Plasma (WISP).

(iv) A 33 m long plate-type solar panel deployed (or deploying) from the Space Shuttle thus approximately simulating the Solar Array Flight Experiment (SAFE).

Based on the results obtained, the following general observations can be made:

(i) Linearized analysis when applied to this class of problems can lead to grossly misleading conclusions and hence should be used with caution.

(ii) Stable equilibrium orientation of a gravity gradient flexible spacecraft in a circular orbit is defined by the Lagrange configuration with the minimum moment of inertia axis aligned with the local vertical and the maximum moment of inertia
axis along the orbit normal. The configuration, being relatively stable, is better suited to missions involving deployment of flexible members. This may be relevant to the Orbiter based manufacture of structural components for construction of the proposed Space Station. For the Lagrangian configuration, the Shuttle roll motion must be controlled within \( \pm 0.5^\circ \), to prevent instability. This is attributed to the coupled yaw-roll motions which are dependent on the associated moments of inertia ratio.

(iii) For a beam type appendage located in the orbital plane, inplane disturbances lead to inplane response only. Similarly an out-of-plane excitation result in the out-of-plane vibrations only. Thus, for inplane orientations of the beam, transverse vibrations are essentially uncoupled. On the other hand, for a beam located out of the orbital plane the transverse oscillations are coupled. The plane of oscillation precesses due to the Coriolis effect at a rate governed by the beam inclination and reaches a maximum when the beam is oriented along the orbit normal.

(iv) The eccentricity of the orbit affects the system response in several ways. First, it causes a periodic variation in stiffness of the flexible appendage. This leads to the modulation in the beam frequency reaching a maximum at apogee and a minimum at perigee. It also imposes a force on the flexible element (beam) which causes a cyclic variation in the inplane equilibrium position of the beam. The orbit eccentricity also induces a cyclic torque about the orbit normal which affects the pitch attitude motion of the whole system. This could lead to librational instability depending on the inertia parameters of the system and the magnitude of the orbital eccentricity.

(v) The frequencies of beam and plate oscillations diminish during deployment attaining stationary values upon their full extension. In general, the deployment leads to a larger steady state amplitude of tip oscillations. The impulse due to deployment is an important parameter causing an inplane drift in the deflection of an elas-
tic element. Furthermore, it can induce a torque destabilizing the the librational motion.

(vi) Response of the beam and plate-type members to forced excitations, caused by librational control of the Orbiter, follows the roll, yaw and pitch time histories closely with the inherent high frequency modulations superposed on them. Clearly, all natural frequencies of the structural members in the system should be far from the control frequency. The mode truncation study showed that the beam response in the first mode was always dominant for all the cases reported in the thesis.

(vii) Some numerical experimentation was required to select an acceptable level of the computational error. This was dictated by the choice of the step-size. It was observed that inadequate specification of the permissible error can lead to misleading results. At times it failed to give a true picture of the system dynamics due to supression of the higher harmonics.

7.3 Recommendations for Future Study

(a) The ultimate goal of this work is to develop a computer program for a general multibody system according to the mathematical model presented here. As pointed out before, such a program would prove applicable to a wide range of problems. Development of this general code should, therefore, form the highest priority.

(b) The procedure used to analyse the static equilibrium and stability of a beam in orbit can also be applied to plate analysis. Cases where the Liapunov function is time-varying but bounded (eccentric orbit, deployment, etc.) are also logical areas of future extension.

(c) More detailed analysis of the plate dynamics is recommended considering the important role of large solar panels on the proposed Space Station.

(d) As the matrix of geometry can be used for physically connected as well as separated
systems, it could find application in problems such as the simulation of docking
dynamics.

(e) Although the equations of motion developed here account for geometric nonlinear-
ities, the numerical computations were performed considering linear stiffness and
displacement fields. The inclusion of nonlinearities in the computational procedure
may provide additional insight into the system dynamics.

(f) Similar to the deployment response, an analysis of the retrieval dynamics should be
of considerable interest.

(g) With a firm foundation for studying dynamics of a large class system established,
the next step would be to focus attention on their control.

(h) Dynamics and control of flexible structures in the presence of environmental forces
has received little attention and represents a major challenge for space engineers.
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A.1 Displacement Field

The position and velocity vectors of a generic point in \( B_i \) relative to the local frame \( L_i \) are given by Eqs.\((2-1)\) and \((2-2)\) as

\[
\vec{\xi}^i = \vec{p}^i + \vec{w}^i ,
\]

\[
\dot{\vec{\xi}}^i = \dot{\vec{p}}^i + \vec{F}^iT \cdot \vec{\delta}_i^i .
\]

Let the deformation \( \vec{w}^i \) be expressed by the linear and quadratic terms in the deflection generalized coordinate as

\[
\vec{w}^i = \{ \Phi^iT \cdot \vec{\delta}_i^i + \vec{\delta}_i^T \cdot \Psi^i \cdot \vec{\delta}_i^i \} ,
\]

hence, from Eq.\((2-3)\),

\[
\vec{F}^iT = \Phi^iT + 2[ \vec{\delta}_i^T \cdot \Psi^i ] .
\]

Admissible functions used in the discretization of flexibility are the mode shapes. Such mode shapes are, generally, functions of the form \( \Phi = \Phi(\rho_\ell/\ell) = \Phi(\beta) \), and hence \( \Psi = \Psi(\beta) \), where \( \ell \) and \( \rho_\ell \) are, respectively, the appendage length and coordinate in the deployment direction. Therefore, from Eqs.\((2.4)\) and \((2.5)\),

\[
\vec{\eta}^i = \vec{d}_i + \left( 1 - \frac{\rho_\ell^i}{\ell_i} \right) \{ \Phi^iT \cdot \vec{\delta}_i^i + \vec{\delta}_i^T \cdot \Psi^i \cdot \vec{\delta}_i^i \} ,
\]

and

\[
\hat{\beta} = -\frac{\rho_\ell}{\ell} ,
\]
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where:

\[ \bar{p}^i = \text{position vector to a generic point on } B_i \text{ in nominal undeflected position} ; \]

\[ \{\rho^i_k\} = \text{projections of } \bar{p}^i \text{ on } x_i, y_i, z_i , \ k = 1, 2, 3 ; \]

\[ \Phi^i = \text{matrix of admissible functions associated with the linear displacement term} ; \]

\[ \Psi^i_l = \text{matrix of admissible functions associated with the second-degree nonlinear displacement field , } l = 1, 2, 3 ; \]

\[ \delta_i = \text{generalized coordinates} ; \]

\[ \dot{t}_i = \text{time rate of deployment} ; \]

\[ \vec{d}_i = \text{unit vector in the direction of deployment} ; \dot{t}_i \vec{d}_i \text{ represents the deployment velocity vector} . \]

The procedure implies that the time-varying displacement can be suitably approximated by a finite expansion. Each term in the series consists of a product of a time-varying coefficient and a spatial function. The spatial functions are assumed given and describe the shape of the deformed body, while the time-varying coefficients are the amplitudes of the corresponding shape functions, and serve as generalized coordinates for the flexibility. While grouping the generalized coordinates associated with \( B_i \) in a vector \( \delta_i \) of length \( n_i^s \), the shape functions can be arranged in a matrix form \( \Phi^iT \) and \( \Psi^i_l \) \((l = 1, 2, 3)\), of dimensions \( 3 \times n_i^s \) and \( n_i^s \times n_i^s \), respectively. Thus, the finite expansion associated with the elastic deflection is conveniently expressed in a matrix form rather than using the summation convention.

To facilitate the subsequent development, it is desirable to develope alternative forms for \( \Phi^i \) and \( \Psi^i_l \). The \( n_i^s \times 3 \) matrix of shape functions \( \Phi^i \) has the general form

\[ \Phi^i = [\{\phi^i\}_{jk}] , \quad j, k = 1, 2, 3 , \]

\[ = [\sum_{j=1}^{3} \kappa^i_{jk}] = [\Delta^i_k] , \quad (A.1a) \]
where:

\[
\{\kappa^i\}_{1k} = \left\{ \{\phi^i\}_{1k} \right\} ; \quad \{\kappa^i\}_{2k} = \left\{ \{0\} \right\} ; \quad \{\kappa^i\}_{3k} = \left\{ \{0\} \right\} ;
\]

and

\[
\Delta^i_k = \sum_{j=1}^{3} \kappa^i_{jk}, \quad k = 1, 2, 3.
\]

Similarly,

\[
\Psi^i_l = [\Delta^i_{lk}], \quad \Delta^i_{lk} = \sum_{j=1}^{3} \kappa^i_{ljk}, \quad l, k = 1, 2, 3. \quad (A.1b)
\]

Using the above equations, expressions for several quantities of interest associated with a flexible body undergoing axial deployment are developed in the following sections.

A.2 First Moment and the Center of Mass

By definition the first moment about the body coordinates is

\[
\int_{m_i} \xi^i \, dm_i = m_i \, b^i ,
\]

\[
= \int_{m_i} \{\bar{\rho}^i + \Phi^T \overline{\delta}_i + \Phi^T \psi^j \delta_j\} \, dm_i ,
\]

\[
= m_i \{\bar{c}^i + H^T \overline{\delta}_i + \{ \overline{\delta}_i^T \overline{H}^i \delta_i \} \}
\]

where:

\[
\bar{c}^i = \text{position of the center of mass of body } B_i \text{ treated as rigid} ,
\]

\[
= \frac{1}{m_i} \int_{m_i} \bar{\rho}^i \, dm_i ;
\]

\[
H^i = \frac{1}{m_i} \int_{m_i} \Phi^T \, dm_i ;
\]

\[
\overline{H}^i = \frac{1}{m_i} \int_{m_i} \psi^i \, dm_i .
\]
A.3 Linear Momentum

By definition the linear momentum relative to the body coordinates is given by

\[
\int_{m_i} \xi^i dm_i = \int_{m_i} \left\{ \dot{\xi}_i \bar{\eta}^i + \left[ \Phi^i T + 2 \left[ \delta_i^T \Psi^i_j \right] \hat{\delta}_i \right] dm_i, 
\]

\[
= m_i \left\{ \dot{\xi}_i \bar{h}_e^i + H_\delta^i T \hat{\delta}_i \right\}.
\]

The terms on the r.h.s. represent contributions from the deployment and elastic vibration of the member, respectively. Therefore, \(m_i \bar{h}_e^i\) and \(m_i H_\delta^i\) define mass vector and mass matrix associated with the deployment and vibration, respectively. Here

\[
\bar{h}_e^i = \frac{1}{m_i} \int_{m_i} \bar{\eta}_i dm_i,
\]

\[
= \frac{1}{m_i} \int_{m_i} \left\{ \tilde{d}_i + \left(1 - \frac{\rho_e^i}{\xi_i}\right) \left\{ \Phi'^i T \tilde{\delta}_i + \tilde{\delta}_i^T \Psi'^i \tilde{\delta}_i \right\} \right\} dm_i,
\]

\[
= \tilde{d}_i + \frac{1}{\xi_i} \left[ H_c^i - H_e^i \right]^T \tilde{\delta}_i + \left\{ \tilde{\delta}_i^T H_{el}^i \tilde{\delta}_i \right\},
\]

where:

\[
H_c^i = \frac{\xi_i}{m_i} \int_{m_i} \Phi'^i dm_i;
\]

\[
H_e^i = \frac{1}{m_i} \int_{m_i} \rho_e^i \Phi'^i dm_i;
\]

\[
H_{el}^i = \frac{1}{m_i} \int_{m_i} \left(1 - \frac{\rho_e^i}{\xi_i}\right) \Psi'^i i dm_i.
\]

Note that \(H_c^i\) and \(H_e^i\) are due to convection and time variation of the shape function associated with the linear term, respectively. Also, \(H_{el}^i\) has similar contributions associated with the second-degree nonlinear term.

The matrix associated with the vibration contribution in the linear momentum expression is

\[
H_\delta^iT = \frac{1}{m_i} \int_{m_i} \left[ \Phi'^iT + 2 \left[ \delta_i^T \Psi^i_j \right] \right] dm_i,
\]

\[
= H'^iT + 2 \left[ \delta_i^T H_i^i \right].
\]

The two matrices on the r.h.s. were defined before.
A.4 Moment of Momentum

The moment of momentum in the body coordinates is given by

$$
\int_{m_i} \bar{\xi}^i \times \bar{\eta}^i \, dm_i = \int_{m_i} \bar{\xi}^i \times \left\{ \dot{\varphi}_i + (\Phi^i T + 2 [\delta^T_i \Psi^j] \delta^i_j) \right\} \, dm_i ,
$$

$$
= m_i \{ \dot{\varphi}_i \bar{p}_c^i + P^i T \bar{\delta}_i \} .
$$

Once again, the two terms represent contributions from deployment and vibration, respectively. Here, $m_i$, $\bar{p}_e^i$ and $m_i P_e^i$ define the vector and matrix of mass moments associated with deployment and flexibility, respectively, where

$$
\bar{p}_e^i = \frac{1}{m_i} \int_{m_i} \bar{\xi}^i \times \bar{\eta}^i \, dm_i ,
$$

$$
= \frac{1}{m_i} \int_{m_i} \left\{ \bar{p}_i^i + \Phi^i T \bar{\delta}_i + \bar{\delta}_i^T \Psi^j \bar{\delta}_i \right\} \times \left\{ \bar{d}_i + \left( 1 - \frac{\rho_i^j}{\ell_i} \right) \left\{ \Phi^i T \bar{\delta}_i + \bar{\delta}_i^T \Psi^j \bar{\delta}_i \right\} \right\} \, dm_i ,
$$

$$
= \bar{c}_i \bar{d}_i + \left[ \frac{1}{\ell_i} \left\{ P_c^i - P_e^i \right\}^T - \bar{d}_i H^T \right] \bar{\delta}_i + \left\{ \bar{\delta}_i^T \left[ \frac{1}{\ell_i} \left\{ P_c^i - P_e^i \right\} + P_e^i \right] \bar{\delta}_i \right\} .
$$

The first term represents contribution due to deployment of a member treated as rigid while the other two terms, which are linear and quadratic in deflection, account for flexibility of the member. Note :

$$
P_{c}^{i} T = \frac{\ell_i}{m_i} \int_{m_i} \bar{p}_i^i \Phi^i T \, dm_i ,
$$

$$
= \left\{ \epsilon_{jki} \frac{\ell_i}{m_i} \int_{m_i} \rho^i_j \Delta^i_k \right\}^T ;
$$

and

$$
P_{e}^{i} T = \frac{1}{m_i} \int_{m_i} \rho^i_e \bar{p}_i^i \Phi^i T \, dm_i ,
$$

$$
= \left\{ \epsilon_{jki} \frac{1}{m_i} \int_{m_i} \rho^i_e \rho^i_j \Delta^i_k \right\}^T .
$$

The nonlinear contribution in $\bar{p}_e^i$ involves terms like $P_{c}^{i} T$, $P_{e}^{i} T$, and $P_{e}^{i} T$. Their expressions can be developed as follows :

$$
\bar{\delta}_i^T P_{c}^{i} T \bar{\delta}_i = \frac{\ell_i}{m_i} \int_{m_i} \left\{ \Phi^i T \bar{\delta}_i \right\} \times \left\{ \Phi^i T \bar{\delta}_i \right\} \, dm_i ,
$$

$$
= \frac{\ell_i}{m_i} \epsilon_{jkl} \int_{m_i} \bar{\delta}_i^T \Delta^i_j \Delta^i_k T \bar{\delta}_i \, dm_i ,
$$
hence,

\[ P_{el}^i = \frac{\ell_i}{m_i} \varepsilon_{jkl} \int_{m_i} \Lambda^j_l \Lambda^k_i \Lambda^T \delta_i \ dm_i ; \]

\[ \delta_i^T P_{el}^i \delta_i = \frac{1}{m_i} \int_{m_i} \{ \Phi^T \delta_i \} \times \{ \rho_i \Phi^T \delta_i \} \ dm_i , \]

\[ = \frac{1}{m_i} \varepsilon_{jkl} \int_{m_i} \rho_i \delta_i^T \Lambda^j_l \Lambda^k_i \Lambda^T \delta_i \ dm_i , \]

therefore,

\[ P_{el}^i = \frac{1}{m_i} \varepsilon_{jkl} \int_{m_i} \rho_i \delta_i^T \Lambda^j_l \Lambda^k_i \Lambda^T \delta_i \ dm_i . \]

Similarly,

\[ \{ \delta_i^T P_{el}^i \delta_i \} = \frac{1}{m_i} \int_{m_i} \left\{ \rho_i \times (1 - \frac{\rho_i}{\ell_i}) \left\{ \delta_i^T \Psi_j^i \delta_i \right\} + \left\{ \delta_i^T \Psi_j^i \delta_i \right\} \times \delta_i \right\} \ dm_i , \]

\[ = \left\{ \varepsilon_{jkl} \int_{m_i} \left( \rho_j^i \left(1 - \frac{\rho_i}{\ell_i}\right) \left( \delta_i^T \Psi_j^i \delta_i \right) + \left( \delta_i^T \Psi_j^i \delta_i \right) d_i(k) \right) \ dm_i \right\} , \]

hence

\[ P_{el}^i = \varepsilon_{jkl} \frac{1}{m_i} \int_{m_i} \left[ \rho_j^i \left(1 - \frac{\rho_i}{\ell_i}\right) \Psi_j^i + \Psi_j^i \ d_i(k) \right] \ dm_i . \]

The moment of momentum term associated with the flexibility contains the \( P_{\delta}^i \) matrix, which can be expressed as

\[ P_{\delta}^i \times T = \frac{1}{m_i} \int_{m_i} \tilde{\xi}^i \left[ \Phi^T + 2 \left[ \delta_i^T \Psi_j^i \right] \right] \ dm_i , \]

\[ = \frac{1}{m_i} \int_{m_i} \left\{ \tilde{\rho}^i + \Phi^T \delta_i + \delta_i^T \Psi_j^i \delta_i \right\} \times \left[ \Phi^T + 2 \left[ \delta_i^T \Psi_j^i \right] \right] \ dm_i , \]

\[ = P_{\delta}^i \times T + \left[ \delta_i^T \left[ P_{\delta}^i + P_{\delta}^i \right] \right] + \left[ \delta_i^T P_{\delta}^i \delta_i \right] . \]

The first term on the r.h.s. of the above equation is independent of deflection, while the other two terms are linear and quadratic in deflection. The contributing matrices \( P_{\delta}^i \) and
$P^i_{\delta l}$ can be expressed as:

$$P^i_{\delta \delta} = \frac{1}{m_i} \int_{m_i} \rho^i \Phi^i T \, dm_i ,$$

$$\epsilon_{jkl} \left\{ \frac{1}{m_i} \int \rho^j \Delta^i_k \, dm_i \right\}^T ;$$

and

$$\overline{\delta}^T_i P^i_{\delta l} = \frac{1}{m_i} \int_{m_i} \{ \Phi^i T \overline{\delta}^T_i \}^T \Phi^i T \, dm_i ,$$

$$\epsilon_{jkl} \overline{\delta}^T_i \left[ \overline{\Delta}^i_j \overline{\Delta}^i_k \right] \, dm_i ,$$

i.e.,

$$P^i_{\delta l} = \frac{1}{m_i} \int_{m_i} \epsilon_{jkl} \left[ \overline{\Delta}^i_j \overline{\Delta}^i_k \right] \, dm_i .$$

Similarly:

$$\overline{\delta}^T_i P^i_{\delta l} = \frac{2}{m_i} \int_{m_i} \rho^i \left[ \overline{\delta}^T_i \Psi^i_j \right] \, dm_i ,$$

$$P^i_{\delta l} = \frac{2}{m_i} \int_{m_i} \epsilon_{jkl} \rho^j \Psi^i_k \, dm_i ;$$

$$\left[ \overline{\delta}^T_i P^i_{lm} \overline{\delta}^T_i \right] = \frac{1}{m_i} \int_{m_i} \left[ 2 \left\{ \Phi^i T \overline{\delta}^T_i \right\} \times \left[ \overline{\delta}^T_i \Psi^i_j \right] + \left\{ \overline{\delta}^T_i \Psi^i_j \overline{\delta}^T_i \right\} \times \Phi^i T \right] \, dm_i ,$$

$$\epsilon_{jkl} \left( 2 \left( \overline{\Delta}^i_j \overline{\Delta}^i_k \right) \left( \overline{\delta}^T_i \Psi^i_k \right) \right) \, dm_i ,$$

$$P^i_{lm} = \frac{1}{m_i} \int_{m_i} \epsilon_{jkl} \left[ 2 \Delta^i_k \overline{\Delta}^i_j + \Psi^i_j \overline{\Delta}^i_k \right] \, dm_i .$$

### A.5 Kinetic Energy

$$\int_{m_i} \dot{\xi}^i \cdot \dot{\xi}^i \, dm_i = \int_{m_i} \left\{ \dot{\xi}^i \eta^i + \left[ \Phi^i T + 2 \left( \overline{\delta}^T_i \Psi^i_j \right) \right] \dot{\delta}_i \right\}^T \left\{ \dot{\xi}^i \eta^i + \left[ \Phi^i T + 2 \left( \overline{\delta}^T_i \Psi^i_j \right) \right] \dot{\delta}_i \right\} \, dm_i ,$$

$$= m_i \left( \dot{\xi}^2 \omega^i + 2 \dot{\xi}^i \omega^i \delta^T_i + \dot{\delta}_i \right) \left( \overline{\delta}^T_i \overline{\Delta}^i_i \right) .$$
where \( m_i \), \( w_{ee}^i \), \( m_i \), \( W_{ee}^i \), and \( m_i \), \( \bar{w}_{ee}^i \) represent the mass, mass matrix, and mass vector associated with deployment, flexibility, and their coupling, respectively. Now

\[
\omega_{ee}^i = \frac{1}{m_i} \int_{m_i} \bar{\eta}_i^T \bar{\eta}_i \, dm_i ,
\]

\[
= \frac{1}{m_i} \int_{m_i} \left\{ \bar{d}_i + \left( 1 - \frac{\rho_i^T}{\ell_i} \right) \{ \Phi_{ii}^T \bar{\delta}_i + \bar{\delta}_i^T \Psi_{ji} \bar{\delta}_i \} \right\}^T \left\{ \bar{d}_i + \left( 1 - \frac{\rho_i^T}{\ell_i} \right) \{ \Phi_{ii}^T \bar{\delta}_i + \bar{\delta}_i^T \Psi_{ji} \bar{\delta}_i \} \right\} \, dm_i ,
\]

\[
= 1 + \frac{2}{\ell_i} \bar{d}_i^T \left[ H_c^i - H_c^i \right]^T \bar{\delta}_i + \bar{\delta}_i^T \left[ \frac{1}{\ell_i^2} \left( W_{ee}^i - 2W_{ei}^i + W_{ee}^i \right) \right] + W_i \bar{\delta}_i .
\]

The first term represents contribution of the deploying member treated as rigid, while the other two are linear and quadratic in deflection. Here:

\[
W_{cc}^i = \frac{\ell_i^2}{m_i} \int_{m_i} \Phi_{ii}^T \Phi_{ii}^T \, dm_i ;
\]

\[
W_{ee}^i = \frac{\ell_i}{m_i} \int_{m_i} \rho_i^T \Phi_{ii}^T \Phi_{ii}^T \, dm_i ;
\]

\[
W_{ee}^i = \frac{1}{m_i} \int_{m_i} \rho_i^T \Phi_{ii}^T \Phi_{ii}^T \, dm_i ;
\]

\[
W_i = \frac{2}{m_i} \sum_l d_i(l) \int_{m_i} \left( 1 - \rho_i^T \right) \Psi_{ii}^T \, dm_i .
\]

The coupling term, \( \bar{w}_{ee}^i \), has the form

\[
\bar{w}_{ee}^i = \frac{1}{m_i} \int_{m_i} \bar{\eta}_i^T F_{ii}^T \, dm_i ,
\]

\[
= \frac{1}{m_i} \int_{m_i} \left\{ \bar{d}_i + \left( 1 - \frac{\rho_i^T}{\ell_i} \right) \{ \Phi_{ii}^T \bar{\delta}_i + \bar{\delta}_i^T \Psi_{ji} \bar{\delta}_i \} \right\}^T \left[ \Phi_{ii}^T + 2 \left[ \bar{\delta}_i^T \Psi_{ji} \bar{\delta}_i \right] \right] \, dm_i ,
\]

\[
= \bar{d}_i^T H_{ii}^T + \bar{\delta}_i^T \left[ \frac{1}{\ell_i} \left( W_{ee}^i - W_{ee}^i \right) + W_i \right] + \left\{ \bar{\delta}_i^T W_i \bar{\delta}_i \right\}^T .
\]

The first term is independent of deflection, while the other two represent its linear and
quadratic contributions. The matrices $W^i_{c\delta}$, $W^i_{e\delta}$, $W^i_{el}$ and $W^i_d$ can be expressed as:

\[
W^i_{c\delta} = \frac{\ell_i}{m_i} \int_{m_i} \Phi^i \Phi^T dm_i;
\]
\[
W^i_{e\delta} = \frac{1}{m_i} \int_{m_i} \rho^i \Phi^i \Phi^T dm_i;
\]
\[
\delta^T_i W^i_e = \frac{2}{m_i} \int_{m_i} \delta^T_i \left[ \delta^T_i \Psi^i_j \right] dm_i,
\]
\[
= \frac{2}{m_i} \int_{m_i} \sum_j d_i(j) \delta^T_i \Psi^i_j dm_i,
\]
\[
W^i_e = 2 \sum_j \frac{d_i(j)}{m_i} \int_{m_i} \Psi^i_j dm_i;
\]
\[
\{ \delta^T_i W^i_e \delta_i \}^T = \frac{2}{m_i} \int_{m_i} \left( 1 - \frac{\rho^i \ell_i}{\ell_i} \right) \{ \Phi^i T \delta_i \}^T \left[ \delta^T_i \Psi^i_j \right] dm_i + \frac{1}{m_i} \int_{m_i} \left( 1 - \frac{\rho^i \ell_i}{\ell_i} \right) \{ \delta^T_i \Psi^i_j \delta_i \}^T \Phi^i T dm_i,
\]
\[
= \frac{2}{m_i} \int_{m_i} \left( 1 - \frac{\rho^i \ell_i}{\ell_i} \right) \sum_j \left( \Delta^T_j \delta_i \right) \left( \delta^T_i \Psi^i_j \right) dm_i + \frac{1}{m_i} \int_{m_i} \left( 1 - \frac{\rho^i \ell_i}{\ell_i} \right) \sum_j \left( \delta^T_i \Psi^i_j \delta_i \right) \Delta^T_j dm_i;
\]
\[
W^i_1 = \frac{2}{m_i} \int_{m_i} \left( 1 - \frac{\rho^i \ell_i}{\ell_i} \right) \sum_j \Delta^T_j \Delta^i T dm_i + \frac{1}{m_i} \int_{m_i} \left( 1 - \frac{\rho^i \ell_i}{\ell_i} \right) \sum_j \Psi^i_j \Delta^T_j(l) dm_i.
\]

Similarly, the term associated with the mass matrix can be expressed as

\[
W^i_\delta = \frac{1}{m_i} \int_{m_i} F^i F^T dm_i,
\]
\[
= \frac{1}{m_i} \int_{m_i} \left[ \Phi^i T + 2 \left[ \delta^T_i \Psi^i_j \right] \right]^T \left[ \Phi^i T + 2 \left[ \delta^T_i \Psi^i_j \right] \right] dm_i,
\]
\[
= W^i_\delta + \left[ W^i_{\delta l} \delta_i \right] + \left[ \delta^T_i W^i_{le} \delta_i \right].
\]

Hence:

\[
W^i_\delta = \frac{1}{m_i} \int_{m_i} \Phi^i \Phi^T dm_i;
\]
\[ \frac{\delta_{i}^{T} W_{si}}{m_{i}} = \int_{m_{i}} \left[ \Phi^{i} \left[ \delta_{i}^{T} \Psi_{j}^{i} \right] + \left[ \Psi_{j}^{i}^{T} \delta_{i}^{T} \right] \Phi^{iT} \right] dm_{i}, \]

\[ = \frac{2}{m_{i}} \int_{m_{i}} \sum_{j} \left[ \Delta_{j}^{i} \delta_{i}^{T} \Psi_{j}^{i} + \Psi_{j}^{i}^{T} \delta_{i} \Delta_{j}^{iT} \right] dm_{i}, \]
i.e.,

\[ W_{si}^{i} = \frac{2}{m_{i}} \int_{m_{i}} \sum_{j} \left[ \Delta_{j}^{i} \left( l \right) \Psi_{j}^{i} + \Delta_{j}^{i} \Delta_{j}^{iT} \right] dm_{i}; \]

\[ \left[ \delta_{i}^{T} W_{lm} \delta_{i} \right] = \frac{4}{m_{i}} \int_{m_{i}} \left[ \Psi_{j}^{iT} \delta_{i} \right] \left[ \delta_{i} \Psi_{j}^{i} \right] dm_{i}, \]

\[ \left( \delta_{i}^{T} W_{lm} \delta_{i} \right) = \frac{4}{m_{i}} \int_{m_{i}} \sum_{j} \left( \Delta_{j}^{i} T \delta_{i} \right) \left( \delta_{i} \Delta_{j}^{i} m \right) dm_{i}, \]
i.e.,

\[ W_{lm} = \frac{4}{m_{i}} \int_{m_{i}} \sum_{j} \left[ \Delta_{j}^{i} \Delta_{j}^{iT} \right] dm_{i}. \]

A.6 Mass Moment of Inertia

The mass moment of inertia is defined as

\[ [I^{i}] = \int_{m_{i}} \left[ \bar{\xi}^{i} T \bar{\xi}^{i} U - \bar{\xi}^{i} \bar{\xi}^{iT} \right] dm_{i}, \]

\[ = \int_{m_{i}} \bar{\xi}^{i} \bar{\xi}^{iT} dm_{i}. \]

Since the pseudo-inertia is defined as \([J^{i}] = \int_{m_{i}} \bar{\xi}^{i} \bar{\xi}^{iT} dm_{i},\) it is apparent that the moment of inertia can be obtained once an expression for the pseudo-inertia is known. Clearly, for a flexible member, the moment of inertia matrix should have contributions corresponding to its rigidity and flexibility. The interest here is to find the expression due to deflection only, since the matrix of inertia for a rigid member is obtained for a specific geometry either
analytically or experimentally. Now the pseudo-inertia can be written as

\[
[J^i] = \int_{m_i} \tilde{\xi}^i \tilde{\xi}^i T \, dm_i ,
\]

\[
= \int_{m_i} \{ \bar{\rho}^i + \Phi^i T \bar{\delta}_i + \bar{\bar{\delta}}^T \Psi_i \bar{\delta}_i \} \{ \bar{\rho}^i + \Phi^i T \bar{\delta}_i + \bar{\bar{\delta}}^T \Psi_i \bar{\delta}_i \}^T \, dm_i ,
\]

\[
= m_i \left[ [J^1_i] + \{ J^2_{j, i k} + J^2_{k, i j} \} T \delta_i \right] + \left[ \delta_i^T \left[ J^3_{j, i k} + J^3_{k, i j} \right] \delta_i \right] .
\]

The first term on the r.h.s. is due to the member treated as rigid while the other two terms, which are linear and quadratic in deflection, can be further developed as follows:

\[
\left[ \{ J^2_{j, i k} \} \right] = \frac{1}{m_i} \int_{m_i} \bar{\rho}^i \{ \Phi^i T \bar{\delta}_i \}^T \, dm_i ,
\]

\[
= \frac{1}{m_i} \int_{m_i} \{ \rho^i \Delta^i_k \} \bar{\delta}_i \, dm_i ,
\]

i.e.,

\[
\{ J^2_{j, i k} \} = \frac{1}{m_i} \left( \int_{m_i} \rho^i \Delta^i_k \, dm_i \right) ,
\]

Here, the Kronecker delta, \( \delta_{j, \ell} \), is equal to one if \( j = \ell \) and zero otherwise. On the other hand, \( \delta_{j, \ell} \) is equal to zero if \( j = \ell \) and unity otherwise. Similarly,

\[
\left[ \bar{\delta}_i^T \left[ J^3_{j, i k} + J^3_{k, i j} \right] \bar{\delta}_i \right] = \frac{1}{m_i} \int_{m_i} \left[ \{ \Phi^i T \bar{\delta}_i \} \{ \Phi^i T \bar{\delta}_i \}^T + \bar{\rho}^i \{ \bar{\delta}_i^T \Psi_i \bar{\delta}_i \} \bar{\rho}^i \} \bar{\delta}_i^T \Psi_i \bar{\delta}_i \} \right] \, dm_i ,
\]

\[
= \frac{1}{m_i} \int_{m_i} \left[ \bar{\delta}_i^T \{ \Delta^i_j \} \{ \Delta^i_k \} \bar{\delta}_i^T \Psi_i \bar{\delta}_i \} \bar{\rho}^i \} \bar{\rho}^i \} \Psi_i \bar{\delta}_i \} \bar{\delta}_i \right] \, dm_i ,
\]

i.e.,

\[
[J^3_{j, i k}] = \frac{1}{m_i} \int_{m_i} \left[ \Delta^i_j \Delta^i_k \right] \, dm_i , \quad \text{and}
\]

\[
[J^3_{k, i j}] = \frac{1}{m_i} \int_{m_i} \left[ \rho^i \Psi_i \psi_i + \rho_i \Psi_i \psi_i \right] \, dm_i .
\]
The expression for mass moment of inertia can now be developed as

\[ [I^i] = \int_{m_i} \tilde{\xi}^i T \tilde{\xi}^i U - \tilde{\xi}^i \tilde{\xi}^i T \, dm_i , \]

\[ = \int_{m_i} \tilde{\xi}^i \tilde{\xi}^i T \, dm_i , \]

\[ = \frac{[I^i_i]}{1} + \{ \{ I^i_{2} \}_{jk} \delta_i \} + \{ \delta^T [I^i_3]_{jk} \delta_i \} . \]

As before, the rigid and flexible contributions can be readily recognized. Here :

\[ [I^i_i] = \frac{\int_{m_i} \vec{\rho}^T \vec{\rho}^i T \, dm_i}{1} = \text{moment of inertia of body, treated as rigid, about local coordinates ;} \]

\[ \{ I^i_{2} \}_{jk} \frac{= m_i \{ \delta_{jk} \sum_{l=1}^{3} \sum_{m=1}^{3} \delta_{lm} \{ J^i_{2lm} + J^i_{2ml} \} \} - m_i \{ J^i_{2jk} + J^i_{2kj} \} ;} \]

\[ [I^i_3]_{jk} = m_i \{ \delta_{jk} \sum_{l=1}^{3} \sum_{m=1}^{3} \delta_{lm} \{ J^i_{3lm} \} - m_i \{ J^i_{3jk} \} . \]

The kinetic parameters such as momentum, moment of momentum, etc., for a flexible deploying body have been obtained before (Eq.3.4) as indicated below :

\[ \vec{b}^i = \vec{c}^i + H^i T \delta_i + \{ \delta^T_i H^i \delta_i \} ; \]

\[ \vec{h}_c = \vec{d} + \frac{1}{\ell_i} \{ H^i_c - H^i_e \} T \delta_i + \{ \delta^T_i H^i_e \delta_i \} ; \]

\[ H^i_\delta = H^i + 2 \{ H^i T \delta_i \} ; \]

\[ \vec{p}_c = \vec{c} + \frac{1}{\ell_i} \{ P^i_c - P^i_e \} T \delta_i + \{ \delta^T_i P^i_c \} ; \]

\[ P^i = P^i_\delta T + \{ \delta^T_i \{ P^i_\delta + P^i_\delta \} \} + \{ \delta^T_i P^i \delta_i \} ; \]

\[ w_c = 1 + \frac{2}{\ell_i} \frac{d}{T} \{ H^i_c - H^i_e \} \delta_i + \delta^T_i \left[ \frac{1}{\ell_i} \{ W_{c}^i - W_{c}^i \} + W_{e}^i \delta_i \right] \delta_i ; \]

\[ \vec{w}_c = \frac{\vec{d}^T T H^i T + \delta^T_i \left[ \frac{1}{\ell_i} \{ W_{c}^i - W_{c}^i \} + W_{e}^i \right] \delta_i \} \delta_i \; ; \]
\[ W_{\delta}^i = W_i^c + [ W_{\delta}^i T \delta_i ] + [ \delta_i^T W_i^m \delta_i ]; \]

\[ I^i = I_1^i + [ \{ I_2^i \}_m \delta_i ] + [ \delta_i^T [ I_3 ]_m \delta_i ]; \]

They are further developed in terms of flexibility integrals here. Terms with underbars in the above equations are those arising from the quadratic term in displacement. The terms on the r.h.s. of the equations are defined by Eqs. (A.2) and (A.3) below:

\[ \tilde{r}^i = \text{position of mass center of body } B_i \text{ treated as rigid}; \]  

\[ H^i = \frac{1}{m_i} \int \Phi^i \, dm_i = [ \{ \sum_j i f_{jk} \}_k ]; \]  

\[ H_c^i = \frac{\ell_i}{m_i} \int \Phi^{\ell i} \, dm_i = [ \{ \sum_j i e_{jk} \}_k ]; \]  

\[ H_e^i = \frac{1}{m_i} \int \rho_i^{\ell} \Phi^{\ell i} \, dm_i = [ \{ \sum_m i v_{mn} \}_k ]; \]  

\[ P_{c}^{i T} = [ \{ \epsilon_{jkl} \frac{\ell_i}{m_i} \int \rho_j^{i} \Delta_k^{i} \, dm_i \}_T^T ]; \]

\[ = [ \{ \epsilon_{jkl} (\ell^* \delta_j \ell + \ell^i \delta_j \ell) \sum_m i v_{mn} \}_T ]; \]  

\[ P_{c}^{i T} = [ \{ \epsilon_{jkl} \frac{1}{m_i} \int \rho_j^{i} \rho_j^{i} \Delta_k^{i} \, dm_i \}_T ]; \]

\[ = [ \{ \epsilon_{jkl} (\ell^* \delta_j \ell + \ell^i \delta_j \ell) \sum_m i a_{mk} \}_T ]; \]  

\[ P_{c l}^{i} = \frac{\ell_i}{m_i} \epsilon_{jkl} \int \Delta_j^{i} \Delta_k^{i} \, dm_i = [ \epsilon_{jkl} \sum_m i E^*_{mn} ]; \]  

\[ P_{c l}^{i} = \frac{1}{m_i} \epsilon_{jkl} \int \rho_j^{i} \Delta_j^{i} \Delta_k^{i} \, dm_i = [ \epsilon_{jkl} \sum_m i D^*_{mn} ]; \]  

\[ P_{\delta}^{i} = [ \{ \epsilon_{jkl} \frac{1}{m_i} \int \rho_j^{i} \Delta_k^{i} \, dm_i \}_T ]; \]

\[ = [ \{ \epsilon_{jkl} (\ell^* \delta_j \ell + \ell^i \delta_j \ell) \sum_m i g^{i}_{mk} \}_T ]; \]
\[ P_{\delta l}^i = \frac{1}{m_i} \int_{m_i} \epsilon_{jkl} \langle \Delta^i_j \Delta^i_k T \rangle_l \ dm_i = [ \epsilon_{jkl} \sum_{m} \sum_{n} iF_{mn}^i ] ; \quad (A.2j) \]

\[ W_{cc}^i = \frac{\ell_i^2}{m_i} \int_{m_i} \Phi^i \Phi^iT \ dm_i = [ \sum_{k} \sum_{j} \sum_{m} iC_{jk}^m ] ; \quad (A.2k) \]

\[ W_{ce}^i = \frac{\ell_i}{m_i} \int_{m_i} \rho^i \Phi^i \Phi^iT \ dm_i = [ \sum_{j} \sum_{k} \sum_{l} iN_{jk}^l ] ; \quad (A.2l) \]

\[ W_{ee}^i = \frac{1}{m_i} \int_{m_i} \rho^i \Phi^i \Phi^iT \ dm_i = [ \sum_{k} \sum_{j} \sum_{l} iV_{jk}^l ] ; \quad (A.2m) \]

\[ W_{c\delta}^i = \frac{\ell_i}{m_i} \int_{m_i} \Phi^i \Phi^iT \ dm_i = [ \sum_{k} \sum_{j} \sum_{l} iE_{jk}^l ] ; \quad (A.2n) \]

\[ W_{\delta\delta}^i = \frac{1}{m_i} \int_{m_i} \rho^i \Phi^i \Phi^iT \ dm_i = [ \sum_{k} \sum_{j} \sum_{l} iD_{jk}^l ] ; \quad (A.2o) \]

\[ W_{\delta}^i = \frac{1}{m_i} \int_{m_i} \Phi^i \Phi^iT \ dm_i = [ \sum_{k} \sum_{j} \sum_{l} iF_{jk}^l ] ; \quad (A.2p) \]

\[ [I_1^i] = \text{moment of inertia of body } i \text{ as rigid about local coordinate } ; \quad (A.2q) \]

\[ \{ I_{\delta i}^i \}_{jk} = m_i \{ \delta_{jk} \sum_{l=0}^{n} \sum_{m=0}^{n} \delta_{lm} \{ J_{2lm}^i + J_{2ml}^i \} \} - m_i \{ J_{2jk}^i + J_{2kj}^i \} ; \quad (A.2r) \]

\[ [J_{\delta i}^i]_{jk} = m_i \{ \delta_{jk} \sum_{l=0}^{n} \sum_{m=0}^{n} \delta_{lm} \{ J_{3lm}^i + J_{3ml}^i \} - m_i \{ J_{3jk}^i + J_{3kj}^i \} ; \quad (A.2s) \]

\[ \{ J_{2i}^i \}_{jk} = \frac{1}{m_i} \int_{m_i} \rho_{ij}^i \Delta^i_j \ dm_i \} = (\ell_j^i \delta_{jk} + \ell_k^i \delta_{jk}) \{ \sum_{l} i\gamma_{jk}^i \} ; \quad (A.2t) \]

\[ [J_{2i}^i]_{jk} = \frac{1}{m_i} \int_{m_i} [ \Delta^i_j \Delta^i_k T ] \ dm_i = [ \sum_{l} \sum_{m} F_{ij}^m ] ; \quad (A.2u) \]
and

\[ H^i = \frac{1}{m_i} \int_{m_i} \Psi^i dm_i = \frac{1}{A} A_1 ; \]  
\( \text{(A.3a)} \)

\[ H^{el}_{ci} = \frac{1}{m_i} \int_{m_i} \left( 1 - \frac{\rho^j}{\ell_i} \right) \Psi^{t^i} dm_i = \frac{1}{\ell_i} B_l - \frac{1}{\ell^i} \beta B^i_l ; \]  
\( \text{(A.3b)} \)

\[ P^{i}_{el} = \frac{1}{m_i} \epsilon_{jkl} \int_{m_i} \left[ \delta_i(k) \Psi^i_{j} + \rho^j \left( 1 - \frac{\rho^j}{\ell_i} \right) \Psi^{t^i}_{j} \right] dm_i , \]
\[ = \epsilon_{jkl} \left[ \delta_i(k) \frac{1}{A_j} + \frac{2}{\ell_i} B^j_k - \frac{1}{\ell^i} \beta B^j_k \right] ; \]  
\( \text{(A.3c)} \)

\[ P^{i}_{el} = \frac{2}{m_i} \epsilon_{jkl} \int_{m_i} \rho^j \Psi^{t^i}_{k} dm_i = 2 \frac{2}{\ell_i} A^i_k ; \]  
\( \text{(A.3d)} \)

\[ P^{i}_{el} = \frac{1}{m_i} \epsilon_{jkl} \int_{m_i} \left[ 2 \Delta^i_{j\text{m}} \Delta^i_{j\text{T}} + \Psi^{i}_{j} \Delta^i_{j\text{m}}(m) \right] dm_i = 2 \frac{3}{\ell_i} A^i_{j\text{mT}} + \frac{6}{\ell_i} A^i_{j\text{km}} ; \]  
\( \text{(A.3e)} \)

\[ W^i = \frac{2}{m_i} \sum_l d_i(l) \int_{m_i} \left( 1 - \frac{\rho^j}{\ell_i} \right) \Psi^{t^i}_l dm_i = 2 \sum_l d_i(l) \left[ \frac{1}{A_{i}} B_l - \frac{1}{\ell^i} \beta B^i_l \right] ; \]  
\( \text{(A.3f)} \)

\[ W_e^i = 2 \sum_j \frac{d_i(j)}{m_i} \int_{m_i} \Psi^{t^i}_j dm_i = 2 \sum_j d_i(j) \frac{1}{A_j} ; \]  
\( \text{(A.3g)} \)

\[ W^i = \frac{1}{m_i} \int_{m_i} \left( 1 - \frac{\rho^j}{\ell_i} \right) \sum_j \left[ 2 \Delta^i_{j\text{T}} \Delta^i_{j\text{T}} + \Psi^{i}_{j} \Delta^i_{j\text{T}}(l) \right] dm_i \]
\[ = \sum_j \left[ 2 \frac{3}{\ell_i} A^i_{j\text{T}} + \frac{1}{\ell_i} \frac{4}{\ell^i} A^i_{j\text{T}} + \frac{5}{\ell_i} B^j_{l\ell} - \frac{1}{\ell_i} \frac{6}{\ell^i} B^j_{l\ell} \right] ; \]  
\( \text{(A.3h)} \)

\[ W_{el}^i = \frac{2}{m_i} \int_{m_i} \sum_j \left[ \Delta^i_{j\text{T}}(l) \Psi^{i}_{j} + \Delta^i_{j^i\text{T}} \Delta^i_{j\text{T}} \right] dm_i = 2 \sum_j \left[ \frac{6}{\ell_i} A^i_{j\text{T}} + \frac{3}{\ell_i} A^i_{j\text{T}} \right] ; \]  
\( \text{(A.3i)} \)

\[ W^{i}_{im} = 4 \sum_j \left[ \frac{1}{m_i} \int_{m_i} \Delta^i_{j\text{m}} \Delta^i_{j\text{mT}} dm_i \right] = \frac{4}{\ell_i} A^{i\text{im}} ; \]  
\( \text{(A.3j)} \)

\[ \left[ 2 \frac{J}{3} \right]_{jk} = \frac{1}{m_i} \int_{m_i} \left[ \rho^j \Psi^{i}_{k} + \rho^i \Psi^{j}_{k} \right] dm_i = \left[ \frac{2}{\ell_i} A^i_{k} + \frac{2}{\ell^i} A^i_{k} \right] . \]  
\( \text{(A.3k)} \)

Eqs. (A.2) and (A.3) are defined in terms of body integrals involving elastic deflec-
tions in spatial coordinates. These integrals are to be calculated once only for input to the computer program. The quantities defined below represent all the necessary integrals for calculation of the kinetic energy in case of flexible deployable body using a second-degree nonlinear displacement field.

**Integrals Associated with a Linear Displacement Model**

\[
\{i f_{jk}\} = \frac{1}{m_i} \int_{m_i} \{\kappa_i\}_{jk} \ dm_i ;
\]

\[
\{i c_{jk}\} = \frac{\ell_i}{m_i} \int_{m_i} \{\kappa_i'\}_{jk} \ dm_i ;
\]

\[
\{i v^i_{mn}\} = \frac{1}{m_i} \left( \delta_{j\ell} + \delta_{j\ell} \frac{\ell_i}{\ell} \right) \int_{m_i} \rho_j^i \{\kappa_i'\}_{mn} \ dm_i ;
\]

\[
[i F_{jk}^{mn}] = \frac{1}{m_i} \int_{m_i} \{\kappa_i\}_{jk} \{\kappa_i\}_{mn} \ dm_i ;
\]

\[
[i E_{jk}^{mn}] = \frac{\ell_i}{m_i} \int_{m_i} \{\kappa_i\}_{jk} \{\kappa_i\}_{mn} \ dm_i ;
\]

\[
[i C_{jk}^{mn}] = \frac{\ell_i^2}{m_i} \int_{m_i} \{\kappa_i'\}_{jk} \{\kappa_i'\}_{mn} \ dm_i ;
\]

\[
[i V_{jm}^{mk}] = \frac{1}{m_i} \int_{m_i} \rho_i^j \{\kappa_i'\}_{jk} \{\kappa_i'\}_{mk} \ dm_i ;
\]

\[
[i D_{jk}^{mn}] = \frac{1}{m_i} \int_{m_i} \rho_i^j \{\kappa_i'\}_{jk} \{\kappa_i\}_{mn} \ dm_i ;
\]

\[
[i N_{jk}^{mn}] = \frac{\ell_i}{m_i} \int_{m_i} \rho_i^j \{\kappa_i'\}_{jk} \{\kappa_i'\}_{mn} \ dm_i ;
\]

\[
\{i g_{mn}\} = \frac{1}{m_i \left( \ell \delta_{j\ell} + \ell_i \delta_{j\ell} \right)} \int_{m_i} \rho_j^i \{\kappa_i\}_{mn} \ dm_i ;
\]

\[
\{i d_{mn}\} = \frac{1}{m_i \left( \ell \delta_{j\ell} + \ell_i \delta_{j\ell} \right)} \int_{m_i} \rho_i^j \rho_j^i \{\kappa_i'\}_{mn} \ dm_i .
\]

Note that eight of the eleven integrals defined above would be absent if their is no deploy-
ment. Four of the eight integrals due to deployment originate from the convective term. They are \((A.4b), (A.4e), (A.4f),\) and \((A.4i)\). The other four integrals contributed by deployment are \((A.4c), (A.4g), (A.4h),\) and \((A.4k)\). The latter set appears in the dynamics as the shape functions are time dependent. Of course, in absence of deployment the elastic body may vibrate, translate and rotate. The three integrals \((A.4a), (A.4d),\) and \((A.4j)\) contribute to the dynamics in this case.

**Integrals Arising from the Quadratic Term**

\[
\begin{align*}
[A_{j}] & = \frac{1}{m_i} \int_{m_i} \Psi_j^i \, dm_i ; \\
[A_{j}^k] & = \frac{1}{m_i} \int_{m_i} \rho_k^i \Psi_j^i \, dm_i ; \\
[A_{j}^{kl}] & = \frac{1}{m_i} \int_{m_i} \Delta_j^i \Delta_k^i T \, dm_i ; \\
[A_{j}^{jm}] & = \frac{1}{m_i} \int_{m_i} \Delta_j^i \Delta_j^{im} T \, dm_i ; \\
[A_{j}^{kl}] & = \frac{1}{m_i} \int_{m_i} \rho_k^i \Delta_j^i \Delta_k^i T \, dm_i ; \\
[A_{j}^{kl(i)}] & = \frac{1}{m_i} \int_{m_i} \Psi_j^i \Delta_k^i(l) \, dm_i ; \\
[B_{j}] & = \frac{1}{m_i} \int_{m_i} \Psi_j^i \, dm_i ; \\
[B_{j}^k] & = \frac{1}{m_i} \int_{m_i} \rho_k^i \Psi_j^i \, dm_i ; \\
[B_{j}^{kl}] & = \frac{1}{m_i} \int_{m_i} \rho_j^i \rho_k^i \Psi_j^i \, dm_i ; \\
[B_{j}^{kl(i)}] & = \frac{1}{m_i} \int_{m_i} \Psi_j^i \Delta_k^i(l) \, dm_i ;
\end{align*}
\]
Evaluation of the kinetic energy can now be summarized as follows:

- Choose the displacement model, i.e., $\Phi^i$, $\Psi_j^i$, $\kappa^i_{kj}$, $\Delta^i_k$ and $\Delta^i_{kj}$ are known (Eq. A.1).
- Evaluate the integrals due to body flexibility (Eqs. A.4 and A.5) analytically or numerically.
- Calculate components of the characteristic kinetic quantities of a single body as defined by Eqs. (A.2) and (A.3).
- Use Eqs. (3.4) to calculate the characteristic kinetic quantities.
APPENDIX B : RELATIONS IN NONLINEAR ELASTICITY

As mentioned before, we are considering problems with geometric nonlinearities only. This is the case of a deformed thin beam or a thin shell with large rotations as compared to the strains which are considered small with respect to unity. The expressions for the nonlinear strain are as follows [51]:

\[
\begin{align*}
\epsilon_{11} &= e_{11} + \frac{1}{2} \left[ e_{11}^2 + \left( \frac{1}{2} e_{12} + \omega e_3 \right)^2 + \left( \frac{1}{2} e_{13} - \omega e_2 \right)^2 \right] ; \\
\epsilon_{22} &= e_{22} + \frac{1}{2} \left[ e_{22}^2 + \left( \frac{1}{2} e_{12} - \omega e_3 \right)^2 + \left( \frac{1}{2} e_{23} + \omega e_1 \right)^2 \right] ; \\
\epsilon_{33} &= e_{33} + \frac{1}{2} \left[ e_{33}^2 + \left( \frac{1}{2} e_{13} + \omega e_2 \right)^2 + \left( \frac{1}{2} e_{23} - \omega e_1 \right)^2 \right] ; \\
\epsilon_{23} &= e_{23} + e_{22} \left( \frac{1}{2} e_{23} - \omega e_1 \right) + e_{33} \left( \frac{1}{2} e_{23} + \omega e_1 \right) + \left( \frac{1}{2} e_{12} - \omega e_3 \right) \left( \frac{1}{2} e_{13} + \omega e_2 \right) ; \\
\epsilon_{13} &= e_{13} + e_{11} \left( \frac{1}{2} e_{13} + \omega e_2 \right) + e_{33} \left( \frac{1}{2} e_{13} - \omega e_2 \right) + \left( \frac{1}{2} e_{12} + \omega e_3 \right) \left( \frac{1}{2} e_{23} - \omega e_1 \right) ; \\
\epsilon_{12} &= e_{12} + e_{11} \left( \frac{1}{2} e_{12} - \omega e_3 \right) + e_{22} \left( \frac{1}{2} e_{12} + \omega e_3 \right) + \left( \frac{1}{2} e_{13} - \omega e_2 \right) \left( \frac{1}{2} e_{23} + \omega e_1 \right) .
\end{align*}
\]

Comparing the above equations with Eq.(3.33),

\[
\{ \epsilon \} = \{ e \} + \{ e^T E_1^i e \} + \{ e^T E_2^i \omega_e \} + \{ \omega_e^T E_3^i \omega_e \} , \quad j = 1, 2, \ldots , 6
\]

interest gives:

\[
\begin{align*}
[E_1^1] &= \frac{1}{2} \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ \frac{1}{4} & 0 & 0 & 0 & 0 & 0 \\ 0 & \frac{1}{4} & 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{1}{4} & 0 & 0 & 0 \end{bmatrix} ; \\
[H_1^1] &= \frac{1}{2} \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ \frac{1}{4} & 0 & 0 & 0 & 0 & 0 \\ 0 & \frac{1}{4} & 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{1}{4} & 0 & 0 & 0 \end{bmatrix} ; \\
[H_1^3] &= \frac{1}{2} \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ \frac{1}{4} & 0 & 0 & 0 & 0 & 0 \\ 0 & \frac{1}{4} & 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{1}{4} & 0 & 0 & 0 \end{bmatrix} ;
\end{align*}
\]

Also,

\[
\begin{align*}
[H_2^1] &= \frac{1}{2} \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & \frac{1}{4} & 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{1}{4} & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{1}{4} & 0 & 0 \end{bmatrix} ; \\
[H_2^3] &= \frac{1}{2} \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & \frac{1}{4} & 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{1}{4} & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{1}{4} & 0 & 0 \end{bmatrix} ; \\
[H_2^6] &= \frac{1}{2} \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & \frac{1}{4} & 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{1}{4} & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{1}{4} & 0 & 0 \end{bmatrix} .
\end{align*}
\]
\[
\begin{bmatrix}
E_2^2 & = & \begin{bmatrix}
0 & 0 & 0 \\
-1 & 0 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -\frac{1}{2} \\
0 & \frac{1}{2} & 0
\end{bmatrix} ;
E_2^3 & = & \begin{bmatrix}
0 & 1 & 0 \\
0 & -1 & 0 \\
0 & 0 & \frac{1}{2} \\
0 & 0 & 0 \\
\frac{1}{2} & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} ;
E_2^0 & = & \begin{bmatrix}
0 & 0 & -1 \\
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\frac{1}{2} & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} ;
E_2^4 & = & \begin{bmatrix}
0 & 0 & 0 \\
0 & 1 & 0 \\
\frac{1}{2} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} \\
\end{bmatrix}
\]

and

\[
E_3^5 = \frac{1}{2} \begin{bmatrix}
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} ;
E_3^2 = \frac{1}{2} \begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} ;
E_3^0 = \frac{1}{2} \begin{bmatrix}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} ;
E_3^4 = - \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & \frac{1}{2} \\
\frac{1}{2} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} ;
E_3^5 = - \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} ;
E_3^6 = - \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} .
\]

The linear strains and the elastic rotations are expressed in the form

\[
\{ e \} = L_e \bar{w} , \quad \{ \omega_e \} = L_\omega \bar{w} ,
\]

where \( \bar{w} \) is the displacement vector. \( L_e \) and \( L_\omega \), in their expanded forms, are defined as:

\[
L_e = \begin{bmatrix}
\frac{1}{H_1} \frac{\partial}{\partial \alpha_1} & \frac{1}{H_1 H_2} \frac{\partial}{\partial \alpha_2} & \frac{1}{H_1 H_3} \frac{\partial}{\partial \alpha_3} \\
\frac{1}{H_1 H_2} \frac{\partial}{\partial \alpha_1} & \frac{1}{H_2} \frac{\partial}{\partial \alpha_2} & \frac{1}{H_2 H_3} \frac{\partial}{\partial \alpha_3} \\
\frac{1}{H_1 H_3} \frac{\partial}{\partial \alpha_1} & \frac{1}{H_2 H_3} \frac{\partial}{\partial \alpha_2} & \frac{1}{H_3} \frac{\partial}{\partial \alpha_3} \\
\frac{1}{H_1} \left( \frac{\partial \alpha_1}{\alpha_3} + \frac{1}{H_1} \frac{\partial}{\partial \alpha_3} \right) & 0 & \frac{1}{H_1} \left( \frac{\partial \alpha_1}{\alpha_3} + \frac{1}{H_1} \frac{\partial}{\partial \alpha_3} \right) \\
0 & \frac{1}{H_2} \left( \frac{\partial \alpha_2}{\alpha_3} + \frac{1}{H_2} \frac{\partial}{\partial \alpha_3} \right) & \frac{1}{H_2} \left( \frac{\partial \alpha_2}{\alpha_3} + \frac{1}{H_2} \frac{\partial}{\partial \alpha_3} \right) \\
\frac{1}{H_1} \left( \frac{\partial \alpha_1}{\alpha_2} + \frac{1}{H_1} \frac{\partial}{\partial \alpha_2} \right) & \frac{1}{H_2} \left( \frac{\partial \alpha_2}{\alpha_3} + \frac{1}{H_2} \frac{\partial}{\partial \alpha_3} \right) & 0
\end{bmatrix},
\]

\[
L_\omega = \frac{1}{2} \begin{bmatrix}
0 & -\frac{1}{H_2 H_3} \left( \frac{\partial H_2}{\alpha_3} + \frac{\partial}{\partial \alpha_3} \right) & \frac{1}{H_2 H_3} \left( \frac{\partial H_2}{\alpha_3} + \frac{\partial}{\partial \alpha_3} \right) \\
\frac{1}{H_1 H_3} \left( \frac{\partial \alpha_1}{\alpha_3} + H_1 \frac{\partial}{\partial \alpha_3} \right) & 0 & -\frac{1}{H_1 H_3} \left( \frac{\partial H_1}{\alpha_3} + \frac{\partial}{\partial \alpha_3} \right) \\
-\frac{1}{H_1 H_2} \left( \frac{\partial \alpha_2}{\alpha_3} + H_1 \frac{\partial}{\partial \alpha_3} \right) & \frac{1}{H_1 H_2} \left( \frac{\partial H_1}{\alpha_3} + \frac{\partial}{\partial \alpha_3} \right) & 0
\end{bmatrix},
\]

where

\[
H_j = \sqrt{\left( \frac{\partial x}{\partial \alpha_j} \right)^2 + \left( \frac{\partial y}{\partial \alpha_j} \right)^2 + \left( \frac{\partial z}{\partial \alpha_j} \right)^2}, \quad j = 1, 2, 3.
\]
Here:

\( H_j = \text{Lamè coefficients} \);

\( \alpha_j = \text{curvilinear coordinates} \).

For cartesian coordinates, \( H_1 = H_2 = H_3 = 1 \), and the expression for \( L_e \) and \( L_\omega \) reduce to:

\[
L_e = \begin{bmatrix}
\frac{\partial}{\partial x} & 0 & 0 \\
0 & \frac{\partial}{\partial y} & 0 \\
0 & 0 & \frac{\partial}{\partial z}
\end{bmatrix} ; \quad
L_\omega = \frac{1}{2} \begin{bmatrix}
0 & -\frac{\partial}{\partial z} & \frac{\partial}{\partial y} \\
\frac{\partial}{\partial z} & 0 & -\frac{\partial}{\partial x} \\
-\frac{\partial}{\partial y} & \frac{\partial}{\partial x} & 0
\end{bmatrix} .
\]
APPENDIX C : DIFFERENTIATION OF THE MASS MATRIX

C.1 Partial Differentiation of the Mass Matrix

From Eq.(3.29), the system mass matrix has the form

\[ M = T_v^T \left[ M_l + A^T B A \right] T_v , \]

where \( M_l, A, B \) and \( T_v \) are as defined in Eqs.(3.27) and (3.28). With \( j \) and \( k \) ranging over all the system coordinates, the differentiation of the mass matrix with respect to the state parameter \( q_r \) can be written as

\[ M_{q_r} = 2 T_v^T \left[ M_l + A^T B A \right] T_v + T_v^T \left[ 2 A^T \nabla_{q_r} B A + A^T B_{q_r} A \right] T_v , \]

where:

\[
T_v^T \nabla_{q_r} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & E_{r_{1q_r}} & E_{0_{1q_r}} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & S_{jk} \overline{\epsilon}_{k_{1q_r}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & S_{jk} \left( B_{k_{1q_r}} G_k + B_k G_{k_{q_r}} \right) & 0 & 0 & 0 & \delta_{jk} \nabla_{k_{1q_r}} & \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \delta_{jk} \left( m_{j_{q_r}} w_{j_{1q_r}}^T \right) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \delta_{jk} \left( m_{j_{q_r}} \overline{w}_{j_{1q_r}}^T + \overline{w}_{j_{q_r}}^T \right) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[ M_{1q_r} = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \delta_{jk} \left( m_{j_{q_r}} w_{j_{1q_r}}^T \right) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \delta_{jk} \left( m_{j_{q_r}} \overline{w}_{j_{1q_r}}^T + \overline{w}_{j_{q_r}}^T \right) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[ S_{\text{Sym.}}. \]
The partial differentiation of the $B$ matrix with respect to a system coordinate is

\[
A^T_{\nu r} = \begin{bmatrix}
\frac{1}{j}b^jT_{\nu r} & h^jT_{\nu r} & 0 \\
0 & 0 & 0 \\
L^k_{\nu r}
\end{bmatrix}
\]

Here $\delta^i_{jk} = \delta^i_{j0} (1 + \delta_{k0})$, and $\delta^*_{jk} = \delta_{k0}\delta^i_{j0}\delta^i_{k1}$. The underbarred values are the only terms in the B matrix to be considered when the system reference point is not its mass center.
C.2 Components of the Mass Matrix

\[ m_j = \text{mass of } B_j \]

\[ m_{jk} = m_j m_k \]

\[ m^j = \sum_{i=1}^{n} S_j^i m_i \]

\[ m^k = m_j m^k \]

\[ m^{jk} = m^j m^k \]

\[ \dot{m}^{jk} = \sum_{i=1}^{n} S_j^i S_k^i m_i \]

\[ L^{kj} = \sum_{i=1}^{n} m_i S_j^i S_k^i C_i^k k \tilde{b}_i^j k \tilde{b}_i^j C_i^k \]

\[ g^{ij}_e = \{ \tilde{a}_i^j \bar{T}_i^j + \bar{p}_e^i \} \]

\[ G^{ij}_0 = [ \tilde{a}_i^j H_0^{ij} + P_0^{ij} ] \]

\[ H^{jk} = \sum_{i=1}^{n} S_j^i S_k^i H_i^{jk} \]

\[ H_i^{jk} = S_j^i S_k^i C_i^j \left[ I_i - m_i \tilde{b}_i^j \tilde{b}_i^j + m_i \tilde{b}_i^j k \tilde{b}_i^j \right] C_k^i \]

\[ [I_i] = [I_i^1] + \left\{ \{I_2^i\}^{j}_{jk} \delta_i^j \right\} + \left[ \bar{T}_i^{jk} [I_3^i]_{jk} \delta_i^j \right] \]

\[ [I_i^1] = \text{moment of inertia of body } B_i, \text{ treated as rigid, about the local coordinates} \]

\[ \{I_2^i\}_{jk} = m_i \left\{ \delta_{jk} \sum_{l=0}^{n} \sum_{m=0}^{n} \delta_{lm} \left\{ J_{2lm}^i + J_{2ml}^i \right\} - \{J_{2jk}^i + J_{2kj}^i\} \right\} \]

\[ [I_3^i]_{jk} = m_i \left\{ \delta_{jk} \sum_{l=0}^{n} \sum_{m=0}^{n} \delta_{lm} J_{3lm}^i - [J_{3jk}^i] \right\} \]
\[ w_{ee}^i = 1 + \frac{2}{\ell_i} \overline{d}_i^T \left[ H_c^i - H_e^i \right]^T \overline{\delta}_i + \frac{1}{\ell_i^2} \overline{\delta}_i^T \left[ W_{cc}^i - 2W_{cl}^i + W_{ee}^i \right] \overline{\delta}_i \]

\[ \overline{w}_{e\delta}^i T = \overline{d}_i^T H_0^i T + \frac{1}{\ell_i} \overline{\delta}_i^T \left[ W_{c\delta}^i - W_{e\delta}^i \right] \]

\[ S_j^i \overline{a}_i = S_j^i \sum_{l=1}^{n} S_j^l S_j^{l-1} C_l^{-1} \overline{a}_l \]

\[ \overline{\alpha}_k = \overline{p}_j^i R_j \overline{w}_k + \overline{w}_k^i ; \]

\[ S_j^i \overline{b}_i = S_j^i \overline{a}_i + C_i^k \overline{b}_i ; \]

\[ \overline{b}_i = \overline{c}_i + H_0^i T \overline{\delta}_i \]

\[ \overline{h}_e^i = \overline{d}_i + \frac{1}{\ell_i} \left[ H_c^i - H_e^i \right]^T \overline{\delta}_i \]

\[ \overline{p}_e^i = \overline{c}_i \overline{d}_i + \left[ \frac{1}{\ell_i} \left[ P_c^i - P_e^i \right]^T - \overline{d}_i H_0^i T \right] \overline{\delta}_i + \frac{1}{\ell_i} \left\{ \overline{\delta}_i^T \left[ P_{c\delta}^i - P_{e\delta}^i \right] \overline{\delta}_i \right\} \]

\[ P_0^i T = P_{\delta\delta}^i T + \left[ \overline{\delta}_i^T P_{\bar{\delta}l}^i \right] \]

\[ P_c^i T = \left\{ \epsilon_{jkl} \left( \ell_i \delta_{j\ell} + \delta_{j\ell} \ell^* \right) \sum_m i v_{mk}^j \right\}_i T \]

\[ P_c^i T = \left\{ \epsilon_{jkl} \left( \ell^* \delta_{j\ell} + \ell_i \delta_{j\ell} \right) \sum_m i d_{mk}^j \right\}_i T \]

\[ P_{0\delta}^i = \left\{ \epsilon_{jkl} \left( \ell^* \delta_{j\ell} + \ell_i \delta_{j\ell} \right) \sum_m i g_{mk}^j \right\}_i T \]

\[ \left\{ J_{2i}^j \right\}_jk = \left( \ell_i^* \delta_{j\ell} + \ell_i \delta_{j\ell} \right) \left\{ \sum_l i g_{lk}^j \right\} \]

\[ \overline{\xi}^i = \overline{p}_i^i + \overline{w}_i^i T \overline{\delta}_i \]

\[ F_k^i = \left[ \Phi_i^j + 2 \left[ \delta_j^T \Psi_i^j \right] \right]_{O_k} \]

\[ \overline{\eta}_k = \overline{d}_j + (1 + \hat{\beta}_k) \left[ \frac{\partial \overline{w}_j^i}{\partial \rho_e^j} \right]_{O_k} , \quad \hat{\beta}_k = \left( \frac{\partial \rho_e^j}{\partial \beta_i^j} \frac{\partial \beta_i^j}{\partial \ell_j} \right)_{O_k} \]
\[ B_k = U + S_{jk} \left[ \frac{\partial w^j}{\partial p^j} \right] O_k \]

Note that the following quantities are constants as defined by Eq.(3-4) and (A.2):

\[ H_\delta^i, H_c^i, H_e^i, P_{cl}^i, P_{el}^i, P_{ce}^i, P_{\delta e}^i, W_{cc}^i, W_{ce}^i, W_{\delta e}^i, W_{\delta \delta}^i, [J^i_{\delta}]_{jk} \]

C.3 Partial Differentiation w.r.t. Mass

\[
m_{jk,m_r} = \delta_{jr}
\]

\[
m_{jk,m_r} = \delta_{jr} \ m_k + \delta_{kr} \ m_j
\]

\[
m_{j,m_r} = S_{j}^{r}
\]

\[
m_{j,m_r} = \delta_{jr} \ m^k + S_{k}^{r} \ m_j
\]

\[
m_{jk,m_r} = S_{j}^{r} \ m^k + S_{k}^{r} \ m_j
\]

\[
m_{jk,m_r} = S_{j}^{r} \ S_{k}^{r}
\]

\[
L_{k}^{kj,m_r} = S_{j}^{r} \ S_{k}^{r} \ C_{r}^{k} \ k \ b_{r} \ C_{k}^{r}
\]

\[
H_{k}^{jk,m_r} = S_{j}^{r} \ S_{k}^{r} \ H_{k}^{jk,m_r}
\]

\[
H_{r}^{jk,m_r} = S_{j}^{r} \ S_{k}^{r} \ C_{r}^{j} \left[ I_{r,m_r} - \bar{b}_{r} \ \bar{b}_{r}^{T} + \delta_{r} \ \delta_{r}^{T} \right] C_{r}^{k}
\]

\[
[I_r]_{m_r} = [I_1]_{m_r} + \frac{1}{m_r} \left[ \left( I_2 \right)_{jk} \ \delta_{r} \right] + \left[ \delta_{r}^{T} \ \left( I_3 \right)_{jk} \ \delta_{r} \right]
\]

C.4 Partial Differentiation w.r.t. the Deployment Coordinate

\[
L_{k}^{kj,s_r} = \sum_{i=1}^{n} m_i \ S_{j}^{i} \ S_{k}^{i} \ C_{i}^{k} \ k \ b_{i}^{r} \ s_r \ C_{i}^{r}
\]
\[
\bar{g}^{ij}_{c, \ell_r} = \{ \bar{i} \bar{a}_{i, \ell_r} \bar{h}^i_c + \bar{p}^{i}_{c, \ell_r} \}
\]

\[
G^{ij}_{\delta, \ell_r} = [ \bar{i} \bar{a}_{i, \ell_r} \ H^{iT}_\delta ]
\]

\[
H^{jk}_{i, \ell_r} = \sum_{i=1}^{n} S^i_j S^i_k \ H^{jk}_i, \ell_r
\]

\[
H^{jk}_i, \ell_r = S^i_j S^i_k \ C_i^j \ [ \delta_{ir} \ [ \bar{I}_{r, \ell_r} - m_r \ [ \bar{b}^r, \ell_r \ \bar{b}^r T + \bar{b}^r \ b^r T, \ell_r ] ]
\]

\[
+ m_r \ [ \ i \ b^i, \ell_r \ k_i \ b^i T + i \ b^i \ k_i \ b^i T, \ell_r ] \ C_i^k \]

\[
[I_r]_{\ell_r} = [I^r_1]_{\ell_r} + [\{I^r_2\}]_{\ell_r} \ \bar{\delta}_i
\]

\[
\{I^r_2\}_{j k, \ell_r} = m_r \ \{ \delta_{j k} \ \sum_{i=0}^{n} \ \sum_{m=0}^{n} \ \delta_{i m} \ \{ J^{r}_{2 m l, \ell_r} + J^{r}_{2 m l, \ell_r} \} \}
\]

\[
- m_r \ \{ \ J^{r}_{l j k, \ell_r} + J^{r}_{l j k, \ell_r} \}
\]

\[
\bar{w}^{r}_{e c, \ell_r} = - \frac{2}{\ell^2} \ \bar{d}^{r}_T \ [ \ H^{r}_c - H^{r}_e ]^T \ \bar{\delta}_r - \frac{2}{\ell^2} \ \bar{\delta}^{r}_T \ [ \ W^{r}_{c e} - 2W^{r}_{c l} + W^{r}_{e e} \ ] \ \bar{\delta}_r
\]

\[
\bar{w}^{r}_{e b} T, \ell_r = - \frac{1}{\ell^2} \ \bar{\delta}^{r}_T \ [ \ W^{r}_{c b} - W^{r}_{e b} \ ]
\]

\[
S^i_j k \bar{a}_{i, \ell_r} = S^i_j \sum_{l=1}^{n} S^i_l S^l_{i-1} C^k_{i-1} \bar{a}_{i, \ell_r}
\]

\[
\bar{a}_{k, \ell_r} = \delta_{jr} \ \bar{a}^j_k , \ \ j = k - 1
\]

\[
S^i_j k \bar{b}_{i, \ell_r} = S^i_j k \bar{a}_{i, \ell_r} + \delta_{ri} \ C^k_r \ \bar{b}^r, \ell_r
\]

\[
\bar{b}^{r}, \ell_r = \bar{d}_r
\]

\[
\bar{h}^{r}_{e, \ell_r} = - \frac{1}{\ell^2} \ [ \ H^{r}_c - H^{r}_e ]^T \ \bar{\delta}_r
\]

\[
\bar{p}^{r}_{e, \ell_r} = \bar{d}_r \ \bar{d}_r - \frac{1}{\ell^2} \ [ \ P^{r}_{e} - P^{r}_{e} ]^T \ \bar{\delta}_r + \frac{1}{\ell^2} \ [ \ P^{r}_{c} - P^{r}_{e} ]^T \ \ell_r \ \bar{\delta}_r
\]

\[
- \frac{1}{\ell^2} \ \{ \ \bar{\delta}_r T \ [ \ P^{r}_{c l} - P^{r}_{e l} \ ] \ \bar{\delta}_r \}
\]
\[ P_{\delta} T, \ell_r = P_{\delta \delta} T, \ell_r \]

\[ P_{c} T, \ell_r = \delta_{j} \ell [ \{ \epsilon_{jkl} \sum_{m} v_{mk}^j \} \ell ] \]

\[ P_{e} T, \ell_r = \delta_{j} \ell [ \{ \epsilon_{jkl} \sum_{m} d_{mk}^j \} ^T \ell ] \]

\[ P_{\delta \delta} T, \ell_r = \delta_{j} \ell [ \{ \epsilon_{jkl} \sum_{m} g_{mk}^j \} ^T \ell ] \]

\[ \{ J_2 \} _{jk} \ell_r = \delta_{j} \ell \{ \sum_{l} g_{lk}^j \} \]

\[ \xi^i \ell_r = \delta_{ri} \eta^i \]

\[ F_{k} T, \ell_r = \delta_{jr} \left[ \Phi_{k} T, \ell_r + 2 \left[ \frac{\delta_{j} T}{\partial \psi_{l} T, \ell_r} \right] \right] \]

\[ \eta_{k} T, \ell_r = \delta_{jr} \left\{ (1 + \beta_{k}) \frac{\partial^{2} \eta_{j} T}{\partial \rho_{k} T, \ell_r} + \frac{\partial \beta_{k} T}{\partial \rho_{k} T, \ell_r} \right\} \]

\[ L_{k}^{i} \eta^{i} \eta_{r} = \sum_{i=1}^{n} m_{i} S_{j}^{i} S_{k}^{i} C_{i}^{k} \frac{k_{l}^{i} u_{r}^{g}}{C_{k}^{i}} \]

\[ \gamma_{c}^{i} \eta^{i} \eta_{r} = \{ i \vec{a}_{i} \eta_{r} \vec{h}_{c} \} \]

\[ C_{o}^{i j} \eta^{i} \eta_{r} = \left[ \frac{i \vec{a}_{i} \eta_{r}}{H^{i} T} \right] \]

\[ H_{jk}^{i} \eta^{i} \eta_{r} = \sum_{i=1}^{n} S_{j}^{i} S_{k}^{i} H_{i}^{j k} \]

\[ H_{i}^{j k} \eta^{i} \eta_{r} = S_{j}^{i} S_{k}^{i} C_{i}^{j} \left[ m_{i} \frac{\partial^{2} i \vec{b}_{i} \eta_{r}^{g}}{\partial \rho_{k} T, \ell_r} + \frac{\partial \beta_{k} T}{\partial \rho_{k} T, \ell_r} \right] \]

\[ S_{j}^{i} \eta_{j} \eta_{r} = S_{i}^{i} S_{j}^{i} S_{j}^{r} C_{r-1}^{k} \frac{a_{r} \eta_{r}^{g}}{C_{r-1}^{k}} \]

C.5 Partial Differentiation w.r.t. the Translational Coordinate
C.6 Partial Differentiation w.r.t. the Deflection Coordinate

\[ I_{kj}^{i} \delta_{s} = \sum_{i=1}^{n} m_{i} S_{j}^{i} S_{k}^{i} \left[ C_{i}^{k} \tilde{b}_{i}^{k} \delta_{s}^{k} + C_{i}^{k} \delta_{s}^{k} \tilde{b}_{i}^{k} C_{k}^{i} + C_{i}^{k} \tilde{b}_{i}^{k} C_{k}^{i} \right] \]

\[ \bar{g}_{ij}^{i} \delta_{s} = \tilde{a}_{i} \delta_{s} H_{i}^{T} + \delta_{ri} \{ \bar{r} \tilde{a}_{r} H_{i}^{T}, \delta_{s} + \bar{r} \delta_{r}, \delta_{s} \} \]

\[ C_{i}^{ij} \delta_{s} = \tilde{a}_{i} \delta_{s} H_{i}^{T} + \delta_{ri} \{ \bar{r} \tilde{a}_{r} H_{i}^{T}, \delta_{s} + \bar{r} \delta_{r}, \delta_{s} \} \]

\[ H_{ik}^{i} \delta_{s} = \sum_{i=1}^{n} S_{j}^{i} S_{k}^{i} H_{ik}^{i} \delta_{r} \]

\[ H_{ik}^{i} \delta_{s} = S_{j}^{i} S_{k}^{i} C_{i}^{j} \left[ \delta_{ri} \left[ I_{r} - m_{r} \tilde{b}_{r} \tilde{b}_{r}^{T} \right] \right] + m_{i} \left[ \tilde{b}_{i} \tilde{b}_{i}^{T} \right] C_{k}^{i} + S_{j}^{i} S_{k}^{i} C_{i}^{j} \left[ I_{r} - m_{r} \tilde{b}_{r} \tilde{b}_{r}^{T} + m_{i} \tilde{b}_{i} \tilde{b}_{i}^{T} \right] C_{k}^{i} + S_{j}^{i} S_{k}^{i} C_{i}^{j} \left[ I_{r} - m_{r} \tilde{b}_{r} \tilde{b}_{r}^{T} + m_{i} \tilde{b}_{i} \tilde{b}_{i}^{T} \right] C_{k}^{i} \delta_{s} \]

\[ [I_{r}]_{\delta_{s}} = \left[ \left( I_{2}^{r}(s) \right)_{jk} \right] + 2 \left[ \left\{ I_{3}^{r}(s) \right\}_{jk}^{T} \right] \]

( \( I_{2}^{r}(s) \) )\(_{jk} \) = s element in \( I_{2}^{r} \) \(_{jk} \)

\( \left\{ I_{3}^{r}(s) \right\}_{jk} \) = s row in \( \frac{1}{2} \left[ [I_{3}^{r}]_{jk} + [I_{3}^{r}]^{T} \right] \)

\[ \{ w_{e}^{r} \delta_{r} \} = \frac{2}{l_{r}} \left[ H_{e}^{r} - H_{e}^{r} \right] \tilde{a}_{r} + \frac{2}{l_{r}^{2}} \left[ W_{r}^{r} - 2W_{cl}^{r} + W_{ee}^{r} \right] \delta_{r} \]

\[ \left[ \left\{ \bar{w}_{e}^{r} \delta_{r} \right\}^{T} \right] = \frac{1}{l_{r}} \left[ W_{e}^{r} - W_{e}^{r} \right] \]

\[ S_{j}^{i} \bar{a}_{i} \delta_{s} \delta_{r} = S_{j}^{i} \sum_{i=1}^{n} S_{i}^{l} S_{i}^{l-1} \{ C_{i-1}^{l} \bar{a}_{l} \delta_{s} \delta_{r} + S_{i-1}^{l} S_{i-1}^{l} \bar{a}_{l} \delta_{s} \delta_{r} \} \]

\[ \left[ \bar{a}_{k} \delta_{r} \right] = \delta_{rj} \bar{w}_{k}^{i} \delta_{r} \]
\[ S_j^i \vec{b}^i, \delta^\phi = S_j^i k \vec{a}_i, \delta^\phi + \delta_{ri} C_r^k \vec{b}^r, \delta^\phi + C_i^k \delta^\phi \vec{b}^i; \]

\[ [ \vec{b}^r T, \vec{\delta}^r ] = H^r_\delta \]

\[ [ \vec{H}_e^r T, \vec{\delta}^r ] = \frac{1}{\ell_r} [ H^r_c - H^r_e ] \]

\[ [ \vec{P}_e^r T, \vec{\delta}^r ] = \left[ \frac{1}{\ell_r} [ P^r_c - P^r_e ] + H^r_\delta \vec{d}_r \right] + \frac{1}{\ell_i} \left\{ [ P^r_{cl} + P^r_{cl} T - P^r_{el} - P^r_{el} T ] \vec{\delta}_r \right\} \]

\[ P^r_\delta^T, \delta^\phi = \{ \{ P^i_\delta^i(s) \}_{1}^T \} \]

\[ \{ P^i_\delta^i(s) \}_{1}^T = \text{s row of } P^i_\delta^T \]

\[ C_j^k, \delta^\phi = C_{r-1}^k C_{r-1, \delta^\phi}^r C_j^r \]

\[ \vec{\xi}^i T, \vec{\delta}^r = \delta_{ri} F^i \]

\[ B_{k, \delta^\phi} = S_j^k \left[ \frac{\partial^2 w^j}{\partial \delta^\phi \partial \vec{p}^j} \right] \gamma_k \]

### C.7 Partial Differentiation w.r.t. the Rotation Parameter

\[ C_j^k, \theta_r = C_{r-1}^k C_{r-1, \theta_r}^r C_j^r \]

\[ L_{k, \theta_r}^{k\theta_r} = \sum_{i=1}^{n} m_i S_j^i S_k^i C_i^k, \theta_r \vec{b}^i C_i^j + C_i^k \vec{b}^i C_i^j + C_i^k \delta^\phi C_i^j \]

\[ \vec{\gamma}^i_{e, \theta_r} = \{ i \vec{a}_i, \theta_r \vec{H}_e^i \} \]

\[ G_{\delta}^{ij, \theta_r} = [ i \vec{a}_i, \theta_r \vec{H}_\delta^iT ] \]

\[ H_{l, \theta_r}^{jk} = \sum_{i=1}^{n} S_j^i S_k^i \vec{H}_i^{jk}, \theta_r \]
\[
H^{jk}_{i, \theta_r} = S^i_j S^i_k \left[ C^j_{i, \theta_r} \left[ I - m_i \left[ \vec{b}^i \vec{b}^i T + \sum_{l=1}^{n} S^i_j S^i_l C^k_{l-1, \theta_r} \bar{a}_l \right] \right] \right]
\]

\[
+ C^j_i \left[ I - m_i \left[ \vec{b}^i \vec{b}^i T + \sum_{l=1}^{n} S^i_j S^i_l C^k_{l-1, \theta_r} \bar{b}_l \right] \right] C^i_{k, \theta_r}
\]

\[
+ m_i C^i_j \left[ \vec{b}^i \theta_r \vec{b}^i T + \sum_{l=1}^{n} S^i_j S^i_l C^k_{l-1, \theta_r} \bar{b}_l \right] C^i_{k, \theta_r}
\]

\[
S^i_j \bar{a}_i, \theta_r = S^i_j \sum_{l=1}^{n} S^i_j S^i_l C^i_{l-1, \theta_r} \bar{a}_l
\]

\[
S^i_j \bar{b}^i, \theta_r = S^i_j \bar{a}_i, \theta_r + C^i_{k, \theta_r} \bar{b}^i.
\]
APPENDIX D: CHARACTERISTICS OF BEAM MODES

D.1 Fixed-Free Beam

The characteristic functions of a fixed-free beam is given by

\[ \psi_n(z) = [\cosh\left(\frac{\lambda_n z}{\ell}\right) - \cos\left(\frac{\lambda_n z}{\ell}\right)] - \sigma_n [\sinh\left(\frac{\lambda_n z}{\ell}\right) - \sin\left(\frac{\lambda_n z}{\ell}\right)], \]

where \( \ell \) is the length of the beam, \( \lambda_n \) are the roots of the transcendental equations

\[ 1 + \cosh \lambda \cos \lambda = 0, \]

and \( \sigma_n \) are constants dependent on \( \lambda_n \). The values of \( \lambda_n \) and \( \sigma_n \) are shown in Table (D-1) below for the first four modes [68].

<table>
<thead>
<tr>
<th>n</th>
<th>( \sigma_n )</th>
<th>( \lambda_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7340955</td>
<td>1.87510410</td>
</tr>
<tr>
<td>2</td>
<td>1.01846644</td>
<td>4.69409110</td>
</tr>
<tr>
<td>3</td>
<td>0.99922450</td>
<td>7.85475740</td>
</tr>
<tr>
<td>4</td>
<td>1.00003355</td>
<td>10.99554070</td>
</tr>
</tbody>
</table>

The modes, \( \psi_n \), of a fixed-free beam satisfy the following relations:

- boundary conditions \( \psi_n = \frac{d\psi_n}{dz} = 0 \) at \( z = 0 \); and \( \frac{d^2\psi_n}{dz^2} = \frac{d^3\psi_n}{dz^3} = 0 \) at \( z = \ell \);
- orthogonality conditions \( \int_0^\ell \psi_n \psi_s \, dz = \delta_{ns} \ell \);
- \( \psi_n \) and their derivatives satisfy the relation \( \frac{d^4\psi_n}{dz^4} = \frac{\lambda_n^4}{\ell^4} \psi_n \).
• with primes representing differentiation with respect to $z$ :

$$
\psi_n(\ell) = 2 (-1)^{n-1} ;
$$

$$
\psi'_n(\ell) = (-1)^{n+1} \alpha_n \frac{\lambda_n}{\ell} ;
$$

$$
\psi''_n(0) = 2 \left( \frac{\lambda_n}{\ell} \right)^2 ;
$$

$$
\psi'''_n(0) = -2 \alpha_n \left( \frac{\lambda_n}{\ell} \right)^3 .
$$

Denoting $\sigma_n/\lambda_n$ by $\beta_n$, using the above relations and integrating by parts gives :

$$
\frac{1}{\ell} \int_{\ell} \psi_n \, dz = 2 \{ \beta_n \} ;
$$

$$
\int_{\ell} \psi'_n \, dz = 2 \{ (-1)^{n-1} \} ;
$$

$$
\frac{1}{\ell^2} \int_{\ell} z \psi_n \, dz = 2 \{ \frac{1}{\lambda_n^2} \} ;
$$

$$
\frac{1}{\ell} \int_{\ell} z \psi'_n \, dz = 2 \{ (-1)^{n-1} - \beta_n \} ;
$$

$$
\frac{1}{\ell} \int_{\ell} \psi_n \psi_m \, dz = \delta_{mn} ;
$$

$$
\frac{1}{\ell^2} \int_{\ell} z^2 \psi'_n \, dz = 2 \{ (-1)^{n-1} - \frac{1}{\lambda_n^2} \} ;
$$

$$
\ell^3 \int_{\ell} \psi''_m \psi'''_n \, dz = \lambda_n \delta_{mn} .
$$

D.2 Free-Free Beam

The characteristic functions of a free-free beam are given by :

$$
\varphi_1(x) = 1 ;
$$

$$
\varphi_2(x) = \sqrt{3}(1 - \frac{2x}{d}) ;
$$

$$
\varphi_m(x) = [\cosh(\frac{\mu_m x}{d}) + \cos(\frac{\mu_m x}{d})] - \delta_m[\sinh(\frac{\mu_m x}{d}) + \sin(\frac{\mu_m x}{d})]. \quad m \geq 3 .
$$
Here \( d \) represent the length of the beam and \( \mu_m \) are the roots of the transcendental equation

\[
1 - \cosh \mu \cos \mu = 0.
\]

As before, \( \delta_m \) are constants dependent on \( \mu_m \). The values of \( \mu_m \) and \( \delta_m \) are given in Table D-2 below for the first four modes [68].

### Table D-2 The first four eigenvalues and associated constants for a free-free beam

<table>
<thead>
<tr>
<th>( m )</th>
<th>( \delta_m )</th>
<th>( \mu_m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0.98250222</td>
<td>4.7300408</td>
</tr>
<tr>
<td>4</td>
<td>1.00077731</td>
<td>7.8532046</td>
</tr>
</tbody>
</table>

The mode shapes, \( \varphi_m \), of a free-free beam satisfy the following relations:

- boundary conditions \( \frac{d^2 \varphi_m}{dx^2} = \frac{d^3 \varphi_m}{dx^3} = 0 \), at \( x = 0, d \);
- orthogonality conditions \( \int_0^d \varphi_m \varphi_s \, dx = \delta_{ms} \, d \);
- \( \varphi_m \) and their derivatives satisfy the relation \( \frac{d^4 \varphi_m}{dx^4} = \frac{\mu_m^4}{d^4} \varphi_m \), \( m \geq 3 \);
- with primes representing differentiation with respect to \( x \):

\[
\int_0^d \varphi_m = d \, \delta_{m1} ;
\]

\[
\int_0^d x \varphi_m = \frac{d^2}{2} \, \delta_{m1} - \frac{\sqrt{3}}{6} \, \frac{d^2}{6} \, \delta_{m2} ;
\]

\[
\int_0^d \varphi_m \varphi_n \, dx = d \, \delta_{mn} ;
\]

\[
\int_0^d \varphi_m'' \varphi_n'' \, dx = \mu_m^4 \, \delta_{mn} .
\]
Some of the useful integrals, evaluated numerically, are presented in Table D-3.

<table>
<thead>
<tr>
<th>$J_{mn}^1 = l \int_\ell \psi_m^\nu \psi_n^T dz$</th>
<th>$m^n$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1$</td>
<td>0.85824</td>
<td>1.87385</td>
<td>1.56451</td>
<td>1.08737</td>
<td></td>
</tr>
<tr>
<td>$2$</td>
<td>-11.74322</td>
<td>-13.39425</td>
<td>3.22933</td>
<td>5.54065</td>
<td></td>
</tr>
<tr>
<td>$3$</td>
<td>27.45315</td>
<td>-9.04222</td>
<td>-45.90423</td>
<td>4.25360</td>
<td></td>
</tr>
<tr>
<td>$4$</td>
<td>-37.39025</td>
<td>30.40119</td>
<td>-8.33537</td>
<td>98.91821</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$J_{mn}^2 = \int_\ell \psi'_m \psi'_n dz$</th>
<th>$1$</th>
<th>4.64778</th>
<th>7.37974</th>
<th>3.94150</th>
<th>-6.59321</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2$</td>
<td>-7.37974</td>
<td>32.41667</td>
<td>-22.35200</td>
<td>13.58119</td>
<td></td>
</tr>
<tr>
<td>$3$</td>
<td>3.94150</td>
<td>-22.35200</td>
<td>77.29883</td>
<td>-35.64684</td>
<td></td>
</tr>
<tr>
<td>$4$</td>
<td>-6.59312</td>
<td>13.58119</td>
<td>-35.64684</td>
<td>142.89893</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$J_{mn}^3 = \frac{1}{l} \int_\ell z^2 \psi'_m \psi'_n dz$</th>
<th>$1$</th>
<th>0.00000</th>
<th>0.00000</th>
<th>0.00000</th>
<th>0.00000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2$</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td></td>
</tr>
<tr>
<td>$3$</td>
<td>18.58910</td>
<td>0.00000</td>
<td>-12.30262</td>
<td>0.00000</td>
<td></td>
</tr>
<tr>
<td>$4$</td>
<td>0.00000</td>
<td>40.59448</td>
<td>0.00000</td>
<td>46.05002</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$J_{mn}^4 = \frac{1}{l} \int_\ell \varphi'_m \varphi'_n dz$</th>
<th>$1$</th>
<th>0.00000</th>
<th>0.00000</th>
<th>0.00000</th>
<th>0.00000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2$</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>13.85641</td>
<td></td>
</tr>
<tr>
<td>$3$</td>
<td>0.00000</td>
<td>49.48082</td>
<td>0.00000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$4$</td>
<td>0.00000</td>
<td>13.85641</td>
<td>0.00000</td>
<td>8.92453</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$J_{mn}^5 = \int_\ell \psi_m \psi'_n dz$</th>
<th>$1$</th>
<th>2.00000</th>
<th>0.75948</th>
<th>0.21566</th>
<th>0.11983</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2$</td>
<td>-4.75938</td>
<td>1.99990</td>
<td>2.22219</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$3$</td>
<td>3.78433</td>
<td>-6.22209</td>
<td>1.99998</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$4$</td>
<td>-4.11964</td>
<td>3.38317</td>
<td>-8.16832</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$J_{mn}^6 = \frac{1}{l} \int_\ell z \psi_m \psi'_n dz$</th>
<th>$1$</th>
<th>1.50000</th>
<th>0.10453</th>
<th>-0.01303</th>
<th>0.00340</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2$</td>
<td>-4.10448</td>
<td>1.49990</td>
<td>0.58479</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$3$</td>
<td>4.01302</td>
<td>-4.58469</td>
<td>1.49999</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$4$</td>
<td>-4.03233</td>
<td>4.13722</td>
<td>-5.40835</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$J_{mn}^7 = \int_\ell z \psi'_m \psi'_n dz$</th>
<th>$1$</th>
<th>3.07690</th>
<th>-6.95745</th>
<th>5.01359</th>
<th>-5.72001</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2$</td>
<td>-6.95745</td>
<td>23.76962</td>
<td>-24.24208</td>
<td>17.22463</td>
<td></td>
</tr>
<tr>
<td>$3$</td>
<td>5.01359</td>
<td>-24.24208</td>
<td>52.34686</td>
<td>-43.98531</td>
<td></td>
</tr>
<tr>
<td>$4$</td>
<td>-5.72001</td>
<td>17.22463</td>
<td>-43.98531</td>
<td>91.43974</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$J_{mn}^8 = \frac{1}{l} \int_\ell z^2 \psi'_m \psi'_n dz$</th>
<th>$1$</th>
<th>2.26110</th>
<th>-6.00807</th>
<th>5.52626</th>
<th>-5.50034</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2$</td>
<td>-6.00807</td>
<td>19.46038</td>
<td>-22.69086</td>
<td>19.40503</td>
<td></td>
</tr>
<tr>
<td>$3$</td>
<td>5.52626</td>
<td>-22.69086</td>
<td>41.57977</td>
<td>-42.19564</td>
<td></td>
</tr>
<tr>
<td>$4$</td>
<td>-5.50034</td>
<td>19.40503</td>
<td>-42.19564</td>
<td>70.78823</td>
<td></td>
</tr>
</tbody>
</table>
APPENDIX E : INTEGRALS ASSOCIATED WITH FLEXIBILITY

The integrals required due to flexibility of the appendages, corresponding to Eq. (A.4), are listed here. Note that for a beam $j, k = 1, 2$ and for a plate $j, k = 2$:

\[
\{i f_{jj}\} = \frac{1}{m_i} \int_{m_i} \{\kappa_i\}_{jj} \ dm_i ;
\]

\[
\{i c_{jj}\} = \frac{\ell_i}{m_i} \int_{m_i} \{\kappa_i'\}_{jj} \ dm_i ;
\]

\[
\{i v_{jj}\} = \frac{1}{m_i} \left( \delta_{me} + \delta_{me} \frac{\ell_i}{\ell^*} \right) \int_{m_i} \rho_i^m \ \{\kappa_i'\}_{jj} \ dm_i ;
\]

\[
\{i g_{jj}\} = \frac{1}{m_i} \left( \ell^* \delta_{me} + \ell_i \delta_{me} \right) \int_{m_i} \rho_i^m \ \{\kappa_i\}_{jj} \ dm_i ;
\]

\[
\{i d_{jj}\} = \frac{1}{m_i} \int_{m_i} \left( \ell^* \delta_{me} + \ell_i \delta_{me} \right) \int_{m_i} \rho_i^m \ \{\kappa_i\}_{jj} \ dm_i ;
\]

\[
[i E_{jj}] = \frac{1}{m_i} \int_{m_i} \{\kappa_i\}_{jj} \ {\{\kappa_i\}_{kk}^T} \ dm_i ;
\]

\[
[i F_{jj}] = \frac{\ell_i}{m_i} \int_{m_i} \{\kappa_i\}_{jj} \ {\{\kappa_i\}_{kk}^T} \ dm_i ;
\]

\[
[i C_{jj}] = \frac{\ell_i^2}{m_i} \int_{m_i} \{\kappa_i'\}_{jj} \ {\{\kappa_i'\}_{kk}^T} \ dm_i ;
\]

\[
[i V_{jj}] = \frac{1}{m_i} \int_{m_i} \rho_i^m \ {\{\kappa_i'\}_{jj}} \ {\{\kappa_i'\}_{kk}^T} \ dm_i ;
\]

\[
[i D_{jj}] = \frac{1}{m_i} \int_{m_i} \rho_i^m \ {\{\kappa_i'\}_{jj}} \ {\{\kappa_i\}_{kk}^T} \ dm_i ;
\]

\[
[i N_{jj}] = \frac{\ell_i}{m_i} \int_{m_i} \rho_i^m \ {\{\kappa_i'\}_{jj}} \ {\{\kappa_i\}_{kk}^T} \ dm_i ;
\]
On using the data in Appendix D, the values of the above integrals are as follows:

**BEAM**

\[
\begin{align*}
\bar{f}_{11}^T &= 2 \left( \beta_n \ 0 \right) ; \\
\bar{f}_{22}^T &= 2 \left( 0 \ \beta_n \right) ; \\
\bar{e}_{11}^T &= 2 \left( (-1)^{n-1} \ 0 \right) ; \\
\bar{e}_{22}^T &= 2 \left( 0 \ (-1)^{n-1} \right) ; \\
\bar{g}_{jj}^1 &= \bar{g}_{jj}^2 = 0 , \\
\bar{g}_{jj}^3 &= 2 \left( 1/\lambda_n^2 \ 0 \right) , \\
\bar{v}_{jj}^1 &= \bar{v}_{jj}^2 = 0 , \\
\bar{v}_{jj}^3 &= \bar{c}_{jj} - \bar{f}_{jj} ; \\
\bar{d}_{jj}^1 &= \bar{d}_{jj}^2 = 0 , \\
\bar{d}_{jj}^3 &= \bar{c}_{jj} - \bar{g}_{jj}^3 .
\end{align*}
\]

**PLATE**

\[
\begin{align*}
\bar{f}_{22} &= 2 \left\{ \delta_{m1} \ \beta_n \right\} ; \\
\bar{e}_{22} &= 2 \left\{ \delta_{m1} \ (-1)^{n-1} \right\} ; \\
\bar{g}_{11}^1 &= \bar{g}_{22}^2 = 0 , \\
\bar{g}_{22}^3 &= 2 \left\{ \delta_{m1}/\lambda_n^2 \right\} ; \\
\bar{v}_{22}^1 &= \left\{ \left( \delta_{m1} - \frac{1}{\sqrt{3}} \delta_{m2} \right) \beta_n \right\} , \\
\bar{v}_{22}^2 &= 0 ; \\
\bar{v}_{22}^3 &= \bar{c}_{22} - \bar{f}_{22} ; \\
\bar{d}_{22}^1 &= \bar{v}_{22}^1 - \bar{g}_{22}^1 , \\
\bar{d}_{22}^2 &= 0 , \\
\bar{d}_{22}^3 &= \bar{c}_{22} - \bar{g}_{22}^3 .
\end{align*}
\]

Here the subscript \( n \) is associated with the \( n \)-th mode of a fixed-free beam. The subscript \( m \) is associated with the \( m \)-th mode of a free-free beam.
Where the subscripts $m$ and $n$ are associated with the $m$-th and $n$-th modes of a fixed-free beam. The subscripts $r$ and $s$ are associated with the $r$-th and $s$-th modes of a free-free beam.
APPENDIX F : BASIC KINETIC QUANTITIES

The basic Kinetic quantities arising from the flexibility of the body, as defined by Eq.(A.2), are:

**BEAM**

\[ H_\delta = \begin{bmatrix} f_{11} & f_{22} & 0 \end{bmatrix} \]

\[ H^i_c = \begin{bmatrix} \bar{c}_{11} & \bar{c}_{22} & 0 \end{bmatrix} \]

\[ H^i_e = \begin{bmatrix} i\bar{v}_{11}^3 & i\bar{v}_{22}^3 & 0 \end{bmatrix} \]

\[ P^i_c = \begin{bmatrix} -\ell_i & i\bar{v}_{22}^3 & \ell_i & i\bar{v}_{11}^3 & 0 \end{bmatrix} \]

\[ P^i_e = \begin{bmatrix} -\ell_i & i\bar{d}_{22}^3 & \ell_i & i\bar{d}_{11}^3 & 0 \end{bmatrix} \]

\[ P^i_{c1} = P^i_{c2} = [0], \quad P^i_{c3} = [iE_{11}^{11} - iE_{11}^{22}] \]

\[ P^i_{e1} = P^i_{e2} = [0], \quad P^i_{e3} = [iD_{22}^{11} - iD_{11}^{22}] \]

\[ P^i_{\delta\delta} = [ -\ell_i & i\bar{g}_{22}^3 & \ell_i & i\bar{g}_{11}^3 & 0 ] \]

\[ P^i_{\delta1} = P^i_{\delta2} = [0], \quad P^i_{\delta3} = [iF_{11}^{22} - iF_{22}^{11}] \]

\[ W^i_{cc} = [iC_{11}^{11} + iC_{22}^{22}] \]

\[ W^i_{ce} = [iN_{11}^{11} + iN_{22}^{22}] \]

\[ W^i_{ee} = [iV_{11}^{11} + iV_{22}^{22}] \]

\[ W^i_{cc} = [iE_{11}^{11} + iE_{22}^{22}] \]

\[ W^i_{e\delta} = [iD_{11}^{11} + iD_{22}^{22}] \]

\[ W^i_{\delta\delta} = [iF_{11}^{11} + iF_{22}^{22}] \]

**PLATE**

\[ H_\delta = [0 \quad f_{22} \quad 0] \]

\[ H^i_c = [0 \quad i\bar{c}_{22} \quad 0] \]

\[ H^i_e = [0 \quad i\bar{v}_{22}^3 \quad 0] \]

\[ P^i_c = [-\ell_i \quad i\bar{v}_{22}^3 \quad 0 \quad d \quad i\bar{v}_{11}^3] \]

\[ P^i_e = [-\ell_i \quad i\bar{d}_{22}^3 \quad 0 \quad d \quad i\bar{d}_{11}^3] \]

\[ P^i_{c1} = P^i_{c2} = P^i_{c3} = [0] \]

\[ P^i_{e1} = P^i_{e2} = P^i_{e3} = [0] \]

\[ P^i_{\delta\delta} = [-\ell_i \quad i\bar{g}_{22}^3 \quad 0 \quad d \quad i\bar{g}_{11}^3] \]

\[ P^i_{\delta1} = P^i_{\delta2} = P^i_{\delta3} = [0] \]

\[ W^i_{cc} = [iC_{22}^{22}] \]

\[ W^i_{ce} = [iV_{22}^{22}] \]

\[ W^i_{ee} = [iV_{22}^{22}] \]

\[ W^i_{cc} = [iV_{22}^{22}] \]

\[ W^i_{e\delta} = [iD_{22}^{22}] \]

\[ W^i_{\delta\delta} = [iF_{22}^{22}] \]
\[
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
\ell \bar{g}_{11} & \ell \bar{g}_{22} & 0
\end{bmatrix}
\]

\[
\begin{bmatrix}
F_{11}^{11} & F_{11}^{22} & 0 \\
F_{22}^{11} & F_{22}^{22} & 0 \\
0 & 0 & 0
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & d \bar{g}_{22}^1 & 0 \\
0 & d \bar{g}_{22}^2 & 0 \\
0 & \ell \bar{g}_{22}^3 & 0
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]

\[
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]
APPENDIX G: MODIFIED EULERIAN ROTATIONS

The transformation matrix corresponding to rotation from frame $L_A$ to frame $L_B$ in terms of the modified Euler angles with the 2-3-1 rotation sequence (i.e., $\beta, \gamma, \alpha$) has the form

$$C_A^B = \begin{bmatrix} c\beta c\gamma & s\gamma & -c\gamma s\beta \\ -c\beta s\gamma + sa s\beta & cac\gamma & cas\beta s\gamma + sac\beta \\ sac\beta s\gamma + cac\beta & -sac\gamma & -sas\beta s\gamma + cac\beta \end{bmatrix}.$$  

The angular velocity can be written as $\omega = W \vec{\theta}$, where $\vec{\theta}$ is a vector of the rotation angles and

$$W = \begin{bmatrix} 1 & s\gamma & 0 \\ 0 & cac\gamma & sa \gamma \\ 0 & -sac\gamma & cac\gamma \end{bmatrix}.$$  

The partial differentials of $W$ with respect to the rotation angles are:

$$\frac{\partial W}{\partial \alpha} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & -sac\gamma & cac\gamma \\ 0 & cac\gamma & -sac\gamma \end{bmatrix};$$

$$\frac{\partial W}{\partial \beta} = [0];$$

$$\frac{\partial W}{\partial \gamma} = \begin{bmatrix} 0 & c\gamma & 0 \\ 0 & -cas\gamma & 0 \\ 0 & sas\gamma & 0 \end{bmatrix}.$$  

The direction cosines of the $x, y$ and $z$ coordinates of a frame $L_A$ in frame $L_B$ is given by the columns of the $C_A^B$ denoted by $\vec{n}$, $\vec{\ell}$ and $\vec{m}$, respectively:

$$\vec{n} = \begin{bmatrix} c\beta c\gamma \\ sa s\beta - cac\beta s\gamma \\ cac\beta + sac\beta s\gamma \end{bmatrix}; \quad \vec{\ell} = \begin{bmatrix} s\gamma \\ cac\gamma \\ -sac\gamma \end{bmatrix}; \quad \vec{m} = \begin{bmatrix} -c\gamma s\beta \\ cas\beta s\gamma + sac\beta \\ -sas\beta s\gamma + cac\beta \end{bmatrix}.$$
Partial differentials of $\bar{\bar{\bar{n}}}$, $\bar{\bar{\bar{l}}}$, $\bar{\bar{\bar{m}}}$ with respect to $\alpha$, $\beta$ and $\gamma$ are as follows:

$$\left\{ \frac{\partial \bar{\bar{\bar{n}}}}{\partial \alpha} \right\} \left\{ \frac{\partial \bar{\bar{\bar{n}}}}{\partial \beta} \right\} \left\{ \frac{\partial \bar{\bar{\bar{n}}}}{\partial \gamma} \right\} = \begin{bmatrix} 0 & -\beta c \gamma & -\beta s \gamma \\ \gamma \alpha s + s \alpha c s \gamma & \gamma \alpha c + s \alpha c s \gamma & -\alpha c \beta c \gamma \\ -\gamma \alpha s c + s \alpha c s \gamma & \gamma \alpha c - s \alpha s \alpha s \gamma & \gamma \alpha c \beta s \gamma \end{bmatrix} ;$$

$$\left\{ \frac{\partial \bar{\bar{\bar{l}}}}{\partial \alpha} \right\} \left\{ \frac{\partial \bar{\bar{\bar{l}}}}{\partial \beta} \right\} \left\{ \frac{\partial \bar{\bar{\bar{l}}}}{\partial \gamma} \right\} = \begin{bmatrix} 0 & 0 & c \gamma \\ -s \alpha c \gamma & 0 & -c \gamma s \gamma \\ -c \gamma s \gamma & 0 & s \gamma s \gamma \end{bmatrix} ;$$

$$\left\{ \frac{\partial \bar{\bar{\bar{m}}}}{\partial \alpha} \right\} \left\{ \frac{\partial \bar{\bar{\bar{m}}}}{\partial \beta} \right\} \left\{ \frac{\partial \bar{\bar{\bar{m}}}}{\partial \gamma} \right\} = \begin{bmatrix} 0 & -c \gamma c \beta & s \gamma s \beta \\ -s \alpha s \gamma + c \alpha \beta s \gamma & c \alpha \beta s \gamma - s \alpha \beta & c \alpha \beta c \gamma s \gamma \\ -c \alpha \beta s \gamma - s \alpha \beta & -s \alpha \beta s \gamma - c \alpha \beta & -s \alpha \beta c \gamma s \gamma \end{bmatrix} ;$$

$$\left\{ \frac{\partial^2 \bar{\bar{\bar{n}}}}{\partial \alpha^2} \right\} = \begin{bmatrix} 0 \\ -s \alpha \beta + c \alpha \beta s \gamma \\ -c \alpha \beta - s \alpha \beta s \gamma \end{bmatrix} , \quad \left\{ \frac{\partial^2 \bar{\bar{\bar{n}}}}{\partial \alpha \partial \beta} \right\} = \begin{bmatrix} 0 \\ c \alpha \beta - s \alpha \beta s \gamma \\ -s \alpha \beta - c \alpha \beta s \gamma \end{bmatrix} ,$$

$$\left\{ \frac{\partial^2 \bar{\bar{\bar{n}}}}{\partial \alpha \partial \gamma} \right\} = \begin{bmatrix} 0 \\ -s \alpha \beta + c \alpha \beta s \gamma \\ -c \alpha \beta - s \alpha \beta s \gamma \end{bmatrix} , \quad \left\{ \frac{\partial^2 \bar{\bar{\bar{n}}}}{\partial \beta^2} \right\} = \begin{bmatrix} -c \beta c \gamma \\ -s \alpha \beta + c \alpha \beta s \gamma \\ -c \alpha \beta - s \alpha \beta s \gamma \end{bmatrix} ,$$

$$\left\{ \frac{\partial^2 \bar{\bar{\bar{n}}}}{\partial \beta \partial \gamma} \right\} = \begin{bmatrix} s \beta s \gamma \\ c \alpha \beta c \gamma \\ s \alpha \beta c \gamma \end{bmatrix} , \quad \left\{ \frac{\partial^2 \bar{\bar{\bar{n}}}}{\partial \gamma^2} \right\} = \begin{bmatrix} -c \beta c \gamma \\ c \alpha \beta s \gamma \\ -s \alpha \beta s \gamma \end{bmatrix} ;$$

$$\left\{ \frac{\partial^2 \bar{\bar{\bar{l}}}}{\partial \alpha^2} \right\} = \begin{bmatrix} 0 \\ -c \alpha \gamma \\ s \alpha \gamma \end{bmatrix} , \quad \left\{ \frac{\partial^2 \bar{\bar{\bar{l}}}}{\partial \alpha \partial \gamma} \right\} = \begin{bmatrix} 0 \\ s \alpha \gamma \\ c \alpha \gamma \end{bmatrix} , \quad \left\{ \frac{\partial^2 \bar{\bar{\bar{l}}}}{\partial \gamma^2} \right\} = \begin{bmatrix} -s \gamma \\ -c \alpha \gamma \\ s \alpha \gamma \end{bmatrix} ,$$

$$\left\{ \frac{\partial^2 \bar{\bar{\bar{l}}}}{\partial \beta^2} \right\} = \begin{bmatrix} 0 \\ -c \alpha \gamma \\ s \alpha \gamma \end{bmatrix} , \quad \left\{ \frac{\partial^2 \bar{\bar{\bar{l}}}}{\partial \beta \partial \gamma} \right\} = \begin{bmatrix} 0 \\ s \alpha \gamma \\ c \alpha \gamma \end{bmatrix} , \quad \left\{ \frac{\partial^2 \bar{\bar{\bar{l}}}}{\partial \gamma^2} \right\} = \begin{bmatrix} -s \gamma \\ -c \alpha \gamma \\ s \alpha \gamma \end{bmatrix} ;$$
\[
\frac{\partial^2 \tilde{\mathcal{L}}}{\partial \alpha \partial \beta} = \frac{\partial^2 \tilde{\mathcal{L}}}{\partial \beta^2} = \frac{\partial^2 \tilde{\mathcal{L}}}{\partial \beta \partial \gamma} = \{0\}; \\
\]

\[
\frac{\partial^2 \tilde{m}}{\partial \alpha^2} = \begin{cases} 
0 \\
-cos \beta s \gamma - s a c \beta \\
s a s \beta s \gamma - c a c \beta 
\end{cases}, \\
\frac{\partial^2 \tilde{m}}{\partial \alpha \partial \beta} = \begin{cases} 
0 \\
-s a c \beta s \gamma - c a s \beta \\
-c a c \beta s \gamma + s a s \beta 
\end{cases}, \\
\frac{\partial^2 \tilde{m}}{\partial \alpha \partial \gamma} = \begin{cases} 
0 \\
-s a s \beta s \gamma + c a c \beta \\
-c a s \beta s \gamma - s a c \beta 
\end{cases}, \\
\frac{\partial^2 \tilde{m}}{\partial \beta^2} = \begin{cases} 
0 \\
-c a s \beta s \gamma - s a c \beta \\
s a s \beta s \gamma - c a c \beta 
\end{cases}, \\
\frac{\partial^2 \tilde{m}}{\partial \beta \partial \gamma} = \begin{cases} 
s a s \beta s \gamma - s a c \beta \\
-c a s \beta s \gamma + c a c \beta \\
-s a s \beta s \gamma - c a c \beta 
\end{cases}. 
\]