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ABSTRACT

This thesis presents a cost allocation method for deriving lower bounds on costs of feasible policies for a class of production/inventory problems. Consider the joint replenishment problem where a group of items is replenished together or individually. A sequence of reorders for any particular item will incur holding, backorder and set-up costs specific to the item. In addition whenever any item is replenished a joint cost is incurred. What is required of the total problem is the minimization of a cost function of the replenishment sequence or policy.

The cost allocation method consists of decomposing the total problem into subproblems, one for each item, by allocating the joint cost amongst the items in such a way that every item in the group receives a positive allocation or none. The result is that, for an arbitrary feasible cost allocation, the sum of the minimum costs for the subproblems is a lower bound on the cost of any feasible policy to the total problem. The results for the joint replenishment problem follow:

For the constant and continuous demand case we reproduce the lower bound of Jackson, Maxwell and Muckstadt more easily than they did. For the multi-item dynamic lot-size problem, we generalize Silver–Meal and part-period balancing heuristics, and derive a cost allocation bound with little extra work. For the ‘can-order’ system, we use periodic policies derived from the cost allocation method and show that they are superior to the more complex \((s,c,S)\) policies. The cost allocation method is easily generalized to pure distribution problems where joint replenishment decisions are taken at several facilities. For example, for the one-warehouse multi-retailer problem, we reproduce Roundy’s bound more easily than he did. For the multi-facility joint replenishment problem (a pure distribution system with an arbitrary number of warehouses), we give a lower bound algorithm whose complexity is \(dr \log r\) where \(d\) is the maximum number of facilities which replenish a particular item and \(r\) is the number of items.
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INTRODUCTION

This dissertation presents a cost allocation method for deriving lower bounds on costs of feasible policies to joint replenishment problems in inventory management. Consider a group of items whose replenishment generally requires a common process such as having a common supplier or a common production unit, or a common mode of transportation. Replenishment of one or more items in the group involves a major set-up cost resulting from initiating the order or production process. In addition to the major set-up cost, each item to be included in the replenishment group has an associated cost which depends only on the item. This item-dependent cost may include a set-up cost, to be referred to as the minor set-up cost, and a purchase cost for the item.

There is also an inventory related cost rate which depends on the amount of stock and the demand for each item. The particular nature of this cost depends on the context but in general will involve the cost of holding excess inventory in stock when it is not needed or a penalty cost for not having enough stock to meet the immediate demands.

The demand process can be either deterministic (constant or time varying, discrete or continuous) or stochastic. Each of these processes gives rise to a complex problem in joint replenishment inventory management. The methods of solution are quite different, and will therefore be treated in separate sections.

The problem is to schedule replenishment of each item so as to minimize the total
set-up and inventory related costs or the average of these costs per unit time over a known horizon. One obvious solution to this problem is to treat each item separately and schedule replenishments using the sum of the item-dependent set-up cost and the major set-up cost as the set-up cost for each item. The solution obtained by this method is feasible and hence its cost is an upper bound on all reasonable solutions. This upper bound is found to be very loose in most practical problems, indicating that there is ample room for improved solutions. Unfortunately, the computational requirements for obtaining an optimum solution to a joint replenishment problem with only a few items are extraordinarily heavy. Moreover the form of the optimum policy, if known, may be very complex and therefore not implementable in practice. These two issues have forced researchers to seek simple solutions to the joint replenishment problem. A solution will be referred to as easy or simple when the parameters specifying the replenishment schedule are easy to compute and the policy induced by these parameters is easy to implement. If also the easy solution results in a substantial cost saving when compared to the upper bound, the solution is "good". Efforts are made to balance computational simplicity and solution quality.

The greater part of this dissertation will discuss simple techniques that give very good solutions - generally better than 105% of a lower bound.

The major motivation for this research is a lower bound for a general class of inventory problems, which has a particularly simple form for the joint replenishment problem. Its derivation also gives some useful insight into possible feasible policies which turn out to be very good.

The dissertation is organized into six chapters. In Chapter one, we survey the literature on the joint replenishment problem and discuss some existing solution techniques. In Chapter two, we introduce a new method referred to as the cost allocation method of deriving lower bounds for a class of inventory/production problems which require coordinating the replenishment of more than one item. This cost allocation
method is used to work out in detail the lower bounds for the joint replenishment problem and the one-warehouse, multi-retailer problem both under deterministic, constant and continuous demands. Other problems to which the cost allocation method can be applied are also discussed. In Chapter three we introduce the multi-facility joint replenishment problem which is a pure distribution problem requiring joint replenishment decisions at various facilities. Although the discussion is long, the algorithm for determining the lower bound for this problem is very simple. Again the form of the lower bound is obtained from the cost allocation method. In Chapter four, we discuss the multi-item dynamic lot size problem. The cost allocation method provides a simple lower bound for this problem. This lower bound gives a new insight into the problem which helps in generalizing some of the single item dynamic lot sizing heuristics to the multi-item environment, without losing the quality of the heuristics. For example a series of computational results shows that the generalized Silver-Meal heuristic performs equally well in the multi-item environment as the original heuristic in the single product environment. It is also demonstrated that the effectiveness ratios of the part period balancing heuristic and a variant of it are unchanged when generalized to the multi-item environment. These generalized heuristics can be applied quite easily to the joint replenishment problem with an arbitrary number of products. This is in contrast to the existing heuristics which, because of their complexity, could not be used for problems with more than a few items. In Chapter five, we demonstrate through computational examples that the simple periodic policy obtained using a method derived from the cost allocation bound, performs better than the much written-about $s, c, S$ policy. Finally, Chapter six is a summary and a discussion of topics for further research.

In summary, this thesis presents a new and very general method - the cost allocation method, and demonstrates its use in determining lower bounds; which in turn can be used to develop new solutions to a wide class of production/inventory problems that
require coordinating the replenishment of more than one item.
CHAPTER ONE

The Joint Replenishment Problem:

Literature Review

Introduction

Consider an inventory control manager faced with the problem of scheduling the production or procurement of $N$ different items over a known horizon, so that the demands for each product or item over the horizon are met, subject to constraints on backlogging. If there is no restriction on the total amount that can be backlogged at any time, any procurement or production policy that satisfies all demands over the horizon is feasible. Whatever constraints there are on the problem, it is likely that there are an infinite number of, or very many feasible solutions to the problem. The problem is to choose among all the feasible solutions, that policy whose implementation results in the overall minimum cost. The cost of a policy consists of a replenishment cost and an inventory related cost.

The replenishment cost consists of a major set-up cost which must be paid whenever one or more items are replenished and a minor set-up cost associated with each item, which must be paid whenever an item is included in a joint order.
The inventory related cost depends on the current inventory and the demand until the next decision point. There is a holding cost rate charged for excess stock and a backlogging cost rate, when backlogging is allowed, which is charged for each unit of demand not met directly from stock, except in the $s, c, S$ model discussed in Chapter 5 where a cost which depends on the length of a stockout is also charged. Other costs parameters will be introduced as needed.

The demand pattern of each item is important in determining the method of solution to this problem. In most reasonable cases, the computational requirements for finding an optimum solution is prohibitive. Moreover, the form of the policy that is optimal, if known, is usually complex and difficult to implement. Because of these problems, researchers have concentrated more effort on the development of reasonable heuristics. Unfortunately, these heuristics were evaluated using very simple examples because there was no known good lower bound for this problem. There is now available a good lower bound which will be discussed in Chapter 2. This lower bound is useful in that it facilitates the process of developing heuristics. Very simple heuristics can now be tested quite easily as is done in chapters 4 and 5.

For the deterministic demand case, the pattern is usually either the time-varying and periodic demand [78, 86, 87] or stationary and continuous time demand, see for example [28, 27, 26, 29, 30, 36, 52, 53, 66, 63]. For the stochastic case the pattern is usually either stationary and periodic demand or stationary and continuous time demands. Tan [74] characterized an optimum policy for a two-product problem with periodic demands. For stationary and continuous time demands, see for example [75, 69, 65, 23, 39, 38, 82].

Veinott [76] treated the case of non-stationary demands but no joint set-up cost.

The next sections are devoted to specifying the joint replenishment problem induced by each of the demand patterns above, and discussing some of the associated existing solution methods.
1.2 Deterministic Time-Varying Demand

Demands for the items are known in each period over the horizon but vary from one period to the other. In this case, a finite horizon is always assumed. Whenever a replenishment is made, a major set-up cost $A_0$ is paid, independent of the number of items in the joint order. In addition, a minor set-up cost $A_i$ is paid if item $i$ is included in the joint order. The unit variable cost of producing or purchasing each of the items is assumed constant for each item. The case with non-constant unit variable cost is not considered here. With this assumption, the total variable purchase or production cost for each item is constant for all feasible solutions which have no shortage, or excess stock at the end of the planning horizon. Since the models of this chapter do not permit shortages or excess stock at the end of the planning horizon, the unit variable procurement or production cost will be ignored in all subsequent analysis. At the end of each period, a holding cost is charged at the rate of $h_i$ per unit, if there is excess stock of item $i$.

A more general version of this problem has been addressed. For example, Zangwill [86] and Kalymon [40] considered the case with a generalized procurement plus inventory cost; Veinott [78], Kao [41] and Leopoulos et al. [44] considered the case with separable but concave procurement and inventory cost functions. The restricted version described here where the set-up costs are constant, is most common in practice and has been addressed by Silver [68].

There are many algorithms which find the optimum solution to this problem [40,41,68,78,86]. The common problem with these solution methods is that their computational requirements are enormous. The algorithms of Zangwill [86], Kao [41], Silver [68] and Leopoulos et al. [44] are exponential in the number of products, while those by Veinott [78] and Kalymon [40] are exponential in the number of time periods. None of these methods can be used for a problem with a moderate to large number of items and a long planning horizon.
A brief description of some of the solution methods will now be given.

*Some Notations:*

\[ \pi_{it} = \text{demand for product } i \text{ in period } t \]
\[ X_{it} = \text{replenishment quantity of item } i \text{ in period } t \]
\[ X_i = (X_{i1}, X_{i2}, ..., X_{iH}) \]
\[ X^t_i = (X^t_{it}, X^t_{it+1}, ..., X^t_{iH}) \]
\[ X^t = (X_{1t}, X_{2t}, ..., X_{Nt}) \]
\[ l_{it} = \text{inventory level of item } i \text{ at the end of period } t \]
\[ I_t = (I_{1t}, I_{2t}, ..., I_{Nt}) \]
\[ N = \text{number of items} \]
\[ H = \text{number of periods in horizon} \]

*Model Assumptions:*

1. The unit variable acquisition cost of any item is constant and therefore disregarded.
2. There is no backlogging of any item.
3. There is no capacity constraint.
4. Lead time is zero.

The single item problem with these assumptions has been studied extensively. Wagner and Whitin [80] were the first to give a dynamic programming solution to the problem. Their basic model has been expanded, sometimes to relax some of the assumptions above and sometimes to derive new solution properties for the basic problem and for a more general class of problems. For example Zabel [85] introduced planning horizon theorems which reduce the computational requirements of the Wagner-Whitin model.

Some properties of optimum solutions derived for the single item case have been extended to the multi-item problem; examples of such extensions can be seen in [66,86].
The most important of these properties which have been exploited in deriving the solution to the joint replenishment problem are given below.

**Property 1:** \( X_{it} = \sum_{j=1}^{n} \pi_{ij} \quad t \leq n \leq H; \quad n \ \text{integer and} \quad n \leq \arg\min\{l : (l-t)h_i \pi_{il} > A_0 + A_i\} \)

**Property 2:** \( X_{it} > 0 \) implies \( I_{it-1} \leq 0; \quad I_{it} \geq 0. \)

Property 1 says that when any item is replenished, the replenishment quantity must be equal to the sum of demands for an integer number of periods. Also, it is not desirable to purchase the requirement of period \( n \) in period \( t, t < n, \) if the cost to hold this requirement from period \( t \) to period \( n \) is greater than the total set-up cost. Property 2 says that a replenishment for any item takes place only when that item has zero inventory, and that the replenishment quantity must be sufficient to cover the demand of the period in which the replenishment takes place. The condition on \( n \) can also be treated as a property. It is the planning horizon concept which reduces the solution space to consider in searching for an optimum solution.

Let:

\[ D_t(I_{t-1}) = (X'_1, X'_2, ..., X'_N). \]

where \( X'_i \) is a feasible sequence of replenishments of item \( i \) from period \( t \) to the end of the planning horizon given that the starting inventory of the item in period \( t \) is \( I_{it-1}. \) If \( X_{it} \) satisfies properties 1 and 2 above, \( D_t(I_{t-1}) \) is known as the dominant set for period \( t \) if the starting inventory in period \( t \) is \( I_{t-1}, \) Zangwill [86]. This dominant set is simply the set of feasible replenishment schedules, given the starting inventory, which satisfy properties 1 and 2 above and by implication contain an optimum schedule. The construction of an optimum solution to the joint replenishment problem uses dynamic programming, efficiently exploiting the fact that an optimum replenishment schedule is contained in the dominant set. This idea was introduced by Zangwill [86] in the
context of a more general problem. The methods of Zangwill, Kao, Leopoulos et al and Veinott, used for obtaining an optimum solution will be described in the next four subsections.

1.2.1 Zangwill's Algorithm

Zangwill devised a dynamic programming method for determining an optimum replenishment schedule from the dominant set of a general class of multi-item, multi-stage inventory problems. The algorithm specializes easily to the joint replenishment problem, and will be described in the context of this chapter.

Let
\[
\Delta_t = \sum_{i=1}^{N} X_{it}
\]

\[
H_i(X^t) = \sum_{i=1}^{N} h_i X_{it}
\]

At any time \( t \), let

\[
n_{i1} = \max\{k | \sum_{j=t}^{k} \pi_{ij} = I_{it-1}\}
\]

and

\[
I_{it-1} = 0 \quad \text{implies} \ n_{i1} = t - 1
\]

Thus \( n_{i1} \) is the time when the current inventory for item \( i \) will be fully consumed. For every \( i \), define \( n_{i2} \) by

\[
X_{it} = \sum_{j=n_{i1}+1}^{n_{i2}} \pi_{ij}; \ n_{i2} > n_{i1}; \quad n_{i2} \text{ integer.}
\]

\[
n_1 = (n_{11}, n_{21}, ..., n_{N1})
\]

\[
n_2 = (n_{12}, n_{22}, ..., n_{N2})
\]

\[
\bar{H} = \text{an } N\text{-dimensional vector of } H
\]
From the above definition, \( n_{i2} \) is the time when the current replenishment of item \( i \), if any, will be fully consumed. The cost incurred in any period \( t \) can now be written as

\[
P_t(n_1, n_2) = A_0 \delta(\Delta_t) + \sum_{i=1}^{N} (A_i \delta(X_{it}) + h_i(X_{it} + I_{it-1} - \tau_{it}))
\]

where \( \delta(x) = 0 \) if \( x \leq 0 \) and \( \delta(x) = 1 \) if \( x > 0 \). Let \( F_t(n_1) \) be the minimum replenishment plus inventory cost from period \( t \) to period \( H \) given that in period \( t \), the starting inventory will meet the demands from period \( t \) to periods \( n_1 \). (Recall that \( n_1 \) is a vector). It can be shown that \( F_t(\cdot) \) satisfies the following recursion.

\[
F_t(n_1) = \min_{n_1 \leq n_2 \leq H} (P_t(n_1, n_2) + F_{t+1}(n_2))
\]

\[
F_H(H) = 0.
\]

When backlogging is not allowed as in this case,

\[
t - 1 \leq n_{i1} \leq H; \quad \text{for every} \quad i
\]

Although this algorithm produces an optimum solution, the state space required is very large. For example the maximum number of ways of selecting \( n_1 \) is \( H^N \). For large \( H \) and \( N \), this algorithm is clearly impractical.

**Example**

Let \( N=2, H=3, h_1 = h_2 = 1 \).

\[
A_0 = 5 \quad \pi_{11} = 3 \quad \pi_{21} = 4
\]

\[
A_1 = 2 \quad \pi_{12} = 5 \quad \pi_{22} = 3
\]

\[
A_2 = 3 \quad \pi_{13} = 1 \quad \pi_{23} = 4
\]
The relevant calculations are shown below.

\[
\begin{align*}
F_3(3,3) &= P_3[(3,3),(3,3)] = 0 \\
F_3(3,2) &= P_3[(3,2),(3,3)] = 8 \\
F_3(2,3) &= P_3[(2,3),(3,3)] = 7 \\
F_3(2,2) &= P_3[(2,2),(3,3)] = 10 \\
F_2(2,3) &= \min(P_2[(2,3),(2,3)] + F_3(2,3); P_2[(2,3),(3,3)] + F_3(3,3)) \\
&= 11 \quad n_2 = (2,3).
\end{align*}
\]

continuing in this way, the other values are:

\[
\begin{align*}
F_2(3,2) &= 9 \quad \text{with} \quad n_2 = (3,2) \\
F_2(2,2) &= 10 \quad \text{with} \quad n_2 = (2,2) \\
F_2(1,2) &= 15 \quad \text{with} \quad n_2 = (3,3) \\
F_2(2,1) &= 15 \quad \text{with} \quad n_2 = (3,3) \\
F_2(1,3) &= 12 \quad \text{with} \quad n_2 = (3,3) \\
F_2(3,1) &= 13 \quad \text{with} \quad n_2 = (3,3) \\
F_2(1,1) &= 15 \quad \text{with} \quad n_2 = (3,3) \\
F_1(0,1) &= 15 \quad \text{with} \quad n_2 = (3,3) \\
F_1(1,0) &= 15 \quad \text{with} \quad n_2 = (3,3) \\
F_1(0,0) &= 25 \quad \text{with} \quad n_2 = (1,1)
\end{align*}
\]

The solution is to order both items for the first period only, and to order again at the beginning of the second period for the second and third periods. The total cost is 25.

One weakness of this algorithm is that it does not fully utilize property 2 which all optimum solutions have. The state space of the dynamic program is the vector of periods when the entry inventory levels will be fully consumed. Stages are the periods. Property 2 says that no replenishment is needed in time \( t \), if all components of \( n_1 \) are strictly greater than \( t \); that is if entry inventories for all items are all strictly positive. Thus, at stage \( t \), it is only necessary to consider states where the vector of
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entry inventory contains at least one zero, or equivalently, at least one component of $n_1$ is $t - 1$, except when $t = H$. If this fact is incorporated in the algorithm, the states needed will be considerably less. For example, for the problem above it is not necessary to calculate $F_2(3,3)$, $F_2(2,3)$, $F_2(3,2)$, $F_2(2,2)$ and $F_1(1,1)$. Kao [41] noticed this fact and incorporated it into his network algorithm. Apart from the fact that Kao's method uses a network approach, it is the same as Zangwill's algorithm plus property 2 on page 9. A brief description of Kao's method now follows.

### 1.2.2 Kao's Algorithm

As was indicated in the last subsection, Kao's algorithm is an efficient implementation of Zangwill's algorithm. It uses property 2 of optimal solution to reduce the state space at every stage, and formulated the problem as a network problem. Let $M$ denote the node set of the network and $M_t$ denote the node set that can be generated at stage $t$. The nodes and arc sets are defined as follows. Any element $n_1$ of $M_t$ satisfies the following:

$$n_1 = \{n_{11}, n_{21}, \cdots, n_{N1}\}$$

$$n_{i1} = \{n | t - 1 \leq n \leq H\}$$

and

$$n_{j1} = t - 1, \text{ for some } j,$$

and there is a directed arc from $n_1 \in M_t$ to $n_2 \in M_{t'}$ if and only if $n_2 > n_1$ and $t' > t$. The length of an arc from $n_1$ to $n_2$ at stage $t$, is given by $P_t(n_1, n_2)$ as defined in 1.1. With these nodes and arc set, the joint replenishment problem is to find the shortest part through the network, starting from the node which represents the initial inventory to the terminal node which is a vector of $N$ components, with each element
equal to $H$. The problem, can thus be stated as follows.

$$F_t(n_1) = \min_{n_1 \leq n_2 \leq H} \{ P_t(n_1n_2) + F_t(n_2) \}$$

Standard solution techniques for this problem can be found in basic texts on networks such as [34]. Although, this method involves a smaller state space than Zangwills method, it is still exponential in the number of products. One solution to the example in section 6 using this method will involve all the steps in Zangwill's algorithm except that $F_2(3,3)$, $F_2(3,2)$, $F_2(2,3)$, $F_2(2,2)$ and $F_1(1,1)$, will not be evaluated. Kao also proposed a heuristic which performs very well on some test examples.

**Kao's heuristic**

The heuristic is best described using a two product example, say product 1 and product 2.

**Initialize:** Set $R$ to an $N$-dimensional vector of zeroes. $l \leftarrow 1$

**Step 1:** Choose item 1 and define the set-up cost as:

$$a'_{1t} = \begin{cases} A_1 + A_0 & \text{if } t \not\in R \\ A_1 & \text{otherwise} \end{cases}$$

**Step 2:** Use Wagner-Whitin's algorithm for item 1 using $a'_{1t}$ as set-up cost.

Let $R'_1 = \{ t \mid X_{it} > 0 \}$ If $R'_1 = R'^{-2}_1$, STOP; otherwise

$l \leftarrow l + 1$ and go to step 3.

**Step 3:** Select product 2 and augment the set-up cost as follows:

$$a'_{2t} = \begin{cases} A_2 + A_0 & \text{if } t \not\in R'_1 \\ A_2 & \text{otherwise} \end{cases}$$
Use Wagner-Whitin’s algorithm for product 2 with \( a'_{2t} \) as set-up cost.

Let

\[
R'_2 = \{t | X_{2t} > 0\}.
\]

If \( R'_2 = R''_2 \) STOP.

Otherwise \( l \leftarrow l + 1 \).

\( R \leftarrow R'_l \), and go to step 1.

For more than two products the order of product pairs has to be determined before step 1. For an \( N \)-product problem, a typical choice can be \((1, 2), (2, 3), \ldots, (N - 1, N), (N, 1)\).

This algorithm can be improved with better starting values for \( R \). One such starting value is described in Variant 1 below [41].

**Variant 1**

Let

\[
\begin{align*}
    a &= A_0 + \sum_{i=1}^{N} A_i; \\
    \pi_t &= \sum_{i=1}^{N} \pi_{it} h_{it}
\end{align*}
\]

Use Wagner-Whitin’s algorithm with \( a \) as set-up cost, \( \pi_t \) as the demand in period \( t \), and unit holding cost per item per period. Let

\[
R = \{t | X_t > 0\}.
\]

This is then used as initial value for \( R \) in step 0 of the heuristic.

**Variant 2**

Use every item as starting point in the heuristic in conjunction with variant 1. Select the minimum cost solution.

Although, this heuristic is reported to perform well, it is not satisfactory for a problem with a large number of items, considering the number of Wagner-Whitin type
problems to be solved. Wagner-Whitin's algorithm is typically not used in practice even in the single item case. Some good heuristics, independent of Wagner-Whitin's algorithm will be discussed in Chapter 4. Another algorithm which is similar to that of Zangwill is that of Loupoulos and Proth, which will be discussed next.

1.2.3 Leopoulos-Proth's Algorithm

The algorithm by Leopoulos and Proth [44] is similar to Zangwill's algorithm in being exponential in the number of products.

Let $F_t(I_{t-1})$ be the minimum cost from period $t$ to the end of the horizon given that the starting inventory in period $t$ is $I_{t-1}$, $F_t(\cdot)$ satisfies the following recursive equation.

$$F_t(I_{t-1}) = \min_{\pi \in D_t(I_{t-1})} \left\{ A_0 \delta(\Delta_t) + \sum_{i=1}^{N} (A_i \delta(X_{it}) + h_i(X_{it} + I_{it-1} - \pi_i)) + F_{t+1}(X_t + I_{t-1} - \pi_t) \right\}$$

$F_{H+1}(\cdot) = 0$.

This dynamic program can be shown to be identical to that of Zangwill, and therefore requires a larger state space than that of Kao. Leopoulos and Proth also gave a heuristic algorithm which depends on the following argument:

For simplicity assume there are only two products. Suppose $X^* = (X_1^*, X_2^*)$ is an optimum schedule with a given initial starting inventory $I_0$. The value of $X_1$ which minimizes $F_t(I_0|X_2^*)$ is $X_1^*$.

Leopoulos-Proth's Heuristic

Initialize: set $k \leftarrow 0$; $l \leftarrow 0$ $X_1^0 = $ some feasible policy for product 1.

**Step 1:** Define the set-up cost as follows:

$$a'_{2t} = \begin{cases} A_2 + A_0 & \text{if } X_{1t} = 0 \\ A_2 & \text{otherwise} \end{cases}$$
Use Wagner–Whitin's algorithm for item 2 using \( d'_{2t} \) as set-up cost, to obtain \( X^l_2 \).

If \( X^l_2 = X^{l-1}_2 \) STOP, otherwise go to step 2.

**Step 2:** \( k \leftarrow k + 1 \) and let

\[
d'_{1t} = \begin{cases} 
A_1 + A_0 & \text{if } X^l_{2t} = 0 \\
A_1 & \text{otherwise}
\end{cases}
\]

Use Wagner–Whitin’s algorithm for product 1 with \( d'_{1t} \) as set-up cost, to obtain \( X^k_1 \).

If \( X^k_1 = X^{k-1}_1 \) STOP, otherwise

\( l \leftarrow l + 1 \) and go to 1.

This algorithm is applied using different starting values of \( X^0_1 \), randomly generated. The heuristic policy is the policy which gives the minimum cost.

This heuristic is similar to Kao’s heuristic. The only noticeable difference is that Kao uses a systematic method to generate a starting feasible solution while Leopoulos–Proth randomly generates the starting solution. Since at least one of the randomly generated starting solutions will correspond to an optimum set-up times as the number of trials go to infinity, Leopoulos–Proth’s method will eventually find an optimum solution. However there is no reason to believe that Kao’s method of generating initial set-up times will give an optimum solution even for large number of trials.

The algorithms described thus far are based on Zangwill’s method and therefore exponential in the number of products. In practice, the number of products involved in a joint replenishment problem is large while the number of periods may be small. This is partly due to the fact that demand forecasts far into the future are not very reliable. Veinott gave this as a justification for proposing a different solution to the joint replenishment problem which is exponential in the number of time periods and linear in the number of products.
1.2.4 Veinott’s Algorithm

The algorithm is based on the fact that in any period, there is either a major set-up or there is none. All possible major set-up patterns can therefore be enumerated. The optimum replenishment schedule must correspond to at least one of these patterns. The algorithm is simply to generate a major set-up pattern, and determine using Wagner-Whitin’s algorithm for each item an optimum replenishment schedule within the major set-up pattern. The cost for a pattern is the sum of the costs for all the items. The replenishment schedule for each item, corresponding to the pattern that gives the minimum total cost is the optimum replenishment policy. This algorithm is simple, but enumerating all the possible set-up patterns, which are at most $2^{H-1}$ patterns is obviously not an attractive thing to do in practice, unless the number of periods, $H$ is less than about 15. Veinott also showed that when the minor set-up cost for each item is zero for all items, the replenishment schedule satisfies:

$$I_{it-1} \left( \sum_{i}^{N} X_{it} \right) = 0 \quad \text{for every } i \text{ and } t$$

This means that no item is ordered unless the total inventory level is zero; all items are out of stock simultaneously.

1.3 Deterministic Stationary Demand Case

We now turn to continuous time models. The problem parameters are constant and stationary in time. Specifically, the demand rate for item $i$ is $\pi_i$ per period, which for convenience will be taken as one year. The holding cost rate per unit of item per unit of time is $h_i$. No backlogging of demand is allowed for any item. The major and minor set-up costs are as specified in the previous section. The problem is to determine an ordering policy which minimizes the average set-up plus inventory holding cost per unit time over the infinite horizon. This problem arises when a number of items, each of
which has a constant demand per period, can benefit from a centralized replenishment policy. Such is the case if the items share a common production unit or if they have a common supplier or a common mode of transportation. The amount of each item to replenish each time a major replenishment process is initiated becomes important, as well as the average number of replenishments to be made per unit time.

A number of authors [20, 26, 28, 27, 36, 46, 53, 64, 66] have addressed this problem. The common denominator of their solution methods is that they use equally spaced replenishment epochs. These policies are not necessarily optimal as is argued in [5]. The optimum referred to in all these papers where 'optimum' is specifically mentioned should be qualified by the word 'periodic'. It is still an open problem what problem parameters ensure the existence of periodic optimum policies, except two cases. The first case is obvious and this is the case when all items have equal parameter values. This fact is easily seen from the lower bound for this class of problems, to be discussed in the next chapter. The second case which is slightly different from the model in this chapter has item-dependent set-up costs but with a fixed saving when all items are replenished together. For this problem Andres and Emmons [4] showed that an optimum policy has equally spaced replenishments epochs for each item. Even the problem of finding optimal periodic policies is not a trivial task, [27, 66]. Because of this, researchers have focussed mainly on developing approximate methods for finding good periodic policies. Recently efforts at finding good solutions to this problem have shifted to specific periodic policies such as the power-of-two policies, introduced by Roundy [57] and also used in [36]. In this class of policies, it is assumed that a base period exists for operational reasons or otherwise, or that a convenient one can be found by optimization methods. All replenishments are then restricted to \( 2^l \) of this base period, with \( l \geq 0 \), a positive integer. This approach is interesting because it generally yields good solutions and in any case, has a worst case performance of less than 6% above the unknown optimum cost. In the next subsections, two methods, Silver
[66] and Goyal [27] which give good periodic policies and another one by Jackson et al [36] for finding optimum power-of-two policy will be discussed.

**Assumptions and Notations:**

Let

\[ g_i = \frac{\pi_i h_i}{2} \]

\[ T_i = \text{reorder interval in years for product } i \]

\[ T_0 = \text{the major replenishment interval in years.} \]

\[ N_i = \text{the number of replenishments per year for item } i \]

\[ N_0 = \text{the number of major replenishments per year.} \]

\[ \frac{\pi_i}{N_i} = \text{replenishment quantity per replenishment epoch for item } i \]

\[ k_i = \frac{N_0}{N_i} \]

Note that if the period is 1 year,

\[ T_0 = \frac{1}{N_0} \text{ and } T_i = \frac{1}{N_i} \]

**Problem Formulation.**

This formulation assumes equally spaced replenishments. Let \( C(N_0, \bar{N}) \) denote the cost per year given \( N_0 \) and \( \bar{N} = (N_1, N_2, \ldots, N_N) \)

\[
C(N_0, \bar{N}) = A_0N_0 + \sum_{i=1}^{N} (A_iN_i + \frac{g_i}{N_i}) \quad (1.2)
\]

\[
= A_0N_0 + \sum_{i=1}^{N} \left( \frac{N_0A_i}{k_i} + \frac{g_ik_i}{N_0} \right) \quad (1.3)
\]

\[
= \frac{A_0}{T_0} + \sum_{i=1}^{N} \left( \frac{A_i}{T_0k_i} + T_0g_ik_i \right) \quad (1.4)
\]

Letting \( \bar{k} = \{k_0, k_1, \ldots, k_N\} \), equation 1.3 can be written as

\[
C(N_0, \bar{k}) = N_0 \sum_{i=0}^{N} \frac{A_i}{k_i} + \frac{1}{N_0} \sum_{i=0}^{N} g_ik_i \quad (1.5)
\]
and equation 1.4 can be written as

\[ C(T_0, k) = \sum_{i=0}^{N} \left( \frac{A_i}{k_i T_0} + g_i k_i T_0 \right) \] (1.6)

where \( k_0 = 1 \) and \( g_0 = 0 \).

The problem is to determine \( N_0 \) and \( k_i \) which minimize 1.5 or equivalently \( T_0 \) and \( k_i \) which minimize 1.6 with \( k_i \) restricted to the positive integers for every \( i \).

### 1.3.1 Goyal’s Method

Goyal’s approach is to choose \( N_0 \) and \( k_i \) for every \( i \), to minimize the cost function expressed 1.5. Define the natural cost of an item as the single item cost, if replenishment could be made at the minor set-up cost. For every item \( i \), let

\[ n_i' = \text{natural order frequency for item } i \]

\[ C^i = \text{the natural cost for item } i \]

\( C^i \) is given by:

\[ C^i = A_i n_i' + \frac{g_i}{n_i} \]

and this is minimized when:

\[ n_i' = \left( \frac{g_i}{A_i} \right)^{1/2} \]

Let \( C_i(N_0, k_i) \) denote the cost of replenishing item \( i \) independently of all other items, given the major replenishment frequency is \( N_0 \).

\[ C_i(N_0, k_i) = \frac{A_i N_0}{k_i} + \frac{g_i k_i}{N_0} \] (1.7)

For a given \( N_0 \) let \( k_i(N_0) \) minimize 1.7.

\[ k_i(N_0) = \left( \frac{A_i N_0^2}{g_i} \right)^{1/2} \]
Since $k_i(N_0)$ must be an integer, it must satisfy:

$$C_i(N_0, k(N_0)) \leq C_i(N_0, k(N_0) + 1) \quad (1.8)$$

and

$$C_i(N_0, k(N_0)) < C_i(N_0, k(N_0) - 1) \quad (1.9)$$

Equations 1.8 and 1.9 are respectively equivalent to

$$\frac{N_0^2 A_i}{g_i} \leq k_i(N_0)[k_i(N_0) + 1] \quad (1.10)$$

and

$$\frac{N_0^2 A_i}{g_i} \leq k_i(N_0)[k_i(N_0) - 1] \quad (1.11)$$

which both imply:

$$n_i^r k_i(N_0)[k_i(N_0) - 1] \leq N_0 \leq n_i^r k_i(N_0)[k_i(N_0) + 1] \quad (1.12)$$

A simple justification of 1.12 is given in [81]. For any value of $N_0$, it is easy to determine $k_i(N_0)$ from 1.12. Thus a search over all reasonable values of $N_0$ will give the desired result from the point of view of minimizing the cost function given in 1.5.

Goyal [27] used the following two conditions to restrict the range of $N_0$ values to search.

Let $L = \arg \max_i n_i^r = \{i | \max_i n_i^r = n_L^r\}$.

**Condition one:**

$$N_0 \leq N_L$$

This condition states that the major replenishment frequency cannot be greater than the natural replenishment frequency of the item with the largest replenishment frequency.
Andres and Emmons [5] pointed out that this condition is not true in general. It is only true when the policy space is restricted to the class of policies for which the major set-ups are equally spaced. Because of this and the fact that \( k_i(N_0) \) are restricted to integers, the ‘optimum’ found by Goyal can at best be optimum in this class of policies.

**Condition Two:**

Set \( k_i = 1 \) for every \( i \). This implies that all items are ordered at every major set-up. Let \( N'_0 \) denote the ordering frequency under this rule. The best value of \( N'_0 \) can be found from 1.6, since the cost function is a convex function of \( iV_0 - V_0' \). The value is:

\[
N'_0 = \frac{\sum_{i=0}^{N} \theta_i}{\sum_{i=0}^{N} A_i}
\]  

(1.13)

A necessary condition for \( N_0 \) to be optimum is that:

\[ N_0 \geq N'_0 \]

**Goyal’s Algorithm**

**Step 1:** Find \( n'_L \) and \( N'_0 \) from 1.12 and 1.13 respectively. Arrange all the items in descending order by the value of \( n'_i \).

**Step 2:** Find \( \theta_i \geq 0 \) for every \( i \) such that

\[ k_i(N'_0 + \theta_i) = k_i(N'_0) + 1. \]

Let \( N'_i = N'_0 + \theta_i \). Because of step 1, \( N'_i \leq N'_j \) for every \( j > i \), with the restriction that \( N'_0 + \theta_i \leq n'_L \) for every \( i \).

Let \( m \) be the number of distinct \( N'_i \).

**Step 3:** For \( N_0 \) in each range, \( N'_0 - N'_1, N'_1 - N'_2, \ldots, N'_m - n'_L \), determine an optimum value of \( k_i \) for every \( i \), and the associated cost using 1.5. Let \( k^*_i \) be the value of \( k_i \) which gives the overall minimum cost after searching all the ranges.
Step 4: Determine an optimum major replenishment frequency by

\[ N_0^* = \frac{\sum_{i=0}^{N} g_i k_i^*}{\sum_{i=0}^{N} (A_i/k_i)} \]

This algorithm obviously requires a lot of computations. Roundy [57], used an algorithm similar to this, but restricted attention only to power-of-two policies, and showed that the computational requirement not only reduces considerably, but the solution found within the class of power-of-two policies is at most 2% above the unknown optimum. Silver devised a rather simple but relatively good heuristic for this problem.

1.3.2 Silver's Method

Silver [66] gave a very simple closed form equation for selecting values of \( k_i \) for every \( i \), and \( T_0 \) which give close to the minimum value of the average replenishment plus inventory holding cost given in equation 1.6

Consider 1.6

\[ C(T_0, \bar{k}) = \frac{1}{T_0} \sum_{i=0}^{N} \frac{A_i}{k_i} + T_0 \sum_{i=0}^{N} g_i k_i \]

with \( k_0 = 1 \) and \( g_0 = 0 \).

For a given \( \bar{k} \), the cost is convex in \( T_0 \). Minimizing with respect to \( T_0 \) gives

\[ T_0^+(\bar{k}) = \left( \frac{\sum_{i=0}^{N} A_i/k_i}{\sum_{i=0}^{N} g_i k_i} \right)^{1/2} \] (1.14)

and

\[ C(T_0^+, \bar{k}) = 2 \left( \sum_{i=0}^{N} \left( \frac{A_i}{k_i} \right) \sum_{i=0}^{N} (g_i k_i) \right)^{1/2} \] (1.15)

The problem is to select \( k_i \) for every \( i \) to minimize 1.15. The approach used in [66] is first to ignore the constraint that every \( k_i \) be restricted to the positive integers, and minimize 1.15 with respect to \( \bar{k} \). This is done by taking the partial derivatives with
respect to each $k_i$ and setting the result equal to zero. This gives

$$- \frac{A_i}{k_i^2} \sum_{i=1}^{N} g_i k_i + g_i \sum_{i=0}^{N} \frac{A_i}{k_i} = 0, \quad i = 1, 2, \ldots, N \quad (1.16)$$

As is shown in Schweitzer and Silver [63] this system has no solution when $A_0 > 0$. To show this multiply 1.16 by $k_i$ and sum over all $i$ to obtain

$$A_0 \sum_{i=1}^{N} g_i k_i = 0$$

which implies that $A_0 = 0$.

Call the item whose $A_i/g_i$ is minimum over all $i$ item 1. Despite the fact that system 1.16 does not have a solution, if the constraint $k_1 = 1$ is added to the system, the solution obtained by this method gives the correct relative values of the $k_i$'s. Solving system 1.16 with this restriction gives;

$$k_j = \left( \frac{A_j}{g_j} \right)^{1/2} c, \quad j = 2, \ldots, N \quad (1.17)$$

$$k_1 = 1$$

where

$$c = \left( \frac{\sum_{i=1}^{N} k_i g_i}{\sum_{i=0}^{N} A_i / k_i} \right)^{1/2} \quad (1.18)$$

From 1.17

$$\sum_{i=1}^{N} k_i g_i = g_1 + c \left( \sum_{i=2}^{N} A_i g_i \right)^{1/2} \quad (1.19)$$

and

$$\sum_{i=1}^{N} \frac{A_i}{k_i} = \frac{\left( \sum_{i=2}^{N} A_i g_i \right)^{1/2}}{c} + A_1 \quad (1.20)$$

Substituting 1.19 and 1.20 into 1.18 gives

$$c = \left( \frac{g_i}{A_0 + A_1} \right)^{1/2} \quad (1.21)$$

From which
The \( k_j \) obtained will not necessarily be integer. Simply rounding to the nearest integer is found to be satisfactory, although a search routine can be used.

Goyal and Belton \cite{29} suggested a modification to this method. They pointed out that the item to be denoted as item 1 should be that item with the minimum value of \((A_0 + A_i)/g_i\). Computational results with this modification show some improvement over Silver’s basic method which is ideal for the case with \( A_0 = 0 \). Silver’s method is simple and performs relatively well when compared to Goyal’s method. Silver showed that for the case with two items, the algorithm gives a solution that is always better than 1% above the optimum.

Attention has recently shifted to a special class of periodic policies, called power-of-two policies. The next subsection will describe the method of Jackson et al for computing an optimum power-of-two policy for the joint replenishment problem.

### 1.3.3 Jackson-Maxwell-Muckstadt’s Method

The method of Jackson-Maxwell-Muckstadt \cite{36} is to determine an optimum power-of-two policy for a given base planning period. The basic cost equation used is similar to equation 1.6.

The problem is to minimize the average cost given by:

\[
C(\bar{k}) = \sum_{i=0}^{N} \left( \frac{A_0}{k_i T_0} + g_i k_i T_0 \right)
\]

with the restriction that:

\[
k_i \in \{2^l; \ l = 0, 1, \ldots\}, i = 0, 1, 2, \ldots, N.
\]

and

\[
k_i \geq k_0
\]
In this formulation $T_0$ is assumed fixed for operational reasons or otherwise. If the second constraint is relaxed and $k_0$ is fixed, the problem becomes separable, and an optimum $k'_i$s are given by:

$$k'_i = 2^{l'_i}; \text{ for every } i$$

where $l'_i$ is a non-negative integer that minimizes:

$$\frac{A_i}{2^{l'_i}T_0} + g_i2^{l'_i}T_0$$

If the minimum is unique, $l'_i$ is the smallest integer that satisfies:

$$\frac{A_i}{2^{l'_i}T_0} + g_i2^{l'_i}T_0 \leq \frac{A_i}{2^{l'_i+1}T_0} + g_i2^{l'_i+1}T_0$$

This is equivalent to:

$$2^{l'_i} \geq \left( \frac{A_i}{2g_iT_0^2} \right)^{1/2}$$

Take log to base 2 of both sides to obtain,

$$l'_i = \log_2 \left[ \left( \frac{A_i}{2g_iT_0^2} \right)^{1/2} \right]$$

where $\lfloor x \rfloor_2$ is the smallest integer power of two greater than or equal to $x$.

If the minimum is not unique, the other minimizing value of $l'_i$ is the above quantity plus 1.

The Algorithm

Step 1: Sort items in ascending order of $A_i/g_i$. Let

$$\mathcal{R} = \{0, 1, \cdots, i''\}$$

where

$$\frac{\sum_{j=0}^{i'} A_j}{\sum_{j=1}^{i''} g_j} \geq \frac{A_i}{g_i} \quad \text{for } i \leq i''$$

and
\[
\frac{\sum_{j=0}^{i'} A_j}{\sum_{j=1}^{i'} g_j} < \frac{A_i}{g_i}; \quad \text{for } i > i'
\]

Step 2:

\[k_0 = 2^{l_0} = \left\lfloor \left( \frac{\sum_{j=0}^{i'} A_j}{2T_0 \sum_{j=0}^{i'} g_j} \right)^{1/2} \right\rfloor_2\]

Step 3: Set \(k_j = k_0; \quad \text{for } j \in \mathbb{N}\) and \(k_j = \left\lfloor \left( \frac{A_j}{2T_0 g_j} \right)^{1/2} \right\rfloor; \quad \text{for } j \not\in \mathbb{N}\).

This algorithm is accomplished in \(O(N \log N)\) time and is proved to have a worst case performance of at most 6% above the unknown optimum.

The mathematical justification for this algorithm, and especially for step 2 is somewhat complex as given by the authors. A very simple method for justifying step 2 will be given in Chapter 2.

1.4 Random Demand Case

The joint replenishment problem under random demands has been studied by many authors, [6,11,38,39,65,69,23,76]. Not much is known about optimum policies for the joint replenishment problem with both major and minor set-up costs. Tan [74] characterized the optimum policy for a two-product problem under random demands and periodic review. In some cases, for example when there is no major set-up cost, Veinott [76] showed that an optimum policy is of the \((s, S)\) type. When there is a major set-up cost but no minor set-up cost, Johnson [38] and Kalin [39] have shown that an optimum policy is of the \((\sigma, S)\) type, where \(\sigma\) is a subset, referred to as the 'do-not-order' set, of the possible inventory position of the system, when an order is not desirable. The characterization of the set \(\sigma\) is complex and poses computational problems, rendering the \((\sigma, S)\) policy impractical. In the face of these difficulties, researchers have tended to focus on heuristic policies like the \((s, c, S)\) policy where an item \(i\) is ordered whenever
its inventory position reaches its 'must-order' point $s_i$, and any other item $j$ whose inventory position is at or below its 'can-order' point $c_j$, is also ordered. The amount ordered in either case is enough to raise the inventory level of the item $i$ (resp., $j$) to its 'order-up-to' point $S_i$ (resp., $S_j$). This policy was proposed by Balintfy [6]. Silver and other authors have developed good procedures for computing the values of the control parameters $s$, $c$ and $S$ [23,65,68,69,75]. The $(s,c,S)$ policy is not an optimal policy, as was shown by Ignall [35] but it is judged to be a reasonable policy and has been shown empirically to give cost savings of sometimes up to 20% below the cost of an uncoordinated policy. The uncoordinated policy uses the major set-up plus the item-dependent set-up cost as the set-up cost for each item. The demand patterns used in evaluating the $s,c,S$ policy have so far been Poisson demands [65,68] and compound Poisson demands [75,69,23]. Assumptions common to all the papers are that the opportunities for an item to be ordered at its 'can-order' point are independently distributed according to the Poisson process with rate equal to the expected number of major replenishments per period that are not caused by the item and that the demands are uncorrelated. These assumptions simplify the required mathematics and the solution still shows considerable cost savings over the independent policy. The basic method used consists of a decomposition procedure and an iterative routine. Silver [65] developed a simple sequential method of determining the values of $s$, $S$ that solve a single item problem under Poisson demand. The values of $c$ for the items are then selected iteratively until convergence in the cost is achieved. Thompstone and Silver [75] also developed a method for compound Poisson demands. The paper by Federgruen et al [23] differs from previous work in one essential aspect: the method for solving the decomposed problem, that is, the single item problem, is a specialized policy iteration method.

Other interesting work in this area include those of Miltenburg and Silver [48,49]. They determined the probability distribution of the residual stock of items jointly
replenished at the time of replenishment by modelling the inventory process as a diffusion process in both periodic and continuous review environments. Heuristics were then developed for ordering policies which take proper account of residual stock. They showed that these heuristics perform better than the IBM's IMPACT inventory control package. Naddor [52] compared different policies e.g., periodic, s,S and other policies for single item problem and developed a simple method of determining good periodic policies for the joint replenishment problem.

1.5 Other Related Models

Clark [15] gave a general survey of multi-echelon inventory models. An interesting survey of general physical distribution problems in inventory management is given by Schwarz [61]. A particular model of interest is the dynamic multi-location inventory model. In this model there are many locations supplied by a central warehouse that may or may not hold stock. When the warehouse does not hold stock, it acts merely as a distribution center. For this problem where the emphasis is on the distribution of a fixed amount of stock to minimize inventory cost, Simpson [70] showed that when the penalty costs are equal across locations, the optimum rule is to distribute the stock so as to equalize the probability of shortage in all locations. When the penalty costs are different the distribution rule is to equalize the weighted probability of shortage across locations, the weights being the penalty costs. Other early studies of this problem can be found in [3]. Recently Eppen [21] showed the exact effect of centralization on the expected inventory cost for a one-period model. Eppen and Schrage [22] later considered centralized ordering with lead time in a multi-period setting with normal demand distribution. Following this lead, Federgruen and Zipkin [24,25] developed good approximate allocation rules by aggregating demands across locations and over time. They used normal, exponential and gamma demand distributions all with constant
coefficients of variations.

When the warehouse can hold stock, the problem becomes a one-warehouse multi-retailer problem. This problem and the generalization has been studied widely. Veinott [78] and Kalymon [40] gave exponential running time algorithms for this problem with discrete and deterministic demand under periodic review. Schwarz [60] gave some properties which any optimum solution of the deterministic demand, continuous review version of this problem must possess. Roundy [57] exploited these properties along with restricting the policy to power-of-two policies and found an algorithm which runs in $N \log N$ time, if there are $N$ end facilities called retailers, and showed that such a solution has effectiveness of 98% in the worst case. This result in part motivates the research reported in this thesis.

A 98% effective power-of-two solution for the general multi-stage, multi-facility production/inventory problem under continuous review, with a fixed set-up cost depending on the group of items replenished at a facility has also been given by Roundy [59]. This result was generalized by Queyranne [55] to include submodular set-up cost functions. Other multi-echelon inventory models include the assembly systems in MRP setting. Early work in this area include Crowston et al [17,18], Schwarz and Schrage [62] Graves [31] and Blackburn and Millen [9]. Others can be found in [56]. Recently Afentakis et al [1] used a Lagrangean relaxation method to develop a lower bound on the cost for an assembly system under periodic review and used a branch and bound integer programming method for solution. Roundy [56] developed a 94% effective power-of-two solution to the assembly problem under continuous review in the infinite horizon.
A Lower Bound on a Class of Production /Inventory Problems

Introduction

A cost allocation method is presented for determining lower bounds for a class of production/inventory problems. We have $N$ products which are replenished together or individually. A sequence of reorders for any particular item will incur holding, backorder and set-up costs specific to the item. In addition whenever any item is replenished a joint cost $A_0$ is incurred. For instance, if several items are replenished simultaneously, the joint cost is incurred. But if only one item is replenished, the joint cost is also incurred.

What is required of the total problem is to minimize a cost function of the replenishment sequence. This might be a long run average or a total cost function. It should be clear that any feasible replenishment sequence for the total problem would also give a feasible replenishment sequence to each item individually. If, at any instance of joint replenishment, the joint cost $A_0$ is shared amongst all items so that each item $i$ gets a
fraction \( \alpha_i A_0 \) of the cost, and

\[
\sum_{i=1}^{N} \alpha_i = 1; \quad \alpha_i \geq 0
\]  

(2.1)

then the sum of the costs implied by each feasible replenishment sequence on each item will not be greater than the cost of the total problem. Thus the sum of the minimum costs incurred for each item after reallocating the joint cost will be a lower bound on the minimum cost for the total problem. This is true for any allocation which satisfies 2.1 above and is true in particular if we maximize the lower bound with respect to \( \alpha = (\alpha_1, \ldots, \alpha_N) \).

In the sequel we show how to use this cost allocation method to derive lower bounds on the costs of any feasible replenishment policy for each of the following problems:

1. The (single facility) joint replenishment problem
2. The one-warehouse multi-retailer problem
3. The multi-facility joint replenishment problem.

For the one-warehouse multi-retailer problem the item reorder which is relevant in applying the cost allocation method is the reorder at the warehouse. Also for the multi-facility joint replenishment problem, the relevant item reorders are the reorders at facilities which distribute more than one item.

The one-warehouse multi-retailer problem is the production/inventory problem where a warehouse supplies an item to many retailers. The (single facility) joint replenishment problem is a special case of the one-warehouse multi-retailer problem. In the joint replenishment problem the warehouse does not hold any stock. The multi-facility joint replenishment problem is a problem with an arbitrary number of warehouses such that a warehouse has a unique immediate predecessor. A warehouse supplies an arbitrary number of products to warehouses or retailers in the set of its immediate successors and so on until the products get to the retailers.
One common feature of these problems is that a warehouse or retailer has a unique immediate predecessor but may have any number of successors. We shall sometimes refer to a warehouse or retailer simply as a facility. Another feature of these three groups of problems is that a group of items shares a common replenishment or production set-up cost, which must be paid whenever one or more items in the group is replenished or produced. This joint cost is referred to as a major set-up cost at the facility where the joint replenishment takes place. The group of items that shares this major set-up cost includes all the items supplied by the end facilities that are also successors of the 'major' facility. Each item has a 'minor' or 'line' set-up cost which is paid when a particular item is withdrawn by an end facility, that is, a retailer. There is also an inventory cost at each facility which depends on the stock level and the stock withdrawal pattern at the facility. The specific nature of this cost depends on the problem structure and will be described as each example is introduced.

The problem is generally to schedule replenishments of the various items at each facility so as to minimize the total cost or average cost per unit time of ordering and holding inventory at each facility over a given horizon, subject to a given set of constraints. The effectiveness of a feasible solution is the ratio of the best available lower bound on the cost of any feasible solution to the cost of that feasible solution. One use of lower bounds is in evaluating the effectiveness of heuristic solutions to difficult problems. 94% and 98% effective solution methods exist respectively for the joint replenishment problem [36,57] and the one-warehouse multi-retailer problem [57]; both with stationary, deterministic and continuous-time demands. Another major use of lower bounds is apparent from the methods of obtaining the 94% and 98% effective solutions for the above problems: that of deriving feasible solutions from the bound.

The bound introduced here is derived by using a general principle of allocating the set-up cost of a facility amongst all the items that are replenished at the facility. The total of all allocated fractions of cost is required to be unity for feasibility. With this
allocation scheme, we can decompose the problem into $N$ facilities-in-series problems, if there are $N$ end facilities, as illustrated in figures 2.1 and 2.2 below.
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Figure 2.1: A Multi-Facility Joint Replenishment Problem

The decomposed problem corresponding to figure 2.1 is shown in figure 2.2 below. It is required that

$$
\alpha_{18} + \alpha_{28} + \alpha_{38} + \alpha_{48} + \alpha_{58} = 1
$$

$$
\alpha_{16} + \alpha_{26} + \alpha_{56} = 1
$$

$$
\alpha_{47} + \alpha_{57} = 1
$$

The major result of this cost allocation method is that:

*the sum of the minimum costs of the feasible solutions to the subproblems, for every allocation scheme such that the total fractional cost allocation at each facility is unity, is a lower bound on the cost of any feasible solution to the original problem.*

Because it is usually easier to solve a facilities-in-series problem, the bound is easy to derive for every cost allocation scheme. The only problem is to determine a cost allocation scheme which gives a 'good' bound.
The major part of this chapter will be devoted to determining good bounds for the joint replenishment and the one-warehouse multi-retailer problems, using the cost allocation method. The application of this general bound to the multi-facility joint replenishment problem will be deferred to the next chapter. These bounds will, henceforth, be referred to as the cost allocation bounds. The cost allocation bound, for each of the problems, coincides with the bounds in [36] for the joint replenishment problem, and in [57] for the one-warehouse N-retailer problem. One further advantage of the bound, apart from the simplicity of deriving it, is its very intuitive base, which renders it very general.

The cost allocation bound is determined and proved for the joint replenishment problem in the next section, while the same is done for the one-warehouse multi-retailer problem in section 3.
2.2 The Joint Replenishment Problem

In general there is a major set-up cost $A_0$ which is paid whenever a replenishment is made, and a minor set-up cost $A_i$ also paid whenever item $i$ is replenished. The joint replenishment problem can generally be categorized according to the demand patterns of the items involved, because the methods of solution are similar for similar demand patterns. Three cases will be considered.

2.2.1 Deterministic, Continuous-Time Stationary Demand

It is desired to schedule the replenishment or production of $N$ items over the infinite horizon. Each item experiences a known constant and continuous demand per period. The inventory related cost consists of a linear echelon holding cost rate per unit of stock per unit time.

The concept of echelon holding cost reflects the value added to an item as it moves from a facility to the successor facility. In the joint replenishment problem, a major assumption is that no value is added in moving items from the warehouse to the retailer, so the echelon holding cost at the retailer is zero. The warehouse and the retailers are in fact the same physical facility.

The individual unit variable procurement cost is assumed constant throughout the horizon, and need not be considered since backlogging is not allowed. The total accumulated cost of procurement will clearly not depend on any specific feasible replenishment policy with no excess stock at the end of the horizon.

We consider the class of feasible policies consisting of all policies which replenish an item only when the inventory of the item is zero, that is an item is replenished only at the last minute. It is easy to check that this class of policies dominate any other class of policies in the sense that it contains the optimum replenishment schedule. Let a particular feasible policy in this class be specified by $\Psi$. $\Psi$ will be uniquely defined.
by

- the replenishment epochs of item $i$ denoted by $T_i^0$.
- the replenishment quantities of item $i$, $Q_i(T_i^0)$ at the epochs $T_i^0$.

Let $\psi_i$ be the replenishment schedule induced on item $i$ by $\psi$. We see that $\psi_i$ is feasible for item $i$ when viewed alone. We can then say that $\psi$ consists of $\psi_i$ for all $i$ in the group, and hence write

$$\psi = (\psi_1, \psi_2, \ldots, \psi_N)$$

and $Z(\psi)$ as the average cost of policy $\psi$.

### 2.2.2 The Cost Allocation Method

The cost allocation method requires that a set-up cost that is common to a group of items be shared amongst the items in the group. In the joint replenishment problem, the major set-up cost is shared amongst all the items that can be jointly replenished. Let $\alpha_i$ be the fractional allocation of the major set-up cost to item $i$. It is required that the total of all fractional allocations derived from this major set-up cost be unity.

By this allocation, the problem decomposes to $N$ two stage facilities-in-series problems. Let $Z_i(\psi, \alpha_i)$ be the cost for the $i^{th}$ facilities-in-series problem if the allocation to item $i$ is $\alpha_i$ and the policy is $\psi_i$. The pattern of inventory levels for item $i$ resulting from using $\psi$ for the general problem is exactly the same as that resulting from using $\psi_i$ for the $i^{th}$ facilities-in-series system. Thus the inventory holding costs are equal in both cases. Let us now examine the set-up costs. Let $\tau$ be a member of some $T_i^0$. This means that at time $\tau$, there is a minor set-up and therefore also a major set-up. Let $E_\tau$ be the set of items that are replenished at time $\tau$. The total minor set-up cost at time $\tau$ is the same using policy $\psi$, or the individual facilities-in-series, that is using $\psi_i$ individually. The major set-up cost using $\psi$ for the general problem is $A_0$. Using the
individual policies $\Psi_i$, the total major set-up costs incurred at time $\tau$ is the quantity given below:

$$\text{Sum of the major set-up costs at time } \tau = A_0 \left( \sum_{i \in E_r} \alpha_i \right) \leq A_0.$$ 

We have thus shown that the sum of the set-up costs for all the facilities-in-series problems is always bounded above by the total set-up cost for the original problem, and the patterns of inventories in the system are identical in both cases. Therefore

$$Z(\Psi) \geq \sum_{i=1}^{N} Z_i(\Psi_i, \alpha_i). \quad (2.2)$$

Thus the cost allocation method gives a lower bound on the cost of all feasible policies to the joint replenishment problem. The result applies to any demand pattern at the retailers and with backorders, including random demands, since it applies verbatim to each sample path if the items are distinct so that there is no risk pooling.

### 2.2.3 The Lower Bound Problem

Let

$$PZ_i(\alpha_i) : \quad Z_i(\alpha_i) = \min_{\Psi_i} Z_i(\Psi_i, \alpha_i).$$

The echelon holding cost at the retailer is zero in the joint replenishment problem. Because of this, in any feasible solution to the $i^{th}$ facilities-in-series problem we must have that the replenishment epochs of the warehouse in the facilities-in-series coincide with that at the retailer. The $i^{th}$ facilities-in-series problem is thus equivalent to a simple Economic Order Quantity (EOQ) problem with a set-up cost $\alpha_i A_0 + A_i$ and a holding cost rate of $h_i$. Without loss of generality, we assume for the rest of the analysis that delivery lead time is zero, and that demands occur at a constant rate of 2 per unit time. This latter assumption was first used by Roundy [57]. We also assume that there is no backlogging of demands. With these assumptions we can write $Z_i(\alpha_i)$ explicitly as
\[ Z_i(\alpha_i) = 2\sqrt{(\alpha_i A_0 + A_i)h_i} \quad \text{and} \quad Z(\alpha) = \sum_{i=1}^{N} Z_i(\alpha_i). \]

Let
\[ Z(\alpha^*) = \max_{\alpha} \{ Z(\alpha) \mid \sum_{i=1}^{N} \alpha_i = 1; \quad \alpha_i \geq 0 \} \]

We have pointed out that the lower bound in equation 2.2 is true for any given feasible vector \( \alpha \). In particular
\[ Z(\Psi) \geq Z(\alpha^*) \]

The desired lower bound is given by \( Z(\alpha^*) \) written below.
\[ Z(\alpha^*) = 2\max\{ \max_{\alpha} \sum_{i=1}^{N} (\alpha_i A_0 + A_i)h_i \mid \sum_{i=1}^{N} \alpha_i = 1; \quad \alpha_i \geq 0 \} \tag{2.3} \]

Because \( Z_i \) is strictly concave and continuously differentiable in \( \alpha_i \), the Kuhn-Tucker necessary conditions are also sufficient for optimality. Thus, after introducing the Lagrange multiplier \( \lambda \), and letting prime denote the first derivative, the relevant \( K - T \) conditions can be written as:
\begin{align*}
Z_i'(\alpha_i) &= A_0 \left( \frac{h_i}{\alpha_i A_0 + A_i} \right)^{1/2} \\
&\leq \lambda \tag{2.4} \\
\alpha_i > 0 &\Rightarrow Z_i'(\alpha_i) = \lambda \tag{2.5} \\
\sum_{i=1}^{N} \alpha_i &= 1 \tag{2.6}
\end{align*}

The first two conditions imply that \( N \) is partitioned into two sets of items \( N_1 \) and \( N_2 \), such that:
\begin{align*}
i \in N_1 &\Rightarrow \alpha_i > 0 \\
i \in N_2 &\Rightarrow \alpha_i = 0
\end{align*}

Note that \( N_2 \) can be empty. From condition 2.5, it can be deduced that:
\[ i \in N_1 \Rightarrow \frac{\alpha_i A_0 + A_i}{h_i} = \text{constant} = \left( \frac{A_0}{\lambda} \right)^2 \]
Combining this with condition 2.6 and solving for $\alpha_i$, $i \in \mathcal{R}_1$, gives:

$$\alpha_i = \frac{(\frac{A_0 + \sum_{i \in \mathcal{R}_1} A_i}{\sum_{i \in \mathcal{R}_1} h_i})h_i - A_i}{A_0} \quad (2.7)$$

The problem is to partition the items into the sets $\mathcal{R}_1$ and $\mathcal{R}_2$, such that $\alpha_i$ defined above is non-negative. The partitioning problem is solved in [36]. We give a similar algorithm which is consistent with the spirit of our lower bound.

The algorithm

step 0 Initialize

Let $c$ ← a big number, $t_i = A_i/h_i$ for all $i$. Rank all $t_i$ in ascending order and assume for simplicity that $t_1 \leq t_2 \cdots \leq t_n$; set $k ← 1$, $\mathcal{R}_2 ← \{1, 2, \ldots, N\}$, $\mathcal{R}_1 ← \emptyset$.

$a ← A_0$, $h ← 0$.

step 1 Allocation

If $c > t_k$, do the following: $a ← a + A_k$, $h ← h + h_k$, $\mathcal{R}_2 ← \mathcal{R}_2 \backslash \{k\}$, $\mathcal{R}_1 ← \mathcal{R}_1 \cup \{k\}$, $c ← \frac{a}{h}$;

$k ← k + 1$, and go to step 1;

otherwise the problem is solved the current partition is optimum, go to step 2.

step 2 Calculate $\alpha_i$ using equation 2.7 for all $i \in \mathcal{R}_1$ and let $\alpha_i ← 0$ for all $i \in \mathcal{R}_2$.

The cost given by the algorithm is then

$$2 \sqrt{(A_0 + \sum_{i \in \mathcal{R}_1} A_i)(\sum_{i \in \mathcal{R}_1} h_i) + 2 \sum_{i \in \mathcal{R}_2} \sqrt{A_i h_i}}$$

which coincides with the lower bound in [36]. A close look at the set $\mathcal{R}_1$ reveals that the ‘run-out’ times (the cycle times in this case) for each $i \in \mathcal{R}_1$ is $\lambda/A_0$, and these are the items with $\alpha_i > 0$, while the ‘run-out’ times for each $i \in \mathcal{R}_2$ is greater than...
$\lambda/A_0$, and these are the items with $\alpha_i = 0$. Thus we can say that the allocation is done to equalize the 'run-out' times as much as possible, or equivalently to maximize the minimum 'run-out' time.

2.2.4 The Multiproduct Dynamic Lotsize Problem

Kao [41] and Silver [68] amongst others have studied a finite horizon deterministic production planning problem without backlogging or other constraints with a major (joint) set-up cost $A_0$ and minor (product) set-up cost $A_i$. In this case the problem $PZ_i(\alpha_i)$ becomes a version of the dynamic lot size model for which much computational experience has been accumulated and for which efficient routines exist (e.g., Wagner and Whitin [80]). However here the choice of optimal $\alpha_i^*$ is by no means obvious. Of course any feasible choice will still provide a bound. As is demonstrated in Chapter 4, a heuristic choice of $\alpha_i$ to make 'run-out' times as equal as possible without $\alpha_i$ becoming negative gives a bound which is close enough to the optimal to be useful. Further research is needed on optimal choices of $\alpha_i$.

2.2.5 'Can Order' Policies

Take the joint replenishment problem but now with the demand process as stochastic. With $A_i = 0$ we know, given other assumptions, that a $(\sigma, S)$ type policy is optimal, Johnson [38] and Kalin [39], where $\sigma$ is a 'do-not-order' subset of the possible inventory states. However few properties are known about $\sigma$ and with $A_i > 0$ interest has focused more on $(s, c, S)$ heuristics, [68,23,65,69,75]. Here an item $i$ is ordered up to $S_i$ if its inventory position drops to $s_i$ and at that time any other item $j$ below its 'can order' point $c_j$ is also ordered up to $S_j$. Ignall [35] has demonstrated that such policies are not optimal, however the suspicion remains that they are fairly good and of course are relatively easy to implement once the parameters $(s, c, S)$ have been calculated. Again, many authors have studied this problem, in particular Silver [69].
and Federgruen et al [23]. Different authors have taken different distributions, although all are independent between products, and alternative service level constraints have been tried. Concentrating on shortage costs to control service level rather than explicit constraints, the problem \( PZ_i(\alpha_i) \) is now a single product with a fixed cost of \( \alpha_i A_0 + A_i \). The lower bound also holds in this case. Again much is known about the optimality of \((s, S)\) type policies for such problems and considerable computational experience has been accumulated [76,77,79]. An exploration of a choice of \( \alpha_i \) to equalize expected 'run-out' times as much as possible using periodic policies rather than \((s, c, S)\) policies has been made with very encouraging results, shown in Chapter 5 where it is also shown that even this heuristic choice of \( \alpha_i \) within a periodic policy, outperforms the \((s, c, S)\) policies on a wide range of examples.

2.3 The One-Warehouse Multi-Retailer Problem

Consider the production/inventory problem where a warehouse acts as the sole distributor to many retailers. The warehouse gets its supply from an external source. Because there is no constraint on capacity, the warehouse can order any positive amount of any item at any time. Each retailer gets its supply from the warehouse and demands are deterministic.

There is a fixed charge \( A_0 \) which must be paid whenever the warehouse replenishes any item, independent of the number or nature of the items replenished. A retailer also incurs a set-up cost \( A_i \) whenever retailer \( i \) replenishes. There is an echelon holding cost rate at the warehouse for each item and a strictly positive echelon holding cost rate at each retailer for the corresponding item. This distinguishes the one-warehouse multi-retailer problem from the joint replenishment problem where the echelon holding cost rate at the retailers are all zeros.

Since the demand on each retailer is deterministic, the amount ordered by the
warehouse at any time is determined on the basis of the needs of the different retailers over a specific time interval. The part of the order meant for a particular retailer is predetermined at the time of order. This initial allocation does not change, because of the deterministic nature of the demand patterns. The warehouse can be imagined as consisting of \( N \) slots, if there are \( N \) retailers, one slot per retailer. When the warehouse's replenishment is received, the amount is shared amongst the slots, with each slot receiving the preassigned amount for the corresponding retailer. With this interpretation, each retailer can be thought of as representing a distinct item, and the replenishment problem at the warehouse is a joint replenishment problem. This joint replenishment problem is characterized by a fixed cost to be paid whenever one or more items are ordered. An item-dependent minor set-up cost is paid only when the item is withdrawn from the warehouse. Thus the one-warehouse multi-retailer problem can be thought of as a special case of the multi-facility joint replenishment problem to be discussed in Chapter 3.

The problem is to schedule replenishments of all items at the warehouse and each item at the corresponding retailer so as to minimize the average set-up plus inventory holding cost in the infinite horizon. As in the joint replenishment problem, we restrict attention to the class of feasible policies characterized by 'last minute' orders for each item. That is, an item is ordered (at the warehouse or retailer) only when the inventory level of the item at the facility is zero. Let a particular feasible policy in this class be \( \Psi \). Such a policy is characterized by:

- the replenishment epochs of item \( i \) at the warehouse denoted by \( T^0_i \) and at the retailer \( i \) denoted by \( T^i_n \);

- the corresponding order quantities \( Q^0_i(T^0_i) \) at the warehouse and \( Q_i(T^i_n) \) at the retailer.
Let $\Psi_i$ denote the policy induced on item $i$ by $\Psi$. We can then write

$$\Psi = (\Psi_1, \Psi_2, \ldots, \Psi_N)$$

and $Z(\Psi)$ the cost of policy $\Psi$.

### 2.3.1 Cost Allocation and the Lower Bound

The procedure for deriving the lower bound is exactly the same as for the joint replenishment problem. However, the lower bound result is no longer true when demands are random because of the possibility of risk pooling at the warehouse. Let $Z(\Psi, \alpha_i)$ be the cost of the $i^{th}$ facilities-in-series problem if the fractional allocation of the warehouse set-up cost to item $i$ is $\alpha_i$. For the rest of the analysis, we assume that demands occur at a constant and continuous rate of 2 per unit time for each retailer, and the delivery lead time is zero.

$$PZ_i(\alpha_i) : \quad Z_i(\alpha_i) = \min_{\Psi_i} \{Z_i(\Psi_i, \alpha_i) \}$$

and

$$Z(\alpha) = \sum_{i=1}^{N} Z_i(\alpha_i)$$

Schwarz [60] has shown that the optimum policy to this serial problem is periodic with constant cycle times. Thus for any feasible fractional allocations,

$$PZ_i(\alpha_i) : \quad Z_i(\alpha_i) = \min_{t^i_0 , t_i} \left\{ \frac{\alpha_i A_0}{t^i_0} + \frac{A_i}{t_i} + h_i^0 t^i_0 + h_i t_i \right\}$$

subject to

$$t^i_0 = m_i t_i; \quad m_i \geq 1, \quad \text{integer}; \quad \text{for every } i$$

(2.8)

(2.9)

Relax the integrality constraint 2.9 to

$$t^i_0 \geq t_i; \quad \text{for every } i$$
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and call the objective function of this later problem $S_i(\alpha_i)$. Let

$$ S(\alpha) = \sum_{i=1}^{N} S_i(\alpha_i) $$

We note here that since $S_i(\alpha_i)$ is a lower bound on $Z_i(\alpha_i)$, $S(\alpha)$ is also a lower bound on $Z(\alpha)$ for any feasible $\alpha$. The value of $S_i(\alpha_i)$ depends on $\alpha_i$ as follows:

When $\alpha_i \geq \frac{h_i^0A_i}{h_iA_0}$,

$$ S_i(\alpha_i) = 2\sqrt{\alpha_i A_0 h_i^0} + 2\sqrt{A_i h_i} $$

And when $\alpha_i \leq \frac{h_i^0A_i}{h_iA_0}$,

$$ S_i(\alpha_i) = 2\sqrt{(\alpha_i A_0 + A_i)(h_i^0 + h_i)} $$

For any feasible choice of $\alpha$, we can then partition the items into the two sets, $\mathbb{N}_1$ and $\mathbb{N}_2$ below.

$$ \mathbb{N}_1 = \{ i | \alpha_i > \frac{h_i^0A_i}{h_iA_0} \} $$

$$ \mathbb{N}_2 = \{ i | \alpha_i \leq \frac{h_i^0A_i}{h_iA_0} \} $$

and write $S(\alpha)$ in terms of these two sets as follows:

$$ S(\alpha) = 2\sum_{i \in \mathbb{N}_2} \sqrt{(\alpha_i A_0 + A_i)(h_i^0 + h_i)} + \sum_{i \in \mathbb{N}_1} \sqrt{(\alpha_i A_0 h_i^0 + \sqrt{A_i h_i})} $$

(2.10)

and the desired cost allocation bound is

$$ S(\alpha) = \max_{\alpha} \{ S(\alpha) | \sum_{i=1}^{N} \alpha_i = 1, \alpha_i \geq 0, \forall i \} $$
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which can be solved to determine $\alpha^*$. The value of $\alpha^*$ which solves this maximization problem can be determined as follows. First note that $S(\alpha)$ is concave in $\alpha$. After introducing the Lagrange multiplier $\lambda$, the $K - T$ conditions are:

$$S'_i(\alpha_i) \leq \lambda$$  \hspace{1cm} (2.11)

$$\alpha_i > 0 \implies S'_i(\alpha_i) = \lambda$$  \hspace{1cm} (2.12)

$$\sum_{i=1}^{N} \alpha_i = 1$$  \hspace{1cm} (2.13)

The first two conditions imply that there are two sets of items, $\left((N_1 \cup N_{23}) \setminus N_3\right)$ and $N_3$ such that:

$$i \in \left((N_1 \cup N_{23}) \setminus N_3\right) \implies \alpha_i > 0 \quad \text{and} \quad i \in N_3 \implies \alpha_i = 0.$$  \hspace{1cm}

From the definition of the set $N_1$, the intersection of $N_1$ and $N_3$ is empty, since $\alpha_i > 0$ for $i \in N_1$ if all holding cost and set-up costs are strictly positive. Let $N_2 = N_{23} \setminus N_3$. From 2.11 and 2.12, it can be deduced that:

$$i \in N_1 \implies \left(\frac{A_0 h_i^0}{\alpha_i}\right) = \lambda^2$$  \hspace{1cm} (2.14)

$$i \in N_2 \implies (A_0)^2\left(\frac{h_i^0 + h_i}{\alpha_i A_0 + A_i}\right) = \lambda^2$$  \hspace{1cm} (2.15)

$$i \in N_3 \implies (A_0)^2\left(\frac{h_i^0 + h_i}{A_i}\right) < \lambda^2$$  \hspace{1cm} (2.16)

From 2.14 and 2.15, it is found that:

$$\left\{\frac{\alpha_i A_0 + A_1}{h_i^0 + h_i} | i \in N_2\right\} = \left\{\frac{A_0 \alpha_i}{h_i^0} | i \in N_1\right\} \overset{def}{=} c$$  \hspace{1cm} (2.17)

Observe that $c$ is the square of the replenishment cycle time at the warehouse for those items with $\alpha_i > 0$. That is

$$t_i^0 = \sqrt{c} \quad \text{for} \quad i \in N_1 \cup N_2$$

which can be determined from 2.17 using the fact that the sum of the fractional allocations must be unity. The value of $c$ is:

$$c = \frac{A_0 + \sum_{i \in N_2} A_i}{\sum_{i \in N_2} (h_i^0 + h_i) + \sum_{i \in N_1} h_i^0}$$  \hspace{1cm} (2.18)
Substituting for $c$ in 2.17 the values of $\alpha^*$ are obtained and are given below:

\[
\alpha^*_i = \frac{c(h^0_i + h_i) - A_i}{A^0_i}; \quad i \in \mathbb{R}_2 \tag{2.19}
\]

\[
\alpha^*_i = \frac{c h^0_i}{A^0_i} \quad i \in \mathbb{R}_1 \tag{2.20}
\]

\[
\alpha^*_i = 0 \quad i \in \mathbb{R}_3 \tag{2.21}
\]

It can be verified that the set $\mathbb{R}_3$ satisfies:

\[\mathbb{R}_3 = \{i | \frac{A_i}{h^0_i + h_i} > c; i \in \mathbb{R}_{23}\}\]

Three sets are now clearly identified in terms of $c$.

\[
\mathbb{R}_1 = \{i | c \geq \frac{A_i}{h_i}\}
\]

\[
\mathbb{R}_2 = \{i | \frac{A_i}{h_i} > c > \frac{A_i}{h^0_i + h_i}\}
\]

\[
\mathbb{R}_3 = \{i | c \leq \frac{A_i}{h^0_i + h_i}\}
\]

The problem of determining $\alpha^*$ is equivalent to the problem of partitioning the items into these three sets. Once the partitioning problem is solved $c$ is obtained from 2.18, while the values of $\alpha^*$ are obtained from 2.19 - 2.21. Substituting $\alpha^*$ for $\alpha$ in 2.10, the cost allocation bound is obtained as given below.

\[
S(\alpha^*) = 2 \left\{ \sqrt{(A_0 + \sum_{i \in \mathbb{R}_2} A_i)(H_2 + H_1)} + \sum_{i \in \mathbb{R}_1} \sqrt{A_i(h^0_i + h_i)} + \sum_{i \in \mathbb{R}_3} \sqrt{A_i h_i} \right\}
\]

where

\[
H_2 = \sum_{i \in \mathbb{R}_2} (h_i + h^0_i) \quad \text{and} \quad H_1 = \sum_{i \in \mathbb{R}_1} h^0_i.
\]

The cost allocation bound above coincides with the lower bound in Roundy [57] where also an $O(N \log N)$ algorithm for partitioning the items into the three sets is given.
2.4 Concluding Remarks

In this chapter we have proposed an extremely simple lower bound for a fairly general class of cost minimization problems in production and inventory control. Two examples have been worked out in detail giving much easier derivations of bounds than in the original papers. We believe these papers [57,36] are pivotal in their respective fields in the sense that, they solve their respective problems for practical purposes. Our approach however has much wider generality. This fact is demonstrated in Chapter 3.
CHAPTER THREE

The Multi-Facility
Joint Replenishment Problem

Introduction

The multi-facility joint replenishment problem is a multi-facility production/inventory problem where the facilities (warehouses or production facilities) are arranged as a directed tree network. Each facility is a sole distributor to one or more facilities, called the successor facilities. A facility without successor facilities is a sole distributor of only one item to meet external demand for that item. A characteristic of this problem which needs emphasis is that a facility, except for the root facility, gets all its supplies from only one facility, referred to as the immediate predecessor; that is, a facility has a unique immediate predecessor in the facilities configuration. The root facility is the unique facility without a predecessor. A facility may have any number of successors.

A particular system that fits this description is a distribution network which consists of a national warehouse, regional warehouses, branch warehouses and retail outlets. A retail outlet gets all its supplies from a branch warehouse, while a branch warehouse gets all its supplies from a regional warehouse which in turn gets all its
supplies from the national warehouse. A retail outlet may stock any number of items, provided that these items are obtained from one source. We consider the problem with this configuration of facilities, where the facilities without successor facilities, referred to as end facilities, each faces a constant and continuous time demand over the infinite horizon. Each facility has a major set-up cost which must be paid at each replenishment regardless of the number of items replenished. With this cost structure, the generalization to the multi-item case does not complicate the problem because a retailer with \( j \) items is equivalent to a warehouse that is a sole distributor of an item each to \( j \) retailers. Each retailer in this case will have the demand and cost characteristics of the corresponding item. Also the conventional holding cost of an item at the retailer-turned warehouse will be equal to the conventional holding cost of the item at the corresponding retailer, that is, the echelon holding cost at the retailer is zero. This implies that it is irrelevant where the stock is kept, either at the warehouse or at the retailer. It can be assumed therefore that the warehouse, representing a retailer with many items, does not hold any item in stock. Because of this relationship, 'items' and 'retailers' will be used interchangeably.

A facility without successors distributes exactly one item. The number of items distributed by a facility with more than one successor facility is the number of its successors which are end facilities, since each such end facility distributes exactly one item. The problem is a joint replenishment problem because a distributor facility incurs a fixed set-up cost whenever it orders or produces at least one of the items it distributes. This replenishment cost is sometimes referred to as the joint or major set-up cost. This cost, as in the conventional joint replenishment problem, is independent of the nature or the number of items replenished. This implies that a distributor facility has some incentive to coordinate the replenishment of all the items it distributes. A minor set-up cost at the distributor facility is the cost incurred by a successor facility when the successor facility withdraws items from the distributor. This minor set-up
cost at a distributor facility is a joint or a major set-up cost at the successor facility, when the successor facility has successors of its own. The simplest case of this problem is the one warehouse multi-retailer problem where, as pointed out in Chapter 2, there is only one joint replenishment facility, the warehouse.

A more general case of this problem where a facility may have any number of successors and predecessors has been considered in the literature, [57,86] The solution algorithms are generally complex. Recently Roundy [57] developed an algorithm which solves this general multi-facility production/inventory problem by solving a series of min-cut max-flow problems. Although the solution therein is guaranteed to be 98% effective in the class of all feasible policies, the complexity of the algorithm is $O(\Phi^4)$, where $\Phi$ is the number of paths that can be drawn from an end facility through all its predecessors. In the special case of a directed network of facilities, each with a unique predecessor facility, $\Phi$ is of the order of the total number of end facilities. The algorithm for the general multi-facility problem, when the policy space is restricted to nested policies, has a complexity of $f \log f$ when there are $f$ facilities in the network [57]. Included in this class is the one warehouse multi-retailer and multi-item problem [51].

A solution method is proposed here for the multi-facilities joint replenishment problem which is guaranteed to be 98% effective in the class of all feasible policies, in the worst case. The complexity of the solution method is $O(dr \log r)$ where $r$ is the number of end facilities and $d$ is the maximum number of predecessors of any one facility. This coincides with the $r \log r$ algorithm for the one-warehouse multi-retailer problem. The facility with the maximum number of predecessors is obviously an end facility. The method derives naturally from a lower bound on the cost of all feasible solutions to the problem. The lower bound is new and belongs to the general class of the cost allocation bounds introduced in chapter 2.

The remainder of this chapter is organized as follows: the next section introduces
the notation. Section 3 gives the cost allocation method and the lower bound, while section 4 discusses the solution to, and gives an algorithm for solving, the lower bound problem to the multi-facility joint replenishment problem.

### 3.2 Problem Definition and Notation

Let the set $F$ of facilities be numbered from 1 to $f$, where $f = |F|$, ($|F|$ denotes the cardinality of $F$), such that the number assigned to a facility is greater than the number assigned to any of its successors. In addition the facilities without successors will be numbered consecutively from 1 to $r = |R|$, where $R$ is the set of the facilities without successors. Each facility $i \in R$ faces a constant deterministic demand for an item replenishes only this item, also numbered item $i$. A facility may have any number of successors but only one predecessor. Facility $f$ is the only facility without a predecessor, and is called the *root facility*. Because a facility has a unique predecessor, the path from any facility to any of its predecessors is unique. Let $p_j$ and $s_j$ denote the immediate predecessor (a single facility) and the set of immediate successors of facility $j$ respectively, while $P_j$ and $S_j$ are the set of *all* predecessors plus facility $j$, and the set of all successors plus facility $j$, respectively. It is important to note that *each of $P_j$ and $S_j$ includes facility $j$*. We shall use $R_j$ to denote the intersection of $R$ and $S_j$, that is, the set of retailers or items that are replenished from facility $j$. Let $A_j$ be the set-up cost associated with facility $j$, and $h_{ij}$ the echelon holding cost of item $i$ at facility $j$, for each item $i \in R_j$. The concept of echelon holding cost was discussed in Chapter 2.

A facility with no predecessor either is a production facility, or replenishes from an outside supplier. In the multi-facility joint replenishment problem considered here, there is only one facility, $f$, without a predecessor. The set-up cost associated with a facility must be paid whenever a replenishment or production takes place at the
facility. The echelon holding cost, $h_{ij}$, is the cost rate per unit time per unit of echelon stock of item $i$ at the facility $j$. The individual unit variable cost is assumed to be constant throughout the horizon, and need not be considered since backlogging is not allowed. The average procurement cost should therefore not depend on any particular policy.

The problem is to schedule replenishments of all items at all the facilities so as to minimize the average set-up plus inventory holding cost over the infinite horizon.

Let $\Psi$ be a feasible policy defined by

- the replenishment times of item $i$ at facility $j$ denoted by the sequence $T_{ij}$, for every $i \in R_j$ and every $j$.
- the corresponding order quantities $Q_{ij}(T_{ij})$ of item $i$ at facility $j$, at times in $T_{ij}$, $i \in R_j$.

Let $\Psi_i$ denote the replenishment schedule induced by $\Psi$ on item $i$. We can then write

$$\Psi = (\Psi_1, \cdots, \Psi_r)$$

Let $Z(\Psi)$ be the average cost of policy $\Psi$.

### 3.3 Cost Allocation and the Lower Bound

The set-up cost of facility $j$ is allocated amongst all the items it produces or replenishes, that is, all $i \in R_j$. Let $\alpha_{ij}$ be the fractional allocation from facility $j$ to item $i$, $i \in R_j$. It is required that the sum of all fractional allocations, derived from a single facility be unity.

The tree network of facilities is now decomposed into $r$ facilities-in-series such that the facilities-in-series corresponding to each $i \in R$, consists only of $P_i$. The holding cost rates for an item at the facilities-in-series are the same as the holding cost rates
for the item at the corresponding facilities before the allocation scheme. The set-
up cost at facility $j$ in the facilities-in-series corresponding to item $i$ is $\alpha_{ij}A_j$. Each
facilities-in-series represents an inventory problem of its own; that is, to determine a
feasible replenishment policy at each facility in the facilities-in-series which minimizes
the average set-up plus inventory holding cost over the infinite horizon.

Let

$$\alpha = (\alpha_1, \ldots, \alpha_T)$$

where

$$\alpha_i = (\alpha_{ij} | j \in P_i).$$

The allocation vector $\alpha$ is admissible if

$$\sum_{i \in R_j} \alpha_{ij} = 1; \quad \alpha_{ij} \geq 0 \quad \forall j \in F \text{ and } i \in R_j$$

(3.1)

Using the policy $\Psi$ for the $\tau$ facilities-in-series, we observe that the replenishment times
associated with the $i^{th}$ facilities-in-series problem, $\Psi_i$, are feasible for this problem.
Let the cost of this facilities-in-series problem be denoted by $Z_i(\Psi_i, \alpha_i)$, if $\alpha_i$ is the
fractional allocation vector to item $i$. First note that the sequence of orders implied
by $\Psi$ is the same as the sequences implied by $\Psi_i$, applied to the $i^{th}$ facilities-in-series
problem. So the inventory patterns are the same, and hence the inventory holding
costs are also equal in both cases. Suppose $\tau$ is a replenishment time of a particular
facility, say $j$. The set-up cost of facility $j$, $A_j$ is paid at time $\tau$ when $\Psi$ is applied to
the general problem. Let $E(\tau)$ be the set of items in $R_j$ that are replenished at time $\tau$ by facility $j$. When $\Psi_i$ is applied individually to each facilities-in-series problem $i$,
$i \in R_j$, the total set-up cost incurred at facility $j$ is given by:

$$A_j \sum_{i \in E(\tau)} \alpha_{ij} \leq A_j \sum_{i \in R_j} \alpha_{ij} = A_j$$
It follows that, for all admissible cost allocation vectors \( \alpha_i \),

\[
Z(\Psi) \geq \sum_{i \in \mathcal{F}} Z_i(\Psi_i, \alpha_i) \tag{3.2}
\]

Thus the cost allocation method gives a lower bound on the average cost of all feasible policies to the multi-facility joint replenishment problem. Let

\[
Z_i(\alpha_i) = \min_{\Psi} Z_i(\Psi_i, \alpha_i) \tag{3.3}
\]

This is the minimum average cost over all feasible policies to the \( i^{th} \) facilities-in-series problem.

We remark that a lower bound on the general problem would be obtained if only the set-up cost of any one facility is allocated. However, allocating the set-up costs of all facilities as is done here decomposes the problem to units that can be solved.

We can rewrite this section by replacing the word ‘average’ wherever it occurs by the word ‘total’, and ‘infinite’ by ‘finite’, and the result is still true. That is, the lower bound holds true for both finite and infinite horizon problems with any deterministic demand pattern. It also applies to non-deterministic demands if items are all distinct.

3.3.1 The Lower Bound Problem

A policy is product-nested if each item must be replenished at a facility whenever the immediate predecessor of the facility replenishes the same item. Product-nested policies should be distinguished carefully from the nested policies in the literature, which we might call facility-nested and require that a facility replenishes whenever its predecessor replenishes. Facility-nestedness implies product-nestedness but not vice versa. Consider periodic policies where the intervals between replenishments at a facility, and for each item are constant. The replenishment times for item \( i \) at facility \( j \) will be, for example, of the form

\[
T_{ij} = \{0, c_{ij}, 2c_{ij}, \ldots\}
\]
The replenishment cycle time of item $i$ at facility $j$ in this case is $c_{ij}$.

We consider periodic and product-nested policies. Power-of-two policies [57,36] which require that the ratio of the replenishment cycle time of an item at a facility to the replenishment cycle time of the same item at a successor facility be an integer power of two, are special cases of the periodic and product-nested policies. The lower bound problem is developed by first restricting attention to only periodic and product-nested policies. In this class of policies, each facility $j$ has a fixed cycle time of $T_j$, and a fixed replenishment cycle time $T_{ij}$ for each item $i \in R_j$. The minimum cost equation is developed for this class of policies. It is then shown that when the integrality requirement of product-nestedness is relaxed, a lower bound on the cost of all feasible policies is obtained.

Let $s(i,j) = P_i \cap s_j$, that is, the immediate successor of facility $j$ which is also a predecessor of $i$. Let $P$ be the following problem:

$$
P : \quad Z_p = \min \{ \sum_{j \in F} \left( \frac{A_j}{T_j} + \sum_{i \in R_j} h_{ij} T_{ij} \right) \} \tag{3.4}
$$
subject to

$$
T_{ij} = m_{ij} T_{s(i,j)}; \quad m_{ij} \geq 1, \text{ integer}; \quad \forall j \in F, \text{ and } i \in R_j \tag{3.5}
$$

$$
T_{ij} \geq T_j > 0; \quad \forall j, \text{ and } i \in R_j \tag{3.6}
$$

This problem $P$ is the multi-facility joint replenishment problem restricted to product-nested policies. Constraint 3.5 is the product-nested constraint. Replace 3.5 by the following relaxation:

$$
T_{ij} \geq T_{s(i,j)} > 0 \forall j, \text{ and } i \in R_j \tag{3.7}
$$

This relaxes the integrality requirement of product-nestedness. Denote this relaxed problem by $RP$ and its objective function by $Z_{RP}$. Because constraint 3.7 is a relaxation of 3.5, we have $Z_p \geq Z_{RP}$. The right hand side of equation 3.4, that is the
objective function of this problem, can be re-written as

$$Z_P(T) = \sum_{j \in R} \left( \sum_{i \in R_j} \frac{a_{ij}A_j}{T_j} + \sum_{i \in R_j} h_{ij}T_{ij} \right) = \sum_{i \in R} \sum_{j \in P_i} \left( \frac{a_{ij}A_j}{T_j} + h_{ij}T_{ij} \right)$$

(3.8)

Note that this function is independent of $\alpha$ whenever $\alpha$ is admissible, that is $\alpha$ satisfies equation 3.1. Because $T_{ij} \geq T_j$, and $T_j$ is only in the denominator of the objective function of $RP$, we can get a lower bound on $RP$ by replacing $T_j$ in 3.8 by $T_{ij}$ and deleting the constraint 3.6. Let the resulting problem be denoted by $RRP(\alpha)$, which is stated below.

$$RRP(\alpha) : \quad Z_{RRP(\alpha)} = \min \sum_{i \in R} \sum_{j \in P_i} \left( \frac{a_{ij}A_j}{T_{ij}} + h_{ij}T_{ij} \right)$$

subject to 3.7

This problem is clearly dependent on $\alpha$. We can now write down the following relationships.

$$Z_P \geq Z_{RP} \geq Z_{RRP(\alpha)} \quad (3.9)$$

Let $RS_i(\alpha_i)$ be defined as:

$$RS_i(\alpha_i) : \quad Z_{RS_i(\alpha)} = \min \sum_{j \in P_i} \left( \frac{a_{ij}A_j}{T_{ij}} + h_{ij}T_{ij} \right)$$

subject to

$$T_{ij} \geq T_{is(i,j)} > 0; \quad j \in P_i. \quad (3.10)$$

With this definition,

$$Z_{RRP(\alpha)} = \sum_{i \in R} Z_{RS_i(\alpha_i)}.$$

The notation $RS_i(\alpha_i)$ is meant to remind us that $RS_i(\alpha_i)$ is a relaxation of the following periodic facilities-in-series problem:

$$S_i(\alpha_i) : \quad Z_{S_i(\alpha)} = \min \sum_{j \in P_i} \left( \frac{a_{ij}A_j}{T_{ij}} + h_{ij}T_{ij} \right)$$

subject to

$$T_{ij} = m_{ij}T_{is(i,j)} > 0; \quad m_{ij} \geq 1, \text{integer, } j \in P_i. \quad (3.12)$$
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The relaxation stems from the fact that 3.11 is a relaxation of 3.13. The desired result is stated after the following proposition.

**Proposition 3.1**

\[ Z_{RS_i(a_i)} \leq Z_i^*(\alpha_i) \]

where \( Z_i^*(\alpha_i) \) is defined in 3.3.

**Proof:**
In [56] Roundy showed that when the integrality requirements on the set of constraints 3.13 are relaxed for the pure assembly system, the resulting problem provides a lower bound on the cost of all feasible solutions to the assembly problem. The facilities-in-series problem is a special case of the pure assembly system. So, that result holds for facilities-in-series problem. That is

\[ Z_i^*(\alpha_i) \geq Z_{RS_i}(\alpha_i). \]

The following relationship is an obvious consequence of the definitions of \( P, RP, RRP(\alpha) \) and proposition 3.1.

\[ \sum_{i \in R} Z_i^*(\alpha_i) \geq Z_{RRP}(\alpha) = \sum_{i \in R} Z_{RS_i}(\alpha_i). \]  \hspace{1cm} (3.14)

The above relationship is true for any admissible vector \( \alpha \), that is \( Z_{RRP}(\alpha) \) is a lower bound on the cost of any feasible solution to the original problem, and also on problem \( RP \), for any admissible \( \alpha \). In particular the maximum of \( Z_{RRP}(\alpha) \) over all admissible \( \alpha \) satisfying 3.1 is our desired lower bound.

\[ \text{RRP}^*: \quad Z_{RRP}(\alpha^*) = \max_{\alpha} Z_{RRP}(\alpha) \]  \hspace{1cm} (3.15)

subject to
\[ \sum_{i \in R_j} \alpha_{ij} = 1; \quad \alpha_{ij} \geq 0 \quad \forall j \text{ and } i \in R_j. \]
In section 4 we provide an algorithm for this problem which gives \( T \) and \( \alpha \) such that the following holds.

\[
\sum_{\{i|t \in R_j, T_{ij} = \min_k T_{kj}\}} \alpha_{ij} = 1; \quad \alpha_{ij} \geq 0.
\] (3.16)

Denote by \( \alpha' \), the particular \( \alpha \) which satisfies equation 3.16.

First we establish that \( Z_{RRP(\alpha')} = Z_{RP} = Z_{RRP(\alpha^*)} \) and then discuss how \( \alpha' \), or equivalently \( \alpha' \) can be determined.

**Theorem 3.2** Suppose \( \alpha' \) satisfies equation 3.16, then any solution to problem \( RRP(\alpha') \) is feasible for problem \( RP \) and \( Z_{RRP(\alpha')} = Z_{RP} = Z_{RRP(\alpha^*)} \) where \( \alpha^* \) is defined in 3.15. Thus \( Z_{RP} \) is a lower bound on the cost of any feasible solution to the original problem.

**Proof**

Let \( T' \) be a solution of \( RRP(\alpha') \). Let \( T'_j = \min_k \{ T'_{kj} | k \in R_j \} \). The cycle times \( T' \) satisfy equations 3.6 and 3.7 and are therefore feasible for problem \( RP \). So we have \( Z_{RRP(\alpha')} = Z_{RP} \). But as shown in equation 3.9, \( Z_{RRP(\alpha)} \leq Z_{RP} \) for any admissible \( \alpha \). The maximum of \( Z_{RRP(\alpha)} \) over all admissible \( \alpha \) cannot be greater than \( Z_{RP} \). Thus \( Z_{RRP(\alpha')} = Z_{RRP(\alpha^*)} \). The last statement of the theorem follows since \( Z_{RRP(\alpha^*)} \) is a lower bound on the cost of any feasible solution to the original problem.

The implication is that if we solve the lower bound problem and hence can determine the optimal values of \( \alpha \), we will have solved problem \( RP \). We now consider the implication of this theorem in the context of the solution procedure we shall propose for providing \( \alpha' \) and by implication solving the lower bound problem and \( RP \). Purely as a motivational device and anticipating somewhat the results below, we shall consider \( RRP(\alpha) \) further in the context of 3.16. We know from the above that the solution to \( RS_i(\alpha_i) \) for any particular \( i \in R \) of the \( r \) facilities-in-series problems gives a lower bound on the cost of an optimum policy for the facilities-in-series problem.
The policy however, may not be feasible. In [57] Roundy has shown that when the constant cycle times $T_{ij}$ are rounded to a multiple of 2 of some common base period, then the cost penalty incurred is less than 6%, or less than 2% if the base period is optimized, of the cost of the optimum policy. In addition the resulting power-of-two policy is feasible. If we take the problem of figure 2.1 and create the facilities-in-series problems as in figure 2.2 for the values of $\alpha$ shown, we could get the solution shown in figure 3.1 below.

The numbers to the right of each facility-in-series are the values of the fractional cost allocations from the corresponding facility, while the the numbers to the left are the unrounded cycle times or solution to each $RS_i(\alpha_i), i \in R$. If these cycle times are rounded to a common base period, say 2, then we could have the picture shown in figure 3.2.

![Figure 3.1: A Typical Solution for a Given Cost Allocation](image)

Although this is a feasible solution, the accounting of set-up costs is not done
correctly. For example, consider the second replenishment that takes place at time 4.0, after the initial replenishment at time 0 at facility 8, the total set-up cost incurred at the facility is $0.6A_8$, which does not correctly account for the actual set-up cost of $A_8$. What we need for proper accounting is that those facilities-in-series that drive the joint facility cycle times have their values of $a$ that sum to 1, and hence account correctly for the facility set-up cost. Accounting correctly for the set-up cost is exactly the statement of equation 3.16. For example suppose $\alpha_{18} = 0.5$, $\alpha_{28} = 0.3$ and $\alpha_{38} = 0.2$, the full set-up cost of facility 8 will always be paid whenever a set-up cost takes place at the facility. This correctly accounts for the set-up cost at facility 8. In the sequel we shall provide an algorithm for choosing $\alpha$ which gives correct accounting, and simultaneously solves $RS_i(\alpha_i)$, for all $i \in R$. Such a solution ensures that all facilities-in-series that share a common facility $j$ and have a non-zero allocation $\alpha_{ij} > 0$, $i \in R_j$, Figure 3.2: 'Rounded' Power-of-two Solution for Figure 3.1
will have an identical cycle time. Written formally, we shall have that:

\[ T_{ij} > T_{kj} \quad \text{implies} \quad \alpha_{ij} = 0. \]  

(3.17)

This is obviously equivalent to 3.16 and implies the following:

\[ T_{ij} = T_{kj} \quad \text{whenever} \quad \alpha_{ij} > 0 \quad \text{and} \quad \alpha_{kj} > 0. \]  

(3.18)

Any such choice of \( \alpha \) will be termed correctly accountable. The main objective of this chapter is to provide an algorithm which solves \( RS_i(\alpha_i) \), \( i \in R \) and simultaneously provides correctly accountable \( \alpha \). Before describing this algorithm, we shall give some useful properties of any optimum solution to a facilities-in-series problem.

3.3.2 The Facilities-in-Series Problem

One algorithm which gives the optimum solution to a facilities-in-series problem is the minimum violators algorithm [56], described in Appendix A. Let \( j \) be the topmost facility, that is, the facility without a predecessor and let \( n \in s_j \cap P_i \). Facility \( n \) is the immediate successor of \( j \) in this series system. Suppose the set-up cost \( \alpha_{in}A_n \) of facility \( n \) in the \( i^{th} \) facilities-in-series is strictly positive, that is \( \alpha_{in} > 0 \) and \( A_n > 0 \). Let \( \alpha_{ij} = 0 \). In the optimum solution provided by the minimum violators algorithm, facility \( n \) and \( j \) have the same cycle time. Suppose we wish to solve this \( i^{th} \) facilities-in-series problem such that the maximum index with a positive set-up cost is \( n \). The set-up cost for a facility \( k \in S_j \cap P_i \) is \( \alpha_{ik}A_k \). Let this problem be called \( PS_i(n, j) \).

The algorithm results in a partition of the set of facilities in the series system into series clusters. The topmost cluster for problem \( PS_i(n, n) \) is \( CL(i, n, n) \) while it is \( CL(i, n, j) \) for \( PS_i(n, j) \). The clusters for \( PS_i(n, j) \) consists of \( CL(i, m, m) \) where \( m \in P_i \cap S_n \) and \( m \) is the root of the cluster \( CL(i, m, m) \), and a topmost cluster \( CL(i, n, j) \). Note that \( CL(i, n, j) \) is different from \( CL(i, n, n) \); the former being the topmost cluster for problem \( PS_i(n, j) \) and the latter being the topmost cluster for
problem $PS_i(n,n)$. The optimality conditions for these clusters are given in Roundy [56], and repeated here. For any subset $B$, define

$$T[B] = \sum_{j \in B} \frac{\alpha_{ij} A_j}{\sum_{j \in B} h_{ij}}$$

The necessary and sufficient conditions for optimality are:

1. $T[CL(i, m, m)] > T[CL(i, k, k)]$, implies $m > k$
   Also $T[CL(i, n, j)] > T[CL(i, m, m)]$ for $m \in S_n \setminus CL(i, n, j)$.

2. $T[CL(i, m, m) \cap S_k] \geq T[CL(i, m, m)]$, for any $k \in CL(i, m, m)$.

These two conditions will be referred to as the optimum series conditions. The following is a direct consequence of the second optimum series condition.

3. If $l \in S_n \cap P_i$, $T[CL(i, l, l)] < T[CL(i, n, j)]$ implies that $l \notin CL(i, n, j)$.

Another condition that can be deduced from the first two conditions above is:

4. If $l \in CL(i, n, j)$, then $CL(i, l, l) \subseteq CL(i, n, j)$

We now show the implications of these conditions in the context of the solution procedure for the lower bound problem. Suppose we wish to solve problem $PS_i(j,j)$ parametrically as follows. We first assume that $\alpha_{ij}$ is set equal to zero, that is the set-up cost at facility $j$ is zero. Thus we have problem $PS_i(n,j)$. (Recall $n \in s_j \cap P_i$.

The algorithm, for problem $PS_i(n,j)$, gives us the topmost cluster $CL(i,n,j)$, with

$$T[CL(i,n,j)] = \sum_{k \in CL(i,n,j) \setminus \{n,j\}} \frac{\alpha_{ik} A_k + \alpha_{in} A_n + 0}{h_{ik} + h_{in} + h_{ij}} = L_n \quad (3.19)$$

For $l \in S_n \cap CL(i,n,j)$ let

$$U_l = \frac{\sum_{k \in CL(l,l)} \alpha_{ik} A_k}{\sum_{k \in CL(l,l)} h_{ik}}$$

Note that $U_l = T[CL(i,l,l)]$. Suppose we decide to raise the set-up cost of facility $j$ from its zero level by increasing $\alpha_{ij}$ to a positive value. This process is referred to
as *allocation* in the sequel, and it is the general step in both the algorithms for the facilities-in-series described in this section and for the general problem in the next section. Because facility *j* is now assigned a set-up cost *α* *j* *A* *j*, the resulting optimal topmost cluster is no longer *CL*(*i*, *n*, *j*) but *CL*(*i*, *j*, *j*). Let this new cluster be referred to as the *current cluster*. To determine membership of this current cluster, replace the zero in the numerator of 3.19 by *α* *j* *A* *j* and examine the relationship of *T*[*CL*(*i*, *j*, *j*)] and *U* *l*, *l* ∈ *S* *n* ∩ *CL*(*i*, *n*, *j*). So long as the new value of *T*[*CL*( *i*, *j*, *j*)] is less than or equal to the minimum of *U* *l*, *l* ∈ *S* *n* ∩ *CL*( *i*, *n*, *j*), all the facilities in *CL*( *i*, *n*, *j*) will remain in the new cluster *CL*( *i*, *j*, *j*) and the optimum series conditions are satisfied. Suppose, on the other hand, the value of *T*[*CL*( *i*, *j*, *j*)] is greater than some *U* *l*. This violates the third condition above and by implication the second optimum series condition. To rectify this situation, we detach *CL*( *i*, *l*, *l*) from *CL*( *i*, *j*, *j*). Because of condition 4 above, if *CL*( *i*, *l*, *l*) is the first such cluster to be deleted, then *CL*( *i*, *l*, *l*) = *S* *l* ∩ *CL*( *i*, *n*, *j*). By this detachment, the feasible clusters become the clusters obtained when solving *PS* *l*(*l*, *l*), plus the new cluster *CL*( *i*, *j*, *j*). The detachment also preserves the optimum series conditions because if *T*[*CL*( *i*, *n*, *j*)] was greater than *T*[*CL*( *i*, *k*, *k*)] for some *k* ∈ *S* *n*, the new cluster *CL*( *i*, *j*, *j*) has a cycle time at least as large as *T*[*CL*( *i*, *n*, *j*)], and then also larger than *T*[*CL*( *i*, *k*, *k*)]. The detached cluster *CL*( *i*, *l*, *l*) and the newly created cluster *CL*( *i*, *j*, *j*) clearly satisfy condition 1 of the optimum series conditions. The second condition is also satisfied because as the set-up cost *A* *j* is being allocated, any violation of the second condition is immediately rectified by detaching the portion of the cluster causing the violation. We can now call *U* *l*, *l* ∈ *S* *n* ∩ *CL*( *i*, *n*, *j*), the *upper point* and *CL*( *i*, *l*, *l*) the *upper cluster* of facility *l*, which is also the topmost cluster for problem *P* *l*(*l*, *l*), when allocating the set-up cost of facility *j*. The upper point is the point at which facility *l* with the upper cluster *CL*( *i*, *l*, *l*) drops out of the current cluster and the optimum clusters of *PS* *l*(*l*, *l*) become members of the optimum clusters for *PS* *l*(*j*, *j*). We also refer to *L* *n* as the *lower point*
and $CL(i, n, j)$ as the lower cluster of facility $n$. The lower point is thus the point at which we can begin to consider facility $n$ with the lower cluster of $n$ as a member of the current cluster; in this case cluster $CL(i, j, j)$, when the amount of set-up cost allocated from facility $j$ is raised just above zero. The main point to note here is that when allocating the set-up cost $A_j$ the immediate successor of $j$, that is, $n$ in this case has two sets of clusters associated with it, the lower cluster $CL(i, n, j)$ and the upper cluster $CL(i, n, n)$ while each facility $l \in S_n \cap CL(i, n, j)$ has one cluster associated with it, that is, the upper cluster $CL(i, l, l)$. The lower cluster must always contain $j$. This also implies that whenever the set-up cost of a facility is being allocated, the cluster that can be added to the current cluster must contain the immediate successor of the facility whose set-up cost is being allocated, and the cluster that can be deleted must have been a member of the current cluster, that is, the cluster which contains the current facility (the one whose cost is being allocated). An algorithm based on this allocation method can be used to solve the general facilities-in-series problem if we choose the sequence of subproblems to solve in the correct order. In particular if we have a facilities-in-series problem from $i$ to $f$, once the problem from $i$ to $f$ is solved with the set-up cost of $f$ temporarily set to zero, the final solution is obtained by allocating the set-up cost $\alpha_i A_f$. 
An Algorithm for the Facilities-in-Series Problem

Statement of the Algorithm for $PS_i(f, f)$

Initialize: $j \leftarrow p_i, l \leftarrow i$

**Step 1:** Solve $PS_i(l, j)$ with set-up cost of all $P_i$
- temporarily set to zero.
- Allocate $a_{il}A_l$ to topmost cluster $CL(i, l, j)$.
- to determine the new set of optimum clusters for $PS_i(l, j)$.
- $l \leftarrow p_l$. Repeat step 1 until $l = j$.

**Step 2:** $j \leftarrow p_j, l \leftarrow i$.
Go to step 1 if $j \leq f$.

The algorithm for the general problem determines how much of each set-up cost to allocate to each facilities-in-series, so that series by series, the optimum series conditions are satisfied and also the allocated fractions are correctly accountable. That is, all those receiving an allocation must have the minimum cycle time before allocation and equal cycle time after allocation. This would suggest that if we only allocate enough to the cluster that has the minimum cycle time to bring its cycle time up to that of the next minimum, then allocate again to all those at this minimum until their cycle time becomes equal to the next, and repeat until no more allocation can be made, then we would have satisfied the criterion of correct accountability. Also using the allocation method described earlier in this section, the allocation satisfies the optimum series conditions for each series. By theorem 3.2, the problem is then solved.

We now consider the problem of simultaneously allocating set-up cost to more than one serial cluster, so that the optimum series conditions are not violated and the allocation is correctly accountable. As an example, suppose after allocating the set-up
cost $A_n$ to four facilities-in-series, we have the lower clusters $CL(1, n, j)$, $CL(2, n, j)$, $CL(3, k, j)$, $CL(4, l, j)$, with $k$ and $l$ in $S_n$. Suppose we have

$$T[CL(4, l, j)] > T[CL(1, n, j)] = T[CL(2, n, j)] = T[CL(3, k, j)].$$

This situation implies that $\alpha_{1n} > 0$, $\alpha_{2n} > 0$, $\alpha_{3n} = $ $\alpha_{4n} = 0$. For a cluster $CL(3, k, j)$ to be a lower or topmost cluster, the set-up cost of the predecessors of $k$ including $n$ are zeroes. We say that $CL(3, k, j)$ has no allocation from $n$. Notice that although $CL(3, k, j)$ has no allocation from facility $n$, it has the same cycle time as the facilities that do receive an allocation. This is a special case when, after allocating the set-up cost of facility $n$, the resulting cycle time coincides with the cycle time of a series without any allocation. We now wish to allocate $A_j$ to these four lower series clusters so that the optimum series conditions are satisfied and the resulting allocation is correctly accountable. We start by allocating to a lower cluster with minimum cycle time. In this case there is a tie; $CL(1, n, j)$, $CL(2, n, j)$ and $CL(3, k, j)$. Because of this, whenever an allocation is made to any one of these clusters, we can always share this allocation amongst the relevant clusters with the same cycle time so that their resulting cycle times after the allocation are all equal. This condition will be referred to as keeping the clusters with the same cycle time in balance. Suppose we allocate enough of the set-up cost $A_j$ to the three clusters to raise their cycle time to that of $CL(4, l, j)$. At this point all the four clusters are in balance and will remain so in any further allocation. Further the clusters are now $CL(1, j, j)$, $CL(2, j, j)$, $CL(3, j, j)$ and $CL(4, j, j)$. We will at any point take note of any upper cluster to delete as our allocation gets past the cycle time of the cluster. Because all clusters with an allocation are kept in balance, the fractional allocations to the clusters are correctly accountable, since the clusters receiving allocation have all the minimum cycle time. This is equivalent to correct accountability as in 3.16.

Suppose the maximum index of a facility whose set-up cost has been allocated is $l$. Let us say that those serial clusters that have received an allocation from $A_l$ are similar
because they have equal cycle time by our allocation regime. Thus cluster \( CL(i, l, j) \) and cluster \( CL(m, l, j) \) are similar if \( T[CL(i, l, j)] = T[CL(m, l, j)] = T_l \). Similar clusters are those clusters whose cycle times are equal and must, by necessity, be kept in balance during any later allocation. If this is the case we lose no information if we combine all similar serial clusters before making any allocation. We can now formally define a combination of serial clusters: Let

\[
CL(l, j) = \cup \{CL(i, l, j) | i \in R_i, T[CL(i, l, j)] = T_l \}.
\]

Any reference to a cluster, without qualification, in the subsequent discussion is a reference to a combination of similar serial clusters.

### 3.4 Solution to the General Problem

We shall solve the general problem by solving subproblems defined on subtrees of the original problem. Let the path from facility \( i \) to facility \( j \) consist of facilities in \( (P_i \cap S_j) \). Let \( \Pi_{nj} \) be the subtree with root node \( n \) plus a path from \( n \) to \( j \), \( j \in P_n \). For the subtree \( \Pi_{nj} \), the set-up cost of all facilities on the path from \( p_n \) to \( j \) are temporarily set to zero, while the set-up costs at all facilities \( k, k \in S_n \) are unchanged. The echelon holding costs of items \( i, i \in R_n \) at facility \( n \) are also temporarily replaced by \( h_{ih}^{'n} \), defined below.

\[
h_{ih}^{'n} = \sum_{k \in P_n \cap S_j} h_{ik}.
\]  

(3.20)

The reason for replacing the echelon holding cost at facility \( n \) by \( h_{ih}^{'n} \) when solving the problem on \( \Pi_{nj} \) will become clear in what follows.

The cost allocation method applied to \( \Pi_{nj} \) defines \( |R_n| \) facilities-in-series problems. The problem on the subtree \( \Pi_{nj} \) is said to be 'solved' when we have partitioned each of its facilities-in-series problems into serial clusters which, series by series, satisfy the optimum series conditions and we have allocated the set-up cost of all facilities \( k \in S_n \).
between series such that the $a$'s are correctly accountable. Ultimately, we wish to 'solve' the tree $\Pi_{ff}$. Thus we consider the equivalent $|R_n|$ series problem from $i$ to $n$ with the echelon holding cost at facility $n$ in the $i^{th}$ facilities-in-series replaced by $h'_n$.

A formal definition of problem $RP_{\Pi_{nj}}$ on $\Pi_{nj}$ is as follows:

$$RP_{\Pi_{nj}} : \min \sum_{i \in R_n} \sum_{m \in P \cap \Pi_{nj}} [\frac{\alpha_{im} A_m}{T_m} + h_{im} T_{im}] \quad (3.21)$$

subject to

$$T_{im} \geq T_{is(i,m)}; \quad \forall m \in \Pi_{nj} \quad & \quad i \in R_m; \quad (3.22)$$

$$T_{im} \geq T_m \geq 0; \quad \forall m \in \Pi_{nj} \quad & \quad i \in R_m. \quad (3.23)$$

And a formal statement of the desired solution is as follows: find clusters which partition the $|R_n|$ facilities-in-series and a feasible allocation

$$\alpha_{ik} \geq 0; \quad \sum_{i \in R_k} \alpha_{ik} = 1; \quad i \in R_n, \quad k \in S_n$$

such that the optimal series conditions hold, and the allocation is correctly accountable, condition 3.16 is satisfied. Theorem 3.2 tells us that an optimum solution to this problem does in fact possess these properties. Recall that correct accountability is defined by:

$$T_{km} > T_{im} \quad \text{implies} \quad \alpha_{km} = 0$$

We can deduce from these that whenever correct accountability is achieved, the following must also be satisfied:

1: \[ \sum_{i \in \{k \mid T_{km} = \min_j T_{jm}\}} \alpha_{im} = 1 \]

2: $\alpha_{im} > 0$ and $\alpha_{km} > 0$ imply $T_{im} = T_{km}$. We know by Theorem 3.2 that the above conditions, that is, correct accountability and the optimum series conditions, are sufficient for the optimality of any $\alpha$. The algorithm below is designed such that at each allocation step, the optimum series conditions are
satisfied and moreover the $\alpha$'s resulting from the allocation are correctly accountable. The algorithm ensures that the relevant information is available when allocating $A_f$.

3.4.1 The Algorithm

This algorithm provides correctly accountable $\alpha$'s which also satisfy the optimum series conditions for each subtree $\Pi_{nj}$ in $O(d_n|R_n|\log |R_n|)$ time, where $d_n$ is the number of facilities on the longest path from an item to root facility, which in this case is facility $n$. The algorithm is constructive. It consists of solving a sequence of problems on subtrees $\Pi_{nj}, j \in P_n$. The set-up cost $A_n$ is allocated sequentially to the lower clusters to raise the minimum cycle time as much as possible. If at any time during the allocation, the cycle time of the current cluster becomes greater than that of an upper cluster which is a subset of the current cluster, that upper cluster is deleted from the current cluster. This allocation rule is justified on the ground that series-by-series, it preserves the optimum series conditions and the resulting fractional allocations are correctly accountable since all clusters with the same cycle time before allocation are kept in balance during allocation. By Theorem 3.2 this allocation rule solves $RP_{\Pi_nj}$.

A simple way to carry out this allocation procedure is to rank and merge all the existing lower clusters $CL(l,j)$ where $l \in S_n$ and the upper clusters, that is those clusters whose roots are in $CL(l,j)$, and to perform the allocation step to be described later in this section.

Initially the current cluster $CL(n,j)$ only consists of facilities $(P_n \setminus P_j) \cup \{j\}$. A list of the the relevant lower and upper clusters, ranked in ascending order of their cycle times, is kept in the list of unchecked clusters denoted by $UP(n,j)$. The set-up cost $A_n$ is allocated first to the unchecked cluster with the smallest cycle time. Members of this cluster are added to cluster $CL(n,j)$. The set-up cost associated with this cluster is
added to the set-up cost $A_n$ to determine the new set-up cost of $CL(n,j)$. The holding cost of the new cluster is the holding cost of the old cluster. Let $\tau_{nj}$ denote $T[CL(n,j)]$. The resulting $\tau_{nj}$ is then compared with the next point on the list $UP(n,j)$. If $\tau_{nj}$ is greater than or equal to the next point and the point is a lower point, the cluster associated with it is added to the current cluster, if it is strictly greater and the point is an upper point, the cluster associated with the point is deleted from the current cluster. In either case $\tau_{nj}$ is updated. Deletion of a cluster consists of simply removing the set-up cost and the holding cost of the cluster to be deleted from the set-up cost and holding cost respectively of the current cluster, while addition of a cluster consists of adding the set-up cost and the holding cost of the cluster to be added to the set-up cost and holding cost respectively of the current cluster.

When allocating, a record of all the upper clusters deleted from the current cluster, that is the clusters in the immediate successor set of the current cluster, is kept in a list known as the active points $AP(n,j)$. It will be seen that $AP(l,j) l \in S_n$ is a record of the feasible clusters for $\Pi_{nj}$.

The algorithm consists of two major steps.

**Step 1:** Determination of the unchecked points.

**Step 2:** Allocation of the set-up cost to determine the active points, while simultaneously updating the unchecked points.

Let $UP(k,j)$ be the ordered list of unchecked points, representing the clusters when solving the problem on $\Pi_{kj}$ and when allocating $A_k$. The points are quadruples. The first element is the cycle time of the cluster, the second element is the first index of the cluster, that is, the root of the cluster, and the third element is the second index of the cluster. The fourth element is an indicator variable indicating whether the point (cluster) is a lower or an upper point (cluster).

**Determination of unchecked points:**
Let $\oplus$ be a notation for 'rank and merge'. The following are the formulae for determining the unchecked points relevant to problem $\Pi_{k,j}$.

$$UP(i,j) = \left(\frac{A_i}{h_{ij}}, i, j, lower\right); \left(\frac{A_i}{h_{ii}}, i, i, upper\right)$$

$i \in R; \quad j = p_i$;

$$UP(i,j) = \left(\frac{A_i}{h_{ij}}, i, j, lower\right); \quad i \in R \quad j > p_i$$

$$UP(n,j) = \oplus\{UP(k,j); \quad k \in s_n\} \oplus \{AP(n,l); \quad n \notin R,$$

$$l \in s_j \cap P_n\}$$

since $s_j \cap P_n = \emptyset$ for $n = j$

$$UP(n,n) = \oplus UP(k,n); \quad k \in s_n.$$  

**Allocation of set-up cost $A_n$ to $UP(n,j)$, $n \notin R$:**

Initially set $\tau_{nj}$ to a very large number. Compare it with the first element of the next point in the ordered list $UP(n,j)$. Let a point whose second and third elements are $l$ and $k$ respectively be denoted by $U_{lk}$. Let the next point in the ordered list of points of $UP(n,j)$ be $U_{lk}$. $B$ and $E$ are initially zero. If $\tau_{nj} \geq \tau_{lk}$, and it is a lower point, do the following: $B_{nj} \leftarrow A_n + B_{lk}$, $E_{nj} \leftarrow E_{nj} + E_{lk}$, $CL(n,j) \leftarrow CL(n,j) \cup CL(l,k)$ otherwise if it is an upper point, and the inequality is strict do the following: $B_{nj} \leftarrow B_{nj} - B_{lk}$, $E_{nj} \leftarrow E_{nj} - E_{lk}$, $CL(n,j) \leftarrow CL(n,j) \setminus CL(l,k)$, $AP(n,j) \leftarrow AP(n,j) \cup \{U_{lk}\}$. In either case $UP(n,j) \leftarrow (UP(n,j) \setminus U_{lk})$. Let $\tau_{nj} \leftarrow \frac{B_{nj}}{E_{nj}}$ and $T_l' \leftarrow \tau_{nj}$ for all $l \in CL(n,j)$. Compare $\tau_{nj}$ with the next unchecked point of $UP(n,j)$ and repeat the above update until $\tau_{nj} < \tau_{lk}$, where $U_{lk}$ is the next unchecked point of $UP(n,j)$. The current point is denoted by $U_{nj}$. Include the current point in $UP(n,j)$ as the first unchecked lower point.

If $n = j$, after the above update, check all remaining unchecked points in $UP(n,n)$. If the next unchecked point is a lower point, include it in $AP(n,n)$ as an upper point and delete it from $UP(n,n)$. If the point is an upper point, simply delete it from $UP(n,n)$. Repeat until $UP(n,n)$ is empty.
This later step is necessary to ensure that all serial clusters of the $CL(i, l, n)$ $l \in s_n$ become $CL(i, n, n)$ after allocating the set-up cost $A_n$ even for those without an allocation.

**Statement of the Algorithm**

**Initialize:**

$$E_{ij} \leftarrow h_{ij}^l \quad \text{and} \quad B_{ij} \leftarrow A_i; \quad \forall j \quad \text{and} \quad i \in R_j$$

$$UP(n, j) \leftarrow \emptyset, \quad AP(n, j) \leftarrow \emptyset, \quad CL(n, j) \leftarrow \{n\}, \quad n \notin R; \quad j \in P_n$$

$$AP(i, i) \leftarrow 0, \quad i \in R$$

Determine $UP(i, j)$, and set $CL(i, j) \leftarrow \{i\}, \quad i \in R, \quad j \in P_i$.

**Main Step:** For $n = |R| + 1$ step 1 until $n = f$

Determine $UP(n, j); \quad j \in P_n$. Allocate $A_n$ to determine $AP(n, j)$ and update $UP(n, j)$.

The cycle times from the algorithm are given by

$$T_k^- = \sqrt{T_k^o}; \quad k \in F$$

To get a policy which is 94% effective, we simply choose a base period and round the cycle times to the nearest power-of-two of the base period in such a way that the order of the cycle times are preserved. That is if $T_k^- > T_l^-$, then the cycle times should be rounded such that if $T_k$ denotes the rounded cycle time of facility $k$ then $T_k \geq T_l$. To obtain a solution which is 98% effective, we optimize over the base period. Details of this are in Roundy [57].
Complexity of the Algorithm

For illustrative purpose we assume a symmetric tree. If the number of facilities in \( P_i \) is \( d \) for \( i \in R \), we say there are \( d \) stages in the facilities network. Let \( F_k \) be the set of facilities in stage \( k \) and let the number of successors for each facility in \( F_k \) be \( n_k \). With this notation \( F_1 \equiv R \) and \( n_d n_{d-1} \ldots n_2 = r \). For each \( j \in F_2 \), the ranking done to determine unchecked points is \( n_2 \log n_2 \). This is done for the \( n_d n_{d-1} \ldots n_3 \) facilities in \( F_2 \). The required amount of work for this initial ranking is thus

\[
n_d n_{d-1} \ldots n_3 n_2 \log n_2 = r \log n_2
\]

The amount of computational work involved is \( r \) which is no more than in ranking as long as \( n_2 > 1 \). The ranking is done \( d - 1 \) times. So the total amount of work in ranking involving \( j \in F_2 \) is

\[
(d - 1) r \log n_2
\]

For \( j \in F_3 \) we need to merge already ranked points of \( F_2 \). The amount of work for the merging operation for each \( j \in F_3 \) is

\[
n_3 n_2 \log n_3
\]

Again the amount of computational work is no more than the ranking as long as \( n_3 > 1 \). The ranking is done for the \( n_d n_{d-1} \ldots n_4 \) facilities in \( F_3 \), \( d - 2 \) times in all. The total amount of work involved is thus

\[
(d - 2) n_d n_{d-1} \ldots n_2 \log n_3 = (d - 2) r \log n_3
\]

In general the amount of ranking for facilities in stage \( k \) is

\[
(d - k + 1) r \log n_k
\]

The computational work is again, no more than the ranking as long as \( n_k > 1 \). The total amount of work involved in ranking for the algorithm is thus

\[
\sum_{k=2}^{d} (d - k + 1) r \log n_k \leq d r \log r
\]
The complexity of the algorithm is therefore

\[ O(dr \log r) \]

The case where some or all \( n_k = 1, k = 2, \ldots, d \), is rather too special to be of general interest here.

### 3.4.2 Example 3.1

Let

\[ A_1 = 4, A_2 = 5, A_3 = 7, A_4 = 2, A_5 = 20, A_6 = 8, A_7 = 6 \text{ and } A_8 = 10. \]

\[
\begin{align*}
    h_{11} &= .14 & h_{16} &= .16 & h_{18} = .05 \\
    h_{22} &= .25 & h_{26} &= .20 & h_{28} = .10 \\
    h_{33} &= .15 & h_{36} &= .10 & h_{38} = .05 \\
    h_{44} &= .30 & h_{47} &= .20 & h_{48} = .15 \\
    h_{55} &= .20 & h_{57} &= .15 & h_{58} = .10
\end{align*}
\]

Initialize

\[ A^* \] will be used to denote a lower point.

\[
\begin{align*}
    UP(1,6) &= \{4/.14 (1,1); 4/.3* (1,6)\} \\
    UP(2,6) &= \{5/.25 (2,2); 5/.45* (2,6)\} \\
    UP(3,6) &= \{7/.15 (3,3); 7/.25* (3,6)\} \\
    UP(4,7) &= \{2/.30 (4,4); 2/.50* (4,7)\} \\
    UP(5,7) &= \{20/.20 (5,5); 20/.35* (5,7)\} \\
    UP(1,8) &= \{4/.35* (1,8)\} \\
    UP(2,8) &= \{5/.55* (2,8)\} \\
    UP(3,8) &= \{7/.30* (3,8)\} \\
    UP(4,8) &= \{2/.65 * (4,8)\} \\
    UP(5,8) &= \{20/.45 * (5,8)\}
\end{align*}
\]
Set $CL(n,j) \leftarrow n$ for all relevant $n$ and $j$.

$$
UP(6,6) = UP(1,6) \oplus UP(2,6) \oplus UP(3,6)
$$

$$
= 5/.45 \times (2,6); 4/.3 \times (1,6); 5/.25 \times (2,2); 7/.25 \times (3,6); 4/.14 \times (1,1); 7/.15 \times (3,3).
$$

Allocate $A_6 = 8$ to obtain

$$
AP(6,6) = \{5/.25 \times (2,2); 12/.5 \times (6,6); 7/.25 \times (3,6)\}
$$

$$
CL(6,6) = \{6,1\}
$$

$$
UP(6,8) = UP(1,8) \oplus UP(2,8) \oplus UP(3,8) \oplus AP(6,6)
$$

$$
= \{5/.55 \times (2,8); 4/.35 \times (1,8); 5/.25 \times (2,2); 7/.3 \times (3,8); 12/.5 \times (6,6); 7/.25 \times (3,6)\}
$$

Allocate $A_8 = 8$ to obtain

$$
AP(6,8) = \emptyset
$$

$$
UP(6,8) = \{17/.9 \times (6,8); 5/.25 \times (2,2); 7/.3 \times (3,8); 12/.5 \times (6,6); 7/.25 \times (3,6)\}
$$

$$
CL(6,8) = \{6,1,2\}
$$

$$
UP(7,7) = UP(4,7) \oplus UP(5,7)
$$

$$
= \{2/.5 \times (4,7); 2/.3 \times (4,4); 20/.35 \times (5,7); 20/.2 \times (5,5)\}
$$

Allocate $A_7 = 6$ to obtain

$$
AP(7,7) = \{2/.3 \times (4,4); 6/.2 \times (7,7); 20/.35 \times (5,7)\}
$$

$$
CL(7,7) = \{7\}
$$
\[ U_P(7, 8) = U_P(4, 8) \oplus U_P(5, 8) \oplus A_P(7, 7) \]
\[ = \{2/.65 \times (4, 8); 2/.3(4,4); 6/.2(7,7); 20/.35(5,7); \]
\[ 20/.45 \times (5, 8) \} \]

Allocate \(A_7 = 6\) to obtain

\[ A_P(7, 8) = \{2/.3(4,4)\} \]
\[ U_P(7, 8) = \{6/.35 \times (7,8); 6/.2(7,7); 20/.45 \times (5,8); \]
\[ 20/.35(5,7)\} \]
\[ C_L(7,8) = \{7\} \]

\[ U_P(8, 8) = U_P(6, 8) \oplus U_P(7, 8) \]
\[ = \{6/.35 \times (7,8); 17/.90 \times (6,8); 5/.25(2,2); \]
\[ 7/.3 \times (3,8); 12/.50(6,6); 7/.25(3,6); \]
\[ 6/.20(7,7); 20/.45 \times (5,8); 20/.35(5,7); \} \]

Allocate \(A_8 = 10\) to obtain

\[ A_P(8, 8) = \{5/.25(2,2); 12/.50(6,6); 7/.25(3,6); \]
\[ 16/.55(8,8); 20/.45(5,8)\} \]
\[ C_L(8,8) = \{8,7\} \]

The resulting clusters and their cycle times are recorded in \(A_P(6, 8), A_P(7, 8)\) and \(A_P(8, 8)\). The clusters are obtained starting from the ‘topmost’ that is facility 8, and working down through the facility network, such that a facility is examined only after
its predecessors have been examined. Thus

\[ AP(8,8) \]

<table>
<thead>
<tr>
<th>CLUSTER</th>
<th>facilities in Cluster</th>
<th>Cycle Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>( CL(2,2) )</td>
<td>2</td>
<td>( \sqrt{5/0.25} = 4.47 )</td>
</tr>
<tr>
<td>( CL(6,6) )</td>
<td>1, 6</td>
<td>( \sqrt{12/0.50} = 4.90 )</td>
</tr>
<tr>
<td>( CL(3,6) )</td>
<td>3</td>
<td>( \sqrt{7/0.25} = 5.29 )</td>
</tr>
<tr>
<td>( CL(8,8) )</td>
<td>7, 8</td>
<td>( \sqrt{16/0.55} = 5.39 )</td>
</tr>
<tr>
<td>( CL(5,8) )</td>
<td>5</td>
<td>( \sqrt{20/0.45} = 6.67 )</td>
</tr>
</tbody>
</table>

\[ AP(7,8) \]

| \( CL(4,4) \) | 4                     | \( \sqrt{2/0.30} = 2.58 \) |

\[ AP(7,8) \]

The cycle times at each facility and for each item at a facility are obtained directly from the table above.

\[
\begin{align*}
T_{11} &= T_{16} = T_{26} = T_1 = T_6 = 4.90 \\
T_{22} &= T_2 = 4.47 \\
T_{33} &= T_{36} = T_3 = 5.29 \\
T_{44} &= T_4 = 2.58 \\
T_{55} &= T_{57} = T_{58} = 6.67 \\
T_{18} &= T_{28} = T_{38} = T_{48} = T_{47} = T_7 = T_8 = 5.39
\end{align*}
\]

The determination of the fractional allocation is not a necessary part of the algorithm but it can be done as an illustration to check that the solution obtained corresponds to correctly accountable cost allocation and also satisfies the optimum series conditions.

We can determine the cost allocations as follows.

\textit{Allocation at facility 6}
First note that $\alpha_{36} = 0$ since $T_{36} > T_6$. The following gives $\alpha_{16}$ and $\alpha_{26}$

$$\frac{A_1 + \alpha_{16}A_6}{h_{16}} = \frac{\alpha_{26}A_6}{h_{26}}; \quad \text{and} \quad \alpha_{16} + \alpha_{26} = 1.$$ 

This gives us $\alpha_{16} = 0.4$ and $\alpha_{26} = 0.6$.

**Allocation at facility 7**

Since $T_{57} > T_7$, $\alpha_{57} = 0$ and hence $\alpha_{47} = 1$.

**Allocation at facility 8**

Since $T_{58} > T_8$, $\alpha_{58} = 0$. The other allocations can be obtained using the equations below.

$$\frac{\alpha_{18}A_8}{h_{18}} = \frac{\alpha_{28}A_8}{h_{28}} = \frac{\alpha_{38}A_8}{h_{38}} = \frac{A_7 + \alpha_{48}A_8}{h_{47} + h_{48}}$$

and

$$\alpha_{18} + \alpha_{28} + \alpha_{38} + \alpha_{48} = 1$$

With these two equations we have $\alpha_{18} = 0.145$, $\alpha_{28} = 0.290$, $\alpha_{38} = 0.145$, and $\alpha_{48} = 0.420$.

It can be checked from figure 3.3 that these allocations (on the right of circles) are correctly accountable and that the cycle times (on the left of circles) satisfy the optimum series conditions.
Figure 3.3: Optimum Clusters for Example 3.1
CHAPTER FOUR

The Multi-Product Dynamic Lot-Size Problem

Introduction

This chapter considers the determination of lot sizes in a multiple product environment. A fixed set-up or order cost $A_0$ is incurred whenever any product is ordered or produced, independently of the number or type of products; and an extra cost $A_i$ is added if product $i$ is included in the joint order. The demand for each item is discrete in time and known over a given time horizon $H$. Linear holding costs are charged on the end of period inventories and backlogging is not permitted. It is assumed that the variable purchase cost for each product is constant throughout the horizon, so that the total purchase cost of any item for total demand in the horizon is a constant independent of the replenishment policy since backlogging is not permitted at the end of the horizon. Quantity discounts are not considered here. The problem is to schedule the replenishment of each item so that the total set-up and inventory holding cost is minimized over the horizon.

This problem has been studied very widely in the literature with several optimal solutions proposed. The dynamic programming solutions for this problem are complex. The solutions by Zangwill and Veinott described in Chapter 1 are generalizations of this
problem. When specialized to this problem Zangwill’s method \[86\] is exponential in the number of products, while Veinott’s \[78\] and Kalymon’s \[40\] solutions are exponential in the number of time periods. Solutions which are exponential in the number of products have also been proposed by Kao \[41\] and Silver \[66\]. These solutions are not useful for practical problems which usually involve many items and many time periods. Efforts have therefore shifted to the development of heuristic solutions. Unfortunately, though these heuristics are relatively simple when compared to the optimum solutions they still have two major disadvantages. First, they generally depend on the Wagner-Whitin dynamic programming solution to the single item dynamic lot size problem. Second, it is not known how good these heuristics are. Some of these heuristics are described in Chapter 1. Silver \[67\] reports on a simple one-pass heuristic with a three product example. Because a typical practical problem involves many items, and managers find it difficult to understand dynamic programming solutions, these heuristics are not desirable from a practical standpoint. The aim of this chapter is to present heuristics which overcome the two disadvantages of earlier heuristics. We introduce a new lower bound (the cost allocation bound) whose computational complexity varies as the square of the number of time periods and linearly as the number of products. In addition we present generalizations of some of the very simple heuristics for the one product dynamic lot size problem. Thus for any data set we can establish easily a bound on how far the optimum is from the heuristic solution.

The heuristics that we generalize are; the Silver-Meal \[54\], the part-period balancing (PPB) and a variant of it proposed by Bitran, Magnanti and Yanasse \[8\] which we denote as BMY heuristic. It is known that the Silver-Meal heuristic is arbitrarily bad in the worst case but performs very well in practical problems. We show by a series of examples that the generalization we propose also performs very well. It is, of course, not questionable that this generalization can also be arbitrarily bad in the worst case. The Silver-Meal heuristic is known to be widely used in practice \[54\] because of its
simplicity and the very highly intuitive base. So, we hope that this generalization will also capture the attention of practitioners who have joint replenishment problems to solve.

The part-period balancing heuristic is known to perform well in practice and it is simple, but it has an effectiveness ratio of $1/3$. That is the ratio of the cost of an optimum solution to the cost of the heuristic solution cannot be less than $1/3$ in the worst case. We shall show that when this heuristic is generalized to the multi-product dynamic lot size problem, the effectiveness of the generalized heuristic cannot be less than $1/3$ either. The other heuristic (BMY) reported in [8] which is a simple variant of the part-period balancing heuristic is shown to have an effectiveness ratio of $1/2$. We show that when this heuristic is generalized, the generalization does not affect its effectiveness.

These generalized heuristics are simple one pass heuristics, which are linear in the number of products and the length of the horizon. The lower bound run time is linear in the number of products and the same as the Wagner-Whitin algorithm in the number of time periods. We thus have heuristics and also a posteriori guarantee of the heuristics' performances on all data set. In two cases, the generalized part period balancing and a variant of it, the BMY heuristic, we in fact have the effectiveness ratios. For the generalized Silver-Meal heuristic we report results over a wide variety of cost and demand scenarios for a thirty product, twenty-four period problem, which is a much larger problem than any reported result in the literature. We emphasize that the heuristics can be used very easily for any number of products. The heuristic is usually between 95% and 100% of the lower bound and hence maybe even closer to the optimum.

This chapter is divided into four sections. In section 2, we formally define the problem and describe the lower bound. In section 3, we describe the Silver-Meal heuristic and the generalization. The result on a series of examples are also presented.
In section 4, we present the two other heuristics, the generalized PPB (GPPB) and the generalized BMY (GBMY), and establish their effectiveness ratios.

4.2 The Lower Bound

Let $N$ be the number of items and $H$ the time horizon. There is a linear inventory holding cost $h_i$ per unit per period for item $i$. Backlogging is not allowed. The major reorder cost is $A_0$ while the item-specific reorder cost is $A_i$ for item $i$. Let $d_{it}$, $X_{it}$ and $I_{it}$ be the demand, order quantity and end of period inventory respectively for item $i$ in period $t$. The holding cost rate can be allowed to vary from period to period but it is assumed constant for expository simplicity. Let $\delta(x) = 0$ if $x = 0$ and $\delta(x) = 1$ if $x > 0$. The problem of minimizing the total order cost plus inventory holding cost over the horizon can be stated as follows:

$$ P : \quad Z_P = \min \left\{ \sum_{i=1}^{N} \left( A_0 \delta \left( \sum_{i=1}^{N} X_{it} \right) + \sum_{i=1}^{N} A_i \delta (X_{it}) + h_i I_{it} \right) \right\} $$

subject to

$$ X_{it} + I_{it-1} - d_{it} - I_{it} = 0; \quad \forall i \quad \text{and} \quad t = 1, 2, \ldots, H $$

$$ X_{it} \geq 0, \quad I_{it} \geq 0, \quad d_{it} \geq 0. \quad (4.1) $$

Without loss of generality, we can assume that $I_{i0} = 0$. Let us say that the fractional allocation $\alpha$ is admissible if

$$ \sum_{i=1}^{t} \alpha_{it} = 1; \quad \alpha_{it} \geq 0; \quad \forall t $$

Let $\alpha_i = (\alpha_{i1}, \alpha_{i2}, \ldots, \alpha_{iH})$ For any admissible cost allocation we can write the following single item dynamic lot-size problem:

$$ P_i(\alpha_i) : \quad Z_{P_i(\alpha_i)} = \min \{ (\alpha_{it} A_0 + A_i) \delta (X_{it}) + h_i I_{it} \} $$

subject to 4.1 and 4.2
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Since
\[ \delta(\sum_{i=1}^{N} X_{it}) \geq \sum_{i=1}^{N} \delta(X_{it}) \]
it must be true that
\[ Z_P \geq \sum_{i=1}^{N} Z_{P_i(a_i)} \]

Note that \( \sum_{i=1}^{N} Z_{P_i(a_i)} \) is the objective function value of a decomposition problem, \( P(\alpha) \), of problem P. The lower bound expressed in equation 4.2 is true for any admissible \( \alpha \). It is reasonable therefore to choose the \( \alpha \) which maximizes \( Z_{P(\alpha)} \). The problem of making such a choice is still rather complex. The problem \( P_i(a_i) \) is a single item dynamic lot size problem. Many heuristics exist for solving this problem. In Chapter 2, it was observed in the case of continuous review, infinite horizon stationary demands and cost parameters, and minimization of long run average cost problem, that the choice of \( \alpha \) was made so that the minimum cycle time was as large as possible. We use a similar strategy for choosing \( \alpha \) in this case. We select \( \alpha \) such that when each problem \( P_i(a_i) \) is solved then in any interval, the minimum 'run-out' time for any item is as large as possible. Having chosen \( \alpha \) we can then determine \( Z_{P_i(a_i)} \) using the Wagner-Whitin’s algorithm for the dynamic lot size problem.

In the following sections, we describe heuristics solutions to the multi-item dynamic lot-size problem and the corresponding methods of choosing the fractional allocations.

### 4.3 Generalized Silver-Meal Heuristic

First we review the Silver-Meal heuristic for the single item dynamic lot size problem. Let
\[
SM_{it}(A_i) = \frac{A_i + h_i \sum_{j=1}^{t} (j - L_i) d_{ij}}{t - L_i + 1}
\]
where \( L_i \) is the time of the last set-up for item \( i \). The heuristic recommends a set-up at time \( t \) if \( t \) is the first time after \( L_i \) such that \( SM_{it}(A_i) > SM_{it-1}(A_i) \)
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Multiple Items

The following is the Silver-Meal heuristic generalized to the multiple item environment.
Let $T$ be a set-up epoch. At any time $t \geq T$, products are in one of two sets, set $R$ contains all items for which it has already been decided to include in the joint replenishment at time $T$, that is we have $L_i = T$. Set $C$, the ‘continuation’ set contains all other items, that is those for which $L_i < T$.

For the products not in $R$, we have the choice of reordering them at time $T$, or continuing to satisfy demands from the previous set-up. The total cost of continuing to satisfy demand between $T$ and $t > T$ from the previous set-up $L_i$ is given by

$$h_i \sum_{j=T}^{t} (j - L_i)d_{ij}$$

while the cost of ordering at time $T$ and continuing to $t > T$ is

$$A_i + h_i \sum_{j=T}^{t} (j - T)d_{ij}.$$  

So these products would rather not join the reorder set until

$$h_i(T - L_i) \sum_{j=T}^{t} d_{ij} > A_i \quad (4.3)$$

The Heuristic

Initialize: Put all items in $R$ and let $C$ be the empty set. Let $T = t = 1$.

Step 1 Calculate $SM_{it}(A_i)$ for each $i \in C$. If $SM_{it}(A_i) > SM_{it-1}(A_i)$ and the condition of equation 4.3 holds, move $i$ from $C$ to $R$ and set $L_i \leftarrow T$.

Step 2: Calculate $SM_{it}(A_i)$ for each $i \in R$. If $SM_{it}(A_i) > SM_{it-1}(A_i)$, we allocate as much of the major set-up cost $A_0$ to item $i$ to equalize the two quantities. The allocation, $\Delta_i$, necessary to do this is given by

$$SM_{it}(A_i + \Delta_i) = SM_{it-1}(A_i + \Delta_i) \quad (4.4)$$
Set $t \leftarrow t + 1$ and repeat steps 1 and 2 until $\sum \Delta_i \geq A_0$. In this case go to step 3.

**Step 3** Set $T \leftarrow t$ and reorder at time $T$. Let $R = \{ i | \Delta_i > 0 \}$ and $L_i = T$ if $i \in R$. Return to step 1 until $t = H$.

This algorithm is easy to program and clearly runs in time proportional to $N$ and $H$.

**An Example**

Three items and five periods problem with the following parameter values.

$A_0 = 39$, $A_1 = A_2 = A_3 = 20$, $h_1 = h_2 = h_3 = 1$. The demands are shown in the table below.

<table>
<thead>
<tr>
<th>Time</th>
<th>1</th>
<th>1</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>item 1</td>
<td>10</td>
<td>6</td>
<td>20</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>item 2</td>
<td>5</td>
<td>4</td>
<td>12</td>
<td>16</td>
<td>10</td>
</tr>
<tr>
<td>item 3</td>
<td>10</td>
<td>10</td>
<td>6</td>
<td>2</td>
<td>7</td>
</tr>
</tbody>
</table>

**The Algorithm**

Initially $R = \{1, 2, 3\}; C = 0; L_1 = L_2 = L_3 = 1$.

Time $t = 1$ $SM_{11} = 20$ $SM_{21} = 20$ $SM_{31} = 20$

$\Delta_1 = 0$ $\Delta_2 = 0$ $\Delta_3 = 0$

Time $t = 2$ $SM_{12} = 13$ $SM_{22} = 12$ $SM_{32} = 15$

$\Delta_1 = 0$ $\Delta_2 = 0$ $\Delta_3 = 0$

Time $t = 3$ $SM_{13} = 22$ $SM_{23} = 16$ $SM_{33} = 14$

$\Delta_1 = 54$ $\Delta_2 = 24$ $\Delta_3 = 0$

This is because $SM_{12}(20 + 54) = SM_{13}(20 + 54) = 40$ and $SM_{22}(20 + 24) = SM_{23}(20 + 24) = 24$
As $\Delta_1 + \Delta_2 > 39$ a reorder is scheduled at $T = 3$ and we reset $L_1 = L_2 = 3$ and $R = \{1, 2\}$, $C = \{3\}$.

Time 4:

$$SM_{14} = 15 \quad SM_{24} = 18 \quad SM_{34} = 12$$
$$\Delta_1 = 0 \quad \Delta_2 = 0 \quad \Delta_3 = 0$$

Time 5: $SM_{35} > SM_{34}$ and $(3 - 1)(6 + 2 + 7) > 20$ so item 3 joins $R$, is reordered at $T = 3$, and set $L_3 = 3$.

$$SM_{15} = 50/3 \quad SM_{25} = 56/3 \quad SM_{35} = 12$$
$$\Delta_1 = 10 \quad \Delta_2 = 4 \quad \Delta_3 = 6$$

No reorder is scheduled at time 5 because the major set-up cost is not exhausted, that is

$$\Delta_1 + \Delta_2 + \Delta_3 = 20 < 39 = A_0$$

So the heuristic gives a reorder schedule of

<table>
<thead>
<tr>
<th>Time</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>item 1</td>
<td>16</td>
<td>0</td>
<td>40</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>item 2</td>
<td>9</td>
<td>0</td>
<td>38</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>item 3</td>
<td>20</td>
<td>0</td>
<td>15</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

and a total cost of $2(39) + 6(20) + 1(102) = 300$.

The lower bound

We left the lower bound without specifying a choice of $\alpha_{it}$. From the heuristic, at a period when we decide to reorder we have allocated $\Delta_i > 0$ to $i \in R$ and $\Delta_i = 0$ to $i \in C$. Let

$$\alpha_{it} = \frac{\Delta_i}{\sum_{i \in R} \Delta_i}$$
for each $i \in R$ and for each period $t$, from the period immediately following the last joint reorder period to period $T$. If the last joint reorder is in period 1, then $\alpha_{it}$ is as above from $t = 1$ to $t = T$.

The logic behind this rule is that this allocation lengthens the joint reorder interval as much as possible. When $\sum_i \Delta_i = 0$, which may be the case when $t = H$, we simply allocate $A_0$ equally amongst all the items. Returning to the example we have the values of $\alpha_{it}$.

<table>
<thead>
<tr>
<th>Time</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>item 1</td>
<td>54/78</td>
<td>54/78</td>
<td>54/78</td>
<td>10/20</td>
<td>10/20</td>
</tr>
<tr>
<td>item 2</td>
<td>54/78</td>
<td>24/78</td>
<td>54/78</td>
<td>4/20</td>
<td>4/20</td>
</tr>
<tr>
<td>item 3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6/20</td>
<td>6/20</td>
</tr>
</tbody>
</table>

The Wagner-Whitin solution to each in turn is

<table>
<thead>
<tr>
<th>Time</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>item 1</td>
<td>16</td>
<td>0</td>
<td>40</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>item 2</td>
<td>9</td>
<td>0</td>
<td>38</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>item 3</td>
<td>20</td>
<td>0</td>
<td>15</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

which gives a total cost of 300. The heuristic gives the optimum solution in this case.

We now present the results for realistically sized problems.

### 4.4 Computational Experience

We take the following problem. Horizon=24 periods and the number of items equals 30. Without loss of generality we take $h_i = 1$ for all items. The item-specific set-up costs $A_i$ are uniformly distributed on $[30, 50]$. The demand is uniformly distributed on $[a, b]$ as shown in Table 4.1. Each cell of the table gives the average performance for
five different runs. The performance measure used is

\[
\frac{\text{heuristic cost} - \text{lower bound cost}}{\text{lower bound cost}} \times 100
\]

The first row is for a constant demand. The first column is essentially the Silver-Meal heuristic, although the possibility of the rule in equation 4.3 changes things slightly. We see that over a wide data set, seldom is the heuristic more than 5% away from the lower bound and hence closer to the unknown optimum. We see however that when the demand variability is proportionally high, that is \((b - a)/a = 2\), as in the last two rows and the joint cost \(A_0\) is high, the performance of either the heuristic or the bound or both deteriorates.

We have presented a simple heuristic, easy to code and calculate, which is essentially an extension of the Silver-Meal heuristic for single products. The key importance of this heuristic compared with other heuristics is that a posteriori performance guarantee is given for the particular data set being considered. A variety of experiments on

<table>
<thead>
<tr>
<th>demand</th>
<th>0</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>[20, 20]</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>[20, 30]</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.4</td>
</tr>
<tr>
<td>[15, 25]</td>
<td>0.5</td>
<td>0.6</td>
<td>0.9</td>
<td>1.8</td>
<td>2.5</td>
</tr>
<tr>
<td>[15, 30]</td>
<td>1.3</td>
<td>0.6</td>
<td>1.0</td>
<td>1.4</td>
<td>3.0</td>
</tr>
<tr>
<td>[10, 20]</td>
<td>3.8</td>
<td>3.5</td>
<td>3.5</td>
<td>2.4</td>
<td>2.4</td>
</tr>
<tr>
<td>[5, 10]</td>
<td>1.5</td>
<td>2.7</td>
<td>2.8</td>
<td>2.8</td>
<td>3.3</td>
</tr>
<tr>
<td>[5, 15]</td>
<td>4.0</td>
<td>2.7</td>
<td>3.3</td>
<td>5.2</td>
<td>6.4</td>
</tr>
<tr>
<td>[10, 30]</td>
<td>4.4</td>
<td>2.7</td>
<td>3.0</td>
<td>4.3</td>
<td>5.3</td>
</tr>
</tbody>
</table>

Table 4.1: Heuristic Performance
varied data sets indicate performance of usually better than a 5% error. In view of the inaccuracies of demand and cost data typically available to the production planner, a 5% gap from the lower bound but not necessarily from the optimum is a relatively small price to pay for the simplicity of the algorithm.

4.5 Other Heuristics

The heuristics to be generalized in this section are the part period balancing heuristic and a variant of it introduced in Bitran et al. [8] to be referred to as BMY heuristic. The main purpose of this section is to show that the effectiveness ratios of these generalized heuristics are the same as the effectiveness ratios of the corresponding single item heuristics.

4.5.1 PPB and GPPB Heuristics

The part period balancing heuristic minimizes the absolute difference between the set-up cost and the inventory holding cost until the next set-up. Let $H_i(L_i, t)$ be the cumulative inventory holding cost from period $L_i$ to $t - 1$ given that a set-up occurs at period $L_i$. Let $t'$ be the smallest time greater than $L_i$ such that $H_i(L_i, t') - A_i > 0$. The part period balancing heuristic sets up in period $t'$ if

$$H_i(t_i, t') - A < A - H_i(t_i, t' - 1)$$  \hspace{1cm} (4.5)

and in period $t' - 1$ otherwise.

**Proposition 4.1** The effectiveness of the PPB heuristic is at least $1/3$.

**Proof**

The proof of this proposition is given in [8] and is repeated here. The maximum inventory holding cost between any two set-ups is $2A_i$. So the maximum total cost
incurred from one set-up to the period before the next set-up is $3A_i$. If the two consecutive set-ups of the heuristic are $t_i$ and $t_i'$ the cost incurred in an optimum policy between $t_i$ and $t_i'$ cannot be less than $A_i$, being either a set-up cost or inventory holding cost. Thus if $C_H$ is the cost of the heuristic solution and $C_0$ is the cost of the optimum solution, the effectiveness of the PPB heuristic is given by

$$\frac{C_O}{C_H} \geq \frac{A_i}{3A_i} = \frac{1}{3}$$

For the GPPB heuristic, let $L_i$ be the last time item $i$ was ordered. Let $G_i$ be defined as the set of items each of whose accumulated holding cost at time $t$ exceeds its item-dependent set-up cost, that is

$$G_i = \{i|H_i(L_i,t) > A_i\}$$

and let $t'$ be the first time after $L_i$ such that the following holds

$$\sum_{i \in G_i} (H_i(L_i,t') - A_i) - A_0 > 0 \tag{4.6}$$

A set-up is made at $t'$ if

$$\sum_{i \in G_i} (H_i(L_i,t') - A_i) - A_0 < \sum_{i \in G_i} (A_i - H_i(L_i,t' - 1)) + A_0$$

and at time $t' - 1$ otherwise. The items reordered are those in $G_i$.

**Proposition 4.2** The effectiveness of the GPPB heuristic is at least $1/3$.

**Proof**

Suppose two consecutive set-ups are in periods $t'$ and $t''$. The maximum cost incurred for those items ordered at $t''$ between periods $t' + 1$ and $t''$ inclusive is the set-up cost at period $t''$, which consists of $A_0$ plus the set-up cost of the items ordered at time $t''$; and the inventory holding cost in these periods. But the inventory cost cannot be
greater than twice the set-up cost at period $t''$. Thus if we denote the set-up cost by $A''$ and the cost given by the heuristic in the interval by $C''_H$

$$C''_H \leq 3A'' + \text{Inventory cost of items not ordered at } t''$$

If the optimum cost in this interval is $C''_O$ then

$$C''_O \geq A'' + \text{Inventory cost of items not ordered at } t''$$

Note that the minimum cost for all those items ordered by the heuristic at $t''$ is $A''$. If an item not ordered by the heuristic is ordered in the optimum solution, the set-up cost incurred for that item is greater than the holding cost for the item in this interval. Also if an optimum set-up occurs between the last heuristic set-up and the end of the horizon, the cost incurred due to this set-up cannot be less than the holding cost incurred by the heuristic. Thus the effectiveness of the heuristic is given by

$$\frac{C''_O}{C''_H} \geq \frac{A'' + \text{Inventory cost of items not ordered at } t''}{3A'' + \text{Inventory cost of items not ordered at } t''} \geq \frac{A''}{3A''} = \frac{1}{3}$$

### 4.5.2 BMY and GBMY heuristics

BMY requires a set-up to be made at time $t' - 1$ if

$$H_i(t_i, t') > A_i \quad \text{and} \quad H_i(t_i, t' - 1) \leq A_i$$

where $t'$ is as defined in 4.5.

**Proposition 4.3** The effectiveness of the BMY heuristic is at least $1/2$.

**Proof**

The proof is similar to the proof of proposition 4.1. Here the inventory holding cost between two consecutive replenishments is bounded by the set-up cost.
For the GBMY heuristic, a set-up is made in period $t' - 1$ where $t'$ is as defined in 4.6 above.

**Proposition 4.4** The effectiveness of the GBMY heuristic is at least $1/2$.

**Proof**
The proof is similar to that of proposition 4.2. The inventory holding cost between two consecutive replenishments is bounded by the cost of the second set-up in the interval.

4.6 Conclusion

We have presented very simple heuristics which are easy to implement and easy to code. The first is a generalization of Silver–Meal heuristic. This heuristic is shown to perform very well on a series of examples. The second is a generalization of the part period balancing while the third is also a generalization of a variant of the part period balancing first presented in [8]. The effectiveness ratios of these latter heuristics are shown to be the same as for their corresponding single item heuristics. It is also simple to derive lower bounds for these heuristics. The major contribution of this chapter, therefore, is that it gives simple heuristics with posteriori guarantees of performance.
CHAPTER FIVE

Periodic Versus 'Can-Order' Policies

Introduction

In this chapter we consider the problem of the coordination of replenishment orders for groups of items in a multi-item inventory system. A single fixed cost is incurred whenever any item is replenished and an individual fixed cost is incurred for each item included in the joint replenishment. The latter is often referred to as a 'line item' cost on a joint reorder. Demands are generated by independent Poisson Processes. Excess demands are backlogged and there is a constant delivery lead time for each item. The full model details are described in section 2. Here we discuss the motivation and the main results of this chapter.

Although in practice periodic replenishment policies may perhaps be more prevalent, the literature has tended to concentrate on an \((s, c, S)\) or \(can-order\) systems. Such a policy operates as follows. When any item's inventory drops to its reorder point \(s_i\), a reorder is scheduled. Other items \(j\) are inspected and any at or below their \(can-order\) point \(c_j\) are also included in the reorder. Items \(i\) (resp., \(j\)) are reordered up to \(S_i\) (resp., \(S_j\)). Such policies were proposed by Balintfy [6] and have been investigated in a series of papers by Silver [65,68,69], Thompstone and Silver [75] and recently by Fed-
ergruen et al. [23], and have been shown to be considerably better than uncoordinated policies, often with savings around 20%.

We know 'can-order' policies are not optimal, e.g., Ignall [35]. However, their performance on small problems (two products) has been good, Silver and Peterson [54, page 450]. The question arises as to how good they are for realistically sized problems.

The cost allocation bound described in Chapter 2 also applies to this problem but, used as a lower bound, it is 'a long way' below the 'can-order' policy. By a 'long way' we mean varying from nothing when the joint cost is zero, that is no coordination opportunities, to up to 50% for substantial joint costs. This raises the question whether the bound is weak or whether can-order policies can be considerably improved or both. These results were obtained on a 12-item example. In order to answer this question, an alternative heuristic is proposed which is very easy to calculate and implement. An obvious choice would be a heuristic with opportunity for coordination. One such heuristic is an \((R, T)\) periodic review policy where every \(T\) periods the inventory of item \(i\) is raised to \(R_i\). \((R, T)\) policies are common in practice as they tend to lower set-up cost because the process of setting up for replenishment becomes a routine periodic operation. To achieve coordination, all periods \(T\) are integral multiples of a base period. This policy was tested on a range of problems and performed consistently better than 'can-order' policies except for small values of the joint cost. We would expect poor performance for small values of the joint cost because, for example, when the joint cost is zero, we are simply comparing periodic review with continuous review models. What was surprising was the much better performance for significant values of the joint cost, where the gap between the lower bound and the can-order policy was typically halved, a saving of often 20%. Encouraged by this result we also replaced the \((R, T)\) policy by a simple heuristic. In this heuristic the \(T\) periods were calculated from essentially an Economic Order Quantity and then rounded to a multiple of the
base period. This heuristic which is very easy to calculate performed only slightly worse than the \((R, T)\) policy, and still much better than the 'can-order' policy.

Thus the main result of this chapter is that periodic review policies can outperform 'can-order' policies for coordinated replenishment inventory systems, and can do it with considerably simpler calculations. The remaining part of this chapter is organized as follows: section 2 describes the model assumptions, section 3 presents \(s,c,S\) and independent policies tested, section 4 gives a brief description of the lower bound, section 5 describes the periodic heuristics, section 6 gives details of the numerical results; while section 7 concludes with a discussion of topics for further research.

5.2 Model Assumptions

The \(N\)-item inventory system is subject to a continuous review and demands are generated by independent Poisson processes with rate \(\lambda_i\) for item \(i\). The possibility of continuous review is required by 'can-order' policies even though only periodic review will be required for the periodic policies. Excess demands are backlogged and each replenishment needs a constant lead time \(l_i\). The joint cost is \(A_0\) and the 'line' cost is \(A_1\). Holding costs are charged at a rate \(h_i\) on every item of inventory. Two types of shortage costs are used, \(\phi_i\) for every item \(i\) unable to be filled immediately on request, and a rate \(p_i\) for every unit of backlogging outstanding. Thus \(p_i\) is a 'time-weighted' shortage charge. These shortage and holding costs are linear. The criterion is to minimize the long run average cost per unit time. Which of these assumptions can be readily generalized will be discussed in section 7.
5.3 'Can-Order' Policies

The method of calculation used for the parameters \((s, c, S)\) is that given by Federgruen et al. [23]. We used only simple, not compound, Poisson demands and did not include service level constraints. The two types of shortage costs were used alternatively, not together. Further details on the \((s, c, S)\) policies and the method of calculation are in Federgruen et al [23]. The calculations for the \((s, c, S)\) policy are not quite exact because of the assumption of independence needed for item reorders. Again, details on the extent of this exactness are given in the above paper. In addition, we calculated the 'independent' policy, where item \(i\) incurs the full cost \(A_0 + A_i\) whenever it is reordered. The optimal \((s, S)\) policies for this were calculated using the methodology, used in Federgruen et al.[23, page 352].

5.4 The Lower Bound

The cost allocation method decomposes the problem into \(N\) single item problems, if there are \(N\) items, as in the joint replenishment problem in Chapter 2. The key here is that the 'optimum' policy for the single item problem is known. The set-up cost for item \(i\) after the cost allocation is \(\alpha_i A_0 + A_i\). The choice of the best \(\alpha\)'s to use is difficult in this case. Recall that any feasible values of \(\alpha\) will give a lower bound. However, we use a heuristic method to determine the allocations for the lower bound. For the joint replenishment problem with constant and continuous demands discussed in Chapter 2, the choice of \(\alpha_i\) was made as follows: first calculate the run-out times for each item initially with \(\alpha_i = 0\) for all \(i\). We then allocate the set-up cost to raise the minimum cycle time to equal the next higher cycle time and repeat the allocation until there is no more set-up cost to allocate. We use the same procedure here with mean demand used for calculating the run-out times. The minimum run-out time achieved after the allocation is termed the base period and all items \(i\) with \(\alpha_i > 0\) the base set, \(B\). If
$C_i(\alpha_i)$ is the minimum cost for item $i$ with allocation $\alpha_i$, the lower bound is

$$\text{LB} = \sum_{i \in B} C_i(\alpha_i) + \sum_{i \notin B} C_i(0)$$

We note here that 'better' lower bounds are clearly available with more calculations.

### 5.5 The Periodic Policies

The $(R, T)$ policy is one that orders the inventory position up to $R$ every $T$ periods. We use the Poisson demand distribution and the equations for calculating the average cost of an $(R, T)$ model for each item below are taken from Hadley and Whitin [33, page 260], equations 5.65--67 inclusive.

Let $P[q; n_i, \lambda_i, T]$ be the probability that the demand in a review interval of length $n_i T$ is at least $q$. Let

$$E_i(R_i, n_i T) = \text{Average backorders per period for}$$

item $i$ under $(R_i, n_i T)$ policy

$$B_i(R_i, n_i T) = \text{Average unit years of shortage for}$$

item $i$ under $(R_i, n_i T)$ policy

$$D_i(R_i, n_i T) = \text{Average on-hand inventory per period for}$$

item $i$ under $(R_i, n_i T)$ policy

The average cost is given by

$$A_i + \frac{\alpha_i A_0}{n_i T} (P[1; n_i, \lambda_i, T]) + h_i D_i(R_i, n_i T) + \phi_i E_i(R_i, n_i T) + p_i B(R_i, n_i T)$$

The expressions for $D_i$, $E_i$ and $B_i$ are given below.

$$B(R_i, n_i T) = \frac{1}{n_i T} \left( \frac{\lambda_i}{2} \{ (l_i + n_i T)^2 P[R_i - 1; \lambda_i (l_i + n_i T)] - l_i^2 P[R_i - 1; \lambda_i l_i] \} \right)$$

$$+ \frac{R_i (R_i + 1)}{2 \lambda_i} \{ P[R_i + 1; \lambda_i (l_i + n_i T)] - P[R_i + 1; \lambda_i l_i] \}$$

$$- R_i \{ (l_i + n_i T) P[R_i; \lambda_i (l_i + n_i T)] - l_i P[R_i; \lambda_i l_i] \}$$
Three versions of this policy were tried. The first we shall call simply \((R, T)\). For this, all items used the same period \(T\), that is, \(n_i = 1\) for all \(i\). A single variable search was used to determine \(T\). For the second, which we shall term \((R, nT)\), a single search over \(T\) was also performed but any item could have a period of any \(n_i T\) where \(n_i\) is a positive integer. The values of \(n_i\) were determined in the following way. For each value of \(T\) and for each \(i\), \(n_i\) was increased from 1 until the resulting cost no longer decreased.

Finally a simple alternative was tried, motivated by the lower bound in section 4. For items in the base set, \(i \in B\), \(T\) was taken as the common base period. All other items \(i \notin B\) (or rather their deterministic equivalents) have run-out times greater than \(T\). This is because of the way the \(\alpha_i\) were defined. Each of these items \(i\) is given a period \(n_i T\) nearest to the runout time, where again \(n_i\) is a positive integer. This heuristic will be termed \(PH\), for periodic heuristic. For all three options \(R_i\) is chosen to minimize expected carrying and shortage costs during \(l_i + T_i\). It should be recalled that for periodic policies, if an order is placed now, then another chance to place an order will not occur until \(T_i\) later and that will not result in products being available until a further time \(l_i\). Hence current decisions must face the uncertainty of demand over a time \(l_i + T_i\).

### 5.6 Computational Results

Twelve products are listed in Table 5.1, along with values for \(\lambda_i, A_i\) and \(l_i\). The products have been ranked by the value of \(\lambda_i/A_i\) which means that the base set \(B\) occurs first and is actually products 1 to 6 inclusive.
### Table 5.1: Data and Typical Results \( (A_0 = 150, \phi = 30, p = 0, h = 6) \)

<table>
<thead>
<tr>
<th>Prod.</th>
<th>( A )</th>
<th>( \lambda )</th>
<th>( l )</th>
<th>( LB )</th>
<th>( PH )</th>
<th>( (R,T) )</th>
<th>( (s,c,S) )</th>
<th>( s,S,T )</th>
<th>( (R,T) )</th>
<th>( T=0.8 )</th>
<th>( s,S )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>40</td>
<td>0.2</td>
<td>11</td>
<td>39</td>
<td>0.65</td>
<td>41</td>
<td>0.65</td>
<td>46</td>
<td>8</td>
<td>34</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>35</td>
<td>0.5</td>
<td>22</td>
<td>47</td>
<td>0.65</td>
<td>47</td>
<td>0.65</td>
<td>52</td>
<td>17</td>
<td>43</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>40</td>
<td>0.2</td>
<td>11</td>
<td>39</td>
<td>0.65</td>
<td>41</td>
<td>0.65</td>
<td>46</td>
<td>8</td>
<td>32</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>40</td>
<td>0.1</td>
<td>6</td>
<td>34</td>
<td>0.65</td>
<td>36</td>
<td>0.65</td>
<td>42</td>
<td>4</td>
<td>27</td>
</tr>
<tr>
<td>5</td>
<td>40</td>
<td>40</td>
<td>0.2</td>
<td>11</td>
<td>39</td>
<td>0.65</td>
<td>41</td>
<td>0.65</td>
<td>46</td>
<td>8</td>
<td>29</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>20</td>
<td>1.5</td>
<td>35</td>
<td>52</td>
<td>0.65</td>
<td>50</td>
<td>0.65</td>
<td>53</td>
<td>23</td>
<td>46</td>
</tr>
<tr>
<td>7</td>
<td>40</td>
<td>20</td>
<td>1</td>
<td>24</td>
<td>43</td>
<td>0.82</td>
<td>40</td>
<td>0.65</td>
<td>42</td>
<td>14</td>
<td>33</td>
</tr>
<tr>
<td>8</td>
<td>40</td>
<td>20</td>
<td>1</td>
<td>24</td>
<td>43</td>
<td>0.82</td>
<td>40</td>
<td>0.65</td>
<td>42</td>
<td>14</td>
<td>33</td>
</tr>
<tr>
<td>9</td>
<td>60</td>
<td>28</td>
<td>1</td>
<td>33</td>
<td>60</td>
<td>0.85</td>
<td>54</td>
<td>0.65</td>
<td>58</td>
<td>25</td>
<td>44</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>208</td>
<td>1</td>
<td>23</td>
<td>46</td>
<td>1</td>
<td>50</td>
<td>1.3</td>
<td>42</td>
<td>13</td>
<td>32</td>
</tr>
<tr>
<td>11</td>
<td>80</td>
<td>20</td>
<td>1</td>
<td>23</td>
<td>49</td>
<td>1.15</td>
<td>50</td>
<td>1.3</td>
<td>42</td>
<td>12</td>
<td>31</td>
</tr>
<tr>
<td>12</td>
<td>80</td>
<td>20</td>
<td>1</td>
<td>23</td>
<td>49</td>
<td>1.15</td>
<td>50</td>
<td>1.3</td>
<td>42</td>
<td>12</td>
<td>31</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>COST</th>
<th>2047</th>
<th>2291</th>
<th>2322</th>
<th>2620</th>
<th>3357</th>
</tr>
</thead>
<tbody>
<tr>
<td>COST/LB</td>
<td>100</td>
<td>112</td>
<td>113</td>
<td>128</td>
<td>164</td>
</tr>
</tbody>
</table>
NOTES:

\[ \text{LB} = \text{Lower Bound} \]
\[ \text{PH} = \text{Periodic heuristic, using } T \text{ from the lower bound to the nearest multiple.} \]
\[ (R, T) = \text{Periodic policy with common cycle length } T. \]
\[ (s, c, S) = \text{‘can-order’ policy.} \]

The \((R, nT)\) results are identical to the \(PH\) results up to the last digit or two and are omitted for clarity.

For different experiments \(A_0\) varies from 20 to 250. All the \(p_i, (\phi_i)\) are identical and equal to 30 or zero alternately. All the \(h_i\) are identical and equal to either 2 or 6. Experiments were run with different and nonidentical values of \(h_i, p_i, (\phi_i)\) but no essentially different results were obtained. Neither did varying the range of \(\lambda_i, A_i\) and \(h_i\) affect the qualitative impact of the results, although of course the actual numbers varied considerably. In terms of relative performance the most sensitive factor is \(A_0\). Examples of some of these results for varying \(\lambda_i\) and \(l_i\) are shown in Table 5.5.

Table 5.1 gives details of a run with \(A_0 = 150, h = 6\) and using the non-time weighted shortage cost \(\phi = 30\). Under \(LB\) are given the values of \(s, S\) and the ‘runout’ times as described in section 4. Notice that the base set have identical times, the base period of 0.65. Notice under \(PH\) that products 6 through 9 have been ‘rounded down’ to the base period and 10 through 12 ‘rounded up’ to twice the base period. The minimizing value of \(T\) found with \((R, T)\) was \(T = 0.8\). Only a coarse grid search with interval 0.05 was used. Smaller grids were not worthwhile, achieving only very small improvements.

The savings of the \((s, c, S)\) policy over the independent policy are consistent with previous work, see [23]. Note that the cost/LB ratio is to be interpreted in the light that the bound \(LB\) might still be quite weak. The simple \(PH\) policy is seen to perform well in comparison with others.
Table 5.2: $\phi = 30$, $p = 0$, $h = 2$

The first main experiment is given in Table 5.2. Everything is identical to the previous experiment except $h = 2$. The ratio of cost/LB is given underneath each figure in parentheses, in percentage points.

Again the improvement of $(s,c,S)$ over independent is consistent with previous findings. The performance of the periodic compared with the $(s,c,S)$ policy improves as $A_0$ increases and is quite pronounced, reaching a 20% improvement for high values of $A_0$. Interestingly the ratio of PH/LB seems independent of $A_0$. We know however that for small values of $A_0$ the periodic policy will begin to behave poorly compared with $(s,c,S)$ policies. We can see this in Table 5.3. Here the data is identical to Table 5.2 except that we use the time-weighted shortage cost and $A_0$ has been extended to the value of 20.

We see that with $A_0 = 20$, the $(s,c,S)$ policies are better, but $A_0 = 20$ is a rather small cost for this data set and the whole value of coordination is becoming marginal.
An extra run with $A_0 = 0$ confirmed what we already know. For this $LB$, $(s, c, S)$ and Indep. were all identical and the periodic solutions more costly.

A final run is shown in Table 5.4, identical to Table 5.3 except that $h = 6$, and with a smaller range of $A_0$.

To demonstrate the robust nature of these results some rather different experiments were performed. The base case for these experiments, example 1 in Table 5.5, had the following parameters.

Eight identical products,

$A_i = 20$  $A_0 = 150$

$\lambda_i = 40$  $l = 0.2$  $h = 6$  $\phi = 30$  $p = 0$

Only the values for the lower bound, the independent policy, the 'can-order' and periodic heuristic are shown.

In experiments 1–3 the lead times are lengthened and the biggest change is in the

<table>
<thead>
<tr>
<th>$A_0$</th>
<th>$LB$</th>
<th>$PH$</th>
<th>$(R, T)$</th>
<th>$(s, c, S)$</th>
<th>Indep.</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>815</td>
<td>907</td>
<td>961</td>
<td>922</td>
<td>975</td>
</tr>
<tr>
<td></td>
<td>(111)</td>
<td>(118)</td>
<td>(110)</td>
<td>(120)</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>851</td>
<td>944</td>
<td>984</td>
<td>1114</td>
<td>1189</td>
</tr>
<tr>
<td></td>
<td>(111)</td>
<td>(116)</td>
<td>(131)</td>
<td>(140)</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>901</td>
<td>1005</td>
<td>1023</td>
<td>1243</td>
<td>1476</td>
</tr>
<tr>
<td></td>
<td>(112)</td>
<td>(114)</td>
<td>(138)</td>
<td>(164)</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>945</td>
<td>1046</td>
<td>1059</td>
<td>1350</td>
<td>1713</td>
</tr>
<tr>
<td></td>
<td>(111)</td>
<td>(112)</td>
<td>(143)</td>
<td>(183)</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>981</td>
<td>1088</td>
<td>1095</td>
<td>1443</td>
<td>1908</td>
</tr>
<tr>
<td></td>
<td>(111)</td>
<td>(112)</td>
<td>(147)</td>
<td>(194)</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: $\phi = 0$, $p = 30$, $h = 2$
lower bound thereby improving the relative measure of performance of both heuristics. It needs to be emphasized that the actual performance need not be improving; only our estimate using the lower bound did. A caution needs also to be made with respect to the periodic heuristic.

The heuristic solution was calculated in the traditional way, assuming a very low chance of more than one outstanding order per item. As lead times lengthen this assumption becomes suspect. See [33] for more on this. Experiments 4 and 5 changed the demand and the number of products without changing the aggregate demand. Again the relative performance was little affected.

### 5.7 Concluding Remarks

For the model studied here simple periodic policies seem to show considerable promise over more complex 'can-order' system. Periodic policies were studied by Naddor [52] but without a bound or computational comparison with 'can-order' systems. Natural extensions to this work are to compound Poisson demands, systems under service level constraints and lost sales case. Alternatively the discrete nature of demand can be

<table>
<thead>
<tr>
<th>$A_0$</th>
<th>LB</th>
<th>PH</th>
<th>$(R,T)$</th>
<th>$(s,c,S)$</th>
<th>Indep.</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1493</td>
<td>1676</td>
<td>1673</td>
<td>1898</td>
<td>2362</td>
</tr>
<tr>
<td></td>
<td>(112)</td>
<td>(112)</td>
<td>(127)</td>
<td>(158)</td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>1562</td>
<td>1733</td>
<td>1743</td>
<td>2054</td>
<td>2738</td>
</tr>
<tr>
<td></td>
<td>(111)</td>
<td>(112)</td>
<td>(131)</td>
<td>(175)</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>1626</td>
<td>1803</td>
<td>1798</td>
<td>2193</td>
<td>3069</td>
</tr>
<tr>
<td></td>
<td>(111)</td>
<td>(111)</td>
<td>(135)</td>
<td>(189)</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.4: $\phi = 0, p = 30, h = 6$
<table>
<thead>
<tr>
<th>Example</th>
<th>Description</th>
<th>$LB$</th>
<th>$PH$</th>
<th>$(s,c,S)$</th>
<th>Indep.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Base case</td>
<td>1357</td>
<td>1559</td>
<td>1929</td>
<td>2490</td>
</tr>
<tr>
<td>2</td>
<td>Base case except lead times have increased to 0.4</td>
<td>1451</td>
<td>1615</td>
<td>1991</td>
<td>2563</td>
</tr>
<tr>
<td>3</td>
<td>Base case except lead times have increased to 0.6</td>
<td>1523</td>
<td>1664</td>
<td>2043</td>
<td>2618</td>
</tr>
<tr>
<td>4</td>
<td>Base case except demand has changed to 4 products with $\lambda_i = 20$, and 4 products with $\lambda_i = 60$</td>
<td>1348</td>
<td>1543</td>
<td>1869</td>
<td>2405</td>
</tr>
<tr>
<td>5</td>
<td>Base case except only 4 products with $\lambda_i = 80$</td>
<td>1348</td>
<td>1543</td>
<td>1869</td>
<td>2405</td>
</tr>
</tbody>
</table>

Table 5.5: Summary of Results with Different Lead Times and Demands
dropped in favour e.g., of normal distribution of demands.

More profound extensions would raise the following questions. Can this bound be sharpened? We noted in Section 4 that we are not using the values of $\alpha_i$ that would maximize the lower bound as was the case with deterministic demands in previous chapters. A second question is, can the heuristic be improved? A third and most interesting question is, can a guaranteed performance be given for a heuristic compared to the bound?

One last comment which could have implications for extensions is the observation that although $(s,c,S)$ policies require independence for their computation, nowhere is independence needed for either the lower bound or the periodic heuristic.
CHAPTER SIX

Conclusion

Lower bounds for some production/inventory problems were derived using a cost allocation method. The generality of this method is demonstrated in its use for the joint replenishment problem with constant and time-varying demands, the one-warehouse multi-retailer problem, the multi-facility joint replenishment problem, the multi-item dynamic lot-size problem and the $(s,c,S)$ or 'can-order' model. This work can be extended in various directions. For example, we could relax the assumption on backlogging or use more complex cost structures for the joint replenishment problem with constant and continuous demands and the multi-item dynamic lot-size problem. Backlogging of demand could also be allowed in the one-warehouse multi-retailer problem. For the ‘can-order’ system some possible extensions include: using alternative demand distributions, like compound Poisson distribution; allowing lost sales and no backlogging; incorporating service level constraints and using alternative heuristics. For the lower bound itself, research into better ways of choosing the cost allocations in the multi-product dynamic lot-size and the ‘can-order’ systems is needed. Better choices of the cost allocations will help in establishing better performances for the heuristics introduced here and possibly give ideas about other heuristics.
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APPENDIX A

The Minimum Violators Algorithm for a Facilities-in-Series Problem

Initialize
Let the root facility be \( j \) and let \( A_k \leftarrow 0 \) temporarily, \( k \in (P_n \cup S_j) \setminus \{n\} \) Let \( a_m \leftarrow \alpha_{im} A_m, e_m \leftarrow h_{im}, m \leq n, e_n \leftarrow \delta_{in}^{'}; \) where

\[
 h_{in}^{'} = \sum_{k \in P_n \cap S_j} h_{ik}
\]

\( FAC \leftarrow (P_i \setminus (P_n \setminus \{n\}), CL(i, m, m) \leftarrow \{m\}, m < n; CL(i, n) \leftarrow P_n, s_m \leftarrow \max\{k < m|m \in FAC\}, c_m \leftarrow \frac{a_m}{e_m}, s_t \leftarrow \emptyset, FAC1 \leftarrow FAC. \)

Step 1:
While \( FAC1 \neq \emptyset \) repeat \( l \leftarrow \arg\min\{c_k|k \in FAC1\} \) If \( s_l = \emptyset \) or \( c_l > c_{s_l}, FAC1 \leftarrow FAC1 \setminus \{l\}. \)
If \( FAC1 = \emptyset, \) STOP, the current clusters are optimum; otherwise go to step 2.

Step 2:
\( CL(i, l, l) \leftarrow CL(i, l, l) \cup CL(i, s_l); a_l \leftarrow a_l + a_{s_l}, e_l \leftarrow e_l + e_{s_l}, c_l \leftarrow \frac{a_l}{e_l}, FAC \leftarrow FAC \setminus \{s_l\}, s_l \leftarrow s_{s_l}, \)
Set \( T_{ik} = c_l \) for all \( k \in CL(i, l, l). \)
\( FAC1 \leftarrow FAC. \) Repeat step 1.