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ABSTRACT

This work demonstrates the use of digital simulation for analyzing protec-
tion system performance. For studies of complex, multi-relay protection systems,
digital simulation provides utility engineers with an attracﬁve alternative to relay
testing techniques. The cost of digital simulation facilities can be lower than the
cost of comparablé testing facilities; relay hardware does not have to be made
available for the test laboratory.

Digital simulation would ordinarily be impractical for security and
dependability studies, due to the thousands of individual simulations involved.

The number of simulations needed can be greatly reduced by using a technique

called "numerical logic replacement” for implementing the protection scheme logic.
This unconventional technique makes near-misoperation visible from individual sim-
ulations. The likelihood of overlooking potential misoperation is thus much lower

than with the usual direct (Boolean) implementations.
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CHAPTER 1. INTRODUCTION

Power systemn response to faults and other sudden disturbances includes
both "transient” and "steady-state" components. For low-speed protection systems,
the transient component is generally ignored; only the steady-state component is
used for analysis. For high-speed protection systems, the transient component
must be consvideredb as well, since it creates a serious risk to protection security
and dependability.T

Sudden changes in power system voltages and currents produce "transient"
and "steady-state" components in the relay and instrument transformer responses
also. Both of these components must be considered for studies of high-speed
protection systems.

The complete response (i.e. accounting for all trahsient and steady-state
components) of a protection system is usually determined using sophisticated relay
test facilities. These facilities simulate .protecti'on response to a disturbance, using
analog or digital techniques for modelling the power system, and actual relays
for the protection system.

While relay test facilities are the most accurate (laboratory) method for
determining the responses of individual relays, they have three practical disadvan-
tages which limit their use by utility protection engineers.

Firstly, test facilities are not readily available. Ffaw utilities could justify
the high cost of building, maintaining, and operating a test facility in house.

Access to existing external facilities is limited, and too inconvenient except for

TSecurity deals with the erroneous operation of a relay in the absence of a
fault; dependability deals with the failure of a relay to operate when a fault
oceurs.



special studies (e.g. tes‘ting a relay of advanced design in a new and difficult
application).

Secondly, by their very nature test facilities require the relays to be
physically on site. This makes it difficult, if not impossible, to use such
facilities for the evaluation of conceptual protection schemes, where the relays to
be used may exist only in prototype form, if at all. Even the analysis of
existing protection systems can be difficult, since enough spare relays must be
collected to duplicate the protection in the laboratory.

Further, relay test facilities are generally quite limited in the number of
relays which can be handled simultaneously. This complicates the evaluation of
complete protection schemes, which are usually of more concern to utilities than
one or two principal relays. Only by studying the performance of the complete
~ protection scheme is it possible to account for the effects of the scheme logic on
dependability and security.

The research described in this thesis explores the use of digital simulation
techniques, as an alternative to relay testing, for predicting complete protection
system response. Digital simulation is free of the three disadvantages of test
facilities listed above. As a result, it better addresses the (non-testing) needs of
the utility protection engineer.

Previous use of digital simulation has been limited to single relays, or to
simple combinations of a few relays, such as underreaching transfer-trip schemes
for transmission lines. The research described herein successfully applies digital
techniques to the simulation of a large, multi-relay protection scheme used by the
British Columbia Hydro and Power Authority (B.C. Hydro).

Two major restrictions to the wide-spread application of digital simulation



are the lack of suitable industrial-grade protection simulation programs, and the
high cost of the many simulations needed to reliably establish protection security
and dependability. The latter problem is addressed in this research by using an

unconventional technique, herein called "numerical logic replacement” (NLR,
described in chapter III) to implement the 'protection scheme logic.

NLR provides a numerical measure of how "close" the protection comes to
operating during a simulation. This is a major advance over the direct
implementation, using Boolean logic, employed for conventional digital and analog
simulations.  Direct implementations indicate only whether or not the protection
operates. No warning is given of near-operation, or more importantly, near-
misoperation. NLR provides this warning.

The numerical measure of "nearness to operation" provided by NLR not
only greatly reduces the likelihood of overlooking potential misoperation, it also
provides a direct "index of misoperating tendency”. This "index" can be used to
identify changes in simulation parameters which increase the risk of misoperation.
The operator, or even the computer itself in an automatic mode, can then select
only simulations which produce a high risk of misoperation. The number of sim-
ulations required to prove protection security and dependability is thus greatly

reduced, as is the total simulation time and cost.

In order to carry out this .research, it was necessary to develop a protec-
tion simulator. This provided' an excellent opportunity to explore the require-
ments of an industrial-grade simulator. Flexibility, ease of use, a wide range of
features, the ability to handle large protection schemes, ease of adding user-

written relay models, and portability were characteristics which would clearly be



required. The simulator.vproduced for this research incorporates these features.

Along the same lines, the need to develop a large variety of relay models
provided an opportunity to test modelling approaches which would be useful for
industrial protection simulation. It was obvious that exact models would not be‘
required for all relays. The less-important relays (e.g. some supervisory relays,
relays used for local backup protection, etc.) would require only "generic" models.
Generic models share the same general principles of operation as the actual
relays (e.g. overcurrent relays based on average current measurerﬁent), but omit
details such as input filtering ‘or input sensitivity levels.

The principal measuring relays in a high-speed protection scheme, in
contrast, would require more detailed modelling. This might include the specifics
of the input circuitry (e.g. filters), comparator details (e.g. input sensitivity
levels), and details of the relay output circuitry (e.g. blocking or latching
features); the nature and application of the relay would determine which features
were important enough to be included in any specific model.

Exact relay modelling, wherein the behaviour of the actual relay is
duplicated as accurately as possible for all plausible operating conditions, was not
feasible for this research. Exact modelling requires samples of the actual relays,
and extensive access to a sophisticated relay test facility for testing them. The
latter, in particular, was not available for this research.

Modelling detail was therefore restricted to information which could be
obtained from the manufacturer’s instruction manuals. Testing of the models was
limited to situations where the operation of the actual relay was known or
predictable. As these restrictions would be expected in a typical utility envir-

onment, they effectivély demonstrated the practical difficulties which utilities would



face when preparing relay models.

The remainder of this thesis is organized into six chapters and three
appendices. Chapter II discusses transient phenomena which must be considered
in protection studies, and the relay test facilities conventionally used to study
them.

Chapter III discusses the use of digital simulation, as an alternative to
relay test facilities, for studies of complete protection systems. The theory, prin-
ciples, and procedure for NLR are described in detail. |

Chapter IV discusses power system and protection modelling for digital
protection simulations. The two methods by which power system and protection.
simulations can be combined are compared.

" Chapter V describes the B.C. Hydro Peace River system and the
modelling (in general terms) used for the power system and protection simula-
tions. |

Chapter VI describes the results of simulations of the protection for a key
transmission line of the B.C. Hydro Peace River system. A number of
benchmark simulations are described in detail, and the resulting protection wave-
formé presented.

Chapter VII summarizes the resuifs of the research, and suggests direc-
tions for future \'NOI‘k.

Appendix A provides additional detail about the B.C. Hydro Peace River
system and the modelling used for the power system simulations.

Appendix B describes the protection modelling in detail.

Appendix C describes the Transient Response Processor (TRP), which was



the simulator developed for the protection simulations.



CHAPTER II. TRANSIENT PHENOMENA AND POWER SYSTEM

PROTECTION

A. INTRODUCTION

Reliability is perhaps the most important requirement of power system
protection schemes. The reliability of a protection system is determined both by
the reliability of the hardwafe itself, and the reliability of the "decisions" made
by the hardware.

"Decision"” reliability, which is usually divided into “security” and
"dependability”, becomes increasingly difficult to achieve as relay operating speed
increases. The short measurement time during high-speed operation reduces the
amount of information the relay has available to make its ‘decision. Transients
originating in the power system and the instrument transformers are therefore
much more disruptive for high-speed relays (operating in 0.5 cycles or less) than
for low- or medium-speed relays. For essentially the same reasons, the transient
response of the relay measuring circuit is more important for high-speed relays
than for slower relays. Consequently, there has been increasing interest in

recent years in the behaviour of protective relays under transient conditions.



B. TRANSIENT EFFECTS

1. Problems due to power system transients

| There are basically two types of power system transient which cause
problems for protection. The most familiar of these is current of'fset.l Offset
curfents can cause CT (current transformer) saturation, and relay overreaching.
Because current offset affects low- and medium-speed relays as well as high-
speed relays, it has been widély studied for many years.

The second type of power system transient which can present problems
for relays is caused by travelling-wave reﬂeétiohs in transmission networks.
Since the resulting high-frequency oscillations generally cause problems only for
high-speed relays, travelling-wave reflections attracted little interest prior to the
last decade. The most common problem caused by these reflections is delayed
operation of distance relays (see, for example, Johns and Aggarwal, 1977).
Distance relay inputs are commonly filtered to minimiée these delays (Hayden et
al., 1971; Souillard, 1978; comments of Suzuki and Chamia during the General
Discussion for CIGRE Study Committee 34, 1978; Okamura et al, 1980; Kudo

et al.,, 1985).

2. Problems due to instrument transformer transients

The major cause of transients originating in CTs and CVTs (capacitive
voltage transformers) is sudden de-energization of the transformer primary. CTs
become largely or completely de-energized when internal or nearby-external faults

are cleared; CVTs become largely de-energized during faults close to the CVT



location.

In CTs the de-energization transient is a unipolar "current tail”, which
can have a long decay time constant. This current tail can delay dropout of
"low-set" level-detecting current relays.

In CVTs the de-energization transients consist of decaying oscillations of
high and low frequency. Although of low amplitude, these oscillations can easily
swamp the small power-frequency output during close-up faults. The low-fre-
quency oscillation, in particular, can cause incorrect phase comparison in distance

relays, leading to improper operation for faults immediately "behind" the relay.

3. Problems due to relay transient behaviour

The transient behaviour of the relay itself influences decision reliability just
as do power system and instrument transformer transients. The transient
response of relay input circuitry is one important factor. With memory-polarized
mho relays, for example, the expanded "transient" region of the characteristic is
affected by the action of the relay input filters. The high-Q input filters delay
relay operation, during which time the relay memory decays. This decay causes
the transient characteristic to be smaller than simple analysis would predict. (In
effect, both phase comparator inputs have “memory".) Because of this
interaction, it is essential that memory-polarized relays be evaluated under trans-
ient conditions whenever the "transient" reach is to be relied upon.t

The transient response of relay comparators is also an important factor.
The opefation of electronic "pimase comparators”, for example, is based on polarity

coincidence between the two inputs. The effect of phase comparison is therefore

TChapter V describes a practical instance of this effect, discovered while testing
parameter values for the example simulations. '



10
obtained only for periodié inputs of regular form, such as sinusoids. (This is
" hardly surprising, since 'the concept of phase has no meaning except for a
periodic waveform.)
For the complex, non-periodic input signals which exist under transient
conditions, the comparator output will depend on the comparator operating prin-
ciple. The so-called "block-average" phase comparator, for example, exhibits less

sensitivity to offset currents than does the so-called "block-instantaneous" design
(Jackson, 1981).

The behaviour of thesei two designs in the presence of high-frequency
transients (produced by travelling-wave reﬂéctions, for example) is also different.
The block-instantaneous comparator resets during the resulting short

non-coincidence periods; the block-average comparator exhibits a "dithering"

behaviour (Johns and Aggarwal, 1977).

C. RELAY TESTING TECHNIQUES

Increasingly over the last decade, the importance of transient effects to
the decision reliability of high-speed protection systems has been gaining recogni-
tion. This has resulted in increasing use of testing and simulation for evaluating
relays and protection systems. According to Chamia and Liberman (closure to
discussion, 1978), over 5000 digital and analog simulations were carried out on
the ASEA RALDA relay. GE reportedly conducted over 8000 separate fault
tests during laboratory testing of a digital protection system (J.T. Tengdin discu-
ssion to Chamia and Liberman, 1978).

The most common method of verifying relay behaviour in the presence of

transients is through the use of relay test facilities. These facilities are specially
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designed for observing hardware performance during simulated disturbances. They
provide a convenient and practical alternative to field testing using staged faults.
The power system voltages and currents are simulated, using either analog or
digital techniques, and applied as "synthetic" inputs to the actual relay hardware.

The basic simulation approaches are outlined in the following section. A
more complete discussion has been prepared by CIGRE Working Group 34-06
(1980). There is also some excellent discussion on relay testing in the CIGRE

Group 34 General Discussion (1980).

1. Hi‘gh- and medium-pofver analog simaulation

The traditional, and simplest, system for. simulating a power system for
relay testing uses an adjustable, three-phase Thevenin-equivalent "source” network,
and inductances to rebresent the apparatus (e.g. transmission line) being protect-
ed. While too crude for comprehensive testing of modern high-speed prbtection,
these "test benches" were very useful for studying the effects of current offset,
and for checking the static characteristics of relays.

A significant improvement over the simple test bench is the model power
system (or power system simulator), which is better able to account for the
dynamics of the power system. The simulator is usually small, consisting of
perhaps two synchronous generator sources and two paralle]l transmission lines
(represented by cascaded pi-sections), plus miscellaneous other necessary items
(transformers, switches for circuit breakers, etc.).t

Model power systems are in common use by relay manufacturers

(comments of Smith, Petrov, and Suzuki during CIGRE Group 34 General

tSome installations are much larger—see the comments by Ogorelec durmg the
CIGRE Group 34 General Discussion (1978).
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Discussion, 1978; Hayden et al., 1971; Muller, 1980). They are, however, better
suited for studying the effects of medium-term power system dynamics than
short-term power system transients. The power system representatidn used is
necessarily approximate, and is not suitable for accurate simulation of
travelling-wave effects. This is particﬁlarly due to the difficulty of building
transmission-line models with wide frequency response at high power levels.

The high power levels result ffom the practice of driving the relays
directly from the model, thus requiring the use of relatively high voltages and
currents. Network powers of 4 several hundred kVA are required if actual
instrument transformers are. to be used between the power system model and the
relays under test. Even if lower-power model ;mstrument transformers ére to be
used, network powers of 50 kVA or more can be required (CIGRE Working
Group 34-06, 1980). |

A modern alternative is to conduct the simulation at a low power level,

and amplify the voltages and currents for application to the relay hardware.

2. Low-power analog simulation

The modelling complexity required for accurate analog simulation of power
systems is practical only at low power levels. For use in relay testing, the
low-level simulated voltages and currents must be amplified by high-power, high-
quality amplifiers before application to the relay inputs.

There are essentially two approaches used for low-power simulation. The
first is to construct what is essentially‘ a low-power equivalent of a model power
system. This is the approach which has been taken by ASEA (Chamia and

Hilistrom, 1983).
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The second approach is to make use of TNAs (transient network
analyzers), which are analog devices designed for the highly-accurate simulation of
power system transients. The use of TNAs for power system transient simula-
tion is well-established at major TNA sites aroﬁnd the world (e.g. CESI, IREQ),
and excellent simulation results can be achieved. Forl relay testing, the TNA
essentially replaces the model pov@er system for the power-system simulation. As
withb low-power model power systems, the output quantities from the TNA are
amplified before application to the relays.

The use of a TNA for relay testing has been described by Lionetto et
al. (1980), and has also been mentioned by Schumm (CIGRE Group 34 General

Discussion, 1978).

3. Digital computer simulation

Digital computer simulation of the power system is an attractive
alternative to the use of low-power analog simulation. Moderﬁ digital computer
programs, such as the widely-used Bonneville Power Administration (BPA) Electro-
magnetic Transients Program (EMTP), are available at modest or no cost for use
on many popular computers. Only moderate expertise is required for effective
use (as opposed to TNAs, for example), and excellent simulation results can be
obtained.

Digital simulation offers unexcelled flexibility; changes to base-case simula-
tions may be made qﬁickly and conveniently. This is in marked contrast to
model power systems and TNAs. The high cost of simulation time on TNAs, in
particular, in most cases requires fault waveforms to be recorded and catalogued

for later use. Variations on available fault cases are then inconvenient and
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expensive to obtain due to the need for repatching. Data files for digital sim-
ulation, in contrast, are easily stored for later use, and can be readily modified
with a text editor. Subsequent individual simulations are thus relatively
inexpensive compared with model power systems or TNAs.

As with low-power model power systems and TNAs, the voltages and
currents obtained from digital computer simulations must be amplified before being
applied to the relay under test. In addition they must first be converted from
digital values to analog levels using a digital-to-analog converter. The hybrid
nature of this approach pérmi-ts CT and CVT models to be either analog (as
with low-power analog simulation) or digital, as desired.

One problem with relay test facilitiesv which use digital power system sim-
ulation is that the power system simulation does not occur in "real time", as it
does with analog simulation. The power system simulation must be performed
separately from, and ahead of, the relay test. Consequently, any response of
the relay being tested is not automatically and immediately reflected in the
power system simulation (i.e. there is no feedback from the relay to the power
system during the relay test). For most test purposes, howeve;', this is not a
serious limitation (it is, after all, no different than the use of pre-re‘cb;ded
results from TNAs or model power systems).

Relay test facilities using digital power system simulation are in use by
GEC (Williams and Warren, 1984), some university researchers (e.g. Coish et al.,

1980), and at least one utility (Bornard et al., 1984).
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D. LIMITATIONS OF RELAY TESTING TECHNIQUES

Relay testing facilities have serious practical limitations from the perspec-

- tive of the power system utility. Principally, they are expensive to build, no
matter which method is used for simulation of the power system. This is
largely due to the need to drive the hardware with full rated voltages and
currents. Driving powers are high—several kilowatts for current inputs, where
the burden under fault conditions is orders of magnitude larger than the burden
at rated input. Either the simulator itself must provide this power, or special
high-quality amplifiers must bé used. In éither case, the cost of providing signal
power is high.

When the cost of operating and maintaining a test facility is included, the
expense »of providing an in-house facility is greater than most utilities could
justify. External facilities provide only a partial solution, since access is limited
and inconvenient. While not serious problems for the occasional special study,
these factors prohibit the use of external facilities for routine work.

Where hardware testing is the end objective, there is no reasonable
substitute for conventional test facilities. Field testing is clearly more accurate,
but it is so expensive, time-consuming, and disruptive to the electricity supply
that it is impractical except for spot checks. Laboratory testing is therefore
required.

As important as hardware testing, however, is protection scheme testing.
Protection schemes for modern bulk transmission systems, in particular, are so
complex that some sort of ev.a.luation is required before a scheme is put into
service, or significantly modified.

Relay test facilities have proven to be extremely useful for this type of
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evaluation. The relays are connected together in the laboratory to duplicate the
eventual protection in the field.

This type of pre-installation testing, using a model power system, was
used for extensive studies of the protection for B.C. Hydro’s Peace River system
(Hayden et al, 1971). More recently, the protection for B.C. Hydro’s 500 kV
submarine AC cable, between Cheekye on the mainland and Dunsmuir on
Vancouver Island, was tested using a digital-computer-based test facility (Burk
and Hindle, 1984).

As valuable as they have proven to be, however, relay test facilities are
not well-suited for evaluating complete protection schemes. Firstly, test facilities
typically drive only a few relays at a time. Yet utilities are understandably
more concerned about the performance of the protection system as a whole,
rather than just one or two principle relays. The influence of the scheme logic
on security and dependability can be found only by studying the performance of
the complete protection scheme.

A second limitation to the use of test facilities for protection scheme
studies is the obvious need for the relay hardware to be physically available for
testing. Thus, test facilities cannot be used where the hardware has not yet
been constructed, or where it is not readily available for any other reason.

This makes it difficult, if not impossible, to use these facilities for studies of
conceptual protection schemes. Even the analysis of installed schemes is
impossible unless a sufficient number of spares of the installed relays can be
found to assemble a duplicate system for testing.

Utilities are thus in need of an alternative to relay test facilities for

protection scheme studies.



CHAPTER 1II. DIGITAL SIMULATION OF PROTECTION SCHEMES

For evaluating protection schemes, digital simulation is an attractive
alternative to relay test facilities. The simulated protection can be as extensive
and complex as required. There is, for all practical purposes, no limit to the
number of relays which can be included in the simulation.

Since there is no need for relay hardware, digital simulation is well suited
for evaluating new relay designs and concepts, or for similar situations where
hardware is not readily available. Setting and design changes are relatively fast
and simple.

In-house digital simulation capability can be provided at a small fraction
of the cost of relay test facilities. Suitable general-purpose computers are widely
available, so little or no extra hardware would be required.

Capital costs are mainly associated with providing the necessary software.
Maintenance costs are not a consideration. Operating costs consist mainly of the
compﬁter time used for the simulation, and the manpower required to set up
and run studies.

With these advantages, the question arises: why have utilities not adopted
digital simulation for protection studies? It has been widely used for research,
mainly at universities, into the behaviour of general relay designs under specific
conditions (Johns and Aggarwal, 1977; Rowbottom and Gillies, 1976; Humpage
and Wong, 1978 and 1979; Peng et al., 1985; Klebanowski et al.,, 1980). It
has also been used for evaluation of some new and suggested relay designs
(Esztergalyos et al.,, 1978; Crossley and McLaren, 1983). It has not, however,

been used to any significant degree by utilities studying the security and

17
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dependability of their protection systems.

There would seem to be two principal reasons why this is so. The first
is the lack of software for protection simulation.t

In spite of the number of reported studies in which relays have been
simulated, no proven relay models have been presented. Only in the case of
Peng et al. (1985), and to a lesser extent Johns and Aggarwal (1977), were
modelling details given. Typically, little or no detail is provided about the
models used. Without detail it is impossible to judge the suitability of the
models for industrial simulations, or to build on the experience gained.

The lack of relay models is not a long-term problem, however. Models
can been developed. By comparing the behaviour of a relay model with that of
the actual hardware, the model can be proven to be accurate.i The proving of
relay models can be greatly aided by the use of relay test facilities, which
permit such direct comparison between hardware response and simulated fesponse.
Once developed, the collection and cataloging of these models becomes a purely
organizational issue. The models can be made widely available, spreading the
investment in software development over many users.

Apart from the lack of relay models, a suitable protection simulation
package is required into which the models can be incorporated. Only Humpage
et al. (1974 and 1975) have reported a simulation package which appears to be
sufficiently complete to be of industfial use. The program structure is now

dated, however. Not enough detail has been provided to judge the practicality of

TReliable software is already widely available, at modest or no cost, for power
system  simulation (e.g. Bonneville Power Administration’s Electromagnetic
Transients Program—EMTP).

iComparison with an actual relay is all that was missing in the Peng et
al. work.
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the methods employed, or the suitability of the techniques for simulation of
comprehensive multi-relay protection schemes. Again, however, this is not a
long-term problem: a suitable package can be developed.

The second, more serious reason why utilities do not use digital protection
simulation is the large amount of computer time required. For individual simula-
tions, the CPU time requiredt is comparable with the requirements for other,
standard utility simulations (e.g. transient stability). Where only a few simula-
tions are required the CPU load is thus acceptable. For protection security and
dependability studies, however, thousands of individual simulations are typically
required. It is the number of simulations which causes a problem.

Souillard, during the 1980 General Discussion of CIGRE Group 34, made
the following statement on this point:

By its nature, a protection emits an onloff signal. For this reason it is
very difficult to know whether an operation which gave a correct state is
close to the change of state, or not, we do not have, as in an analog
output device, a means of following up as a function of the variation of
parameters to permit the application of interpolation or extrapolation prin-
ciples, for enuvisaging the changes and limiting the number of tests.
When the output device is of an "on/off' type, it is therefore appropriate

to undertake very fine investigation, to detect all points missed in the

examination.

Even when many tests are conducted, the various relay outputs (and
other binary signals) which are combined in the scheme logic must be examined

individually. This is because the scheme logic tends to further obscure the

tFor the simulations discussed in chapter VI, the CPU time required for simula-
tion of both the power system and the protection was about 20 s on a
VAX 780 computer.
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existence of marginal operating conditions. Careful examination of the critical
steps in the scheme logic is required to avoid overlooking potential misoperation.

This problem appears to be at the core of Muller’s statement in a paper
(Muller, 1980) presented to the same session of CIGRE:

The testing of protection systems is relatively expensive. Apart
from the limitations arising from the testing device . . ., there is also a
limitation on the complexity of the system being tested. This is determ-
ined predominantly by the number of signals which have to be eval-
uated. For the new systems which are to be developed, more internal
signals result that is the case for combinations of tested elements.
When there are too many internal signals the evaluations become too
extensive. The computer [by which he means the control computer of
the testing facility he is describing] is only of limited use under these

circumstances because criteria can arise which are difficult to predict and

therefore to programme.

None of the published material on relay testing or simulation proposes a
solution to these problems. Reducing the number of tests sacrifices the reliability
of the conclusions. Yet unless the number of tests is greatly reduced, digital
simulation is impractical for security and dependability studies of complex, multi-
relay protection schemes.

Numerical logic replacement, a concept described next, offers a solution.
It érovides the "analog output” Souillard speaks of. Analog output levels from
each relay are carried through the logical combinations which form the scheme
logic, all the while preserving the necessary analog form. A reliable indication
of marginal operating conditions is thus propagated far "downstream" in the logic
flow from the source of the original problem—right to the circuit-breaker trip sig-

nals.
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As a consequence, the number of signals which must be examined—the
problem Muller spoke of—is greatly reduced. The number of simulations
required—the problem Souillard spoke of—is also greatly reduced. And digital
simulation becofnes practical, even for complex multi-relay prot;ectioh schemes, as

will be seen in chapter VI.

A. NUMERICAL LOGIC REPLACEMENT

When relay output contacts are represented directly as Boolean (;'on"/"off")
quantities, it is not clear from the output how close the relay comes to
operating.. No warning is given of near-operation, or more importantly, near-
misoperation.

In an effort to avoid overlooking potential misoperation in security and
dependability studies, typical practice is to adjust simulation parameters in small
steps. This requires a large number of simulations to cover the required range
of operating conditions.

Numerical Logic Replacement, or NLR, greatly reduces the need for these
small steps. With NLR, the state of the relay output contact is represented as
a continuous (as opposed to Boolean) quantity. This continuous quantity, called a
pseudo-output, takes on positive values when the contact is closed ("on") and
negative values when the contact is open ("off"). The magnitude provides a
measure of the margin by which the contact is open (or closed)—indicating how
close the relay is, .at‘ any instant, to operation. (A small negative value of the
pseudo-output, -for exémple, indicates that the contact is open, but not far from
closing.) The potential for misoperation can thus be seen directly from the value

of the pseudo-output.
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The idea of using an equivalent analog output for a relay, rather than
the actual output contact, is not new. It is relatively common, when simulating
individual relays, to displa& an internal (analog) signal as the "output". A sig-
nal is chosen which can be directly related to the state of the output contact.
In Johns and Aggarwal (1977), for example, the output of the phase-comparator
integrator was hsed. This "ana_log-output" technique was also used during model
power system tests of relays for the B.C. Hydro Peace River protection
(Engelhardt, 1985).

A problem arises, however, when the relays are combined into complete
protection schemes. Protection scheme logic is implemented using Boolean opera-
tions (AND, OR, NOT) to combine the contact outputs of the individual relays.
"Analog" levels cannot be used as input for these operations; neither can they
be produced as output. The "analog-output" technique must therefore be
abandoned to carry out the scheme logic. Protection engineers are thus forcved to
manually interpret the operation of the scheme logic to decide if misoperation of
a particular relay could cause misoperation of the overall protection scheme.

This tedious interpretation is excessively subject to human error.

The need for interpretation would be greatly reduced if the Boolean opera-
tions could be replaced by equivalent "numerical” operations. The equivalent
operations would have to use relay pseudo-outputs as input. They would have
to produce output of the same (analog) form as the input, so that the output
could be used as input to subsequent operations. Finally, the relationship
between the input and output for each equivalent operation would have to be
directly analogous to the input-output relationship for the Boolean operation being

replaced.
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Such equivalent "numerical" operations exist, and form the basis for NLR.
NLR outputs are directly analogous to the outputs of the corresponding Boolean
logic elementﬁ, just as relay pseudo-outputs are directly analogous to the contact
outputs. NLR outputs preserve the measure of operating margin conveyed by
the relay pseudo-outputs, and can therefore be treated just like pseudo-outputs for
use in subsequent operations. Consequently, it is possible to replace any
sequence of logical operations with an equivalent set of NLR operations.t

By preserving a‘ one-to-one correspondence between the actual Boolean
operations and the replacement operations, the replacement process is made
completely transparent to the person running the simulation. There is thus no

additional risk of human error due to the replacement process.

1. Replacement operations

For relay "analog" outputs to be used in replacement operations, they
must be offset (and inverted, if necessary) so that the level will be. positive
when the associated contacts are closed, and negative otherwise. It is the offset
(and possibly .inverted) value which becomes the pseudo-output. |

Consider the logical AND combination of the output contacts of two relays
i and j, with pseudo-outputs fi and fj, respectively. Relay 1 contact is
closed if fi > 0, and similarly for relay j. In terms of pseudo-outputs, the
logical state TRUE is represented by fi > 0, and the logical state FALSE is
represented by £; < 0. (Note that fi = 0 is neither true nor false; since
the logical negation NOT, described following, would not otherwise be equivalent

to algebraic negation.) The AND combination of the output contacts is thus

TThe timer model in appendix B uses an SR flipflop model implemented using
NLR.
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represented as

which is true if and only if
MINIMUM(f;, £5) > O.

Thus the result of a numerical MI‘NIMUM operation on the pseudo-outputs

irhplies the result of a Boolean AND operation on the outpu£ contacts. As
importantly, the magnitude of the MINIMUM result indicates the margin by
which the result is true or false.

Similarly, a logical OR combination of two relay contacts

OR(fi > 0, fj > 0)

is true if and only if
MAXIMUM(fi, fj) > 0.

Thus the result of a numerical MAXIMUM operation on the pseudo-outputs
implies the result of a Boolean OR operation on the output contacts, Again, the
magnitude of the MAXIMUM result indicates the margin by which theA result is
true or false.

Finally, the logical negation

is true if and only if
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- "(fi) > 0.

The result of a numerical negation on a pseudo-output thus implies the result of
a Boolean NOT operation on the output contact. As for the AND and OR
operations, the magnitude of the negation result indicates the margin by which
the result is true or false.

Conversion of NLR results to Boolean results (where desired for display,
for example) can be achieved using a simplé function which produces a constant
high-level output when the input is positive, and a constant low-level output

otherwise.

The operation of NLR can be better understood by studying fig. 1, which

shows the waveforms corresponding to an NLR EXCLUSIVE-OR operation
XOR =A «- B+ B . A,

The two upper traces show the input signals A and B, both of which are
60 Hz cosines, with B lagging A by 90°. The third trace from the top shows
A, which with NLR becomes -A. The fourth and fifth traces from the top are
the A « B and B + A terms, respectively. With NLR, the logical AND opera-
tion A «B is performed as an instant-by-instant minimum of A and B, as can
be seen by studying the traces for A, B, and A « B. The bottom trace shows
the EXCLUSIVE-OR result, which is obtained as an OR ‘result of A - B and
B - A. With NLR, the logical OR operation is performed as an instant-by.-
instant maximum of A « B and B « A, as can be seen by studying the lower
three traces of fig. 1. Positive values of the XOR output represent a TRUE

condition (high state), while negative values represent a FALSE condition (low
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Fig. 1. Intermediate waveforms for NLR Exclusive-OR operation

state).

The XOR.in this example serves as a polarity non-coincidence .det,ector.
Had an EXCLUSIVE-NOR (XNOR) operation been simulated (just the logical
negation of the EXCLUSIVE-OR, and the algebraic negation of the NLR
EXCLUSIVE-OR), it would serve as a polarity coincidence detector, which is a
component of both the static phase comparator (Jackson, 1981) and the ASEA
RALDA directional wave detector (Chamia and Liberman, 1978). In fact, the
expression for the RALDA #rip output given in the closure to Chamia and

Liberman can be seen to be that of a two-input NLR EXCLUSIVE-OR, and the
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expression for the block output is that of an NLR EXCLUSIVE-NOR.
| With a simple shift in the values representing TRUE and FALSE, NLR
operations become identical to the logical operations used with Fuzzy Sets (see
Zadeh, 1965). This is not surprising, since NLR can be viewed as an applica-
tion of "multiple-valued"” logic. This is not to say, however, that we are making
use of Fuzzy Sets with NLR. ~Fuzzy Sets deal with elements which can
simultaneously belong to more than' one set, due to the "fuzziness" in the
definition of the sets themselvgs. There is no such fuzziness here. A relay
either operates or does not operate for a given simulation. -
The object of using NLR and pseudo-outputs is to gain an indication of
the sensitivity of the protection output to changes in relay inputs. For example,
if the margin to contact closure is large, a relay is less likely to change state
for a given change in input than if the margin is small. More particularly, by
observing the magnitude and direction of the change in margin which accom-
panies a given change in simulation parameters, tests which will not produce a
significantly smaller margin (.e. risk of protection misoperation) can be avoided.
NLR provides the sensitivities which are needed to reduce simulation eff-

ort.

2. Selection of the pseudo-output

The selection of the appropriate pseudo-output for a relay is usually.more
obvious than it may first appear. For all relays, the state of the output con-
tact is the result of a comparison between some value derived from current
and/or voltage measurements, and a threshold value, often derived (perhaps

indirectly) from one of the relay settings. In some cases, several such
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comparisons may be combined through logic to produce a trip output .
(e.g. directional comparison schemes).

For electromechanical relays of the induction disc/cup type, for example,
the angular position of the disc/cup is "compared"” with the position of the "a"
contact. For static relays, the output of a timer or integrator is applied to a
comparator circuit, where it is. compared against a threshold (see fig. 2). Digital
relaying algorithms generally use an explicit logical comparison between some
computed value (impedance estimate, event counter, etc.) and a setting.

A timing element, such as would be used for zone 2 delay in distance
schemes for example, is treated like an ordinary relay. In this case the
measurement is the elapsed time since timer start, and the threshold value is
the pickup or dropout delay.

In all cases, the pseudo-output is formed by taking the difference between
the Qalue derived from the measurements and the threshold value. Hysteresis,
where it is used, is automatically accougted for by this procedure, and appears
in the output waveform as an instantaneous shift in level as the response passes
through zero.

Where relay operation requires some combination of events to be true, the
detectors for the individual events are treated as individual relay elements, each
with an appropriate output. The output for the relay as a whole is then the

appropriate logical combination, using NLR operations, of the individual elements.
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Fig. 2. Obtaining NLR pseudo-output for static relay



CHAPTER 1V. MODELLING FOR PROTECTION SIMULATION

A. POWER SYSTEM MODELLING

Usual practice for power system simulations is to use detailed modelling .
only in the immediate study area. Increasingly approximate representations are
used as the (electrical) distance from the study area increases. Modelling in the
areas of the fault and the relays should be as detailed as practical, particularly
at the voltage level where the fau‘lt occurs. (The effects of approximations in
the modelling of adjacent highér and lower voltage systems tend to be
"swamped", to some extent, by the impedances of the interconnecting transform-
efs.) Modelling approximations at a few- busbars distance from the f'auit and
relay locations will have a greatly-reduced effect.on relay voltages and currents
due to the "swamping”" effect of the intervening system.

For protection studies, the voltage sources and the network must be set
up so that the steady-state solution more or less matches results from other
types of programs. Without the fault applied, the steady-state solution must
produce line flows which are reasonably close to those obtained from a power
flow program, for the same loading condition. With the fault applied, the
steady-state solution must produce approximately the same short-circuit currents
as are obtained from a short-circuit program. This matching of pre-fault and
post-fault solutions with results from power-flow and short-circuit programs is
required at all relay locations and ali fault locations being considered.

When portions of the transmission system are replaced with network
equivalent circuits, satisfactory matching may be possible only with more com-

plicated equivalents than those usually used for switching-surge studies. In the

30
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latter case the line is assumed to be open at one end; a single-bus Thevenin
equivalent circuit for the feeding network is then sufficient to obtain the correct
short-circuit currents, and there is no pre-fault power flow to match.

For protection studies, however, an equivalenced portion of the network
will generally be connected to the retained network at more than one location.
The assumption of a radial connection, implicit in the development of single-bus
Thevenin equivalent circuits, is thus no longer valid. If the effects of coupling
between the various connectionApoints are ignored, it may be impossible to
obtain the correct pre- and post-fault power flows. To preserve the coupling, it
is necessary to use multi-bus Thevenin equivalents.

These equivalents can be large, and are tedious to compute. For a two-
bus equivalent,i for example, which would be used where there are two
connections from the modelled higher-voltage system to a particular lower-voltage |
network, twenty-one matrix elements are required (allowing for symmetry) as
compared with six for the usual single-bus equivalent. Where four or five
connections exist between the modelled voltage level and an underlying lower vol-
tage syétem, the work involved in computing an equivalent can be considerable.

Multi-bus Thevenin equivalents will likely be required only for equivalents
close to the study area. At a few busbars distance from the study area single-
bus equivalents are likely to cause insignificant errors in the transient response,
and only small errors in the -steady-state fault levels.

Whether equivalents are single- or multi-bus, they must represent not only
the proper power-frequency impedance, but the higher-frequency impedances as

well.  To develop such equivalent circuits with reasonably good frequency

tAppendix A describes the derivation of a two-bus Thevenin equivalent used for
the simulations described in chapter VI.
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response is still more of an art than a science. An interesting technique has
been described by Morched and Brandwajn (1983),

In switching-surge studies, the single-bus Thevenin equivalent circuit is
often modelled as an inductance, which produces the correct power-frequency
short-circuit current, in parallel with a resistance R = Zsurge/n' This
resistance approximates the impedance seen by travelling waves from the
switched bus entering the n transmission lines, each of surge impedance Zs urge’
connected to the bus.

For protection studies, however, the frequencies of interest ére too low for
this approximation to hold. Simple single-frequency equivalents must therefore be
used at some distance (electrically) from the study area. Typically this will
require modelling of the majority of the high voltage system, and at least the
local underlying lower-voltage system.t

Unfortunately, common practice for protection simulations is to model only .
that portion of the éystem which is directly under study (e.g. Johns and
Aggarwal, 1976 and 1977; Breingan et al.,, 1979; Redfern et al.,, 1980; Girgis
and Brown, 1981 and 1983), using a simple single-frequency Thevenin equivalent
source connected directly to the study network. This abrupt truncation of the
transmission system leads to reflection transients in the modelled system which
are unrelated to those of the actual power system.i The reflection transients
which arise within these overly-simpiiﬁed systems tend to be predominantly of

single (and relatively high) frequency. Reflection transients which arise in more

realistic transmission networks do not necessarily show any single dominant

TThis is consistent with the experience of the author, B.C. Hydro, and CESI
(Lionetto et al., 1980).

fAn example of the effects of truncation on system waveforms and protection
response can be found in chapter VI,
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frequency, and contain components of relatively low f‘requencies, sometimes below
that of a second harmonic.

The classic paper by Swift (1979), while informative on the matter of
reflection transients, does not fully discuss the effects of transmission-line termina-
tions on the frequency and waveshape. The frequency of the transients is
determined not solely by the reflections at the end of the line, as Swift’s paper
implies, but also by reflections occurring deeper within the connected system.
Thorp et al. (1979) have published results of studies with a laboratory model of
the American Electric Power system which show considerable variation in the fre-
quency of the dominant resonance with the extent of the connected network.

The degree to which the connected network influences the resonance fre-
quency depends on the impedance mismatch which the termination presents to
the line. A clear limiting case is the perfect match produced when a transmi-
ssion line is. connected to (i.e. terminated by) an identical line, With nothing
connected to the intervening bus. The extent of the "connected network" (the
length of the second line) would obVi(;usly be as much a determining factor in
the resonance frequency as the study line. In this case there is no energy
reflected at the interface, so the resonance is entirely due to energy crossing the
interface into the termination and reflecting back across the interface into the
study line.

For the resonant frequency. to be correct, an equivalent must present the
study network with an essentially-correct impedance at all frequencies. Thus,
except where the study line connects to a stiff bus (in which case it becomes
essentially decoupled from the remainder of the system beyond that bus), the use

of simple single-frequency equivalents in the immediate study area should be
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avoided.

Even geographically-small areas, such as Japan, can experience "large-sys-'
tem" reflection transients (Okamura et al.,, 1980; Kudo et al., 1985; comments of
Suzuki during General Discussion of CIGRE Group 34, 1978) due to mixed
overhead-line/cable systems, since lower cable propagation velocities reduce the
resonance frequenc‘y. Thus even when dealing with geographically-small areas,

the extent of the system to be modelled must be considered carefully.

1. Transmission Line Modelling

The simple RL line model used for classical steady-state protection
calculations is entirely inadequate for transient simulations. A better representa-
tion is a cascade connection of short nominal-pi sections, with mutual coupling
represented between phases and between parallel lines on the same right-of-way.
A double-circuit line would thus be modelled as cascaded six-phase pi-circuits.
The length of each. section is determined by the highest frequency of interest in
the transient simulation. Distributed-parameter models are preferable to pi-circuits
because they give the proper response over the entire. frequency range. Ideally,
frequency-dependent effects should Be modelled for at least the ground-return
mode.

To model the complete line with sectioﬁs of untransposed lines is
straightforward with nominal pi-circﬁits; reliable distributed parameter models for

untransposed lines are still in the development stage.
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2, Load Modelling

Load modelling for transient simulation is still at an early stage. The
minimum acceptable load representation is a three-bhase power-frequency Thevenin
equivalent, which at least ensures that steady-state fault and pre-fault flows will
be correct.

For loads close to the relay location, and which experience depressed vol-
tage during the faults under study, some attempt at modelling the voltage
behaviour of the load may be justified for medium term (e.g. reclosing) simula-
tions. For short term simulations (e.g. fault.application), it may only be
necessary to model the frequency behaviour of the load.

Ontario Hydro have made measurements of the frequency behaviour of
representative distribution feeders by applying signal-processing techniques to trans-
ient responses recorded during staged system disturbances (Morched, 1985). The
results were used to synthesizevmodels for the feeders. These models were of
the form of a parallel connection of R and L, connected to the system through
a cascade connection of pi-sections (in one case using non-zero shunt conductance
to represent tapped loads). In the cases studied, excellent matches were
achieved between the measured frequency behaviour and that of the synthesized

models.

3. Transformer Modelling

Power transformers in protection studies can usually be adequately
represented as coupled windings with constant resistances and constant self and
mutual inductances. The resistances and inductances can be derived from the

power-frequency interwinding impedances, as for steady-state calculations. Where
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the operation of transformer protection is under study, and it is important to
account for inrush currents or harmonics from saturation effects, a more elab-
orate representation can be used, at least accounting for the non-linearity of the
magnetization curve.

Brandwajn et al. (1982) have shown how a coupled multi-winding
transformer model can be produced from readily-available data. Nakra and
Barton (1974) presented résults f'or‘ a coupled multi-winding transformer model

which included saturation and hysteresis effects.

4. Generator Modelling

Generators can usually be modelled adequately as equivalent voltage
sources E' behind subtransient inductances L('i' (analogous to the representation
used with short-circuit programs) for the short time spans involved in fault-
clearing studies. This is particularly true where the relay location is separated
from the generation by the generator transformers, or the transformers plus
some transmission, so that the generator impedance is somewhat masked by the
intervening impedance.

For studies of l§nger duration, where the dynamics of the generator and
exciter must be accounted for, or for studieé of the generator or generator
transformer protection, more exact generator modelling will be required. Detailed
generator models have been‘ developed for sub-synchronous resonance studies using
the Bonneville Power Administration EMTP, which also has the capability to
represent exciter and governor dynamics (Brandwajn and Dommel, 1979).

Transient programs with detailed generator and exciter models provide a

particularly accurate way of determining the effect of generator swings on the
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protection.  Although some transient stability programs have rudimentary protec-
tion modelling capability, the absence of any zero-sequence representation limits
their use to phase faults. Transient programs such as the EMTP allow all
types of faults to be considered.

For long duration studies, it should not be neceséary to consider the
effects of electromagnetic transients over the entire interval, so that large step
sizes can be used. Aggarwal and Johns (1980) advocated continuing the trans-
ient simulation over the entirei sequence from fault incidence through to auto-
reclosure. This is unnecessary, since realistic reclosing times are of the order of
tens of cycles for practical power systems (Ellis et al., 1966, for example, found
a value of =0.5 seconds for the early B.C. Hydro Peace River system). By
this time, electromagnetic transients will have decayed to insignificance, so that,
from the tfansient point of view, reclosure is essentially from a new steady-state

condition.

5. Fault Modelling

Fault impedance is commonly modelled using a linear resistance to
represent tower footing resistance (for ground faults), and a non-linear resistance
(similar to, for example, a zener diode characteristic, except bipolar) to represent
arc impedance (Hayden et al., 1971; Marsman, 1980). It may be acceptable to
ignore the nonlinear characteristic ‘for some studies. The IEEE Power System
Relaying Committee (1985), for example, .have suggested that "the nonlinear
nature bf the arc generally merits consideration only for the lower voltages or
for time delay backup relaying at any voltage". Where ground wires are not

used, tower footing resistance will likely dominate any arc "resistance” for ground
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faults; a linear resistance will thus suffice in these cases.
Where the arc voltage is to be represented, an empirical expression devel-
oped by Warrington (1931) can be used to estimate the arc voltage for a given

fault current level:
v =28750 1/ 104

where 1 is the arc length in feet, in still air, I is the fault current level in
amperes, and V is the arc voltage in volts. It is apparent from the data
presented in the original paper that the voltage and current in this expression
are RMS values. (Warrington does not explain how the RMS values were

computed from the distorted waveforms.)
B. PROTECTION MODELLING

1. Transducer Modelling

The digital modelling of instrument transformers has been discussed in a
number of published papers (e.g. Wright and Rhodes, 1974; Rowbottom and
Gillies, 1976; Wong and Humpage, 1978). The main effects which must be

accounted for by instrument transformer models are:

- core saturation effects, including remanence and hysteresis for best
modelling of current transformers (CTs). The effect of the magnetic
core non-linearities may generally be ignored for capacitive voltage
transformers (CVTs), except where ferroresonant possibilities are' of

concern.
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relaxation transients, which occur with both CTs and CVTs when the
primary energization collapses to zero, due to the decay of charge and
flux from the energy-storage mechanisms intrinsic to these devices.
Related to relaxation transients are the energization transients which
occur when de-energized instrument transformers are suddenly
re-energized, such as occurs after a line is reclosed. Relaxation trans-
ients in CTs can cause slow dropout of overcurrent relays, while CVT
relaxatioh transients can cause incorrect operation of distance relays

for close-up faults.

bandwidth effects, particularly CVT resonances due to the interaction
of the capacitive voltage divider with the compensating inductance.
Douglass (1981) has published the results of measurements on CTs,
which show the frequency response to be essentially flat to beyond
20 kHz when the CTs are properly applied. Bandwidth is thus not
an issue for CTs (per se—see next point). For CVTs the situation is
more complex due to the tuning inductance used for reducing power-
frequency phase error. Chamia (1980) gives the useful frequency
range for a CVT as beiﬁg from 20 to a "few hundred” Hertz.
CIGRE Working Group 36-05 have published (1984) a plot of relative
transformation ratio versus frequency for a 220 kV CVT for 50 Hz
systems, which shows a narrow peak of 2.7 (relative to 1.0 at

50 Hz) at about 170 Hz, and another broad peak of over 3.1 at

about 800 Hz.

burden effects, particularly under transient conditions. Apart from the
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well-known effects which the .burden can have on its transducer under
steady-state power-frequency operating conditions, the transient response
of the transducer will clearly be affected by the transient behaviour‘of
the burden. Since the exact burden composition is almost never
known (particularly for CVTs, which supply a collection of relays,
etc.), some assumption must be made. The usual assumption of a
Thevenin equivalent (power-frequency) impedance at least ensures that
power-frequency modelling is correct. The value of detailed CT and
CVT models is debatable, however, when the burdens are represented
so imperfectly. Sensitivity studies are required in this area, along
with measurements of the transient characteristics of typical installed
CT and CVT burdens (total burden, that is, including wiring and
composite relay/metering burdens). It is essential that burden
representations be developed which can be used with greater confidence

than can the present power-frequency "equivalent" burdens.
, p P

Figure 3 shows equivalent circuits which can be used for CT and CVT
modelling. Neither is very sophisticated, but data for both can be either derived
or estimated from available information, and at least the most important - transdu-
cér effects are represented.

The CT magnetizing branch uses a non-linear inductance as a core model
to account for saturation effects. Wright and Rhodes (1974) have reportéd good
results using the common "two-slopev" model. Rowbottom and Gillies (1976) used
a more complex model which accounts for satgration, hysteresis, and remanence.
This latter model appears to be a good compromise between accuracy of

representation and practicality of implementation.
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: ideal
magnetizing leakage, winding, and
branch burden impedances
(a) CT model
ideal

35

(b) CVT model

burden
impedance

F‘ig.‘ 3. CT and CVT equivalent circuits.

. The linear resistance shown in the CT magnetizing branch is used to
produce eddy-current-like loss effects. This is a ‘commonly-used artifice.
The CT burden is a composite of the usual series RL power-frequency
equivalents of the burden impedance, secondary winding resistance, and leakage
inductance.

The CVT model includes a series RLC branch representing the equivalent
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input capacitance of the capacitive voltage divider, the phase-shift compensating
inductance, and the damping resistance. This determines the major frequency
response of the CVT, and the high-frequency capacitive relaxation tra;nsients.

The shunt linear inductance provides an approximation to the magnetizing induc-
tance of the internal magnetic VT, and permits representation of the low-fre-
quency inductive relaxation transients.

The burden has the format required for the ANSI transient tests for
CVTs, and is intended to permit "tuning” of the damping resistance to obtain
reasonable transient characteristics. The series RL limb would ordinarily be used

in the simulations, being set to the power-frequency equivalent burden impedance.

2. Relay Modelling

Protective relays may be modelled iq varying degrees of detail. Where
digital models of relays have been used for pbublished work, they appear to be
mostly "generic" (e.g. Johns and Aggarwal, 1978). Generic models share the
same general principles of operation as the actual relays (e.g. mho relays based
on block-average phase comparison), but omit details such as input filtering or
input sensitivity levels. Generic modelling can be quite useful for studying basic
protection concepts, and can be used for modelling the less-important relays in a
protection scheme (e.g. some supervisory relays, relays used for local backup
protection, etc.) |

The principal measuring relays in a high-speed protection scheme are
likely to require more detailed modelling. This could include the specifics of the
input circuitry (including filters), comparator details (such as input sensitivity

levels), and specifics of the relay output circuitry (such as the blocking and
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latching features used in the Westinghouse SD-2H relay described in appendix B).
This more-detailed modelling paturally requires specific knowledge about the relays
in question.

The most advanced level of detail requires not only extensive information
about the relay circuitry, but also an actual relay and access to a sophisticated
facility for testing it. The testing is needed to verify the digital model by
subjecting both the actual relay and the model to identical input waveforms and
comparing the outpu£ (and selected internal) signals for the two.

Of the two basic problems associated with relay modelling—collecting the
necessary detailed data about the relay, and preparing the actual digital
model—collecting and interpreting the data may be the most difficult task.
Manufacturers’ descriptive bulletins and instruction manuals do not necessarily
contain all required details.

For example, although the manufacturer’s instruction booklet was very
helpful when modelling the SD-2H relay described in appendix B, the "Q" or
"quality factor" of the memory and input filter were not given. An alternate
method had to be used to find acceptable values.

Because of the difficulty of obtaining data, specific models should be used
only where absolutely necessary (e.g. principal measuring relays); generic
modelling is appropriate for the remaining relays.

Once the necessary information has been collected,.the actual modelling is
generally straightforward. The relay input circuits, which transform the
measured currents and voltages into the quantities needed by the comparator, are
generally linear and can be modelled using state equations. Although various

techniques are available for solving state equations numerically, the excellent
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numerical stability of central difference equatio;ls (which form the basis for
implicit trapezoidal integration) make this the technique of choice for power sys-
tem transient applications (Dommel, 1969). While other techniques theoretically
offer better accuracy, experience has shown that these techniques are mostly
unsuitable, being numerically unstable unless used with impractically-small step
sizes.

The comparators themselves are generally nqn-linear, and are of varying
difficulties to model. Polarity:qoincident (static) two-input phase comparators, for
example, require only straightforward EXCLUSIVE-NOR logic. Some two-input
amplitude comparators, by way of contrast, require modellipg of a multi-rectifier
bridge circuit with an RC load circuit, which is a much more difficult modelling
task. No single approach can be recommended.

Initialization of the comparator, particularly where integration of some kind
is used at the output stage, can be a more complex task than the development
of the iterative equations. This task is simplified by making use of the max-
imum and minimum limits on the output range. It is usually possible to iden-
tify the input conditions which cause the output to leave one limit and move
into the "active region" toward the othef. (The output will reach one of the
two limits at least once per power-frequency cycle if the initial condition is from
the steady state, since the relay cannot drift in the "undecided” intermediate
region indefinitely.) The examples in appendix B clarify the procedure.

In extreme cases, the initialization can be performed by a "silent simula-
tion", wherein a “pre-simulation" of one or two (power frequency) cycles duration
is performed using the same equations as the main simulation. The pre-simula-

tion is started from some assumed initial condition. Only the final value
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reached in the pre-simulation is retained (hence the term "silent"), this being the
initial condition for the main simulation.

The error in the pre-simulation due to the assumed initial condition will
be corrected when the comparator reaches the appropriate output limit.f The
comparator output will then be reset to the correct value, and will leave the
limit agaiﬁ at the correct time. The remainder of the pre-simulation will then
be correct. Provided that the appropriate output limit is reached at least once
during the pre-simulation, the initial condition for the main simulation will be
correct.

Although silent-simulation is a brute force téchniqug, it may be the most

practical method of initializing highly non-linear comparators.

Another important aspect of relay modelling is establishing the integrator
gain for relays with intégrating (averaging) comparators. For a fixed output trip
threshold, the speed of integrator-type relays is directly proportional to the
integrator gain. The maximum value of integrator gain (which determines the-
theoretical maximum operating speed for the relay) is determined by the
measurement uncertainty inherent in the comparator.

Measurement uncertainty shows up as a ripple in the comparator
output—the .rectifier ripple for an amplitude comparator, for example. The max-
imum gain must be low enough to ‘ensure that the relay does not operate on
this ripple for steady-state inputs just below setting. Since the gain may have

to be reduced below this value to ensure security under transient conditions, a

tIf the steady-state inputs are such that the comparator would be high, the
appropriate limit would be the high limit. Otherwise, the appropriate limit would
be the low limit. :
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convenient model parameter is the fraction of the maximum gain which is to be
used.

A detailed example of the calculation of the maximum integrator gain is
given in appendix B for the single-input amplitude comparator used in the over-

current relay model.
3. Protection Scheme Modelling

a. Accounting for pilot channel delay time

Since most protection applications use communication between relays at
different locations (usuaily at the two ends of a transmission line), it will usually
be necessary to account for the delay associated with the pilot channels.

During the later portion of the simulation, the signals at the receiving
ends of the pilot channels will be identical to the signals at the sending ends,
except delayed by the channel pime. The delay can be easily handled in the
simulation by "reaching back" in time (time-delaying the sending-end signals) by
the amount of the delay.

At the start of the simulation, however, "reaching back" requires knowl-
edge of the signals at the sending-end before the start of the simulation. Since
the pilot channel signals are derived from the relay outputs, it is necessary to
determine the output of the relays before the start of the simulation (during the
steady-state operating period). The 'only.way of finding the relay outputs is to
perform a "pre-simulation", identical to the main simulation except that the
results would be used only for computation, and not for display. The pre-sim-

ulation would have to cover one full delay period before the start of the main
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simulation.

The need for the "pre-simulation"” can be avoided if the pilbt channels can
be assumed to be completely quiescent during the initial delay period. If the
protection system is known to be in an inactive, steady-state condition prior to
the start of simulation, the assumption of complete quiescence would be

reasonable for permissive- and transfer-trip channels.

C. COMBINING SIMULATIONS FOR THE POWER AND PROTECTION
SYSTEMS

Two possible approaches can be used for combining the power system sim-
ulation with the protection simulation. The first approach is analogous to that
used with analog relay test facilities, where the power system and protection
function together at every instant in time. In digital simulation, both systems
would be solved simultaneously at each time step before advancing to the next.
This is the simultaneous approach.

The second approach is analogous to the one generally used with test
facilities which use digital power system simulation. In these facilities, the vol-
tage and current waveforms are often recorded on magnetic tape and played
back through amplifiers for testing the relays. In this sequential approach, the
power system and protection function separately, one after the other.

The simultaneous approach hés the advantage of directly accounting for
the effects of protection operation on the power system (circuit breaker opening
and closing). These effects cause some difficulty with the sequential approach,
since circuit breaker operations must be predicted when setting up the power

flow simulation. This is possible in simple cases (e.g. fault clearing on a
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parallel line) by running a preliminary simulation to determine when the‘ opera-
tion; take place (e.g. circuit-breaker set to open after 70 ms, with the time of
70 ms obtained from a preliminary simulation). | |

A related problem with the sequential approach is the need to prepare
special models wherever feedback loops are encountered within the scheme logic. .
The reason the special models are needed is that feedback can only be accounted
for when everything encompassed by the feedback loop is simulated together
(simultaneously). With the sequential approach, only individual models (which
could be of relays, timers, logic blocks, or selected portions of the scheme logic)
are simulated simultaneously.

In practice, however, the need to produce special models is not a serious
disadvantage, since feedback loops in the protection scheme logic generally occur
only where pilot channels are used. The required models are thus of relatively
standard form (e.g. permissive trip logic) in most cases.

In the author’s view, the advantage of the simultaneous approach is
outweighed by several practical disadvantages. Firstly, the simultaneous approach
requires a very large and complex program for the joint simulation of the power
system and protection. The relay models must be re-entrant, complicating the
programming and increasing storage requirements. The large number of
subroutine calls required (one for each use of the model, at each time step)
reduces program efficiency. In geheral, programming, program additions, and
program maintenance are considerably more complex than with the sequential
approach, which uses more-or-less independent program segments.

Secondly, phe simultaneous approach provides only a limited choice of

solution techniques. The entire power system and protection simulation must be
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either digital or analog. Digital simulation may use only time-domain methods.
Further, if the parts of the program dealing with power system simulation are
intricately interwoven with the protection simulation portions, the power system
simulation method will be "locked-in" to the final program.

The sequential approach is virtually free of limitations of this nature.
Digital or analog simulation may be freely intermixed, as suits the circumstances;
in a hybrid simulation facility, actual relays and digital models of relays can be
used interchangeably. This is possible because the inputs for each model are
pre-computed, so that rather than simulating the entire protection scheme in real-v
time, it is only necessary to be able to transfer data at real-time rates from .
memory to the necessary digital-to-analog converters, and from the necessary
analog-to-digital converters to memory. This is quite a modest requirement,
employing welbl-tested technology. The advantage of this capability is that
accurate digital models can be developed and tested against the actual hardware
under identical conditions. Since both model and hardware can have identical
appearance to the remainder of the simulation package, either can be "dropped
in" to the overall protection simulation with little effort.

Either Fourier-transform or time-domain solution methods can be used for
digital models of either protection system components or the power system.
Power system voltages and currents do not even have to be simulation
results—recordings of actual power system voltages and currents can be used if
available.

A further advantage offered by the sequential technique is that the
various independent portions of the protection (phase and ground relaying, for

example) can be simulated independently. This feature can offer considerable
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savings in computation when investigating the effects of chahging the parameters
of a relay (or set of relays) on protection performance, since all portions of the
protection which are not dependent on the output of the relay under study can

be simulated separately and stored.

For most security and dependability simulations, circuit breaker operations
due to the protection are either irrelevant to the study or easily predetermined.

The sequential approach is therefore usually the best choice for these studies.



CHAPTER V. MODELLING THE B.C. HYDRO PEACE RIVER SCHEME

A. INTRODUCTION

This chapter describes the modelling used for digital simulations of the
B.C. Hydro Peace River system. The simulations were performed, using the
techniques described in the previous chapter, to demonstrate theA feasibility of
digital protection simulation using NLR. The modelled protection is that used on
the B.C. Hydro 500 kV transmission line designated 5L1, part of the Peace
River transmission system. The protection is comprehensive enough to show that
digital simulation using NLR is feasible for practical protection schemes. While
the simulations are for a transmission protection scheme, the principles involved
are sufficiently general not to limit the conclusions drawn from this research.

The simulations have been designed to demonstrate the operation of the
51.1 protection for critical benchmark faults. The simulation procedure is very
similar to that which would be used in checking out a proposed protection
scheme during the planning process. Some relay parameters have been determ-

ined experimentally.

B. B.C. HYDRO PEACE RIVER SYSTEM

The B.C. Hydro power system consists of some 10.5 GW (nameplate) of
generation, of which 9.3 GW is hydroelectric. ~The majority of the generation is
located at sites remote from the major load centre at Vancouver, in the
.southwest corner of the province. The bulk of the power generated at these
remote hydroelectric sites is carried by 5088 circuit-km of 500 kV transmission

(including 38.5 km of submarine cable), which spans the width of the province

51
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from Vancouver Island to the Rocky Mountains (there interconnecting with the
Trans Alta Utilities system- in Albérta), and some 60% of the length of the
province from the U.S. border in the south (there interconnecting with Bonneville
Power Administration (BPA) in the state of Washington), to the G.M. Shrum and
Peace Canybn generating stations of the Peace River system, 800 km to the
north. {

The Peace River portion of the B.C. Hydro power system was the first of
the B.C. Hydro 500 kV system to be developed (Ellis et al., 1966), coming
on-line in 1968. This installation featured the use of braking resistors, fast -
solid-state exciters, and series compensation, in order to ensure the stability of
over 900 km of radial 500 kV system. Even now, some 600 km of this sys-
tem, from Kelly Lake substation (southwest of 100 Mile House) north to
G.M. Shrum and Peace Canyon generating stations (near Fort St. John), is
essentially radial.

It is the northern-most portion of this system which is of immediate
interest for this study, from the 2730 MW G.M. Shrum and 700 MW Peace
Canyon generating stations south to the Williston substation near Prince George,
at the end of 277 km of 500 kV transmission. Details of this area of
immediate interest, as modelled, can be found on the one-line diagram of fig. 4.
(A list of the three-letter station abbreviations can be found in appendix A.)

The protection under study is for transmission line 5L1, a 277 km
500 kV line of flat single-circuit construction, running from G.M. Shrum to

Williston.  Neighbouring 500 kV lines are 5L4, 14 km long (modelled as

tOne-line diagrams of the majority of the 500 kV system, as modelled, along
with details of the power system modelling, and complete listings of the EMTP
input data used for this study, can be found in appendix A.
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19 km—see appendix A) from G.M. Shrum to Peace Canyon; 5L2 and 5L3, the
277 km long lines running parallel to 5L1; and 5L11 and 5L12, the 329 km
long parallel lines connecting Williston with Kelly Lake.

Series capacitor banks provide 50% compensation in the three lines
between G.M. Shrum and Williston (at Kennedy station), and in the two lines
between Williston and Kelly Lake (at McLeese station). The series capacitor
banks are equipped with protective gaps which bypass dangerously high currents
(Batho et al., 1977; Mansour et al.,, 1983). These gaps have been modelled
only at Kennedy (for 5L1, 5L2, and 5L3; see appendix A); all other series
capacitor installations have only the effective series capacitance modelled (i.e. gap
flashing is inactive).

Shunt reactors are used throughout the B.C. Hydro 500 kV system. For
the Peace River transmission, these consist of standard-rated (X=2040R) single-
phase units, connected in a grounded-wye configuration. Integral numbers of
these standard banks can be connected to the transmission lines (rather than the
bus),- as required. For the study at hand, one of these standard banks is in
service at the north ends of each of 5L1, 5L2, and 5L3. (Reactors have been
modelled on the associated bus for all lines except 5L1 and 5L2, for which the
exact location is significant for this study.)

The power system model used in this study does not include the
G.M. Shrum braking resistance (used to enhance stability during loss of one of
the 500 kV lines to Williston). Nor has any detail of the generators (exciters,
governors, etc.) been included for this study. Generation is modelled as E"

behind L('i" as for conventional (steady-state) fault studies.
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1. Portions of the System not Represented

For buses remote from the immediate study area, lower voltage portions
of the system are represented by single-bus (three-phase) Thevenin equivalents at
60 Hz, so that steady-state fault and pre-fault flows will be correct. There is
an error associated with this approach where the lower voltage system is not
radial from the high voltage bus, which is the case here for many of the buses
south of Kelly Lake (the 230 kV system underlies the 500 kV system in this
area).

Comparisons between transient model steady-state fault results and results
from a conventional (steady-state) fault study program showed the error broduced
by single-bus Thevenin equivalents south of Kelly Lake to be aéceptably small
for faults within the study area. Between Williston and Kelly Lake, however,
the 500 kV system is essentially in parallel with a portion of the 230 kV sys-
tem. To reduce steady-state errors for faults near Williston, a two-bus Thevenin
equivalent was required at Williston and Kelly Lake when equivalencing this

underlying 230 kV system.

C. B.C. HYDRO 5L1 PROTECTION

A detailed description of the Peace River protection is given in Hayden et
al. (1971); only a general description is given here. Details of the relay models
and a listing of the Transient Response Processor (TRP) commands uéed to
simulate the protection can be found in appendix B. The scheme consists of
nearly identical primary and secondary protection. Only the primary protection
and the unique aspects of the secondary protection will be discussed here.

The protection is basically arranged as two independent configurations
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(underreaching direct transfer trip and over- and underreaching permissive trip
with reverse blocking) for both ground and phase faults. The reverse blocking,
which is equipped with a-100 ms memory (dropout delay), is essential to ensure
security for faults clearing on parallel iines. Without reverse blocking, the
sequential clearing of the two ends of a faulted parallel line could cause the
permissive trip scheme to mistakenly indicate an internal fault. The reverse

blocking feature will be demonstrated in chapter VI.

1. Phase-fault Protection

The phase-fault protection, for which the AB phase-pair elements are
shown in logic-diagram form in fig. 5, is built up from three Westinghouse
Canada type SD-2H memory-polarized mho relays. The underreaching elements,
designated 21L1, are set to reach 77% of the compensated line "length" (35.4Q
at 85°), with a "lens" impedance characteristic obtained by requiring phase
coincidence within +82.5° rather than the usual £90°.

The overreaching elements, designated 21L2, are set to reach 134% of the
uncompensated line length (1232 at 85°), with a lens impedance characteristic
identical to 21L1. These units also provide zone 2 operation after a 250 ms
delay. The zone ‘2 operation has not been included in this study since the
delay is longer than the stgudy time.

The reverse-looking blocking elements, designated 21L3, are set to reach
back into the protected line by 33.7? at 85°, and out of the protected line by
1272 at 85°. This offset characteristic is produced by a "Load Angle
Compensator”, Westinghouse Canada type LAC-1H, and designated LAC for this

study (see fig. 6). The principal function of the LAC is to ensure that the
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Fig. 5. Phase-fault protection (as modelled) (Signal abbreviations are defined in
table 1. Relays are described in text. Inputs to 21L2 and 21L3 are similar

to 21L1, except as shown.)
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Fig. 6. Details of LAC connection for 21L3 SD-2H voltage input

transient characteristics of 21L3 coordinate with those of the remote 21L2 unit
when the protected line is carrying significant pre-fault current. (Pre-fault
current modifies the transient characteristic of memory-polarized mho relays.)

The LAC (which is essentially three independent transactors) uses the line
currents to produce output voltages which are phase-shifted +90° with respect to
the currents. The LAC output voltages are added to the input voltages of
21L3. The modified 21L3 voltages compensate for the phase angle differences
between the memory voltages of 21L3 and the remote 21L2, caused by the vol-
t,‘age drop across the intervening line impedance. The net effect is to align the
transient characteristic of 21L3 to that of the remote 21L2, thus ensuring that

21L2 will not opérate for a fault beyond 21L3 which 21L3 can not see (and

therefore block). A full description of the operation of the LAC is given in the
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manufacturer’s instruction manual (Westinghouse Canada Inc., 1979).

Although the reach values are correct, the specific settings used for 21L3
and the LAC in this study are different from those used with the actual
devices. The reason for this is that the burden of the 21L3 voltage circuit
causes a voltage drop across the LAC, which modifies the actual characteristics
from those which would otherwise be expected. The effect of the 21L3 burden
is not modelled for this study, so that no compensating adjustments were needed
in the settings.

All of the reach values given above have been those which apply under
static conditions. The use of memory polarizing gives a characteristic which, for
internal faults, is greatly expanded for a short time after fault incidence 'for

21L1 and 21L2, and greatly reduced for 21L3 (closure to Hayden et al., 1971).

To reduce sensitivity to transients, the SD-2H relay employs an input fil-
ter in the "IZ-V" circuit. The Q of this filter is 'low under normal conditions so
as to avoid operating delays, which are especially severe for faults near the
limit of reach due to the low operating energy then available.

Some 2-4 ms after a transient disturbance is detected, the Q of the filter
is switched to a higher value, providing improved filtering against post-fault
transients. To prevent misoperation caused by switching transients, a pickup
delay of 35-45 ms (modelled as 40 ms) is inserted into the output of 21L1 and
21L2 (provided that they have not already operated). The delay-insertion feature
is inhibited for 30-40 ms (modelled as 35 ms) after fault detection to permit
rapid relay operation for true faults.

The filter-switching and insert-delay signals are provided by a fault-
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detecting relay, Westinghouse Canada type SDX-1H, designated 21LX. This relay
operates when a negative sequence voltage of 22.5 kV or greater (primary value)
is detected, or when the primary voltage drops below 360 kV line-to.-line (thus
ensuring continued operation for three-phase faults).

All phase-fault relays are supervised by a three-phase, low-set line current
relay set at 268 A (primary), designated B0L. The setting is high enough to
allow th'e relay to reset on‘steady-.state line charging current. (For this study,
50L has been modelléd as thrge single-phase overcurrent elements with OR-

connected outputs.)

2, Ground-fault Protection

Ground wires are used only within a short distance of the substations, so
that for the vast majority of ground faults, the fault resistance is determined by
the tower footing resistance. The design value of fault resistance is 300,
although tower footing resistances of over 10002 have been measured. |

As a consequence of the high fault resistances, residual overcurrent protec-
tion is used for ground faults. Figure 7 shows the ground fault relaying in
logic-diagram form. |

The principal ground overcurrent device is a Westinghouse Canada type
S1G-1H positive-sequence-restrained instantaneous overcurrent relay, designated
50LN. This devi;e includes threev independent overcurrent elements with individ-
ual setpoints (see fig. 8). The_ positive-sequence restraint prevents operation on
load-derived zero-sequence current, such as occurs during conditions of unsymmet-
rical bypass of the series capacitor bank.

The high-set element, designated 50LN/IOD, is the underreaching element
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Fig. 7. Ground-fault protection (as modelled) (Signal abbreviations are defined in
table 1. Relays are described in text.)

used for direct tripping in the transfer trip scheme.

up when

3]Io| - 0.2]|I,| 2 1400 A (primary)

No directional supervision is used with 50LN/IOD.

This element is set to pick
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Fig. 8. Details for 50LN modelling

A second element of 50LN, designated SOLN/IOH, is set to pick up when
3|Io] - 0.2|1,] 2 300 A (primary)

This is the overreaching element used in the permissive trip scheme, and is
supervised by the forward directional element designated 32F.

The final (low-set) element of 50LN, designated S50LN/IOL, is set to pick

up when
3|{1o] - 0.2|1,] 2 100 A (primary)

This is the reverse-blocking element used in the permissive trip scheme, and is
supervised by the reverse directional element designated 32R.

The forward and reverse directional elements 32F and 32R are
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Westinghouse Canada type SRG-1H devices, potential-polarized from an auxiliary
transformer with a broken-delta secondary. These devices remain muted (in the
unoperated state) until the input current exceeds 50 A (primary). The muting
helps prevent -misoperat‘ion of the permissive trip scheme due to slow reset of
32F/R.

Element 32F is set for a maximum torque angle (MTA) of -90°, with an
operate zone of +85° about the MTA. Element 32R is set to overlap 32F,
with an MTA of +90° and an operate zone of +£96° about the MTA.

The directional element models which form the basis of the 32F/R models
are of "infinite" sensitivity, viz. they do not require any threshold magnitude of
current or voltage to operate. Consequently, the muting has been obtained by
using an instantaneous overcurrent element to gate the current inpﬁt to the
directional elements (see fig. 9). This approximates the effect of finite sensitiv-
ity. (Note that finite sensitivity could also have been included directly in the
directional element model, making external manipulation unnecessary. It was
included separatelyv here to demonstrate the technique.)

In addition to the main ground fault relaying just described, the secondary
protectipn includes an extra inverse-time overcurrent relay, ASEA type RRIDE-41,
designated 50LN1S. This relay has a "very-inverse" characteristic with a time

dial setting of 0.13, which produces a time-overcurrent curve described by
t = 1.8/ (I - 1) seconds,

where I is the ratio of input current to setting current. The setting is 200 A
(primary). This relay is directionally supervised by 32F, and operates in a

direct tripping mode.
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The combination of phase- and ground-fault protection, shown in fig. 10, is
entirely straightforward. The reverse-blocking is held, once set, for a minimum
of 100 ms.

The transfer- and permissive-trip logic is shown, as modelled, in figs. 11
and 12. The Williston circuit breaker trip signal is obtained in the simulations
as an OR combination of the Williston and G.M. Shrum transfer-trip outputs
from the permissive trip block. The actual scheme logic generates the trip sig-
nal somewhat differently (see appehdi:g B, part A), although the two are logically
equivalent.

The transfer-trip signal is developed from the OR combination of the direct
local trip (DLT) signal and the confirmed permissive trip. This latter signal is

obtained from an AND combination of the local forward permissive (LFP) signal
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Fig. 10. Phase- and ground-fault combining logic

and the received permissive signal transmitted from the remote end (GMS.TTT

for Williston-end protection). (Table 1 lists the signal abbreviations used in the

TRP listing in appendix B and the logic drawings.)

For increased security, the permissive trip logic incorporates three special

features:

direct local trip signals key both the permissive- and transfer-trip

tones,

when a permissive-trip situation is confirmed, a transfer-trip tone is

keyed, and

when a permissive-trip tone is received, but no local permissive
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Fig. 12. Detailed structure of PT block for permissive-trip model

condition exists, the permissive tone is repeated provided no local
blocking condition exists. This feature, designated repeat-if-no-block
(RINB), permits relatively fast clearing for faults (particularly high-
resistance ground faults) which do not create sufficient infeed from

both ends of the line. Details of this feature are shown in fig. 13.

D. ASSUMPTIONS AND OPERATING CONDITIONS FOR STUDY
Frequency-dependence of the .transmission-line parameters has been ignored;

line constants have been computed at 60 Hz. Steady-state results should thus

be correct, while aerial-mode transients should be only slightly in error.
Ground-mode transients, which are significant only for ground faults, will

have insufficient damping at the higher frequencies. For relays modelled with



Abbreviation

CPT

DGOC
DLT
FILTERX
GATE

GFDT
GFPT
GIAB
GIBC
GICA
GMSDLT
GMSNRB
GMSLFP
GMS.IA
GMS.IB
GMS.IC
GMS.TTT
GMS.VA
GMS.VB
GMS.VC
GRB
GVAB
GVBC
GVCA
G3Io

1A

IAB

1B

IBC

IC

ICA
INSDLY
LACA
LACB
LACC
LFP
NG3Io
NRB
PERM
PFDT
PFPT
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TABLE 1

List of Abbreviations for Simulation Waveforms

Waveform

combined permissive trip (phase- and

- ground-overreaching

directional ground overcurrent

direct local trip signal

delayed-dropout filter-switching control signal for 21L3
gating control signal for 32F/R input gate (t0 account
for finite sensitivity)

ground-fault direct trip logic signal
ground-fault permissive trip logic signal
G.M. Shrum AB delta current

G.M. Shrum BC delta current

G.M. Shrum CA delta current

G.M. Shrum direct local trip logic signal
G.M. Shrum no reverse blocking logic signal
G.M. Shrum local forward permissive logic signal
G.M. Shrum delayed phase A current

G.M. Shrum delayed phase B current

G.M. Shrum delayed phase C current

G.M. Shrum transfer-trip transmit signal
G.M. Shrum delayed phase A voltage

G.M. Shrum delayed phase B voltage

G.M. Shrum delayed phase C voltage
ground-fault reverse blocking logic signal
G.M. Shrum delayed AB inter-phase voltage
G.M. Shrum delayed BC inter-phase voltage
G.M. Shrum delayed CA inter-phase voltage
gated residual current 3I, for input to 32R
phase A current to LAC

AB delta current for 21L3

phase B current to LAC

BC delta current for 21L3

phase C current to LAC

CA delta current for 21L3

insert-delay control signal for SD-2H

phase A LAC output voltage

phase B LAC output voltage

phase C LAC output voltage

local forward permissive signal

negation of G310 for input to 32F

no reverse blocking logic signal

output from permissive-trip block

phase-fault direct trip logic signal
phase-fault permissive trip logic signal



TABLE 1 (cont’d)

PRB
PSFILTER
PT

PTTX

RB
RESTRAIN
RINB

RPT

SWQ

TMP
TMPO
TMP1
TTTX

VA

VB
vC

VAB
VBC
VCA
WIAB
WIBC
WICA
WSNDLT
WSNLFP
WSNNRB
WSN.CB
WSN.TTT
WVAB
WVBC
WVCA
310

3V0
21LX
21L1
21L1AB
21L1BC
21L1CA
21L2
21L2AB
21L2BC
21L2CA
21L3
21L3AB
21L3BC
21L3CA

phase-fault reverse blocking logic signal
positive-sequence filter output
permissive trip

permissive-trip transmit signal

reverse blocking logic signal
positive-sequence restraining voltage for 50LN
repeat-if-no-block logic signal

received permissive trip signal
Q-switching control signal for SD-2H
temporary (intermediate waveform)
temporary (intermediate waveform)
temporary (intermediate waveform)
transfer-trip transmit signal
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phase A input voltage for 21L3 after inclusion of LAC

output

phase B input voltage for 21L3 after inclusion of LAC

output

phase C input voltage for 21L3 after inclusion of LAC

output

AB inter-phase voltage for 21L3
BC inter-phase voltage for 21L3

CA inter-phase voltage for 21L3
Williston AB delta current

Williston BC delta current

Williston CA delta current

Williston direct local trip logic signal
Williston local forward permissive logic signal
Williston no reverse blocking logic signal
Williston circuit breaker trip signal
Williston transfer-trip transmit signal
Williston AB inter-phase voltage
Williston BC inter-phase voltage
Williston CA inter-phase voltage
residual current 3I,

residual voltage 3Vj

21LX outputs

21L1 output

21L1 "phase" AB element output
21L1 "phase" BC element output
21L1 "phase" CA element output
21L2 output

21L2 "phase" AB element output
21L2 "phase" BC element output
21L2 "phase" CA element output
21L3 output

21L3 "phase" AB element output
21L3 "phase" BC element output
21L3 "phase" CA element output
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TABLE 1 (cont’d)

32F 32F forward directional element output

32R 32R reverse directional element output

50L 50L distance supervision overcurrent output
50LA 50L distance supervision phase A output

50LB 50L distance supervision phase B output

50LC A 50L distance supervision phase C output
50LNIOD 50LN ground overcurrent direct trip output
50LNIOH 50LN ground overcurrent permissive trip output
50LNIOL 50LN ground overcurrent blocking output

50LN1S 50LN1S secondary ground overcurrent output

filters in the input circuits (such as the directional elements), the effect on opera-
tion will be minimal. There should also be little effect on the ground-fault over-
current relay models since the amplitude comparators used are of the integrating
type, which are less sensitive to higher frequencies. Thus the overall protection
performance should not be seriously affected by the constant-parameter modelling.

The generator models are E'" behind L('i' Thevenin equivélénts. The effect
on transients will likely be small, since this assumption is reasonably accurate
for the short time span over which transients are significant. There may be
some error at G.M. Shrum due to the fact that the fast static exciters have‘
been neglected. |

The G.M. Shrum braking resistance has been ignored. Since this only
comes into action at fault clearing, it will affect only the fault-clearing simula-
tion, case H09002.F .

The operating conditions for the simulations correspond to heavy load
conditions for the Peace River systefn. The corresponding loading on 5L1 is

1200 MVA at a 95% power factor (as measured at the G.M. Shrum end).

tThe various simulations are described in chapter VL
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The simulations are benchmark tests, intended to exercise key' portions of
the protection rather than reproduce some observed operating conditions. )
Consequently, fgult resistance has been ignored for inter-phase faults, and for all
ground faults near stations. This is a natural limiting case, and gives the
worst-case fault conditions (maximum voltage transient, maximum fault current,
and maximum time constant for the transient components of the fault current).
It also results in the minimum self-polarizing voltage for the mho relays, ensur-
ing maximum dependence on memory polarizing.

The high tower footing resistance experienced on the Peace River system
limits sensitivity to ground faults remote from the substations. Since this
presents a performance limit for the ground protection (and was a major factor

in the scheme design), a linear resistance of 2502 has been used for remote

ground faults. The effect of ignoring the nonlinear effects of arc voltage should
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be insignificant corﬁpared with the voltage developed across the 250Q resistance.
This is consistent with the recommendations of the IEEE Power System Relaying
Committee (1985).

The microwave channel delay between G.M. Shrum and Williston is taken
to be 9 ms. |

The principal relays (SD-2H distance relays for phase faults, and 50LN
restrained-overcurrent relay for ground faults) have been modelled using specific
relay models. The remaining _models (e.g. the 50L current supervisory relay,
32F/R directional relays) are generic (see chapter IV). The use of generic
modelling for these less-important relays eliminated the need for detailed knowl-
edge about the relays, and the dedication of a substantial amount of time to the
preparation of special models. The use of generic modelling for the less-critical
relays is not expected to adversely affect the simulation results.

The instrument transformers have not been modelled; thé effect of their

omission is discussed in the following subsection.

1. Effects of Not Modelling Instrument Transformers
One reason for ignoring the instrument transformers for this study is that
the modelling of instrument transformers for transient simulations has received
thorough study elsewhere (Wong and Humpage, 1978; Krishnamoorthy and
Venugopal, 1974; Wright and Rhodes, 1974; Germay et al., 1974). It was
" considered unnecessary to complicate this study by including the extra detail.
There are also good reasons to expect that the instrﬁment transformer
effects, described in detail in chapter IV, will not be of serious concern for the

simulations described herein:



73
a. Current transformers

None of the three principal causes of measurement error due to current
transformers are of major concern for the studies described herein. Core
saturatioﬂ, the first of these causes, is unlikely to cause serious errors since the
CTs were originally specified to produce no more than 10% ratio error under
worst-case conditions (Hayden et al.,, 1971).

The second principal cause of CT measurement error, the relaxation trans-
ients which arise when the CT primary current is suddenly interrupted, also
should not be of cbncem for the simulations considered here. The only situation
which can cause a complete collapse in primary current is the clearing of 5L1,
which does not occur in these simulations. (Load currents should mask the
relaxation transients for case HO09002, in which a 5L2 fault is .cleared.)

The third principal cause of CT measurement errors, limited frequency
bandwidth, would not present a serious source of error even if it were as low
as the 1 to a "few thousand" Hertz given by Chamia (1980). This is partic-
ularly so when the effects of input filters, used on all of the principal relays,

are taken into account.

b. Capacitive voltage transformers

Neglecting ferroresonance, which can be prevented by correctly sizing the
core of the interhal magnetic VT, t.here are two remaining major causes of
measurement errors due to Acapacitive voltage transformers. Relaxatiqn transients,
the first of these, are unlikely to cause serious errors for this study due to the
memory polarization of the distance relays. The relaxation transients arise when

a fault occurs close to the CVT location, causing the primary voltage to collapse
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suddenly. The memory polarizing of the SD-2H ensures that the relaxation
transients. are insignificant with respect to the total polarizing voltage applied to
the phase comparator. (Since the current is high in the "IZ-V" input circuit
under fault conditions, CVT relaxation transients are not significant for this input
either.)

The second principal cause of CVT measurement errors, limited bandwidth,
would seem the most likely to affect relay operation. For the principal relays,
however, the 20 to a "few hu_ndred" Hertz range given by Chamia (1980) is
less likely to limit signals applied to the relay measuring circuitry than are the
high-Q input filters and memory circuits. This effect too, then, can reasonably
be ignored for the benchmark simulations used herein.

Tests conducted by Hayden et al. (1971) proved that "CVT performance

would not jeopardize the relay operation”, supporting the above statements.

2. Use of Transient Response Processor for Protection Simulation

The Transient Response Processor (TRP), described in some detail in
appendix C, provides a powerful tool for the simulation of protection schemes
under transient conditions. Input data (power system transient responses, gen-
erally) can be from any source, the only requirements being that the data be
complete (i.e. no missing pertinent information) and digitized. Typical sources
would be digital simulation programé (such as the widely-popular EMTP used for
this study) or digitized Transient Network Analyser (TNA) waveforms or fault
recordings.

The design of the TRP is such that, with the provision of suitable library

software (user functions), the TRP command language can serve as a high-level
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simulation language. This feature has been used, along with a comprehensive
library of protective relay models, to permit the TRP to function as a sophis-
ticated transient protection simulator.t

A number of TRP user functions have been added to allow modelling the

proteétion. Two types of functions have been provided:

- processing functions to provide the logical operations AND, OR, and

NOT, and

- model functions which simulate an RLC filter, delayed pickup/dropout
timer, positive-sequence filter, the permissive-trip logic (including the
transfer-trip logic, since the two are cross-coupled in the Peace Rivef
scheme), load-aﬁgle compensator, and the directional, inverse-time over-
current, instantaneous overcurrent (obtained as an option of the
inverse-time overcurrent model), restrained overcurrent, SDX-1H, and

SD-2H relays and relay elements.

Two approaches have been used with the model functions. In some
cases (e.g. SD2H, SDX1H) the TRP function represents a complete relay. This
approach has generally been taken only for very specific models; In‘ the
remaining cases (e.g. directional units 32F/R, ground fault relays 50LN) the TRP
function repreéents only a portion of the relay, several functions being used for
a complete model. This approach has the advantage of flexibility, and minimizes

the number of special-purpose functions required, since functional equivalents of

tWhile intended for use with digital models of relays and transducers, the TRP
design permits analog devices to be substituted for the digital models, provided,
of course, that suitable hardware (reasonably high-speed digital-to-analog and
analog-to-digital converters, wide-bandwidth high-power amplifiers, etc.) is available.
This feature was not used for this research.
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specific relays can be built up of standard functions. The first approach, howev-
er, offers the greatest clarity of the final protection "program".

Individual descriptions of the special TRP functions and details of the
model functions may be found in appendix B. The values of the parameters

used for the various relay models are listed in table 2.

3. Establishing Values for Unknown Relay Parameters

When collecting data for' practical studies, it is inevitable that utility
protection engineers will be confronted with some relay parameters which are not
known. Where the needed information can be readily determined from instruction
manuals or similar sources, this is certainly the best solution. Where the
information cannot be obtained, however, it must be estimated with the aid of
test simulations. (This is necessarily the case when doing simulations for protec-
tion planning, before the protection design has been finalized.) For the simula-
tions reported herein, test simulations were required to estimate memory and
filter Q values for various relays.

When testing for the memory and filter Q values, it was decided that
they should be made no greater than was absolutely necessary to obtain correct
protection performance. Test simulations showed that the directioﬁal element
(32F and 32R) input filters needed a minimum value of Q=1 to reduce the
"dithering" (characteristic of block-avérage phase comparators subjected to high
frequency transients) to acceptable amounts. Similarly, the zero-sequence filters
in the ground-fault overcurrent relays were found to require a minimum value of
Q=1 to prevent serious transient overreach.

An interesting problem arose with the SD-2H model during tests to find
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TABLE 2
Parameter Values for Relay Models

(Values are the same at both Williston and G.M. Shrum)
{(Unspecified values are model defaults)

Relay - TRP Model Parameter Value
21LX SDX1H primary phase-to-phase 360 KV
: : undervoltage setting
primary negative sequence 22.5 KV
voltage setting
undervoltage sequence 33%
hysteresis
: negative sequence hysteresis 33%
21L1 SD2H replica impedance 35.4Q
replica impedance angle 85°
input filter high-Q value 10
input filter low-Q value 1
memory Q value 5
delay _ 40 ms
phase-coincidence angle 82.5°
hysteresis level 33%
21L2 SD2H replica impedance 123Q
replica impedance angle 85°
input filter high-Q value 10
input filter low-Q value 1
memory Q value 5
delay 40 ms
phase-coincidence angle 82.5°
hysteresis level 33%
21L3 SD2H replica impedance 160.7Q
replica impedance angle 87.1°
input filter high-Q value 10
input filter low-Q value - 1
memory Q value 5
delay none
phase-coincidence angle 82.5°
hysteresis level 33%
TIMER Filter dropout delay 60 ms
Filter pickup delay none
LAC LAC impedance setting 33.770
50L OVERCURRENT.IT primary pickup setting 268 A
time-multiplier setting 1
hysteresis level 33%
32F DIRECTIONAL 3V0 filter Q 1

310 filter Q 1



TABLE 2 (cont’d)

32R

50LN1S

50LN/IOD

50LN/IOH

50LN/IOL

blocking
memory timer
channel delay
permissive-trip
logic

OVERCURRENT.IT

DIRECTIONAL

OVERCURRENT.IT

" OVERCURRENT.IT

OVERCURRENT.R

OVERCURRENT.R

OVERCURRENT.R

TIMER

DELAY
PERMISSIVE

maximum torque angle
operating zone
hysteresis level
primary pickup setting
time-multiplier setting
hysteresis level

3V0 filter Q

31, filter Q

maximum torque angle
operating zone

hysteresis level

primary pickup setting
time-multiplier setting
hysteresis level

primary pickup setting
time-multiplier setting
hysteresis level

positive sequence restraint
factor

primary pickup setting
maximum restraining
amplitude

hysteresis level

positive sequence restraint
factor

primary pickup setting
maximum restraining
amplitude

hysteresis level

positive sequence restraint
factor

primary pickup setting
maximum restraining
amplitude

hysteresis level

pickup delay

dropout delay

delay amount

All values are model defaults
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-89.5°
85°
33%
50 A

none

-89.5°
96°
33%
50 A

none
200 A
1000
33%
0.2

1400 A
630 A

33%
0.2

300 A
630 A

33%
0.2

100 A
630 A

33%
none
100 ms
9 ms
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Q values for the memory and "IZ-V" input filter. The memory Q had been set
just large enough (QM=5) to ensure relay operation for close-up forward faults, ‘
and relay blocking for close-up reverse faults. The "IZ-V" input filter Q was
similarly set just large enough (QH= 10) to prevent the zone 1 underreaching
elements from operating for bolted faults at the remote-end bus (due mainly to
series capacitor transients).

Ordinarily these values would be expected to produce correct transient
coverage of the remofe side of the series capacitors at Kennedy, due to the
expanded mho characteristic of memory-polarized relays under transient conditions
(closure to Hayden et al.,, 1971). The high-Q of the "IZ-V" input filter, howev-
er, was found to produce such a strong memory effect that the polarizing-input
memory was rendered largely ineffective. Further testing showed that the
memory Q had to be increased to 50 (for an "IZ-V" filter value of QH=5) in
order to ensure transient coverage for the remote side of the Kennedy capacitors.

The values finally used for the simulations were QM=5 and QH= 10.
These values would not have been adequate in the case of a multi-phase fault
at Kennedy north, since the Williston zone 1 protection would then incorrectly
operate. It was not necessary to study this fault here, however,i and for the
corresponding Kennedy south fault, the bypassing of the series .capacitors pushed
the fault beyond ﬁhe reach of the G.M. Shrum zone 1 relays anyway.

This experience demonstrates the importance of either transient testing or

tIt might be asked why values were not chosen which were high enough to
guarantee correct behaviour for the Kennedy north fault as well. The reason is
that the necessary values looked to be unreasonably large, and there was no
information as to the "correct” Q values (the manufacturer’s literature does not
specify the wvalues for the actual relays, and measurements were not practical).
This shows the weakness of a purely empirical approach, and the importance of
using any other sources of data which may be available.
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transient simulation for proving the performance of relays using memory
polarizing.t

The value of 630 A used for the maximum restraining amplitude for
50LN (/IOD, /IOH, and /IOD) is 20% of the maximum positive-sequence current
which could flow on 5L1 for a 500 kV sending-end voltage (i.e. into a three-
phase short circuit at the receiving end). Testing showed this value would

produce relay operating times consistent with the specifications for 50LN.

tThe same statement can probably be made for any externally-polarized mho
relays, but the author has no experience to support this.



CHAPTER VI. PEACE RIVER SIMULATION RESULTS

The simulations described in this chapter are selected benchmark cases for

the Peace River protection. There are four principal cases:

H09002—external A-phase SLG fault at the Williston end of 5L2, including

clearing of 5L2.

H09003—internal A-phase SLG fault on the north side of Kennedy series

capacitor bank.

H09012 and H11002—internal AB phase-to-phase fault on the south side of

Kennedy series capacitor bank.
H10006—external AC phase-to-phase fault on the Williston bus.

Both full and reduced system models (see appendix A) have been used for the
simulations. Cases H10006 and H11002 use the reduced system model with the
equivalent south of Williston. The other cases all use the full system model.
Simulation results for the two models are compared (for cases H09012 and

H11002) at the end of the chapter.

1. Description of Benchmark Cases
The faults in the benchmark cases were applied at a point-on-wave
anglet of 143°, referenced to the fault location phase-to-ground voltage for SLG

faults, or phase-to-phase voltage for inter-phase faults. This angle has the

tAngle specifications used  herein are based on the use of a cosine source func-
tion (some authors use sine sources).
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advantage of simultaneously producing a current offset of approximately
-sin(143°)X100% = -60% and a voltage transient of -cos(143°)X100% = 80% (of
the peak pre-fault voltage).

The fault is purposely placed on the leading (rising) edge of the voltage
waveform so as to be physically-plausible. Faults due to flashovers are most
likely to occur during portions of the voltage cycle where the voltage is increas-
ing, and within some 45° of voltage maximum (Warrington, 1968, pp. 205-7).
The value of 143° used herein_- satisfies these requirements while producing
relatively high values of both voltage and current transients.‘

The hysteresis level for all relay models has been set at 1/3 of the max-
imum output range. .The effect of the hysteresis can be seen from comparison
of fig. 14(a) and (b), which are for .identical situations (behaviour of Williston
ground-f'atilt protection during a phase-A SLG bus fault at G.M. Shrum) except
for relay hysteresis (also note the difference in scales). For the no-hysteresis
case of fig. 14(a), the waveforms cross. smoothly through the threshold at zero.
For the hysteresis case of fig. 14(b), the waveforms jump suddenly (when the
hysteresis comes into action) as they cross the threshold. Note also that
hysteresis tends to maintain a state for a longer period of time (this is how
hysteresis prevents "chattering" and improves noise immunity) so that the
hysteresis and no-hysteresis waveforms may exhibit significant differences after

the first threshold crossing.
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a. Case H09012

Case HO09012 is for an internal AB phase-to-phase fault on the south side
of the Kennedy series capacitor bank. The large power system model was used
for this simulation. The fault was applied 3.78 ms after the start of the sim-
ulation. This corresponds to a point-on-wave angle of 143°, referenced to the
voltage between the faulted phases, measured at the fault location. Fault
resistance is ignored.i The 5L1 series capacitor protective gaps flash at 9.2 ms.

The protection waveforms are shown in fig. 15(a-j). Referring to
fig. 15(a), the Williston fault-detecting relay 21LX responds with a high output
for the SD-2H Q-switching cdntrol signal within 3 ms of the fault, followed
35 ms later by a high output for the SD-2H pickup-delay-insertion control signal.

Relays 21L1 and 21L3 remain quiescent, since the fault is a forward
fault and outside of the zone 1 (direct-trip) reach. The measurement ripple can
be clearly seen in the 21L3 output waveform, but at all times is well below the
threshold, indicating no tendency toward false blocking on transients.

The overreaching distance relay 21L2 picks up 20 ms after the fault,
which is within the zone 2 reach. The clean step in output as the  threshold is
crossed is due to the effect of hysteresis.

The distance supervision relay 50L remains high on load and fault current
throughout.

Referring now to fig. 15(b), all ground-fault relays (50LN/IOD, /IOH, and
/IOL; and 50LN1S) correctly remain quiescent. (The directional eleménts 32F/R

thus are inconsequential.)

tNote that for this fault the arc resistance would be approximately 3-6 by
Warrington’s formula—this is comparable with the resistance of about 6 £ due to
the line itself.
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Referring to fig. 15(c), both phase- and ground-fault reverse blocking
correctly remains low, as do both direct-trip signals. Of the permissive-trip
(overreaching) signals, only the phase-fault. component responds, due to 21L2 and
the supervisory relay 50L.

Referring to fig. 15(d), the combined phase- and ground-fault permissive
signal is high due to the phase-fault component. The lack of blocking permits
this combined permisgive signal to raise a local forward permissive signal,
enabling permissive tripping f'rqm the Williston end. The direct local trip
correctly remains quiescent. |
| Figure 15(e) shows the waveforms for the G.M. Shrum phase-fault protec-
tion. The 21LX Q-switching output has responded 3 ms after the fault. The
zone 2 overreaching relay 21L2 picks up briefly 19 ms after the fault and then
permanently 7 ms later (on phase coincidence during the next half-cycle).T The
distance supervision relay 50L is held high first by load current and later by
fault current.

Since the fault is on the opposite (i.e. Williston) side of the Kennedy
series capacitor bank, the underreaching distance relay 21L1 would ordinarily be
expected to pick up. The bypassing of the series capacitors due to the flashing
of the protective gaps has shifted the fault out of zone 1 reach, however, before
21L1 has had time to operate.

Figure 15(f) shows the wavef‘orms for the G.M. Shrum ground-fault protec-
tion. All overcurrent relays properly remain quiescent. It is interesting to note

that directional element 32F has been picked up by load current (ordinarily it

TThe temporary dropout here and in the output of SD-2H relays in other cases
was due to an oversight .in the modelling of the SD-2H relay—in the actual
relay the output is latched for approximately one cycle.
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would be muted as was the case with the Williston directional elements).

‘Figure 15(g) shows the direct-trip, permissive-trip, and reverse blocking
waveforms for G.M. Shrum-end protection. Only the phase-fault permissive sig-
nal becomes high (due to 21L2 pickup and distance supervision 50L).

| The combined phase- and ground-fault waveforms for G.M. Shrum are
shown in fig. 15(h). The lack of reverse blocking has enabled the combined-
permissive signal (high due to the phase-fault permissive component) to estab-
lish a local forward permissive .condition, enabling permissive tripping from the
G.M. Shrum end.

The permissive-trip transmit and repeat-if-no-block signals are -shown in
fig. 15(G) for both Williston and G.M. Shrum. Note that the transmission of a
permissive-trip signal from Williston has started timing for the G.M. Shrum
repeat-if-no-block signal. Similarly, G.M. Shrum permissive trip has started
Williston repeat-if-no-block.

The Williston and G.M. Shrum transfer-trip transmit and circuit break-
er trip signals are shown in fig. 15(). Since the trip is due to a permissive
operation, these waveforms arise from the AND combination of the permissive-
trip transmit signals, as can be seen by comparison of figs. 15(1) and ().T
N The Williston circuit breaker thus gets a trip command 27 ms after the

fault as a result of a permissive-trip operation.

TWhen making the comparison, the signal from the remote end must be delayed
by the 9 ms channel propagation time before being combined with the signal
from the local end.
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b. Case H09003

Case HO09003 is for an internal A-phase SLG fault on the north side of
the Kennedy series capacitor bank. The large power system model was used for
this simulation. The fault was applied 5.61 ms after the start of the simula-
tion, corresponding to a point-on-wave angle of 143° between the faulted phase
and ground. The fault resistance is 25@2. The duration of this simulation was
extended to 105 ms to fully show the operation of ‘the protection.

The protection waveforms are shown in fig. 16(a-). Apart from the
operation of fault-detecting relay 21LX and the current supervision rélay 50L, the
Williston phase-fault relays remain quiescent, as can be seen from fig. 16(a).

Referring to fig. 16(b), the directio.nal elements 32F/R remain muted until
32F picks up 7 ms after the fault. The low-set blocking element 50LN/IOL
picks up 11 ms after the fault, and the 50LN/IOH permissive element picks up
7 ms later. The fault current is too low to cause the direct-tripping 50LN/IOD
element to react; and 50LNI1S is too slow to be of consequence here.

Since the reverse directional element 32R does not pick up, reverse
blocking is inhibited in spite of 50LN/IOL, as can be seen from fig. 16(c). The
ground-fault pefmissive signal is enabled by the operation of 50LN/IOH with
32F picked-up.

Referring to fig. 16(d), the combined permissive signal, enabled by the
ground permissive component, raises a local forward permissive condition due to
the lack of reverse blocking, thus enabling permissive tripping from the Williston
end.

Figure 16(e) shows no activity of the phase-fault protection at

G.M. Shrum. For the ground-fault protection shown in fig. 16(f), directional
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element 32F is initially high due to load current. Only the low-set blocking
element 50LN/IOL picks up, 39 ms after the fault. Since the reverse directional
element is lqw, however, no reverse blocking will result, as can be seen from
fig. 16(g).

It is also clear from this and the following figure that none of the

G.M. Shrum elements have detected the fault. Ordinarily this would mean that
the fault would have to be cleared bsr the secondary ground-overcurrent relay
50LN1S, wﬁich is very slow to operate for this level of current. The_repeat-if-
no-block feature, however, allows the Williston permissive-trip transmit signal
to cause a trip after being repeated from the G.M. Shrum end, as can be seen
in fig. 16(1). Thus the breaker is tripped locally at Williston, with a transfer-
trip to G.M. Shrum, 91 ms after the fault. This shows the advantage of the

repeat-if-no-block feature.

c. Cuase HI0006

Case H10006 is for an external AC phase-to-phase fault on the Williston
bus, immediately behind the Williston-end protection. The reduced power-system
model was used for this simulation. The fault was applied at 7.04 ms,
corresponding to a point-on-wave angle of 143° between the ‘f'aulted-phase vol-
tages. Fault resistance is ignored.

The protection waveforms are shown in fig. 17(a-j). The Williston fault-
detecting relay 21LX responds with a high Q-switching control signal within
2 ms of the fault, as can be seen from fig. 17(a). - The reverse blocking dis-
tance relay 21L3 picks up temporarily 10 ms after the fault, and permanently

8 ms later on the next half-cycle phase coincidence. The distance supervision
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relay 50L is high throughout. Note that there is a slight tendency for 21L2 to
operate on transients until the insert-delay control signal from the 21LX causes
the insertion of a -pickup delay.

All ground-fault relays remain quiescent, as can be seen from fig. 17(b).

The combination of 50L and 21L3 high produce a phase-fault reverse
blocking condition, shown in fig. 17(c). This causes the no reverse blocking
signal in fig. 17(d) to drop low and hold. (Note that the 100 ms blocking
memory prevents the temporary dropout of the phase-fault reverse blocking
from causing the no reverse blocking signal to reset high.)

The G.M. Shrum fault-detecting. relay 21LX produces a high Q-switching
control signal 3 ms after the fault, as can be seen in fig. 17(e). The
overreaching distance element 21L2 picks up temporarily 18 ms after the fault
and permanently 7 ms later.

Note the slight residual tendency of 21L1 to overreach on the series capa-
citor transient. NLR makes this tendency clearly visible, showing that it is too
little to be of concern. The overreaching tendency could be investigated for other
fault conditions (point-on-wave angle, etc.); the relative effect of each condition
could be easily seen from the relative levels of the 21L1 response. Without
NLR, this kind of comparison would require the evaluation of several internal
signals from each of the three phase elements of 21L1. The task can become
unmanageable. The reader is referred to the statements by Muller quoted on

page 20.

The G.M. Shrum ground-fault protection remains quiescent, as can be seen

from fig. 17(f). Note the effect of the high-frequency transients on the response
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of 32F/R, producing the characteristic dithering behaviour of the block-average
phase comparator. (Recall that the actual directional elements use a block-
instantaneous comparator, which will exhibit a repetitive resetting behaviour under
these conditions.) The dithering could have been further reduced by using
higher-Q input filters. Dithering is more pronounced with the truncated system
model than with the full system model, due to the accentuated reflection trans-
ients.

Figure 17(g) shows the _phase-fault permissive signal which has been
enabled by the combination of 21L2 and the 50L distance supervision. The
misoperation tendency of 21L1 is also visible, in the phase-fault direct_trip sig-
nal. It is this . ability of NLR to propagate problem indicators through the
scheme logic which makes it so powerful. Only a few of the final signals need
be monitored to detect a potential problem, thus ‘permitting a "wide angle" view
of protection operation without missing critical details. Where a potential problem
is identified, it can be traced back up the logic path in subsequent simulations,
"zooming in" on the problem area. This permits a maximum of information to
be gleaned from a minimum of waveforms, while reduéing user-interpretation to a

reliable minimum. Only with the use of NLR is this possible. .

The phase-fault permissive signal enables the combined permissive sig-
nal, which together with the no re;rerse blocking establishes a local forward
permissive condition, enabling permissive tripping from the G.M. Shrum end.
All of this is visible in fig. 17(h).

The resulting tripping signals are visible in figures 17(i) and (). A

permissive-trip signal is transmitted from G.M. Shrum. No corresponding
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permissive-trip condition exists at Williston, however, so no trip condition results.
Note also that the blocking at Williston inhibits the repeat-if-no-block feature
there.

The G.M. Shrum transfer-trip transmit, and thence the Williston ecircuit
breaker trip signal, still shows the overreaching tendency of 21L1. (The
overreaching tendency, incidentally, is controlled by the "IZ-V" input filter in the
SD-2H wunit, which has been switc.:hed into a high-Q state by the operation of
21LX). NLR has permitted the overreaching tendency to be carried through to
the final, circuit-breaker trip signal. NLR clearly shows that whatever risk there
is to protection security for this fault condition derives from the 21L1
overreaching tendency.

It is worth noting at this point that NLR is especially valuable for
establishing protection security, which is critical to the stability of power system
operation and continuity of supply. Horowitz, in a Special Report for CIGRE
Group 34 (1980), stated:

The balance between dependability . . . and security . . . has always

been biased towards tripping. This is now seriously being called into

review and slower tripping (although less false trip [sic]) may be on the
horizon.

d. Case H09002

Case HO09002 is for an external A-phase SLG fault at the Williston end
of 5L2. The full power system model was used for thi§ simulation. The sim-
ulation was continued through to clearing of the fault. The protection operating
times for 5L2 were determined from the simulation of an identical fault on 5L1,
using the 5L1 protection model. An omission was subsequently discovered in the

protection model, which produced optimistically-fast operation. This was corrected
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for H09002 but the clearing times for 5L2 were not adjusted. Hence 5L2
clearing is unrealistically prompt.. The times used were 26.3 ms to Williston
breaker opening after fault initiation, with a 10 ms transfer trip time to
G.M. Shrum. The fault was applied at 5.64 ms after the start of sirﬁulation.

The protection waveforms are shown .in fig. 18(a-j)). Inspection of
fig. 18(a) shows Williston 21LX pickup some 2 ms after the fault. A very
small tendency to mis-operate is shown by 21L2.

Figure 18(b) shows the.Williston ground-fault protection waveforms. Note
that directional element 32R correctly picks up after fault inception and holds
until the fault is cleared by the Williston-end 5L2 breaker. Low-set relay
50LN/IOL picks up shortly after the fault (as 50LN/IOH very nearly does also).
After the fault is cleared from the Williston end, ground-permissive relay
50LN/IOH picks up and holds until the fault is cleared at the G.M. Shrum end
as well. |

The combination of 32R 'and 50LN/IOL activates a ground-fault reverse
blocking signal during the time the fault is fed via Williston. The reversal of
apparent fault direction (which occurs on clearing from Williston end) causes the
combination of 32F and 50LN/IOH to activate a ground-permissive signal until
the fault is finally cleared from G.M. Shrum. This is all visible in fig. 18(c).

The ground-permissive signal produces a combined-permissive signal, as
can be seen in fig. 18(d). Were it not for the blocking memory, this signal
would produce a local forward permissive condition at Williston which would
overlap with the G.M. Shrum local forward permissive condition shown in
fig. 18(h), causing an incorrect permissive-trip operation. As it is, however, the

ground-fault reverse blocking condition is maintained well past the apparent
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reversal in fault direction, thereby inhibiting a local forward permissive condi-
tion at Willis’;on. This demonstrates the importance of the memory blocking
feature of the Peace River protection.

Referring to fig. 18(e), the G.M. Shrum 21LX fault-detecting relay can be
seen to operate 3 ms after the fault. The 21L2 overreaching distance relay can
be seen to have some tendency to overréach prior to the insertion of a pickup
delay under the control of the 21LX insert delay control output.

The G.M. Shrum ground-fault protection waveforms are shown in
fig. 18(f). Forward directional element 32F is initially.high due to load current,
and remains high until the reversal in apparent fault direction after clearing at
the Williston end of 5L2. Both low-set ground-fault relay 50LN/IOL and ground-
permissive relay 50LN/IOH pick up on fault current.

The combination of 50LN/IOH and 32F establishes a ground-fault
permissive signal prior to clearing at Williston, when the combination of
50LIN/IOL and 32R establishes a ground-reverse blocking signal. These can be
seen on fig. 18(g).

Figure 18(h) shows the combined permissive signal (resulting from the
ground-fault permissive signal) which, as a consequence of the no reverse
blocking signal, establishes a local forward permissive condition at
G.M. Shrqm. (It is this situation which the Williston blocking memory is needed
to protect againét.) The local forward permissive condition is suspended by
the reversal of apparent fault direction due to the Williston-end clearing.

Figure 18(i) shows the G.M. Shrum permissive trip transmit signal
which results from the local forward permissive condition. No corresponding

condition exists at Williston (due to the reverse blocking memory) so that no trip
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condition results, as can be seen in fig. ~ 18().

e. Case H09011

Case H09011 is for an internal 5L1 AC phase-to-phase fault at the
Williston line end. The full power-systemn model was used. The fault was
applied at 7.04 ms, corresponding to a point-on-wave angle of 143° between the
faulted-phase voltages. Fault resistance is ignored.

Only one set of waveforms is given for this simulation, fig. 19, which
shows the characteristic timing behaviour of the phase-fault protection for a close-
up' fault.

Note that 21L2 is the first of the SD-2H units to pick up at 13 ms
after the fault, since it has the largest reach. Next to pick up is 21L1, at
16 ms after the fault. Of greatest interest here is 21L3, which picks up at
21 ms after the fault due to the offset static characteristic caused by the load
angle compensator on this unit. The operation of 21L3 has been delayed by the
shifted transient characteristic for reverse faults, which prevents the relay from
seeing reverse faults until after decay of the memory polarizing voltage.

This is exactly analogous to the expanded transient characteristic described
in the closure to Hayden et al. (1971), which gives memory polarized relays
extended reach for a short interval after a fault, allowing their use on series

compensated lines.
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Fig. 19. Williston phase-fault protection waveforms for case H09011

2. Effect of System Truncation on Protection Response

a. Case H11002

Case H11002 is a repeat of case H09012 except that the reduced power
system model is used. The 5L1 voltage and current waveforms for this case,
along with the corresponding waveforms for case H09012 for comparison, are

shown in fig. 20(a-d).
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The upper three traces in each of these figures are the phase A, B, and
C voltages (top to bottom), while the lower three traces are the phase currents
(in the same order). Figs. 20(a) and (¢) show the G.M. Shrum waveforms,
while figs. 20(b) and (d) show the Williston waveforms.

Comparison of the G.M. Shrum waveforms for H11002 in fig. 20(a) with
the corresponding waveforms for H09012 in fig. 20(c) shows a distinct oscillation
in the H11002 waveforms (at a freqx;tency of approximately 600 Hz) which is
absent in the H09012 waveforms. The amplitude of this .oscillation is partic-
ularly severe in the voltage waveforms. Comparison of the Williston waveforms
of figs. 20(b) and (d) clearly show§ this same difference.

The distinctive oscillation is caused by reflection of fault-induced travelling
waves from the power-frequency equivalent source at Williston. These reflections
are incorrectly ‘sévere since the transmission lines of the actual system have
been replaced by a series RL branch, which provides an impedance discontinuity
which increases with frequency, behaving like a "brick wall” for high frequencies.

Ordinarily, high frequency oscillations such as occur in the waveforms for
case H11002 would be expected to cause delays in relay operation (Johns and
Aggarwal, 1977). The delays would in this case be unrealistic (since the high
frequency oscillation itself is unrealistic).

The filters used in the 5L1 pro?ection simuiated here prevent the delays
from occurring however. The values of Q for tﬁese filters were selected to
ensure that the relays would operate correctly for the reduced-éystem model, in
spite of the extreme high-frequency transient component. As a consequence, liftle
difference was found in the operation of the protection for case H11002 as

compared with case H09012.
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This would not necessarily be the case with other power systems and
protection however; the filtering for the SD-2H phase-fault reléys is particularly
heavy due to the problem with low-frequency series capacitor transients. Where
only low-pass filters are used (rather than the bandpass filters used in the
SD-2H), problems may be encountered with the low-frequency reflection transients
characteristic of the actual system (as is the problem with the TEPCO system:
Okamura et al., 1980; Kudo et al, 1985). Low-pass filtering which is effective
for the artiﬁcially-high-frequency reflection transients of a truncated power system
model may be inadequate for the lower-frequency transientsv characteristic of the
actual system. Since the frequency and amplitude of reflection transients depend
upon the termination details of the faulted line, the only general statement which
can be made is that caution is required in modelling: it is safer to represent too
much of the system than too little.

Comparisons between the protection behaviour with the bf'ull and truncated
power system models were also made for a 5L1 phase-to-phase fault at Williston
line-end and a 5L1 SLG fault on the north side of Kennedy series capacitor
station. No significant differences were noted in these cases either in the pfotec-
tion responses or in the 5L1 waveforms. The reason for the 5L1 waveform
similarity in the case of the Williston line-end phase-to-phase fault is probably
due to the effective severing of the faulted phases of 5L1 from the system
behind Williston (by the fault), so that the extent of that modelling is irrelevant.
For the SLG fault at Kennedy, the reason for the similérity was probably the
high ground-fault resistance, which reduced the magnitude of fault-induced trans-
ients as compared with the power-frequency voltages and currents. This was not

pursued further since the lack of frequency dependence for ground mode
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propagation would result in incorrectly-low damping of the high frequencies, so
that the apparent dif‘ferences betwe.en the 5L1 waveforms for the full and
truncated models would be greater than is actually the case. The lack of

frequency-dependent modelling is not a significant concern for phase faults.



CHAPTER VII. CONCLUSION

A. DIFFICULTY OF CREATING POWER SYSTEM AND RELAY MODELS

Power system models for simulation of transient conditions can be time-
consuming to prepare, due particulavrly to the difficulty of assembling the
necessary data. This data is much more extensive than that required for the
more-conventional fault, power-flow, and stability simulations.

Fortunately it is becoming relatively common to do lightning and switching-
surge studies using digital simulation, so that some system models may already
be available. Where this is the case, a great deal of effort can be saved in
setting up the transmission system, although some modelling improvement may be -
required in the immediate study area. The operating conditions will likely have
to be adjusted in any case, so that considerable effort can still be required.

Altering system operating conditions can be tedious, since many (Gf not all)
Thevenin equivalents will require some adjustment, at least of the voltage. The
fault levels must then be matched to conventional fault study results, and the
pre-fault power flows must be matched to power-flow program results, so that
several man-days can easily be required.

The major problem generally lies with the preparation and testing of any
required multi-bus Thevenin equivalents. This can take as much as one or two
man-days even for a two-bus equivalent. The need for multi-bus equivalents
decreases where the system is largely radial—the usual situation for major new
generation, where extensive studies are most likely to be required.

Since new transmission line models are always prepared from raw data, it

is reasonable to allow at least half a man-day for each set of coupled lines
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required.

Where transient-event simulations are being conducted for the first time,
the task of compiling the necessary data can be enormous. Once this has been
done, however, the resulting system model can be updated from year to year
along with the usual fault-study, power-flow, and stability models. The advan-
tages of "base case" data files are as great here as for the more-conventional
simulations.

The author prepared the full-system B.C. Hydro model used for the sim-
ulations of chapter VI by piecing together transmission from separate switching-
study data cases, adding or deleting transmission lines as required to obtain the
system representation for the desired study year, and then preparing the
necessary Thevenin equivalents. (Detailed comments appear in the data listings

in appendix A.)

Relay models can also be time-consuming to prepare. Fortunately, howev-
er, relays tend to be of standard types, and are more "shareable" between
utilities than power system models.

Ideally, manufacturers would provide suitable FORTRAN-callable models for
their relays, at least for the newer designs. It is more likely, how_ever, that
the necessary models will have to come from utilities and universities.

The advantages of developiné models of specific relays using a good relay
test facility (capable of determining relay response to transient events) cannot be
over-estimated. The best modelling always results from "closing the loop", where
the performance of the model is compared with that of a representative relay

under identical conditions. In most cases, however, models will have to be
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developed with no possibility of exact comparison with a representative relay.
(This was the case for the models used for the simulations of chapter VI.)

Models developed without test facilities can still provide a reliable
indication of the performance of the protection as a whole. A robust protection
scheme cannot be sensitive to the behavioural subtleties of the relays used.

' Pr;tection schemes are generally designed in terms of functional requirements for
the relays. Such requirements as operating principle, setting range, speed, and,
in a general way, relative insgnsitivity to expected 'transients, can be specified
without going into the details of relay design. If the modei relay meets the
necessary functional requirements, tﬁe overall protection performance should be
substantially the same as with the actual relay.

In the initial stages of; protection planning the functional requirements of
the relays will not, in any case, be completely known (it being the point of the
simulations to determine what they must be). In this case, functional modelling
is entirely appropriate.

Models for generic relay types (such as the overcurrent and directional
element models used in this project) are relatively fast to develop, taking of the
order of one or two man-weeks, or even less if they are built up of subroutines
already developed for other models. Models for specific relays (such as the
SD-2H model used in this project) generally take much longer, one or two man-
months being a reasonable estimate. even with extensive use of subroutines devel-
oped for other models. Naturally, the more comprehensive the model library

becomes, the faster new models can be developed.
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VB. COST OF POWER SYSTEM AND PROTECTION SIMULATION

One of the advantages of NLR techniques is that the total number of
simulations required is kept to é minimum. This is an important advantage,
since the digital simulation of large systems is relatively expensive.

Power system simulations using the University of British Columbia version
of the EMTP (with dimensions increased from the general-use version) and the
large power-system model took about 37 s of CPU time on the UBC Amdahl
5860 (with FPU) running MTS. Similar simulations using the smaller power-sys-
tem model took about 12 s of CPU time, or 33% of the large system timé.
The TRP simulation of the protection system took about 30 s of CPU time, or
80% of the large system simulation time. Comparable runs on a VAX 780
running VMS showed times about 20 times greater.7.

As dimensioned for the simulations of chapter VI, the TRP takes approx-
imately 0.6 MByte of ;rirtual memory. This is when compiled using the IBM
compiler, which assigns all variables as static in storage. Compilers which
assign subroutine local variables as dynamic will use less memory.

Certain aspects of the TRP are now known to be less efficient than they
could be, so that the CPU times for TRP execution can be considered
conservative. Nevertheless, as a general guideline, the cost of a protection sim-
ulation can be considered to be approximately the same as the cost of a (well-

modelled) power-system simulation.

tSubsequent testing at B.C. Hydro showed that the CPU requirements for sim-
ulations of the full power system model and the 5L1 protection were comparable
with requirements for typical transient stability simulations.
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C. SUMMARY OF FINDINGS
The findings of this research, and the conclusions which may be drawn

from them, are as follow:

1. Numerical logic replacement (NLR) is a practical method of
determining the tendency of a complex protection system to misoperate
for simulated faults. The operating tendencies of individual relays (as
reflected in their pseudo-outputs) are propagated through the protection
_scheme logic to the circuit-breaker trip signal. Misoperating tendency
is thus visible from a single waveform. The information which can

be extracted from a single simulation is greatly increased.

2. The simulation of complex, multi-relay protection schemes on digital
computers is both feasible and (for a moderate number of individual
simulations) practical. The practicality is significantly improved by
using NLR, since impending protection insecurity can be seen directly
from the circuit-breaker trip wavefqrms (see discussion of case H10006
in chapter VI). The number of simulations needed to ensure protec-
tion security and dependability is thus significantly smaller than when
the scheme logic is represented directly using Boolean logic. For the
same reason, significantly greater confidence can be placed in the

conclusions drawn from a series of simulations.

3. Protection simulation is essential to ensuring protection security. It is
essential to ensuring dependability with heavily-filtered memory-polarized
mho relays when the expanded reach of the transient mho circle is to

be relied upon.
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4, Simulation cost and memory requirements are moderate. Combined
simulations of the power system and the protection for one transmi-
ssion line require comparable CPU time to a transient stability simula-
tion. As dimensioned for the simulations described in chapter VI, the
protection simulator (TRP) requires less than one megabyte of virtual

memory.

5. Simulated protection behaviour waS found to agree generally with the
known behaviour of the actual scheme, indicating that "semi-specific”"
modellingt for the principal fault-detecting relays and generic modelling
for the remaining relays can produce satisfactory results for protection
application studies. This was found to be true in spite of certain
known differences. between the models and the actual relay hardware,
suggesting that practical protection schemes are not strongly sensitive
to the subtleties of individual relay behaviour. (This does not imply,
however, that relays for industrial simulations need not be modelled as
carefully as is practical.)

Where it is possible to compare the performance of the actual
relays (using a relay test facility, for example) with the performance
of the models under identical conditions, this should be done. This
comparison would have been especially valuable for determining the
memory and IZ-V input filter Q values for the SD-2H relays

simulated for this research. These values could not be adequately

tAs was used for the SD-2H, for example, where only certain portions of the
relay (input filters, special output logic, etc.) were modelled directly from the
actual hardware. The remaining portions of the relay (e.g. the comparator) made
" use of generic models.
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determined by test simulations using the model alone.

Careless truncation of the power system during modelling‘ can result in
gross errors in the transient components of the simulated voltages and
currents applied to the protection. The extent to which this will

produce errors in the protection simulations depends on factors such as

fault location, relay location, and the sharpness of relay input filters.

"Sequential” simulation may be successfully employed for fault applica-
tion studies. (The "simultaneous” techniqué must be used to model
feedback loops within the sequential simulation.) "Sequential" simula-
tion may be ﬁsed for studies of external fault application and clearing,
provided that realistic clearing times have been pre-determined and
included in the power system simulations (i.e. the simulations are

performed in two steps).

Generic models of uncomplicated relays can often be developed in one
or two man-weeks. This time can be reduced by making use of a
library of basic relay functions (single-input amplitude comparator,
memory/filter circuit, etc.). One or two man-months can be required
to develop models for the specialized portions of more sophisticated,
specific relays (e.g. the SD-2H), even when a library of basic relay

functions is available.

Finite sensitivity for current inputs can be modelled by using over-
current relays operating "gate" elements in the current input circuit.

For models of specific relays, the sensitivity could be more-efficiently
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included directly in the model, prefervably as an adjustable parameter.
D. DIRECTIONS FOR FUTURE WORK

a. Numerical Logic Replacement

Further work is needed to determine the best NLR implementation of
devices, such as timers, which use the output of other relays as input. There
is a danger in this situation that a near start-up of the controlled-device
(e.g. the timer) will not be indicated in the device output. For example, if a
delayed-pickup timer were specified with a pickup delay of zero, it would be
completely transparent in the logic flow., If the output did not reflect the level
of the NLR input, a near operation (which ‘could be significant to decision reli-
ability) might not be visible in the output.

While this specific case of a timer with zero delays is improbable,
substantially-similar situations may occur in practice. These situations must be
identified and resolved by -developing appropriate NLR implementations for
controlled devices. (Although the timer implementation used herein is believed to
be satisfactory, there is not yet sufficient experience with it to be completely
confident.)

A second area of concern is hysteresis, which tends to obscure the
amount by which a relay has operated (crossed its decision threshold). This
may not be a serious pract;ical problem; it may, however, be a chronic limitation

of NLR, as remains to be established.
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b. Better Data for Use in Simulations

Standard methods are needed for describing the transient behaviour of
instrument transformers completely enough to allow suitable modellingv. The
adoption of standard models may be required. The model parameters could then
become standard device specifications. |

Related to the need for better instrument transformer data is the need for
better burden data. This is a more difficult task, since real burdens are
completely installation-dependen;. Field measurements, and sensitivity studies with

various degrees of modelling detail, are required in this area.

¢. Proven Relay Models

With the superb facilities which now exist for relay testing, it is possible
to develop proven, FORTRAN-callable @odels for popular relays. The devel-
opment of such models would be of tremendous service to the industry. With
wide distribution the development cost could be spread over many users.

Ideally, digital models of new relays would be provided by the manufac-
turers, a task simplified by the fact that almost inevitably some digital modelling
will be carried out prior to the construction of a hardware prototype anyway
(Muller, 1980; Chamia and Hillstr"érn, 1983; Engler et al, 1985). As more
commercial digital relays appear on the scene, the provision of digital "models"
will become simpler, and, one hopeé, standard practice.

Meanwhile, however, many older relay designs are in use for which

models will be required.
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d. Sensitivity Analysis for Modelling Detail
Careful analysis is required of the effects of various degrees of modelling
detail on relay input waveforms, and on the response of standard relay designs.
Although some analysis has been already done by various researchers, there
remains a need for the cpordination of further research and a summary of the

results.

E. CONTRIBUTIONS OF THIS RESEARCH

There are three principal contributions of this research:

1. Numerical logic replacement (NLR) has been shown to be a practical
method for significantly increasing the information available from
individual protection simulations, thus permitting a reduction in the
total number of simulations required .bo establish protection security

and dependability.

2. The simulation of comprehensive protection schemes on a digital
computer has been shown to be feasible, and computation requirements

for individual simulations have been shown to be moderate.

3. A digital protection simulator has been developed which is suitable for

use in industrial protection simulations.
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APPENDIX A

POWER SYSTEM MODEL

A. B.C. HYDRO 500 KV SYSTEM

Two power system models were used for the simulations. The "full sys-
tem”" model includes the bulk of the 500 kV transmission; one-line diagrams can
be found in figs. 4 and 21(a-c). (A list of the station abbreviations is given in
table 3.) |

The second, "reduced system” model consists only of the G.M. Shrum to
Williston transmission (ﬁg.r4), and uses a Thevenin equivalent for the system
south of Williston. The reduced system rﬁodel was used to investigate the
effects of system truncation on simulation results.

Transmission line models for the Peace transmission are distributed-
parameter models with discrete transposition, and full mutual coupling between
phases and parallel lines. Line constants are treated as constant with respect to
frequency, and have been computed at 60 Hz (for proper steady-state results).
The constant parameter assumption can be expected to result in damping below
actual levels for ground-mode propagation. No significant errors are to be
expected for aerial propagation modes.

Transmission lines éway from the immediate study area are modelled
either as continuously-transposed disfributed-parameter lines, or using coupled
pi-sections. Mutual coupling has been ignored between the parallel lines
connecting the B.C. Hydro system at Ingledow substation and the "equivalent"
representation for the Bonneville Power Administration system at Custer and

Monroe.
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Fig. 21. One-line diagrams for B.C. Hydro power 'system, as modelled.



139

Fig. 21. (¢) Transmission system from Mica and Revelstoke to Nicola.

The EMTP distributed-parameter line model uses linear interpolation
between "past-history" values from the opposite end of the line as a part of the .
solution process. This causes some interpolation error. In setting up this sim-
ulation, the lengths of transmission lines in the immgdiabe study area were
adjusted slightly so that interpolation would be small, and approximately equal

for both aerial and ground modes. This resulted in 5L1, 5L2, and 5L3 being
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TABLE 3

List of Abbreviations for Station Names

Abbreviation . Station Name

ACK Ashton Creek Substation

CHP - Chapmans Series Capacitor Station

CKY : Cheekye Substation

CRK Creekside Series Capacitor Station

CUSs , Custer station (Bonneville Power Administration)
GLN Glenannan Substation '
GMS G.M. Shrum Generating Station

ING o Ingledow Substation

KDY Kennedy Series Capacitor Station

KLY Kelly Lake Substation

MCA Mica Generating Station

MDN Meridian Substation

MLS McLeese Series Capacitor Station

MON Monroe station (Bonneville Power Administration)
MSA ' Malaspina Substation

NIC ‘ : Nicola Substation

PCN Peace Canyon Generating Station

REV Revelstoke Generating Station

SEL Selkirk Substation

SKA Skeena Substation

TKW Telkwa Substation

WSN Williston Substation

t

modelled as 170 miles in length (about 1% low).

The interpolation also limits the minimum length of distributed-parameter
line representations; the transit time for the fastest mode must be at least as
greé.t as one time step for the study. Thus the length of 5L4 has been
increased by about 5 km (40%), and the length of one section of 5L30 from
Cheekye to Malaspina has been increased by about 0.3 km (3%).

Loads, subtransmission level portions of the system, and parts of the
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system remote from the immediate area of study (such as the Vancouver Island
system, and the Bonneville Power Administration system in the United States of
America) were replaced by three-phase Thevenin equivalents. These equivalents
were computed at 60 Hz. In most cases, the equivalent was connected to only
a single bus, so that buses were not coupled through the equivalents. This is
common practice for industrial switching-surge simulations.

In the case of Kelly Lake e_md Williston, however, single-bus equivalents
were inadequate, since there would be no allowance for 230 kV transmission (not
represented in detail) between the two buses (see fig. 22). A two-bus (six
phase) Thevenin equivalent was used in this case. The voltages at Williston and
Kelly Lake thus reflected the contribution of flows on the 230 kV transmission
to the fault current. (Mutual coupling between the 230 kV and 500 kV
transmission systems was not accounted for in the equivalent.) The use of

equivalents is discussed in chapter IV.

1. Series Capacitors

All series capacitor installations are for 50% compensation of the line in
which they are installed, with the single exception of Creekside.. Protective gaps
are installed at all series capacitor installations to bypass currents of dangerously
high magnitudes (Batho et al.,, 1977; Mansour et al., 1983). These gaps have
been modelled only at Kennedy (for 5L1, 5L2, and 5L3), since for faults
considered herein, gap flashing can occur only for these lines. For all other
lines  with series compensation, only the effective series capacitance is modelled
(i.e.. gap flashing is suppressed).

Figure 23 shows the detailed model for the series capacitor banks in 5L1,
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Fig. 22. Derivation of two-bus Thevenin equivalent for Williston and Kelly Lake
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Fig. 23. Series capacitor detail for 5L1 and 5L2

5L2, and 5L3. The main protective gap setting of 190.89 kV shown is for 5L1

and 5L2; the correct setting for 5L3 is 192.42 kV.

2. Shunt Reactors

Shunt reactors are single-phase units connected in grounded-wye, except
where single-pole reclosing is employed. The standard reactance value is 2040Q
per bank.

Shunt reactors are installed on the associated line, rather than the bus.
This distinction was made in the power system model only for 5L1 and 5L2,
since for 5L1 the line current must include reactor current, and for 5L2 the
reactors must be cleared when the line is cleared. For all other lines, no

distinction between bus and line end is required.
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3. Generator Equivalents

Generators are modelled as E" behind X('i', as for conventional (steady-
state) fault studies. Nb attempt has been made to account for generation detail
(governors, exciters, etc.). Time constants R / Lé' associated with generation are
not known, but a standard value used in B.C. Hydro specifications ié 0.1 s.
The resistive component of generator Thevenin equivalent impedances has thus
been computed to obtain a 0.1 s time constant.

Braking resistance at G.M. Shrum has not been included in the power

system model.

4. System Operating Conditions
Operating conditions for the study correspond to heavy load conditions for
Peace River generation. The resultant loading on .the line under study (5L1) is
1200 MVA at a power factor of 95% (as measured at the G.M. Shrum end).
The generator internal voltages E' were computed to produce power flows

consistent with power flow program results for the operating condition selected.

5. Derivation of Two-bus Thevenin Equivalent at Williston and Kelly Lake
The desired Thevenin equivalent is six-phase, and is described by the

matrix equation:

E - ¥ (z] T

where

E is the vector of Thevenin internal (open-circuit) phase voltages at

Williston and Kelly Lake
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V is the vector of phase voltages observed at the external buses at

Williston and Kelly Lake
{Z] is the Thevenin impedance matrix, and

T is the vector of phase currents flowing into the external buses from the

equivalent.

Vectors B, ¥, and T are all six-element vectors, and matrix [Z] is 6X86.

The six columns of [Z] can be computed from the results of six SLG
fault solutions (one for each of the three phases at each of the two buses, see
fig. 22) from a conventional (steady-state) fault analysis prograrﬁ. A phase "3"
SLG fault prodﬁces a fault current Ij and a corresponding voltage vector Vj.
The Thevenin internal voltage E is one per unit pure positive sequence at both

buses for conventional fault analysis programs. The elements of [Z] can then

be computed from

zij = (E; - Vv;) / Ij.

The Thevenin internal voltage E to be used for the equivalent is then

computed from
E=1[2]T+ ¥
where

T is the vector of phase currents out of the equivalent under pre-fault

conditions, and

¥ is the vector of pre-fault voltages at Williston and Kelly Lake buses.
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6. Derivation of Equivalent South of Williston
The equivalent south of Williston is a simple three-phase single-bus

Thevenin equivalent. The impedance matrix for this equivalent was obtained
from fault study results for an SLG fault at Williston. The elements of the
matrix were computed from the (power-fréquency) positive- and zero-sequence
impedances of the equivalenced network, as seen from Williston. The Thevenin
internal voltage E was computed as for the Williston/Kelly Lake equivalent, from

the steady-state voltage and current at Williston.

7. Simulation Step Size and Duration

The size of t;he time-step for the study was 65 us. The maximum
theoretical study bandwidth would thus be =7.7 kHz (based on the Nyquist
requirement of two samples per cycle of the highest frequency). The modelling
used (e.g. éssumption of frequency-independent line parameters, lack of special
transformer models) does not produce accurate results over this range, however.
Lack of frequency-dependent line models is the moét serious cause of inaccuracies.
For single line to' ground faults, in particular, damping at frequencies above
60 Hz is unrealistically low, so that high-frequency effects decay much more
slowly than would actually be the case. Similarly, damping at frequencies below
60 Hz is unrealistically high, so that low-frequency effects decay more rapidly
than would actually be the case. Since the relay filtering greatly reduces the
impact of the high and low frequencies on relay operation, however, protection
performance should not be seriously affected by the use of constant-parameter
modelling.

Total duration of the simulation was 4.0 cycles, which was sufficient to |
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allow the protection to operate in all but one case (for which the simulation time

was extended to 6.3 cycles).

8. Listings of Full- and Equivalent-case Data for EMTP
'Listings of the EMTP data for the full and reduced (equivalent south of

Williston) power system models are provided in figs. 24 and 25, respectively.



Listing of SHO9012 at 10:46:00 on APR 12, 1986 for CCid=BRWG Page 1

1 HO9012: 5L1 A-B F . .0 OHNS : s 260, 0.
2 65.10417-6 1] o] [0}
3 -C65.10417-666.66667-3 -1 O | 00
G e e e s et e et ettt e e+ 1+t oo et
] [+
€ C Compiled: 19860410 e
7 c INTERNAL-FAULY .. s et oo e [
8 c -
8 [+ DL  fault on KDY{SA--KDY1SB -
(4 Fault resistance: [o} Ohms T eeeeer e ot ettt et et are e e e eme et et oo eer e e 10t rert s es e mr e eeee eeaee et en e e eee e e e e
4 Point-on-wave: 143.1) degrees of KDY{1S Vab -
Cc Fault instant: 3.7805 msec -
c -
KOVISRFAULT 5661 e s e
KDY 1SBFAULT2 0.001

18860307:

GMS reactors moved from bus to €L1{ and SL2

Peace River simulation. Full 1984 SOOKV B.C. Hydro network from
Jack Sawada of B8.C. Hydro, supplemented by Peace transmission
1ines extracted from a case from Brent Hughes of 8.C. Hydro,

(AV1 data appiies to 1984 systam, and was obtained 13 Sept. 1988.)
North Coast transmission is original data.

MSA, GLN, TKW, SKA, MON, ING, SEL, CKY, and KLY werae
obtained from SLG faul)t study results from B.C. Hydro.

Study step size is 65 microaseconds, giving a study bandwidth
of about 8 KHz. Study simulation time {8 67 milliseconds,
corresponding to four power-frequency cycles. There are 256

time points/cycle.

been adjusted to produce equal past-history interpolatton
requirements for both posftive and zero saquence, 80 as to

Peaca River electrical natwork follows:

GMS Thevenin source:
(GMS-E 18 GMS internal voltage nods)
GMS X/R ratio is based on 8.C. Hydro standard CT spacification

OO0 O00 OO

altowing for 0.1 second time constant {-> X/R=37.6999)
. Thus 2S has 2.65% R added.

1GMS-EAGMS, . A .5756 21,700 L
FGMS-EBGMS B -8.937 TBYEEAV700 h
3GMS-ECGMS. .C -§,227 -8.227 .8756 21.700
c
............................ G G G P BRC TSRS (2 U1 <G S ER BT BRGT G| 7 o L
VTIN.A 5.0 2040.
VTiN.B VT AN A e et e
TVTINTE VTN R
VT2N.A VTIN.
Vian.g VIIN.A
VI2N.C VTIN.A

Fig. 24. Listing of EMTP data for full power system model

S¥1



Listing of SHO9012 at 10:46:00 on APR 12, 1986 for CCid=BRWG Page 2
36 < e e e e+ ettt
57 [o} SLt CYT ts from GMS to SLIN
58 C L1 CVT 18 at VTIN
59 [+ e eseeabseenes eebemeeee s o ees s e8RS 1 R A1 411 e R e ere s st
60 [+ North end 8L1 closing resistors and switch-isolating impedances
61 c Also used for current measurement
.82 GMS. .ASLIN.A . 0.0% L
63 GMS. .BSLIN.BGMS. .ASLIN. A 1
64 GMS. .CBLIN.CGMS. .ASLIN.A 1
€5 CBINTACBIN2AGMS . . ASLIN.A
66 CBIN1BCBIN2BGMS. .ASLIN. A
67 CBIN1CCBIN2CGMS . . ASLIN.A
68 CBINTAVIIN.A . . . 800 . et et s ettt et
69 CBINTAVTIN.BCBINIAVTIN. A
70 CBINICVTIN.CCBINIAVTIN.A
71 GMS AL AN AGMS . ABL AN A e
72 GMS . .B5L2N.BGMS. .AS5LIN. A
73 GMS . .CSL2N.CGMS. .AS5LIN.A
14 CB2NIACBIN2AGMS . ASLAN. A | e e
78 CB2N1BCB2N2BGMS . .ASLIN. A
76 CB2AN1CCB2N2CGMS . .ASLIN.A
17 B N AV T AN, ACB AN AV T AN A i
78 CB2NIBVT2N.BCBINIAVTIN. A
79 CB2NICVT2IN.CCBINTAVTIN.A
80 c
81 [ SL1{ AND 5L2 from GMS to junction with 5L3 from PCN
82 [+ Oata length-adjusted from Brent Hughes case, lengths
83 c in miles. Untransposed t1ine model. .
84 ~tVTIN.CL1-1.C 0.5877780.310988E4 26.00 1 [
-1:3 ~2VTIN.BLY-1.8 0.0421433.681589E4 26.00 1 6
86 ~3VTIN.ALE-1.A 0.0403283 . T8 1T9BEA 26,00 1 6
a7 -4VT2N.CL2-1.C 0.0399274.951823E4 26.00 1 6
a8 -5VT2N.8L2-1.8 0.0399230.431848E4 26.00 1 1)
a9 ~6VT2N.AL2-1.A 0.0400232.311847€4 26.00 1 []
80 0.41879E 00-0.51633E 00-0.50625€E 00 0.45368E 00-0.24886E€ 00-0.29476E 00
a1 0.37742E 00-0.39719E 00-0.12909E-01-0.16135€ 00 0.54392€ 00 0.8578587E 0O
92 0.42676E 00-0.274682E 00 0.4934BE 00-0.51708E 00-0.37640€ 00-0.28544E 00
a3 0.42676E 00 0.274B2E 00 0.45348f 00 0.51708E 00 0.37640f 00-0.28544E 00
94 0.37742€ 00 0.389718€ 00-0.12909€-01 0.16135€ 00-0.84392€ 0O 0.57S87E 00
2% 0.41879€ 00 0.51633E 00-0.50625€ 00-0.45368E 00 0. 24886E 00-0.28d4T6E 00 oottt
86 c
87 C PCN Thevenin source:
o8 [+ (PCN-E 18 PCN internal voltage node)
89 [ PCN 'X/R ratio is based on B.C. Hydro standard CT specification
100 [+ allowing tor 0.t second time constant {-> X/Rs37.6999)
101 c Thus 2S has 2.65% R added.
102 TTTIPCN-EAPCN. A 2.496994, 130
103 2PCN-EBPCN. .B -24.92 2.496994. 130
104 PCN-ECPCN..C ..524,82 -24.92 2.496994.130 e
10 [+ :
106 c PCN shunt reactors (1 unit):
107 PCN. . A S. 2040. »
io8 FEN 8 g
108 PCN. .C 5. 2040.
110 C
111 C 5L4 from PCN to GMS
......... t.........2.........% ........ 4., ......5.........6.........7.........8........9........0.........¢.........2

Fig. 24 (cont’d)
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Listing of SHO3012 at 10:46:00 on APR 12, 13986 for CCid=BRWG Page 3

L2 c Data length-adjusted from solitary SL3J data from 8cent . .
113 [ Hughes case, lengths (n miles. Untransposed 1ine model.
114 c Line length increase by 40% so travel time exteeds step
_________ 118 [+ size. :
116 [
117 -1PCN. .CGMS. .C 0.3229627 .%31188E4 12.03 | 3
118 -~2PCN. .BGMS . .B 0.0489283.271806E4 12.03 1 3
119 -3PCN. .AGMS. . A 0.0488234.601847E4 12.03 1| 3
120 0.89747€ 00-0.70711E 00-0.41230E 00
129 0.53479E 00 Q.20486E-12 0. 81240F OO0 . —————— e e et e e
122 0.59747€E 00 0.70711€E 00-0.41230€ 00
123 Cc
124 [ SLA from PCN 20 JUNCEION With Sl A ARG L2 0 OM QM e
128 [+ Oata length-adjusted from B8rent Hughes case,
126 c tengths in miles. Untranspased |ina model.
127 =1PCN..CL3-1.C 0.3229627.531188€4 26.00 1 - 3
128 ~2PCN. .BL3-1.8 0.0489283.271806E4 26.00 ]
129 ~3PCN. ,ALJ3-~1.A 0.0488234 .601847TE4 26.00 ¢ 3
130 0.89747E 00-0.70711€ 00-0.41230 00
131 0.53479E Q0 0.20486€-12 0.81240f 00
132 0.89747€ 00 0.70711E 00-0.41230F 00
133 C :
134 ¢ U1, 82, and 8L from junction to ¢First transposition pofny: =~ TTTmmmmmmmmmmm—nm—m—n e — e e
138 c Data length-adjusted from Brent Hughes case, lengths in
136 C miles. Untransposed 1ine model.
137 c Transposition occurs at sending end of this line section
138 Cc for SLJ
139 -1L3~1.AL2-2.A 0.85828995.000891E4 33.24 1 9
140 -2L3-1.€L3-2.C 0.0511497.861460E4 33.24 1 9
ta1 -31.3-1.8L3-2.8 0.0435409 .941654E4 33.24 1 9
142 -4Li-1.¢cL1-2.€ 0.0372253.00179%E4 33,24 1 9
143 -sLi-1.68L1-2.8 0.0326205.261816E4 33.24 1 9
144 ~6Lt-1.AL1-2.4A 0.0331215.861828€E4 33.24 1 9
145 =7L2-1.CL2-2.C 0.0484232.461848£4 233.24 O ————
146 -8L2-1.8L2-2.8 0.0398229. 131848E4 33.24 | 9
147 ~8L2-9.AL2-2.A 0.0398231.091847E4 33.24 1 8
148 0.32842€ 00-0.44279E 00-0.38542E 00~0.31701E 00-0.48216E 00 0. 20342 00 oo et
149 -0.38674¢ 00-0.34837£-01-0.268830E-01
150 0.29833€ 00-0.37922€ 00-0.25784E 00-0.4183IE-0t 0.70848€E-01-0.11350E 00
181 0.79290E 00 0.26841E-01 0.21073E-0f T
182 0.33887€ 00-0.36222€ 00-0.10221€ 00 0.27311E 00 0.654407E 00-0.293808E€ 00
183 ~0.46379E 00 0.46756E-0t 0.44760£-01
184 0.35685€ 00-0. L42073E 00 0.44855EF 00 0.47026E-02 O.83106E 00
158 0.56800E-01-0. 00-0.27718E 00 :
186 0.32061E 00-0.15227£-01 0.4568BE 00 0.29694E-01-0.19301E 00 0.13271E-01
157 0.88688E-02 0.64282E 00 0.434203F 00
158 0. 35448E 00 0. 106766E 00 0.43398E 00-0. 419188 00-0.10699¢ 00-0.8344v¢ 00 T
158 -0.11166E-01-0.40051E 00-0.17183E 00
160 0.34970F 00 0.37001E 00-0.82757£-01-0.43325E 00 0.39258F 00 0.28028E 00 . . .
t61 -0.21878E-02 0.30158€ 00-0.36355E 00 T
162 0.30747€ 00 0.39077€ 00-0.24091E 00 O.13323€-01 0.84531€-01 0. 13409E 00
163 0. 17366€-02-0.41288E 00 O.6TIASE 00 e e e e
164 0.34145€ 00 0, 45603E 00-0.36662E 00 0. 44814 00-0.34472E 00-0.26097¢ 60
165 0.20493E-02 0.18335E 00-0.33728F 00
166 C
&9 b3 LT aRG ST From Firet LFanspos | ETon BaTRE T8 ROV Bar (@S T T o e
......... 1. .. ... . ..2. ., . ... .3, ... .....4. .. .......5 ., ......6. ... ... . .......B.. ... ... . . ... 02

4Fig. 24 (cont’d)
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Listing of SHO9012 at 10:46:00 on-APR 12, 1986 for CCId*BRWG

Page 4

.......... 168 € .....Sapacitor bank. Data length-adjusted from Brent Hughes . .. . .. .. ... .
169 [od case, lengtha in mifes.
170 [+ Transposition occurs at sending end for all three lines.
1714 =1L 1-2.BXDY {NB 0.8961780,300988E4 26,00 1 6 e
172 «20L1-2. AKDY 1NA 0.0505433.631589E4 26.00 1 [
173 -3L1-2.CKDY INC 0.0486283.781798E4 26.00 | 6
174 .=4L2-2.8KDY2NS 0.0462274.771823E4 26.00 1 6
178 -5L2-2 . AKDY2NA 0.0482230.261848E4 26.00 1 €
176 ~6L2-2.CKDY2NC 0.0484232.311847E4 26.00 1 [
177 0.41882E 00-0.51607E 00-0.50617E 00 0.45229E 00-0.25116E 00-0.28485E OO0 e,
178 0.37737€ 00-0.39742F 00-0.13064E-01-0.15798E 00 0.54457& 00 0.57589E 00
179 0.42678E 00-0.27486E 00 0.49356E 00-0.51914E€ 00~0.37373E 00-0.28531E 00
180 0.42678E 00 0.27486E 00 0.49356E 00 0.51814E 00 0.37373E 00-0.28531E 00
181 0.37737€ 00 0.39742¢ 00-0.13064E-01 0.15798€ 00-0.54457¢ 00 0.57588E 00
182 0.41882€ 00 0.51607E 00-0.50617€ 00-0.45228E 00 0.25116E 00-0.28485E 00
183 c
184 [ 503 from Firat transposition point to KDY serigs ~~ W
185 C capacitor bank. Oata length-adjusted from Brent Hughes
186 ¢ CASR, VON@ENE AN MUVES. " e e e e
187 -1L3-2.BKDYINB 0.3229627.531188E4 26.00 1 3
188 ~2L3-2.AKDY3INA 0.0489283.2718B06E4 26.00 1 3
189 23L3-2.CKOYING | 0.0488234 6018474 26,00 1 3 e
180 0. 89T4TE 06-0.TOTIIE 00-0.41230¢ 060 -
191 0.83479E 00 0.20486E-12 0.81240€ 00
192 0.89T4TE 00 0.70T41E 00-0. 41230 00 e
193 c
194 [+ KDY series capacitor bank: .
195 [+ Detailed series capacitor model with protective gap
196 4 modifted from data from Brent Hughes
187 c 5L1 Phase A:
198 KDY INAKD INOA g 3. 8979, e e
199 KD INOAKD IN2A 0.0020. 18850
200 KD 1N2AKOD INTA 3.20001.89-3
201 KO ANTAKD AN, AKDY INAKD AN e
202 KO 1NOAKD 1M. A 0.01007 .84-343960. .
203 KDIM. A 2.4504
204 KD 1M, AKDY 1SAKD INOAKD 1M . A
208 KD 1S3AKO 1M . AKDY INAKD 1NOA
206 KD1S2AKD 1S 1AKD IN2AKD IN1A
207 KD 1S2AKOY 1 SAKD INOAKD 1IN2A
208 [4 SL1 Phase B:
209 KDY INBKD INOBKDY 1NAKD 1NOA
210 KDANOBKD INZBKDINOAKDINZA | e e e
34 O
212 KD §N3BKD 1M . BKDY INAKD 1NOA
213 KD INOBKD 1M BKDINOAKDIMLA | et e e e e
514 G 8 e
218 KO 1M.BKOY 1SBKD INOAKD 1M . A
216 KD 1S3BKD 1M, BKDY INAKD 1NOA
501 KO TS SBID T8 THRDTNARKD TN TA b1 i
218 KD 1S2BKDY 1SBKD INOAKD 1N2A
L2189 € BL1 Phase C:
2206 T KOY INCKD INOCKDY 1NAKD 1NOA
2214 KD INOCKD 1N2CKD INOAKD 1N2A
222 KD 1IN2CKD
223 KD'1NICKD )
......... Yo 2 A S B B9 O 2

Fig. 24 (cont'd)
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Listing of SHOS012 at 10:46:00 on APR 12, 1986 for CC{d*BRWG

Page 5

224 KDANOCKD IM. CKD ANOAKD IM . & o s seees oo s s st ciereneee o o
228 KD1M.C KD1M. A
226 KD 1M . CKDY 1SCKD tNOAKD 1M A
227 KO ISACKD AM. CKDY INAKD INOA oo ooeees oo e b s s b e s et bbb oL e AR e e e
228 KD1§2CKD 1S 1CKD IN2AKD {NTA
229 KD 152CKDY 1SCKD 1NOAKD 1N2A
230 ¢ . et e e ee e Lk eeeAs AR ae el h b bR bRt e b s et
231 ¢ §L2 Phase A:
232 KDY 2NAKD2NOAKDY I1NAKD 1NOA
...233 . KD2NOAKDZN2AKD INOAKD 1N2A
234 KD2N2AKD2N1AKD {N2ZAKO 1N1TA
238 KD2NIAKD2M . AKDY INAKD tNOA
236 KD2NOAKD2M . AKD INOAKD 1M, A
237 KD2M. A KOTM. A
238 KD2M . AKDY2SAKD INOAKD 1M. A
239 KD2S3AKD2M . AKOY INAKDINOA
246 KOIS2AKD2S 1AKD INZAKD INTA
241 KD2S2AKOY 2SAKD INOAKD 1N24A
242 DL PRBSE B b e e e
243 KOY2NEKD2NOBKOY {NAKD 1NOA
244 KD2NOBKD2N2BKD | NOAKD 1N24A
248 KDZNZBKO 2N IBKD INZAKD AN T A i
248 KD2NIBKO2M . BKDY INAKD 1NOA
247 XO2NOBKD2M . BKD 1NOAKD 1M A
248 KD2M.8 KD1M, A
249 KO 2M . BKOY2SBKD TNOAKD 1M A
250 KD2S3BKD2M . BKDY 1NAKD INOA
251 KD 2 2Bl 2 KD EN A D I A o et e e e SRR A1 R
283 KD2S528KDY25BKO tNOAKD 1N2A
2%3 c 8L2 Phase C:
254 KDY 2NCKD2NOCKDY 1NAKD 1NOA
258 KD 2NOCKDIN2CKD 1NGAKD 1N2A
256 KD2N2CKD2N1CKD IN2AKD IN1A
257 KD2NICKD2M . CKDY INAKD 1NOA
288 KOINOCKD2M . CKD TNOAKD 1M A
258 KD2M.C KD1M. A
260 DM, KDY 2 G D N A D M A oot oo s SR e e b1 e e bt e e e
281 KD2$3CKDIM . CKDY INAKD INOA
262 KD2S2CKD2S 1CKD INZAKD IN1A
263 KD2$2CKDY2SCKD {NOAKD 1N2A
Sei & R ZCHRYRIEHRINORIRINRR e e e e e
268 [ SL3 Phase A:
266 KOY3INAKD3NOAKDY 1NAKD INOA
267 KDINOAKDINZAKD TNOAKD IN2A
268 KDIN2AKDIN 1AKD IN2AKD IN 1A
269 KDINIAKDIM . AKDY 1NAKD 1NOA
296 KOINOAKDIM . A 0 01007 . 84-3434a0 . —smmny
271 KD3M. A KD1M. A
272 KD3M . AKDY 3SAKOINOAKDIM . A
373 KOISIAKDIM . AKOY INAKD TNOA ~ 7 i m——m—m——m
274 KD3S52AKD3S 1AKD IN2AKD IN1A
278 KB352AKDYISAKD INCAKD IN2A
te ¢ B B L
217 KDY 3NBKOINOBKOY 1INAKD 1NOA
278  KDINOBKD3N2BKD INOAKD 1N2A )
598 e

Fig. 24 (cont’d)
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Listing of SHOS012 at 10:46:00 on APR 12,

280

281
282
283

KDINOBKD3M . BKDINOAKDOIM. A
KO3M.8 KDiM. A
KDIM . BKDYISBKDINOAKDIM. A

1986 for CCid=BRWG

Page 6

284
285
286

KDISIBKD3M.BKDY {NAKD INCA
KD3S28KD3S18KD IN2AKD INTA
KD3528KDY3SBKD INOAKD IN2A

287
288

c 8L3 Phase C:
KDY3NCKDINOCKOY INAKD 1NOA

2919 KD3N3CKD3M . CKDY INAKD 1NOA
..292 KDINOCKDIM CKDINOAKDIM A o e——————— et e ettt
293 KD3M. C KDIM. A
294 KD3IM,CKDYISCKDINOAKDIM . A
298 KDJISICKDIM. CKDY INAKD NOA
296 KDJIS2CKDISICKD IN2AKD INT1A
297 KD3S2CKDYISCKD 1NOAKD 1N2A
zsa c g T T T P PR TRY
299 C SLt, S5L2, and 8LJ from KDY series capacitor bsnk to second
300 C transposition point. Data length adjusted from Brent Hughes
301 c CASE ., UM L ANSROBOO VN0 MO0 . i
302 -iKDY15BL1-5.8 0.8623947.8208983E4 26.00 1 9
303 -2KDY {SAL{-5.4A 0.0484478.891513E4 26.00 1 9
304 ~3KDY1SCL1-5.C ©.0433376.01170%8E4 26.00 9.
305 ~4KDY258L2-5.8 0.0395271. 181803E4 26.00 1 9
306 ~SKDY2SAL2-8B.A 0.0331209.701827€4 26.00 8
307 -EKDY25CL2-8 ¢ 0.0324202 . T61838E4 26,00 1 9 e
308 -7KDYJSBL3-5.8 0.0477228.795184BE4 26.00 | -]
309 -8KDYJISAL3-5.A 0.0390226.081847E4 26.00 1§ ]
310 -9KOYJISCLI-8.C 0.0385219.921049E4 26.00 1 L
LER] 0.383665E 00-0.47171E 00-0.42982E 00-0.44717¢ 00-0.35066€ 00 0.23963E 00
312 -0.37070€-02 0.31196€ 00-0.13818€ 00
313 0.31678E 00-0.39122E 00-0.23234f 00 0.42209€-02 O.17238€ 00-0.22650E 0O
314 ~0.41882E-03-0.66235E 00 0.34511E 00
318 0.34197E 00-0.33518E 00 0.13433E-01 0.42322E 00 0.40861E 00-0.22178E 00
216 0.89782E-02 0. 418136 00-0. 3388 TE 00
317 0.34812€ 00-0.13700€ 00 0.39685E 00 0.39533E 00-0.14213E 00 0.52102€. 00
X1} 0.37371E-02 0.0%872E-0t 0.442310E 00
318 0.32004€ 00 0.14023E-01 0.45150E 00-0.33083E-01-0.32729€ 00-0.58562€-0¢
320 -0.67096E-02-0.38795E 00-0.61489€ 00
21 0.34294€ 00 0.1643%E 00 0.38142€ 00-0.43586E 00 0.32675€-02-0.81108€ 00
322 S0.06189E-01 0.32200F 00 0.37TT8E Q0 e ——
333 0.32844€ 00 0.32838E 00-0.19377€-01-0.31404E OO0 0.49650€ 00 0.32316E 00
324 0.81130E 00-0.8701BE-O1-0.67666E-01
328 0.30399E 00 0.38167E 00-0.24521E 00 0.34340E-01 0. 12210F 00 0. 17 T03E 00 e
326 -0.76882€ 00-0.885044€-01-0.66979E-01
327 0.34319€ 00 0.46080E 00-0.43738E 00 0.37312E 00-0.40668E 00-0.23920E 00
328 0.35910E 00 0.58969E-01 0.8TI0BE 08 e o—————— e 1 et
329 [+
330 c SL1, 8L2, and SLJ from second transposition point to last 5L3
N c transposition potnt. . e R _ e JT et e i e e et e e
332 c Data tength-adjusted from Brent Hughes case. Untransposed 77T o o ' : '
333 < 1ine model.
L334 ¢ Transposition affected at sending end of section for all three e s
358 ¢ Tinas RIS LA T AT IO 1L U OO O SOOI O POV
......... | PN ST PN NN - SR DS PUTT NN - P P * PP Py

Fig. 24 (cont’d)

€St



Listtng of SHOS012 at 10:46:00 on APR 12, 1986 for CC{d*BRWG Page 7
336 S1L1-8.AL1-6.A .0.8623947.820893E4 33,28 1.9 e e—— e ettt 1
337 ~2L4-5.CL1 [+ 0.0484478.891613E4 33.24 1 9
338 -3L1-8.8L1-6.8 0.0433376.011705€E4 33.24 | :]

L339 -AL2 A 0.0395271. 181803E4 33.24 1 B e b et
340 .C 0.0331209.701827E4 33.24 | : ]
341 .B 0.0324202.761838€E4 33.24 1| 9
342 .C 0.0477228. 75184864 33,24 N O
343 .B 0.0390226.081847E4 33.24 1 ]
344 A 0.0385219.921849E4 33.24 ¢ 9
348 0.39665E 00-0.47171€ 00-0.42982F 00-0.44717E 00-0.35065E 00 0.23963E 00
346 -0.37070E-02 0.31186E 00-0.
47 0.31678E 00-0.39122F 00-0.23234E 00 0.42209£-02 0. 17235E 00-0.22650FE 00 .
348 2041820320, 66 238E 00 0. 348 0 € 00 e ee—————— e
349 0.34197€ 00-0.33515€ OO0 0.13433E-01 0.42322€ 00 0.40861E 00-0.22179E 00
350 0.59792E-02 0.41813E 00-0.3365T7E 00
k1-3) 0.34512€E 00-0.13700E CO 0.39685F 00 0.39833Ef 00-0.14213€E 00 0.52102E 00
352 0.37371€-02 0.85572€-01 0.44310t 00
353 0.32004E 00 0. 14023E-01 0.4%5150E 00-0.33083E-01-0.32729E 00-0.58562E-01
as4 -0.6T096E-02-0,I879SE 00-0. 63489 00 . e e

""" kE-1-3 0.34294€ 00 0.16435€ OO0 0.38142k 00-0.43566E 00 0.32675€-02-0.51108E 00
356 ~0.96139€-01 0.32200€ 00 0.37778€ 00 .
as? 0.32544€ 00 0.32838E 00-0.11377E-01-0.21404€ 00 0.49650€ 00 0.32316€E QO
358 0.51130€ 00-0.87018E-01-0.67666E-01
asse 0.30399E 00 0.38167E 00-0.24521E 00 0.34340E-01 0.12210E 00 O.17703E 00
360 0. 7688 2E 00-0.88044E-01=0. 66070 =00
361 0.34319€E OO0 0.46080FE 00-0.4373BE 00 0.37312f 00-0.40668E 00-0.23920t 0O
362 0.35910€ 00 0.88969E-0% 0.57106€-01
363 [

364 [+ SL1, 6L2, and 5L3 from last 5L3 transposition point to WSN.
368 [ Data length adjusted from Brent Hughes case. Untransposed
366 c 1IN0 OB ) . L ONG S A O, i
367 [+ Transposition of 5.3 effected at sending end of this section.
368 ~1L1-6.AVTIS.A 0.8623947.820893E4 26.00 | 8
268 -2L1-6.CVT1S.C 0.0484478 ., BO1SI3EA 26,00 1 8
370 -3L1-6.BVTiS.8 0.0433376.011705E4 26.00 ¢ 9
I ~4L2-6.AVT2S.A 0.0395271.181803E4 26.00 § ]
372 ~8L2-6 € 0.0331209.701827€4 26.00 1 9
an -6L2-6 .8 0.0324202.761838E4 26.00 8
374 -7L3-6. LA 0.0477228.751848E4 26.00 ¢ ]
378 -8L3-6. ..€ 0.0390226.081847E4 26,00 1 9
376 -9 3-6. ..B 0.0385219.921849E4 26.00 1 9
an 0.38668E 00-0.47171E 00-0.42982€ 00-0.44717€ 00-0.35065€E 00 0.23863E 00
378 . .-0.37070E-02 0.31196E 00-0.13818E 00 R,
319 0.316768E 00-0.39122€ 00-0.23234€ 00 0.422098-02 0. 17235€ 00-0.22650€ 00
380 ~0.41652E-03-0.66235€ 00 0.34514F 0O
s 0234197E 00-0.33818E 00 0.13433E-01 0.42322E 00 0.40861E 00-0. 22170 00
382 0.597982E-02 0.41813E 00-0.33657E 00
383 0.34%12€ 00-0.13700€ 00 0.39685E 00 0.38533f 00-0.14213€ 00 0.52102€ 00
384 0.37371£-02 0.85572€-01 0.44310E 00 e
388 632004 60 0. 14023€-01 0. 451508 '00-0.93089¢6-01-0.92729€ '06-0.56562€-01
386 ~0.67096E-02-0.38795& 00-0.61489E 00
387 0.34294E 00 0. 164 E 86E 00 0.32675E-02-0.
J.1:] -0.96138E-04 0.322
389 0.32544E 00 0.32838E 00-0.11377E-01-0.31404E 00 0.49650€E 00 0.32316E 00
g9 0.51130E 00-0.BT018E-01-0 6TEERE-01 . . e
394 0.30399¢ 00 0.38167¢ 00-0.24521¢ 00 0.343406-010. 12216 06 0.17763€ 60
....... b2 B4 . BT B e 02
Fig. 24 (cont’d)
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1986 for CCid=BRWG

Page 8

392 =0, 768826 00-0.58044E =010, 68687000 e oo oo
393 0.34319E 00 0. 460B0E 00-0.43738E 00 0.37312€ 00-0. 40660E 00-0.23920F 00
394 0.35910E 00 0.58969€E-01 0.57106E-01
a9s e e e e et e
396 C South and B8L1 closing resistors and switch-isolating impedances
397 c Al8so used for current measurement
298 VIIS.ACBESIACBINIAVIANLA s e e e
399 VT1S.BCB1SIBCBINIAVTIN.A
400 VT1S.CCBIS1CCBINIAVTIN. A
401 B S A B Y S LA AL AN A ettt st R e e e 11 R iR e e et e
402 CB1S2BCB1S1BGMS . . ASLIN A
403 CB1S2CCB1SICGMS . .ASLIN. A
404 WO AL 1S AGMS AL AN A e e e e e e e Y et et e e e i i
409 WSN. B5L1S BGMS, VASLIN. A 1
406 WSN..CS5L1S.CGMS ., .ASLIN.A 1
AT VTIS ACBISIACBINTAVIANLA e e ottt e ettt e e e
408 VT25.8CB2S1BCBINIAVTIN A
409 VT2S5.CCB2S1CCBINIAVTIN. A
410 CB2S2ACB S IAGMS .  ABL AN A
411 CB2528Ca251BGMS . UASLIN. A
412 CB2S2CCB2S1CGMS . .ASLIN A
413 WSN. .A5L2S A
414 WSN. .B5L2 A ’
418 WSN. .C6L2S.CGMS. .ASLIN.A
818 c e e et e e+ et et et e
417 [ SL1 CT 18 from WSN to SL1S
418 [ S5t1 CVT tg at VT1S§
419 [
420 c WSN shunt reactors (2 units):
421 WSN. . A 2.5 1020.
422 WSN. .8 28 020 et g e e
423 WSN..C 2.% 1020.
424 c
428 [+ L1t and SL12 from WSN 10 fIrBt traNBPOB It (ON POI e
426 4 Data length-adjusted from frent Hughes case, lengths in
427 [ miles. Untransposed |tne model.
428 “1WSN. . AL11-1A 0.5887810.480989€E4 69,37 1 - I
429 ~2WSN. .CL11-1C 0.0413403.201639€4 69.37 1 6
430 ~3wWSN. .BL11-1B 0.0403287.831800€4 69.37 1 6
431 T4WSN. AL12-1A 00395264 401833E4 69,37 1§ et e
432 “BWSN.TELT2-1E "T0.0385226 801849E4 69.37 71 6
433 -EWSN..BL12-18 0.0400232.871847€4 69.37 | 6
434 0.42956E 00-0,85248E 00-0.%1383E 00 0.43046E 00-0.20804E 00-0.28668E
438 0.38234€ 00-0.39135€ 00 0.47696E-03-0.27482E 00 0.S00B7E 00 0.57596E
436 0.41140E 00-0.20348E 00 0.4BS5S9E 00-0.48819E 00-0.45062E 00-0.29318E
437 0.41140€ 00 0.20348€ 00 0.48BSS9E 00 0.48619E 00 0.45062E Q0-0.28348E 00 e e ees et e oo e
438 0.38234E 700 0 49135 00 0 4TEH6E-09 0. 27482 060 6008TE 00 0 57586E
438 0.42956E 00 0.688248E 00-0.51383E 00-0.43046E 00 0.20804E€ 00-0.28668E
440 C .
441 [4 EL11 and 8112 from first transposition point to MLS series
442 [ capacitor bank. Data length-adjusted from Brent Hughes
443 € ... ..case, lengtha (n miles, UNtransposed 1100 MO . e e s o e
id4 [4 ““fransposition effected at sending end of this section. T
445 ~1L14-1CMLS INC 0.5887810.480989€E4 33.24 | [
446 - -2L11-1BMLS INB . 0.0413403.201639€4 33.24 1, B
4dd AV TCTAMLENA A A . 2 D e 0 . s e b e b1 Ssveses s s sbant et bt e Aatiaes

T 0.0403287, 8918004 39,24 1 6

Fig. 24 (cont’d)
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Page 9

448 -4L 12~ 1CMLSING 0.0795264.40183364 33.28 1 6 e e o
449 ~5L 12- tBMLS2NB 0.0395226.801849E4 33.24 ¢ [
480 ~6L12-1AMLS2NA 0.0400232.571847E4 33.24 1 6
454 0.42956€ 00-0.85248E 00-0.51383E 00 0.43046€ 00-0.20804E 00-0.28668E 00 . . i s e -
452 0.38234E 00-0.39135€ 00 0.47696E-03-0.27482E 00 0.50087E 00 0.57596E 00
433 0.41140F 00-0.20348E 00 0.48559FE 00-0.48819E 00-0.45062E 00-0.29318E 0OC
454 0.41140E 00 0.20348E 00 0.48859E 00 0.48519E 00 0.45062E 00-0.29319E 00
458 0.38234€ 60 0.39135€ 00 0.47696€-03 0.27482E 00-0.50087E 00 0.57596€ 00
486 0.42956E 00 0.55248E 00-0.51383E 00-0.43046E 00 0.20804E 00-0.28668E 00
457 c
438 c MLS serias capacitor bank )
459 MLS INAMLS 154 18518
460 MUSINBMLS 1SBML S INAML S 1 G A oo s sssre oot e b e b 11 o8 SR e e e e e i e
461 MLS INCMLS 1SCMLS INAMLS 1SA
462 MLS2NAMLS2SAMLS INAMLS 1SA
463 MUSINBMLS2SBMUSINAMUS 1SA oo oo e e
464 MLS2NCMLS2SCMLS INAMLS 1SA
465 [
466 C SL11 and 5L12 from MLS series capacitar bank to second
467 [ transposition point. Data iength-adjusted from Brent
468 c Hughes case, lengths i{n milas. Untransposed 1ine model.
469 -IMLS1SCL 11~4C 0.8887 33.24 1 6
470 “auCsisaL11-4a 0.0 33.24 1§ [
471 ~3MLS1SAL11-44 0.0403287.831800€4 33.24 1| 6
472 ~4MLS2SCL12-4C | 0.0398264. 4018334 33,24 1 6 e,
47 -8MLS2SBL 12-48 0.0395226.801849E4 33.24 1 6
474 -~6MLS2SAL12-44 0.0400232.571847E4 33.24 [
478 0.42956€ 00-0.85248E 00-0.51383E 00 0.43046€ 00-0.20804E 00-0.28668E Q0 e o
476 0.98234€700-0.39135E 00 0.47696E-03-0.27482¢ 00 6.860087E 00 0. 57596¢ 00
477 0.41440€ 00-0.2034BE 00 0.48559f 00-0.48819F 00-0.45062€ 00-0.29318E 00
478 0.41140F 00 0.20348E 00 0.48559E 00 0.48519E 00 0.45062E 00-0. 20000 00
479 0.38234€ 00 0.39135E 00 0.47696E-03 0.27482E 00-0.50087E 00 0.857596E 00
480 0.42956E 00 0.85248E 00-0.81383E 00-0.43046E 00 0.20804E 00-0.28668€ 00
481 c
482 ¢ LYY and 8U12 #rom second transposition point to KUY Bata From h
483 C 8rent Hughes case, lengths in miles. Untransposed line model.
484 c Transpositions effected a ng end of this section.
485 -1L11-4BKLY. .8 0.588 0989E4 69.37 [
486 ~2L11-4AKLY. . A 0.0413403.201639E4 69.37 1 6
487 23L11-4CKLY . .C 0:0403287 8I1B00EA €8.37 1 € i o
488 -4L12-4BKLY, .8 0.0395264 . 401833E4 69.57 1 6
489 ~SL12-4AKLY. . A 0.0395226.801849€4 68.37 -]
490 ~6L12-4CkLY..C i 0.0400232.571847E4 68.237 1 - S
491 0.47986¢ 00-0. 88948E00-0. S 1383E 0070, 43046E 00-0.70804€ '00-0.28668€ 00
492 0.38234€ 00-0.39135E 00 0.47696E-03-0.27482E 00 0.50087E 00 0.57S96E€ 00
493 0.41140E 00-0.20348E 00 0.48559f 00-0.48519E 00-0.45062E 00-0.29318¢ 0O
494 0. 47140F 00 0.20948E 00 0. 48559 00 0. 48518E 60 0.45062€ 00-0.29319¢ 00
4998 0.38234€ 00 0.39135€ 00 0.47696E-03 0.27482E 00-0.50087¢€ 00 0.857586E 00
496 0.42956E 00 0.85248E 00-0.51383F 00-0.43046E 00 0.20804E 00-0.28668E 00 . . . .. . .
487 ¢ end of Peace River system rmmmmmm———m——, e
498 c
499 ¢ NONRN COBBR By B O 0 ) OME . oo oeee oo et ees o oot oo ot e R A et e o e
800 [+ Griginai data o
S0 c
____ 502 C WSN to GLN as untransposed distributed 11ne model (5L61) B
8§03 [4 (Lengths {n Km) o
......... ... . ... .2, .9 ... 4 ... .....5 . .......6 ... ... ... . ... .8 . . ......9 . ......0 ... 0. 4. ... ..2

Fig. 24 (cont'd)
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Listing of SHOS012 at 10:46:00 on APR 12, 1986 for CCid~BRWG

Page 10
504 ~1WSN. .AL61-1A . 197 3
803 =2WSN. .CL61-t1C 2.28 e}
806 -3WSN. .BL&61-18 ’ 2.28-2.29%025.460658. 127 3
807 8.98060E-01-T . 0T 10TE-00-d. 11860 <0 et e e e e e
508 8.33509€-0t 8.6035BE~17 8. 13152E-01
808 8 .9B060E-O1 7.07107E-01-4.11569E-01
810 -1L61-1BLE1-2BWSN, .ALE1-14A
S11 -2L61-1AL61-24A
512 -3L61~-1CL61-2C
513 AL B = 0 GLN, L CWSN . AL B = A T,
514 ~2L61-28GLN. .8
518 -3L61-2AGLN. . A
e B8 et oo et e et e e e R L e e L L s e s e
517 c GLN Thevenin equivalent
518 c (GLN {nternal voltage 18 zero, so Thevenin impedance
519 < is grounded) e eereghisaes v ee g A A LA AL LRt R LA 41 iR SRR b Letbeis ot s
520 81 GLN. . A -228.6998596 107075.4375
8521 S2 GLN..B 114.4370880 ~-83488.20703
522 -228.6998596 107078 4378 e e e e
522 83 GLN. .C 114.4370880 ~83488.20703
524 114.4370880 -53488.20703
$26 -228.6998596 07078 . 4378
526 C
527 c GLN shunt reactors (1 unit)
528 GLN. .A 2005 4 e et e ettt et e
828 GLN. .8 2005.4
830 GLN..C 2005.4
831 c O g S OO OO PO PO O I ST DO OO PR SV RSV PP ISV PRSI SN
832 [ GUN to TKW as untransposed distributed Vine modse) (5L62)
533 c (lengths 1n km) ’
834 =1GLN, .CL62-1C ' .197851.49633.216643.847 <
838 ~2GLN. .BL62-18 2.28-2.364904.635543.847 3
836 -3GLN. .AL62-1A : "2.28-2.295025.460643.847 3
637 8 OBOGOE -0 1T . 0T 0T -0~ . 1 DB 0 e —— oot et et e S e bt e e i
538 §.33509£-01 8.60358E~17 8. 13152E-01
§38 8.98060€E-0t 7.07107E-01-4.11569E-01
540 AL 2 AL G 2= 2AGUN, Gl 2= G e s e,
841 ~2L62-1CL62-2C
542 -3L62-18L62-28
843 ~1L62-28TKW. .BGLN, .CL62-1C
844 ~2L62-2ATKW. . A
849 =3L62-2CTKW. .C
846 c
8417 4 TKW Thevenin esquivaient
548 4 (TKW tnternal voltage 18 zero, so Thevenin tmpedance
g4 € . 8 O O G ) e g Heoees et et et e e e e e e s
880 (3] Ticw, a7 16666666.00 Jalgiesioia T
581 52 TKW. .8 -8333333.000 34.91661072
582 16666666 .00 B4, 8166 1072 e
LLE] 83 TRw., ¢ -83333337600 34.976610%12
564 -8333333.000 34.91661072
585 16666666 .00 34.81661072
856 (4 '
587 [ TKW to SKA as untransposed distributed 1ina modal (5L63)
558 ¢ (lengths in Km) e et e s
889 -1TKW.BL63-18 J197851.49635.216647 657 3

Fig. 24 (cont’d)
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Listing of SHOSO012 at 10:46:00 on APR 12, 1986 for CCid=BRWG

560 c2TKW. . AL63-9A 2.28-2.364904.635547.657 < T S OO
861 -3TKW..CL63-1C 2.28-2.295025.460647.657 3
862 8.98060E-01-7.07107€-01-4. 11569E-014
563 8.33509E-01 8. 60388E~ 17 8. 101800 e oo oo oo e e oo S
564 8.98060E~01 7.07107E-01-4,11569E-01t
568 -1L63~1CL63-2CTKW. .BL63- 18
%566 P2 B BLEI 2B
867 -3L63-1AL63-2A
5648 ~1LE3-2ASKA. .ATKY. .BL63-18 .
869 T B 2 KA L G et e e e bR R SR e e RRERRS SER L L e Lo R e e
570 ~3L63-28SKA. .8
5714 [+
872 . ¢ SKA Thevenin equivalent (1MPEOANCE s e e
873 ¢ (SKA-E 1a SKA interna)l voltage node)
874 TSKA-EASKA ., . A 7.9583165.03
878 .. ASMAZEBSKA, B ©2.742-36.33 7.8583165.03 e e e o e e
876 ISKA-ECSKA . .C -2.742-36.33 ~2.742-36.33 7.9583165.03
577 c end of North Coast system
878 c etmoreeeeereans s ee e e s et ore e ee e oo et oer e e e e
578 [ Keily Lake south system--remaindar of 8.C. Hydro network —mmmmmmmmmmmmmmmmmmmmmmmmmmmmmm—m——
880 [ Data from Jack Sawada case. (CRK gap-flashing removed)
581 (4
882 ¢ KLY Thevenin equivaient source ' ’ :
683 c (KLY-E I8 internal voltage nade)
884 T oo m
L1 [4 WSK-K(¥ coupied Thevenin equivaient impedance )
886 c (KLY-E 18 KLY internal voltage node,
587 c WSN-E 18 WSN internal voltage node.)
388 SIWSN-EAWSN, (A 11.70095158 217.7678171
8§89 . S2WSN-EBWSN. .B -5.362372398 -70.73513794
890 11.70091248 AT TOIBITY e e e
891 S3IWSN~ECWSN. .C -5.4258451446 -70.725462387
892 ~5.362503052 -70.73533630

L 11.70127869 ATLTOTAA08 e s ettt
594 S4KLY-EAKLY..A 0.6675326228 26.30413818
888 -0.3888940811 ~13.06832600
586 ~0.3319850104 -13.07847474
897 8.224038124 132.3419342
898 SSKLY~EBKLY, .B -0.3317694664 -13.07512856
899 0.6673421860 28.30416B70
600 -0.3887786865 -13.06860542
601 -2.418684006 -10.85663809
602 . 8.223999023 132,341949%
6063 BEKLY-ECKLY. ¢ 03888883977 ~ 13766842998
604 -0.33208656314 -13.07566166
608 0.6679344177 26.30412292
606 -2.457177162 -10.84912014
607 -2.418750763 -10.85673428
e 8.223999023 192,3419189
608 Cramsnaunasssnnetasuaaanndnbes N sananneansnnnannnne
610 [
611 c KLY reactors (4 units)
&id ROV R g
613 KLY..B 1.25 610.0
614 KiLy..C 1.25 §10.0
&1 B e

......... 1 e 2 38 B T B S 02

Fig. 24 (cont’d)
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Listing of SHOS012 at 10:46:00 on APR 12, 1986 for CC10=BRWG Page 12

616 [ KLY to CRK sertes capacitor bank. Untransposed 11ne mod@l (SLA2) . o o o

617 -1KLY..BL42-28 [+

618 ~2KLY..AL42-2A 0.0405280.491802E4 57.50 1 3

619 ZAKLY..CL42-2C e, 0. 0404232 181B46EA ST .80 1 3 e s e et [,

620 0.59717€ 00-0.70711f 00-0.41249E OO0

621 0.53851€ 00-0.21620E-12 0.81222E 00

622 0.89717€ 00 0.70713E 00-0.41243€ 00 . :

623 ~1L42-2ACRK. . A 0.3153622.981174E4 14.80 1 3

624 ~2L42-2CCRK. .C 0.0405280.491802E4 14.80 e

629 z3L42-28CRK. .8 .. .0.0404232.181846€4 14.80 1 3

626 0.59747E 00-0.70T7T1tt 00-0.41249E OO

627 0.53551E 00-0.21620E-~12 0.81222E 00

628 0.89717E 00 0.70711E 00-0.41249E 00 . . .

628 [ . ¢

630 C CRK series capacitor pank

631 _CRK..ACRK.CA 26518,

632 CRK. JBCRK . CBCRK . "ACRK . CA : mmmmm—————m e

633 CRK..CCRK.CCCRK, .ACRK.CA

634 ¢ e e st R e et et et . . .

638 c CRK series capacitor bank to CKY (5L42) T mmmmm———n—m——y, ;-

636 “1CRK.CACKY, . A 0.3153622.981174€4 51.70 1 3

637 -2CRK.CCCKY, .C 0.1 80.491802E4 $1.70 1 3

638 -3CRK.CBCKY. .B 0. 32.181846E4 61.70 1 3

639 0.59717€ 00-0.70711E 00-0.41249E 00

640 0.853581€ 00-0.21620€-12 0.81222E 00 e et e e s

6414 0.59717€ 00 0.70714€ 00-0.41249E 0O

642 c

643 c CKY to MSA (5L30) (untransposed )ine model) i

644 ={EKY .. CLIG-1C 0.31126393 42118364 18 64 1 '3 . o

648 -2CKY. .BL30-18 0.0370284.261803E4 16.64 1 3

646 -3CKY. .AL20-1A 0.0369238 . 8B1BABEA 18,64 1 B

647 0.89666E 00-0.70711€ 00-0.41260k OO

648 0.853664E 00-0.63310E-12 0.81214E 00

649 0.89666E 00 0.70711E 00-0.41260f 00 i,

680 ~1L30-1AL30-2A 0.3112623.42118384 12.02 | k]

€51 -2L30-tCLI0~2C 0.0370284.261803E4 12.02 k]

652 -3L30- 1BL30-28 . 0.0369235.981846E4 12,02 1 3

653 Q.89666E 00-0.70711E 00-0.41260E 00 :

654 0.83664E 00-0.63310E-12 0.81211E 00 .

638 0.59666E 00 0.70711E 00-0.41260F 00

656 ~1L30-28MSA . .B 0.3112623.421183E4 18.90 1 3

657 -2L30-2AMSA. .A 0.0370284 .26 1B0IE4 18.90 1 3

658 3130-2CMSA. .C 0.0369235 881846E4 18.80 1 3 e et e e e

699 0. 89666E 00-0.70711E 00-0.41260E 0O V

660 0.53664E 00-0.63310E-12 0.81211E 00

661 0.89666E 00 0.70711E 00-0.41260f 00

662 c

663 C MSA Thevenin equivalent

664 c (MSA-E 18 internal voltage node) R )

668 TMEATEAMSA A ¥ 2417837443 ’ )

666 2MSA-EBMSA. .8 . -1.358-6.683 7.241783.442

667 AMSA-ECMSA. . C -1.356-6.683 ..-1.358~6.683

660 [

669 c MSA shunt reactors (1 unit)

670 " MSA..A 5. 2040.0

b MBR G b L L
......... e 2 3. A8 . .6 T B8 O 2

Fig. 24 (cont’d)
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Listing of SHOS012 at t0:46:00 on APR 12, 1986 for CC1d=BRWG Page 13
672 MSA L € 8. ..2040.
673 Cc
674 c CKY to MDN (5L485)
673 -ACKY . .CMON. .C 0.3153622.981174E4 46.00 1 e bbb e e e eee e et oo s e -
676 -2CKY. .BMON. .8 0.0405280.491802E4 46.00 ¢ 3
617 ~3CKY..AMDN. .A 10.0404232.181846E4 46.00 | 3
678 0.59717€ 00-0.70741E 00-0. 41240 00 e,
679 0.53551E 00-0.21620E-12 0.81222E 00
680 0.59717€ 00 0.707V1E 00-0.41248E 0O
681 [
€82 [ MDN Thevenin source:
€83 c (MDN-E 18 internal voltage node)
684 IMON-EAMON . . A 2. 85839280 i
685 2MON-EBMON. .B .13333-2.742 2.858349.283
686 3MDN-ECMDN. . C .13333-2.742 .13333-2.742 2.658349.282
€87 ¢ ooy oo e s 81 8588 R e R e e
88 [¢] MON to ING (6L44)
689 -{MDN. .CING..C 0.3153622.981174E4 12.16 3
690 =2MON. .BING..B 0.0408280.491802E4 12.16 1 3
691 ~3MDN. .AING. .A 0.0404232.181846E4 12.16 3
692 0.59717€ 00-0.7071{1E 00-0.41249E 0O
693 0.53551E 00-0.21620€-12 0.81222E 00
694 0.59717€ 067 0.70711€ 00-0.41249€ 00
688 c
696 c ING Thevenin equivalent sourca __________
€97 c {ING-E "is internal voitage node)"
698 1ING-EAING. . A §.350052.250
699 2ING-EBING. .8 7102571083 | SIBO0BTIRO o
700 ITNG-ECING. . C Ti828-70. "I 825-10.83 $§.350052.250
701 [
102 ¢ KLY to CHP series capacitor bank e e PO
703 1KLY, .BL4t-2B 8.68 67.31464.61¢
104 2KLY ., .AL41-2A 6.0% 34.26-85.40 8.68 67.31479.17
709 AKLY..CL41-2C 6.04 28.73-25.91 6.08 34.26-85.40 B.68 67.31464. .81
706 TLAT-2ACHP . 34 4.37 33.86233.487
107 20L41-2CCHP . 3C 3.04 17.23-42.96 4.37 33.86241.04
708 3L41-2BCHP .38 3.04 14.45-13.04 3.04 17.23-42.96 4.37 33.86233.87
708 [+
710 [ © CHP series capacitor bank
711 CHP.JACHP . 4A o 19834
712 CHP . HBCHP  4BCHP 3ACIHP a7
713 CHP . 3CCHP . ACCHP . 3ACHP . 4A
7“ c . ey e 4ieaieieess srnieiants) N4 e iesaskeetessartatens bieeasssamelessasiesaaesfeien seabeasieseies ves e ea+ meaanetiEEheesessrioekanaan b rrtaabeln A e e LA L a et aa by waed teas e
7i8 [4 6L47 from CHP 'series capacitor bank to junction of §L81 T )
716 tCHP.dlLll-SA 4.37 33.86233.87
m 2CHP . 4€LA1-8C 3,04 17.23-42.96 4.37 33.86241.04 e e
18 JCHP , 4BL4A1-58 3.04 T4 48-13,04 904172342798 4737733866235 87
719 c
720 c junctton of SL4Y from CHP to ING (with parallel 5L81)
121 1L81-5CING. .C 8.32 65.26465.64
722 21L.81-5BING. .8 §.91 33.97-84.16 8.32 65.26480.29 !
723 3LB1-5AING. . A 8.90 2 .64 6.81 33.97-82.37 8.32 65.26471.59
724 4L41-8CING. . C 8887330 60 4,68 26.40-18.72 5,89 30.05-46.22
728 8.44 65. .47
726 SL41-5BING..B 5.86 21.90 -4.55 8.87 23,74 -6.73 5.88 26, 14-14. 37 e
$53 . &'§69573 BB AA PR AT ARE R L e i
......... | I VTS PP . TP - PIINT PO S - PSS P * N RO Py 5
Fig. 24 (cont’d)
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Listing of SHO9012 at 10:46:00 on APR 12, 1886 for CCid=BRWG Page 14
728 6L41-5AING. .A .5.85 20.30 -3.33 8.86 21,76 -4.26 .87 23,55 -7.27 . . .
729 5.87 27.94-24.05 8.88 33.32-82.66 B.44 68.47452.42
730 [+
.13 ¢ 5181 from junction with SLA1 to function with S482 . .
132 1LB1-5ALB1-3A 2.88 21.41152.69
733 2L81-5CL8B1-3C 1.94 11.15-27.78 2.88 21.41157.32
134 3L81-58L81-38 1,84 . 9.98 -8.19 1,94 11.95-27.78  2.88 21, 41052.68 e e e
73% C
736 c 50L82 from MDN to junction with 5L81
737 AMON. .CL82-5C 8.22 61, 1BAT6.26
738 2MDN. .BL82-58B 5.54 31.84~79.37 B8.22 6€1.18449.48
738 JMON. .ALB2-5A 5.53 26.80-23.40 5.54 31.84-79.37 8.22 61.18436.26
740 1182-5A1.82-3A 2,33 17.99923, 60
741 2L82-5CLB2-3C 1.67 9.02-22.49 2.33 17.33127.35
T42 3L82-58L82-38 1.87 7.83 -6.63 1.87 9.02-22.49 2.33 17.33123.61
743 c
33 ¢ BB GRa BB o JURaETaR HE L L
148 1LA2-3AL82-2A 4.38 32.63232.71%
,,,,,,,, 746 2L82-3CLB2-2C 2.95 16.98-42.27 4.38 132.63239.8Q
747 aLe2-38L82-28 2.85 14.29-~12.37 2.95 16.98-42.17 4.38 32.63232.99
748 4LB81-3ALB1-2A 2.93 10.34 -2.10 2.84 $1.11 -3.08 2.95 12.08 -6.64
749 ..4.38 32,63232.99 e e
750 SLB1-3CL81~-2C 2.82 98.70 -1.26 2.93 10.94 -1{.66 2,94 11.11 ~3.08
761 2.95 16.98-42.47 4.238 32.63239.80
752 6L81-38L81-28 2,92 9,15 -1.03 2,92 9.70 =1.26 2.8 10.34 =200 e
753 2.95 14.29-42.37 2.85 16.98-42,27 4.38 32.63232.71%
184 1L82-2B8NIC. .B 6.50 50.98363.62
158 21.82-2ANIC. . A 4.61 26.54-66.08  6.850 BO0.883T4. 68 e
156 3L82-2CNIC. .C 4.61 22.34-19.32 4.61 26.54-68.90 6.80 80.98364.05
187 4L81-28NIC. .8 4.98 16.16 -3.28 4.89 17.36 -4.81 4.60 18.87-10.38
758 OO oI T T LY o
789 BLB1-2ANIC. . A 4.57 15.16 ~-1.97 4.58 16.16 -2.59 4.89 17.36 -4.81
760 4.61 26.54-65.90 6.50 30.98374.68
761 6L81-2CNIC. .C 4.56 14.30 -1.61 4.87 16,16 -1.87 4.58 16,16 -3.28
762 4.61 22.34-19.32 4.61 26.54-66.08 6.50 50.98363.62
763 [+
7164 ( NIC AhOVAN N BQUINVA L AN BOUN GO e e s oo sster s et et eesne s s
768 [ (NIC-E "is internal voltage noda) N
766 INIC-EANIC. . A 47.02 426.18
.......... 767 2NIC-EBNIC..B -22.99-165. 1 47.02 426.18
768 3NJC-ECNIC. . C -22.99- -%22759-y65.1 477037426, 18
769 c
770 € NIC 8NUNt FeACOrS (8 WNIT8) e
7 [ {(vaiues rapeated because of two paraiiei branches)
172 NIC..A 1. 408.30
713 NIC..B 1. 408,30
774 NIC..C 1. 408.30
778 c
276 €. BLBY NIC-to KLY _— s e e
Kk (4 Date from Jack $awada. Continuousiy-transposed distributed- ~~—~ 70T
778 c paramater 1ine model. (lengths in KM)
179 DINIC. AKLY..A ..9.205 1.350 3.1400 146.0 e e e e e st e
¥é6 aNTE T AREY B 07038 07333 6 ORGG 1AR G P y
781 -3NIC..CKLY..C
585 ¢ T ard BUTE Fram NG T W L L L i
..... soe 2000003 ... ... 4. .. ......85, . ,......6.........7.. .. .....8 . ... .. 9. ... O 2

Fig. 24 (cont’d)
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Listing of SHO9012 at 10:46:00 on APR 12, 1986 for CCid=BRWG Page 15
.Je4 INIC. .BADL . .8 3.22450.88 .o oo .
788 ANIC. AADL. . A [91-81.91 8.06 63.22464.61
786 3NIC..CADL..C .70-23.96 5.72
187 4N1C. .BL71-88 6.69 21.63 -5.86 5.71 23.40-12.87
788
789 S5NIC..AL74-8A 5. .68
790 5.7 .08
791 6NIC. . CL71-5C [ .67
792 L .72
793 1ADL . . ALT2-2A 1. .
794 2ADL..CLT2-2¢C §763732.37-80.88 7.93
798 3ADL. .8L72-28 §.62 27.25-23.57 5.6)3 7.
196 4LT1-5ALT1-2A 5.59 19.71 -4.00 5.60 21.18 -8.86  5.61 23.02-12.66 e
787 7.93762.20444 .14
798 SLT7T1-8SCL71-2C 5.87 18.49 -2.40 8.59 19.71 ~3.16 .60 21.18 -5.86
799 e e e e 3:63 32, 37-80.39  7.93 62.20457. 02 e
800 6LTI-E@LT71-28 TUUBI86 T 44 S197 RUBT 18,48 -2.40775.89719. 71 ~a 00 T e
801 §.62 27.25-23.57 6.63 32.37-80.58 7.93 62.20443.61
802 1L72-2CMCA . .C 6.85 50,98363 .62 e e et e e e s e
803 2L TA<FBMCA B 4.62726.54-66.05 6.85 50.88374.¢8 :
804 3L72-2AMCA . . A 4.61 22.34-19.32 4.62 26.54-63.90 6.85 50.98364.05
808% 4L71-2CMCA. .C 4.58 16.16 -3.28 4.59 17.36 -4.81 4.60 18.87-10.038
806 6.8550.98364.05
807 SLT1-2BMCA. .8 4.87 15.16 -1.97 4.68 16.16 -2.59 4.53 17.36 -4.81
808 4.62 26.54-65.90 6.85 50.8B3TA. 6B
808 BLTVCZAMCA A 466714730 51769 46718167 -1797 T4 88 161873738
810 4.61 22.34-18.32 4.62 26.54-66.05 6.85 50.98363.62
811 c :
812 ¢ MCA Thevenin aquivalent ~—~
813 c (MCA-E is internal voltage node)
814 IMCA-EAMCA . . A 26.4
818 2MCA-EBMCA. 8 -4.29 264
816 IMCA-ECMCA . .C -4.29 -4.28 26.4
817 c )
818 c MCA shunt reactors (2 u
818 MCA..A
820 MCA..B
821 MCA. €
822 c
823 c NEC 10 ACK (L6 BNd SLT) i
824 INTCTBLYTE-28 3738
828 2NIC.  ALT6-24 2.2t 3.28 24.48177.02
826 3NIC,.CL76-2C 2.20 2.21 12.70-32.97 3.28 24.48171.66 e
827 ANTC T BLYE-28 2718 P Lo T Te I DA K B £ T D -1 S - D <
828 3.28
829 SNIC..ALTO-2A 2,19 1.8 2.19 8.12 -1.73 2.20 8.
830 372 3738724748177.67
831 6N1C..CLT9-2C 2.18 2.19 7.87 -1.28 2.19 8.12 -2.16
832 . 2,21 12.70-33.17 3,28 24.48171.09 o s i
833 1(76-2¢L76-1¢
834 2L76-28L76-18 3.28 24.48177.02
838 3L76-2AL76-MA 2,21 .12,70-32.97  3.28 24.48171.66
836 4L79-3¢L78-1¢ T330778806°-9.437 2726 968 -8.23 N
837
838 SL79-28L79- 18 2.19 8:12 -1.73 2.20 8.80 -3.43
839 3798734.487117.62
......... [ ST NPT NN - S el B 9O 2

Fig. 24 (cont'd)
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840 6L79-2AL79- 1A 2,18 7.11.-1.00 2.9 7.
841 2.20 10.€8-10.06 2.21
842 1L76-1AACK. . A 3.28 24.48171.09
B4 2L76-1CACK, .C 2.2112.70:33.147 2,28
844 3L76-1BACK. . 2.20 10.68-10.05 2.21
849 40L79-1AACK. | 2.19 8.12 -2.16 2.20
846 e o .28 24.881710.66
847 SL79-1CACK. .C 2.18 7.57 -t.28 2.19
848 2.21 12.70-32.87 23.28
,,,,,,,,, 849 6L79-1BACK. .B 2,18 7,11 -1.00 2.19
880 2.20 10.68-10.05 2.2

851

haventin equivalent

is internal voitage noda)

054 1ACK-EAACK . .A 62.25 328.27
858 2ACK-EBACK . .B ...029.78-111.8 62,28 328 . 2 s s e oo oo e e e e 1 e
856 IACK-ECACK.C -29.78-111.8 ~3§8.78-1118 16228732827 ’ ’
857 ¢
8s8 c ACK BMUNE FOBCRORS (1 UM )
859 [ {repeat vaiues because of two parailel branches)
860 ACK. .A 1. 2040.0
861 ACK. .8 ‘ Q0400 R R R0 e LR e e i
863 ACK.TE 1. 2040.0
863 c
864 c ACK to REV (5177 and 5L75)
888 TACK . VAREV. A 6.58053.761348.30
866 2ACK. .BREV..B 4.71526.252-70.74 6.58053.750357.86
867 JACK, .CREV. .C 4.70921.640-23.78 4.71526.282-71.61 6.58083.751348.34 s s
868 4ACK UAREV. A 4711132624 °40. 77 4.70318.708-15.52 '4.69217.764 -8.58
869 6.58053.752330.67
870 SACK. .BREV, .B 4.67916.204 -8.41 4.69217.783 -9.07 4.70318. 73421, 24
871 4.64814.275-3.42 6.58083.751343.78
872 6ACK ., .CREV..C 4.66315.105 -3.82 4.679816.310 -5.15 4.69317.803-10.18
AAAAAAAAAA 873 4.62813.392 -2.58 4.71826.330-77.9% 6.58053.751342.15
874
878 c REV Thevenin equivalent
876 ¢ REV-E 18 (NRACNAY VOLRBQO NOTBY e e e s e s et e e
877 1.67-243.332
878 2REV-EBREV. .8 -8.3-3-11.42 1.67-243.333
879 3REV-ECREV. .C 78.3-3-11.42 -8.3-3-11.42 870240 300 et e e
880 g pyyynmnm—m—————m—nyyym,,nn,,,,,ym-—,,——,—,e
881 c 8L81 from ACK to SEL
802 1ACK. . AL91-1A B.42 47.985334. 08
88l 2ACK . CLAT-1E 4737734 86-65.12776. 427947, 04346 43
884 ACK. .8LI1-1B 4.32 20.91-20.08% 4.32 24.86-65.12 6.42 47.99334.95
885 1L81-18L91-28 6.42 47.98034. 88
886 2LAV-TAL9T-24 48273486768 1R AT Baaqg qg T mmmmm—m—m—m—m—w—wee—
887 aLg1-1CcL9t-2C 4.32 20.91-20.05 4.2 24.86-65.12
as8 1.91-2CSEL .86334.85
888 FETIAESEL TBE-68 1284247 8434645
850 3L91-2ASEL. .A 4.32 20.91-20.05 4.32 24.86-65.12 6.42 47.95334.95
891 c
893 [4 SEL Thavenin equivaiant: ~ T s s sy pmm—m, e
893 c (SEL-E is interna) voltage node)
894 JSEL-EASEL..A .. .2.008355.442 '
885 2SEL-EBHSEL .8 8.33-32-4.0683 2B0BIEE g4y T ey ——, e
......... o e .20 .34 B 6 T B 9 O 2

Fig. 24 (cont’d)
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- R

896 JISEL-ECSEL . .C 2.008355.442
897 [
898 [ SEL shunt reactors ({ unit)
899 SEL. A 20401 e
900 SEL..B 2040.1
801 SEL...C 2040. 1
802 G e e e e Ao b R e
903 [+ 8L98 NIC to SEL -
804 [ Data from Jack Sawada, continuousiy-transposed distributed-
208 C o paramatar 110@ Model (1ONQENS 10 KM ) e et et e et et e et ettt
906 ~{SEL. .ANIC. .A L2054 1.249 3.14 202.
807 -2SEL..BNIC..B .0277 0.323 $.08 302.
T T < 1 (= -
‘809 <
810 [of end of BC Hydro system
911 C o DT O N g Oy PP PO O PSP PP
812 c BC Hydro intertie to Bonneville Power Administration follows:
913 C
914 [+ ING to CUS (5L81 and 5L52) (UNranspOsad |10 MOQ@ ) ) e —————— oo e oottt e st
915 [4 {twin circuits, modelied uncoupied)
816 ~1ING. .ACUS. .A 0.3115627.611180E4 22.50 1 3
217 =2ING. .BCUS, .B 0.0370279.94180SE4 22,50 3
218 «3ING. .CCUS. .C 0.0369231.231846E4 22.80 1 3
219 0.59B818E 00-0.7071%E 00-0.41217¢ 00
9820 0.53332E 00-0.13358E-08 0.81254E Q0 I
921 0.59818E 00 0.70711E 00-0.41217€ OO
822 =1ING. .ACUS. .AING. .ACUS. .A
923 mRINGL BCUS, (B e —— e st et e e s ettt
824
928
826 € CUSTER to MONROE (untransposaq )ine model)
827 ¢ {twin circuits, modeiied uncoupiad) A
828 ~1CUS. .AMON. . A 0.2934607.901243€4 86 .00 3
829 -2CUS. .BMON. .B 0.0272263.051831€E4 86.00 1 <
3

~3CUS . eMaN. ¢

831 0.63026E 00-0.70711E 00-0.390385E 00
932 0.48236€ Q0 0.66850E-05
833 Q.63026E 00 0.7071tE 00~
834 ~1CUS. .AMON. .ACUS. .AMON. .A
938 S2CUS..BMON. .8
836 -3CUS. .CMON. .C
837 [+
238 c MON Thevenin equivalent source
939 [ (MON-E "iIs internal voltage node)
940 {MON-EAMON. . A 2.030 52.13
841 2MON-EBMON. .B 1.660 4.2380 O 2o Lo B T < OO SO
942 IMON-ECMON. ¢ 680 4,386 T 1766047386 20690 sy mm—m———
843 [
944 < end of network
948
946 FAULTIFAULT23.780683-31.00000000
947 SLIN.ACBINIA . 1.0 30.0
948 ELANTBCBIN : [ I 3G o T
849 SLIN.CCBINIC-1, 1.0 30.0
““““ 950 CBIN2AVTIN.A-1. 1.0 20.0
851 CBIN2BVTIN 8- 36.6
......... | R P PP I - PRI - PRI A : PPV P * NP R |

Fig. 24 (cont’d)
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992 0 .
953 °
954 50L15.8CB1S18-1. 1.0 .0
.......... 95% SL1S.CCBISIC-Y. 1.0 0.0 .
856 CBIS2AVTIS A-1, 1.0 )
957 CB1528VT1S.8-1. 1.0 .0
L9588 . CBI1S2CVIAS.C-M. 1.0 30,0
959 52N, ACB2N1 . 1.0 X
960 SL2N.BCB2N1B-1. 1.0
961 SL2N.CCBONIC-1. 129 30,
862 CB2N2AVTIN . A-1. 1.0
963 CB2N2BVT2N.8-1. 1.0
964 CBIN2CVTAN.C-1, L
[:11) CB2S1ASL25 . A-1. 1.0
966 €825185L2S.8-1. 1.0 .
967 €B251C5L25.C- 1. 1.0
968 CB2852AVT2S A1 1.0 30.0
869 €B2528VT2S.8-1. 1.0 30.0
870 €B252CVT25.C-1. 129 30 0 et aoas e e e ot oot eeb e e oo oottt e e e e
871 KD INOAKD INTAD. J083 36.0 106600. -
872 KD IN2AKD IN3AQ. .083 30.0 190890.
973 KDY 1SAKD 15140, 0.0 .
974 KD 1$2AK0 {5340 .0
978 KO 1NOBKOD IN180. .0
976 KD IN2BKD IN3BO. .0
877 KDY 15BK0 15180
978 KO 1528KD 15380
879 KD INOCKD IN1CO.
880 KD 1N2CKD INICO .
281 KDY 1SCKD1S1CO.
982 KD 152CKD 153C0.
883 KD2INOAKDINTAD.
KD2IN2AKD2NIAO.
KDY2SAKD25140.
: KB2§2AKD253A0.
KD2NOBKO2N {80.

KD2N2BKD2N38O.
KDY25BKD25180.
KD2$2BKD25380.
KD2NOCKD2N 1CQ.
KD2N2EKDINICE .
KDY25CKD2$ 1CO.
KD252CKD253CO.
KDINGAKDANTAD .
KDIN2AKD3INIAG.
KDYISAKDIS 1A0.

KD3INOBKOIN 180.
KDINZBKOINIBO, :
N aarags ygg e 083 30
K03$2BKD3IS280.

KDY3SCKDIS1CO. .
.006 .. KDISACKDISAICO. . .....083 :
b 083 . ... 30

Fig. 24 (cont’d)
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Listtng of SHOS012 at 10:46:00 on APR 12, 1986 for CC1a=BRWG Page 19

1008 14GMS-EA 0425767.790 60, 46.201000 I 3 1
1009 14GMS-€B 0425767 .790  60. -93.799000 X 1
1010 14GMS-EC 0425767.790  60. 166.20100 -1. 1
1014 14PCN-EA 042%5818.370 60, 49.345000 : -1, 1
1042 14PCN-EB 0425815.370  60. -70.655000 -1, i
1013 14PCN-EC 0425815.370 60. 169.34500 . -1. 1
1014 14KLY-EA 0396003.260  60. 2.3866000 B ¥ e e et oot et et e e
1618 14KLY-EB'0396003.260 60 117761340 1. [
1016 14KLY-EC 0396003.260 60. 122.38660 -1, 1

1017 14WSN-EA 0468378.670 60, -.1.351100 ! -1,
1048 14WSN-EB 0468378.670  60. =121.35110 AN i
1019 14WSN-EC 0468378 .670 60, 118.64890 -1. 1
1020 14SKA-EA 0403532.450 60, 21140000 -1, N
1021 14SKA-EB 0403532 .450 60. -98.860000 -1 [
1022 t4SKA-EC 0403532.480 60. 141. 14000 -1, 1.

1023 14SEL-EA 0430136.720 60, 11.854000 1
1024 14SEL-E60430136.720760. <108, 14600 1
1028 14SEL-EC 0430136.720 60. 131.85400 -1. 1
1026 14MCA-EA 04208036 60. 17.896000 L 1 Y e et s oo et eee et - eeee e
1027 14MCA-ER 0429803 €0 -102.16400 X [ -
1028 14MCA~EC 0429803.630  60. 137.89600 . -1. 1

..... 1029 14ING-EA 0400537.460 60, =18.018000 . T 1

1030 14ING-€8" 0400537 60" -'138.01800 -1, {
1031 14ING-EC 0400537.460 60. 101.98200 -1, t
1032 14MDN-EA 0413208.120 60, =12, 505000 -1. [
1033 1AMON-ER 0413208120 60" -132.50500 BX i
1034 14MDN-EC 0413208.120 60. 107.49800 -1. 1
103% 14MSA-EA 0448088150 60, =8, 8511000 -1. B T
1038 14MSA-E@ 0448048180 60" “128.85110 EEN [
1037 14MSA-EC 0448088.180 60. 111.14880 -1, 1
1038 14ACK-EA 0318622, 60, -21.693000 -1, 1.

1639 14ACK-ER 0318622 60" <'141.69300 =1 i
1040 14ACK-EC 0318622, 60. 98.307000 -1 1
1041 14NIC-EA 0430609, .80 -19.416000 b 1 e e e e e e e
1042 14N1C-EB 0450604 . 60, -139.41600 <1 i
1043 14N1C-EC 0480609.600 60. 100.58400 -1 1
1044 14REV-EA 0427298.100 60, 2, 7086000 -1, 1
1048 {4REV-EB 0427268100 66, “117.29140 N i
1046 14REV-EC 0427288.100 60. 122.70860 . -1 1.
1047 14MON-EA 0452996 280  60. -35.425000 -1, 1
1048 14MON-EA 045260628060 S158742500 . X i
1049 14MON-EC 0452996.250 60. 84.575000 -1. 1.
1080
1081 VETNAVTINTBVTIN EVTIS AT TS BV s ¢ T mmmmm———nmn—mwn ppppypyyymn”m—”—, — -
1082
1083 i
1084 END OF "RUN mmmmmmmm————mm——,nymyyyyyyyyyymmm ¢

. [ O 2. 3. 4. ... 8. . ... .. 6. ... | P 8. .. ... 9. .. ...... O ... [P 2

Fig. 24 (cont’d)
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Listing of SH11002 at 10:46:01 on APR {2, 1986 far CCid=BRWG Page 1
1 H11002: INTERNAL SL1 A-B FAULT (KDY S. Q OHMS) . 280, B0 e e
2 65.10417-666.66667-3 -1 01
3 €65.10417-666.66667-3 -1 O | 00
4....¢C
] 4 -

6 C Compiled: 19860317 Source: H10006 -
7 [ -
8 [ INTERNAL-FAULT -
9 c L -
10 c Equivalent south of WSN s =
[R] [ -
12 [} OL fault on KDY {SA-KDY{SB -
13 [ fault resistance: 0.0 Ohms -
14 4 Point-on-wave: 143,13 degrees of KDY1S Vab -
15 C Fault instant: 3.7806 msec -
16 C -
17 KDY {SAFAULTH 0.001 g —,—nnnyymm—m—— e
18 KDY 1SBFAULT2 0.001
19 R e et etttk Aot e etk
20 c
21 c 19860307: GMS reactors moved from bus to 5L1 and 5L2
22 [
23 4 Paace Rivar aimuiation. FUiiT 1984 §OOKV 8.C. Rydro network from ==~
24 € Jack Sawada of 8.C. Hydro, supplemented by Peace transmission
as C 1ines extracted from a case from Brent Hughes of 8.C. Hydro, e i
26 C (A11 data spplies to 1984 system, and was obtained 13 Sept. (985.) !
27 C North Coast transmission 8 original data.
28 € Thevenin equivalent sources for GMS, PCN, WSN, REV, ACK, NIC, MCA,
28 C MSA, GLN, TKW, SKA, MDN, ING, SEL, CKY, and KLY were
i [o] C obtatned from SLG fault study results from B.C. Hydro.
k] [
32 ¢ Study step size is 65 microseconds, giving a study bandwidth o
33 € of about S KHz.' Study simulation time I8 67 milliseconds,
34 C corresponding to four pPower-froquaNCy CyCles . TRORE Ar@ 286 e ————
s C time points/cycle. ¢
36 [
L .- Tranam!sa!on 1ine lengths for Peace River transmission have
38 ¢ 'been adjusted to produce equai past-history intarpoiation
}:] ¢ requirements for both positive and zero sequence, 8o as to
40 ¢ minimize errors caused by linear {interpolation within program.
41 c
42 [ Peace River slectrical network follows:
43 c
i b G TR am T B g 47
48 c (GMS-E 18 GMS internal voltage node)
46 C GMS X/R ratio |8 based on B.C. Hydro standard CT specificatfon . .
41 c aiiowing for 0.1 second time constant {-> X/R=37.64949)
48 [+ Thus ZS has 2.65% R added.
49 1GMS-EAGMS. . A .5756 21.700
80 2GMS-EBGMS . .8 -87227 (B756721.700
13 3GMS-ECGMS. .C -5.227 -5.227 .5756 21.700
82 c
83 [ GMS “8hunt reactors (2 units-“one each 8L and 5L2) """""""
84 VTIN.A §.0 2040.
1) VTIN.B VTIN.A
b VIINE TR
......... o2 A 6 B9 02

Fig. 25. Listing of EMTP data for reduced power system model
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Page 2

Listing of SH11002 at 10:46:01 on APR 12, 1986 for CCid*BRWG
-1 VI2N.B VY!N 'y
59 VI2N.C VIIN.A
B0 B et e e S« et et et et et e+
61 c 8LY CT 8 from GM3 to BLIN
62 c BLY CVT s at VTIN
.83 o e oA et S e e
64 [ North end 5L1 closing resistors and switch-isolating impedances
65 [+ Also used for current measurement
66 GMS . ASLIN. A
67 GMS. .BSL IN.BGM LA
68 GMS. .CSLIN.CGMS. .ASLIN.A 1
69 CBANTACB INZAGMS . AL AN A e,
70 CBINIBCBIN2BGMS . .ASLIN.A
7t CBINICCB IN2CGMS. .ASLIN.A
12 CBINIAVIINA 800, e e e e et ot St et et
73 CBINIBVTIN.BCBINIAVTIN.A
74 CBINICVTIN.CCBINIAVTIN.A
75 GMS ASLIN RGNS ABL AN & e et s
16 GMS . .BSL2N.BGMS. .ASLIN.A
17 GMS . .CSL2N.CGMS. .ASLIN. A
78 B AN A C BN ZAGMS . ASL AN A i
79 CB2NIBCB2N2BGMS . .ASLIN. A
80 CB2NICCB2N2CGMS . .ASLIN. A
81 CB2N1AVI2N . ACBINIAVT N, A
82 CB2NIBVT2N.BCBINTAVTIN A
83 CB2NICVT2N.CCBINTAVTIN.A
84 c
88 [4 ELVAND 82 From GMS TtS junction with 53 From PEN
86 c Data length-adjusted from 8rent Hughes case, lengths
87 c 1D MI)E8 ., UN BN aDOBad N N0 OO Y, e ——
a8 ~iVTIN.CL1-1.C 0.5877780.310988E4 26.00 1 6
-3:] ~2VTIN.BL1-3.B 0.0421433.681589E4 26.00 | 6
.80 . .-3VIIN.A A ..0.0403283.781798E4 26.00 8 6 e
a1 ~AVTIN.CL2-1¢ '0.0399274.981a239E4 26,60 1 6
92 ~8VT2N.BL2-1.8 0.0399230.431848£4 26.00 1 6
83 -6VIIN.AL2-1.A_ 0.0400232.311847€4 26.00 1 6
0.41879€ '00-0.851633F 06-0.50625E 00 0.453848E 00-0.24886¢ 00-0.29476€ 60
0.37742€ 00-0.39719E 00-0.12909E-01-0.16135E 00 0.54392E 00 0.575B7E 00
.0.42676E 00-0.27482E 00 0.49348E 00-0.5170BE 00-0.37640F 00-0. 28544 00 oot
0.42676E 00 0.27482EF 60 0. 493468 00 0. 51708E 00 0.37640¢8 00-0.28544€ 00
0.37742€E 00 0.39719f 00-0.12909E-01 0.16135€ 00-0.54392€ 00 0.57687E 00
0.41879E 00 0.51633E 00-0.50625E 00-0.45368E 00 0.24886E 00-0.29476€ 0O
100 c
101 4 PCN Thevenin source:
102 c (PCN-€ 1s PCN internal voltage node) .~~~
103 [of PEN X/R ratio s based on 8.¢ . 'Hydro standard Ci specitication
104 c allowing for 0.1 sacond time constant (-> X/R=37.6999)
NOS e THUB 25 1B 265K R BADEA. e —— e e
106 iPCN-EAPCN. A 2.496994 1307
107 2PCN-EBPCN. .B -24.92 2.496994 . 130
108 IPCN-ECPCN. .C 24,82 24,92 2.496994. 130 e
109 c
110 c PCN shunt reactors (t unit)
........... A0 L BENLA S. 2040,
e BN g e g GG
......... $ e 2 A B B T B8 02,

Fig. 25 (cont’d)
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Listing of SH11002 at 10:46:01 on APR 12, 1986 for CCid=BRWG Page 3

113 PON. o€ 8 B0A0 . s e e et e et St e e e S
114 c
118 c §L4 from PCN to GMS
116 c Data tength-adjusted from solitary SLI data from Bront i s e e
117 [ Hughes case, lengths in mites. Untransposed |ine model.
118 [+ Line length iIncraease by 40% so travel time exceeds step
119 c R E L e e
120 [
121 -1PCN. .CGMS. .C 0.3229627.93118BE4 12.03 1 3
122 -2PCN. .BGMS . .8 0.0489283 2T1806EA 12,03 8 D e e e et e 11
123 -3IPCN. .AGMS. . A 0.0488234.601847€4 12,031 3
124 0.89747E 00-0.70711€ 00-0.41230E 00
125 0.53478E 00 0.204B6E-12 0,81240E 00—t et st e
128 0.69747€E 00 0.70711E 00-0.41230F 0O
127 C

128 [ SLI from PCN to junction with SL1 and BL2 from GMS e e,
129 [ Data length-adjusted from Brent Hughes case,
130 c lengths in miles. Untransposed 1ine model.
1314 =1PCN..CL3-t.C 0.3229627.531188€4 26.00 1 3
132 -2PCN. .8BL3-1.8 0.0489283.271806€4 26.00 1 3
133 -JPCN, .ALJ-1.A 0.04868234.601847E4 26.00 1 3
124 0.85974TE 00-0.TOTUE 00=0. 412308 Q0 | oo ot et e e e
138 0.83479€ 00 0.20486€-12 0.81240€ 00
136 0.59747E 00 0.70711€ 00-0.41230E 00
137 [ :
138 c 8L9, 5L2, and 513 from junction to first transposition point:
139 [+ Data length-sdjusted from Brent Hughes case, léngths in
140 9 miles. Untransposed 1ine model.
141 c Transposi{tion occurs at sending end of this 1ine section
142 c for 8L3
143 -i1L3-1.AL3-2.4A 0.6858289%.000891E4 33.24 1 8
144 -2L3-1.CL3-2.C 0.0511497.861460€E4 33.24 1 9
148 -3L3~1.BL3-2.8B 0.0435409.941654€4 33.24 1 ]
146 -4L1~§.CL1-2.C 0.037228).001799E4 33,24 ¢ L
147 -8L1-1.8L1-2.8 0.0326205.261816€4 33.24 1 8
148 -6L1-1.AL1-2.A 0.0331215.861828E4 33.24 1 9
149 =7L2-1.€C12-2.¢ 0.04B4232. 46 184BEA 33,24 N B e
160 - -8L2-1.8BL2-2.8 0.0398229.131848E4 33,2471 ]
151 -9L2-1.AL2-2.4A 0.0398231.081847€4 33.24 1 9
152 0.32842E 00-0.44278E 00-0.308542€ 00-0.31701E 00-0.48216E 00 0.23342€ 00
153 ~0.38674E 00-0.34537E-01-0.28830£-01
154 0.29833E 00-0.37922F 00-0.28754€ 00~0.41833E-01 O.7084BE-0%-0.11350FE 00
158 0.79280E 00 0.2684106-01 Q. 200TIE-0F L e e e e e R e
186 0 338876 00-0.36222€ 00-0. 10231€ 00 '0.27311E 00 0.84407¢ 00-0.29908€ 00
157 -0.46379€ 00 0.46756£-01 0.44760E-01
158 0.35685E_00-0.13903E 00 0.42073E 00 O0.448SSE 00 0.47026E-02 O0.53106E 00
159 O B6BOOE-GT-0.35236E 00-0.27719¢ 00 .
160 0.32061E 00-0.18227€-01 0.45688E 00 0.29694E-01-0.19301E 00 0.13271€~01

.83 . 0.58688€-02 0.64282€ 00 0.43423E 00 e
163 0.35840¢ 000716766 00 O 43386E '00-0.4 1816E 00-0. 10699E 00-0.83447E° 60"
163 -0. 11166E-01-0.40051E 00-0.17183E 00
164 0.34970E 00 0.37001€ 00-0.82787E-01-0.43328E 00 0.39288E 00 0. 29028 00
169 S0UI18TSE-02 70361868 00-0. d6a85¢ og Ty
166 0.30747€ 00 0.39077E 00-0.24091E 00 0. 13323£-01 0.84531E-01 0. 13409€E 00

—— 167 0.17366E-02-0.41258E 00 0.67345E 00 ' ) o

iéa 0.34748E 00 0.45603¢€ '00-0.36662€ 00 0. 44814 00~0.94473€ 66-6.26697E 00 T

Fig. 25 (cont’d)
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Listing of SH11002 at 10:46:01 on APR 12, 1986 for CCid+BRWG

Page 4

168 0.20493E-02 0. 1833SE_00-0.33728€ 00
170 [
174 [+ SLt and SL2 from first transposition point to KDY series
172 C capacitor bank. Data length-adjuasted from Brent Hughes
173 c case, lengths in miles.
174 (o} Transposition occurs at sending end for all three lines.
178 =1L 1-2.BKDY INB 0.5961780.300988E4 26.00 1 [ R
176 ~2L1-2.AKDY INA 0.0505433.631589E4 26.00 1 6
177 =3L1-2.CKDY INC 0.0486283.781798E4 26.00 | 6
178 -4L2-2 . BKDY2NB 0.0482274. TTAB2BEA 26,00 1 € e
179 -5L2-2.AK NA 0.0482230.261848E4 26.00 1 6
180 ~6L2-2.CKXDY2NC 0.0484232.311847E4 26 .00 | [3
181 0.41882E€ 00-0.851607E 00-0.50617€ 00 0.45229E 00-0. 251166 00-0. 29485 00
182 0.37737€ 00-0.39T742€ 00-0.13064E-01-0.15798E 00 0.54457€ 00 0.57589¢ 00
183 0.42678E 00-0.27486E 00 0.49356E 00-0.S51914E 00-0.37373€ 00-0.28331E 00
184 Q.42678E 00 0.274B6E 00 0.49356E 00 0.S1914€ 00 0.3737IE 00-0.20834€ 00
185 0.37737€ 00 0.39742€ 00-0.13064E-01 0. 15798€ 00-0.84457t 00 0.57589t 0O
186 0.41882E 00 0.51607€ 00-0.50617E 00-0.48229¢€ 00 0.25116E 00-0.29485E 00
187 c
188 [ 83 from first transposition point to KOY series =~~~
189 [ capacitor bank. Data length-adjusted from Brent Hughes
180 ¢ CBEO, VONQANS AN M O . oo oo oee e se Ao 11 et s S8 e e e e e
191 -il3-2.8KDYINB 0.3238627.831188E4 26.00 1 2 .
182 ~2L3-2.AKDY3NA 0.0489283.271806€4 26.00 3
193 ~3L3-2.CKDY3NC 0.0488234.601847E4 26.00 1 3
194 0.59747E 00-0.70711E 00-0.41230E 00
198 0.83479€ 00 0.20486€-12 0.81240€ 00
196 0.59T4TE 00 0. 70T 1 1E 00-0. 412308 00 i
197 Cc

© 198 C KOY series capacitor bank:

r.1se [ Detailed saries capacitor modal with ProteCtive Qap e
200 c modified from data from Brent Hughes
201 c 5Lt Phase A:
202 KDY INAKD {NOA 1.89-3
203 KD tNOAKD tN2A 0.0020. 18850
204 KD tN2AKD {N1A 3.20001.89-2
208 KO INJAKD {M. AKDY INAKD 1NOA
206 KD 1NOAKD M. A 0.01007.54-343960.
207 KD M. A 2.4804
208 KDAM AKDY SSAKDINORKD IMLA | ——————— et et sttt e et
568 BT AR TH ARG T TRERD TG e
240 KD1S2AKD 1S1AKD tN2AKD IN1A

ot KD S AR S A AN D AN

374 ¢ R o R
213 KOY INBKD 1NOBKODY {NAKD {NOA
214 KD {NOBKD 1N2BKD {NOAKD IN2A
28 KD {NZBKD IN18KO TN2AKD INTA
216 KD INJIBKD 1M . BKDY 1NAKD 1NOA
217 KO INOBKD 1M.BKD 1NOAKD 1M. A
itd KBTM B BB o
219 KD 1M.BKDY 1SBKD YNOAKD 1M . A
220 KD 1S3BKD 1M, BKDY INAKD 1NOA
55 ROTRBED 18 JBRD TNEARD R 0
222 KD 1528XKDY 1SBKD INOAKD IN2A

.223 € SL1Phase C: :
333 OV TNCKD TNGRKBY TNARD TR T s e e L s i

......... | PR TS PP, PN : PR - PR S - DU - NP ¢ RS P R Y |

Fig. 25 (cont’d)
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Listing of SH11002 at

10:46:01 on APR 12,

1986 for CC{id+*BRWG Page 5

..228 KDANOCKD IN2CKD INOAKD INZA o oeoooeeer e oe et soe st e e sss 8o o808 S e St e 4 et
226 KD {N2CKD IN1CKD IN2AKD IN 1A
227 KD IN3CKD 1M. CKDY INAKD 1NOA
228 XD INOCKD 1M . CKD INOAKD 1M . A
229 KDIM.C KD1M. A
230 KD 1M, CKDY 1SCKD INOAKD 1M . A
231 KD ASICKD M CRDY INAKD AN OA oo oo oee oo oo o1 e
232 KD 1S2CKD 1S 1CKD IN2AKD IN1A
233 KD 1S2CKDY 1 SCKD INOAKD IN2A

e B e et e et e e e e e e e et ebae et
238 SL2 Phase A:
236 KDY 2NAKD2NOAKDY tNAKD 1NOA
237 KOZNOAKDINZAKD INQAKD ANZA e oot tre o RS 12 AR LR AR e
238 KO2N2AKD2N 1AKD IN2AKD INTA
239 KD2NJIAKD 2M . AKDY {NAKD INOA
240 KD 2N O A D M AR N O AR D M . A e e e e S e e e oo e e e e e e
241 KOIM. A KO1M A ' o
242 KD2M. AKOY2SAKD tNOAKD 1M A
243 KD2S3IAKD2M . AKDY INAKD 1NOA
244 KD2S2AKD2S 1AKD INZAKD INTA
248 KD2S2AKO0Y2SAKD 1NOAKD tN2A
246 € L PO B e e et e oot e e oS e R SRR e e+ e e e o
247 KDY 2NBKD2NOBKDY 1NAKD INOA
248 KD2NOBKD2N2BKD INOAKD IN2A
249 KO 2N B D N B I AN D N A oo e e s S R e R e
280 KD2N3IBKO2M . BKOY INAKD 1NOA
251 KD2NOBKD2M . BKD INOAKD 1M . A
252 DM B KD M. A e e e e s et et e ettt ettt oot e e
253 KD2M. BXDY25BKD NOAKD sM . A :
254 KD2S38KD2M . BKDY INAKD 1NOA
288 DS 2BRD S B D AN KD AN YA e e oo e e e e
256 KD282BKDY2SBKD INGAKD IN2ZA
257 3L2 Phase C:
258 KOY 2NCKROINOCK DY INAKD ANGA e e -
259 KOANOCKO2N2CKD INOAKD 1N2A
260 KO2N2CKD 2N 1CKD IN2AKD IN1A
263 DN KD M GO Y LN AR D AN O e e e e e e e e e e e e
262 KO2ZNOCKD2M . CXO INOAKD 1M A ' ' ’
263 KD2M.C .  KDiM.A
264 KD M GO G O D INO A D M, A e oo oot e e R e e e o 4 et e
268 KD283CKO2M  CKDY INAKD INOA ™
266 KD2S2CK02S 1CKD 1N2AKD IN1A
281 xD2S2CKnvzsCKD‘NOAKD‘N2A .......................................................................................................................................................................
268
269 SL3 Phase A:
270 KDY ANAKD INOAKDY INAKD INOA
27i KDINOAKDANZAKO INOAKD 1N2A 7 7 s
272 KD3N2AKDIN 1AKD IN2AKD IN1A
213 .
B A O g I s B LR
278 KD3M. A KO 1M . A
276 KDIM, AKDYISAKDINOAKDIM. A
393 T
278 KD2S2AKDIS 1AKD IN2AKD IN1A
279 KOS 2AKDY 3SAKD INOAKD IN2A e
......... $o R B A B 6T B 9 O 2

Fig. 25 (cont'd)
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Listing of SH11002 at 10:46:01 on APR 12,

1986 for CCid=BRWG Page 6

.......... 281 KDYINBKOINOBKOY INAKDINOA e e e e+ et <o et et et e s e
282 KDINOBKDIN2BKD INOAKD 1N2A
283 KDIN2BKDIN1BKD IN2AKD INTA
284 KDINIBKOIM BROYINAKDANOA | o —————— et et
285 KDINOBKDIM . BKDINOAKD3IM . A
286 KD3M.8 KO 1M.A
207 KD3M.BKOYISBKDINOAKDI
288 KDJISIBKDAM.BKDY INAKD 1
289 KDJIS2BKD3S 1BKD IN2AKD IN1A
290 KDIS2BKDY3SBKD INOAKDIN2A
2919 c 5L3 Phase C:
292 KOY3INCKOINOCKDY INAKD 1NOA
292 KO ONOCK D AN 2O KD AN AK D AN A e — e e oo e oo ettt e
294 KD3IN2CKD3N1CKD IN2AKD IN1A
288 KDINICKD3IM. CKDY INAKD 1NOA
w396 KDINOCKDIM, CKDINORKDIM A oottt ot ettt e et e e
297 KOIM . C KDTM. A ’ ’
298 KDIM.CKDYJISCKDINOAKDIM . A
299 KDJ3SICKDAM, CKDY INAKD {NOA
300 KD3S2CKD3IS1CKD IN2AKD IN 1A
301 KD3S2CKDYISCKD INOAKD tN2A
302 c . g Y R TIe
303 c 5L1, SL2, and 5L3 from KOY serios capacitor bank to second
304 c transposition point. Data length adjusted from Brent Hughes
308 c CASE. UNtLANGDOSOA 1 1N OGO |,
306 ~ikDY{1SBL1-5.8B 0.8623947 8208936426601 8
307 ~2KDY 1SALY-5.A 0.0484478.891513€4 26.00 1 9
308 -3KOY15CL1-8.C ..0:0433376.014705€4 26.00 1 &
309 <4KDY258L2-8.8 0.0395271.181803E4 26.00 - 8
310 -SKDY2SAL2-5.A 0.0331209.701827E4 26.00 | 9
314 -6K0Y25CL2-8,C 0.0324202.761838E4 26,00 1 -9
312 -7TKDY358L3-5.8 0.0477228.751848E4 26.00 1 9
313 ~BKDYJISALI-B.A 0.0390226.081847E4 26.00 1 8
314 . -9KDY35CL3-8.C 0.0385219.921849€4 26.00 1 L I
318 0.35665E 00-0.47171E 00-0.42982E 00-0.44717€ 00-0.35065E 0Q 0.23863E 00
316 ~0.37070€E-02 0.31196€ 00-0.138¢BE 00
37 0.31678E 00-0.39122E 00-0.23234E 00 0.422008E-02 0. 17238E 00-0. 226508 00 oot eeeeterees oo oo
318 -0.41582E-03-0.66235E 00 0.34511E 00
319 0.34197€ 00-0.33818€ 00 0.13433E-01 0.42322€ 00 0.40861E 00-0.221789€ 00
320 0.59792E-02 0.41813€ 00-0.33657€ 00 e e e AL AR eSS AR LS s
321 0. 34812 06-0.13700€ 00 0. 396858 00 0. 3983FE '00~0.V4F1HE 000 82102€ 00 e
322 0.37371E-02 0.85572E-01 0.44310€E 00
323 0.32004€ 00 O.14023E-01 0.45150€ 00-0.33083E-01-0.32749€ 00-0.58562E-01
J24 D 67096E-02-0.98T65E 00-0.61489¢ 00
328 0.34294€ 00 0.16435€ 00 0.38142F 00-0.43586E 00 0.32678£-02-0.6110SE 00
326 -0.96139€-01 0.32200€ 00 0.37778E 00 B
327 032844€ 700 0. 398388 00-0. TTATTE-01-0 31404E 00 0. 49686E 00 0.32316E 60
J28 0.51130€E 00-0.8701BE~01-0.67666E-01
..329  0.30399E 00 0.3B167E 00-0.24521E 00 0.3434QE-01 0.12210F 00 0.17703€ 00
330 CTEBE2E 00-6.58044€-01°0.6dg79E-0y Ty
33 0.34319€ 00 0.46080E 00-0.43738¢ 00 0.37312€ 00-0.40668BE 00-0.23920E 00
332 0.35910E 00 0.58869€-01 0.57106E-01
335 & Ol e et e e baS e Sriebie e Lhes et ek + G et eners eresaines et
334 [ SLY, S5L2, and 5L3 from second transposition point to last 5L3
308 G L RTANSPOBARION POINY . e oo e o S e e e et et e
53¢ ¢ “Pata langth-sdjusted From Brent Hughas P Untranspoied .................................................................................
......... 1. ... 2, ... 3.4, .5 e B B9 02

Fig. 25 (cont’d)
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Listing of SH11002 at 10:46:0t on APR 12, 1986 for CCid=BRWG Page 7
337 ¢ L VAN® WO L s e e e e e
338 C Transposition effected at sending end of section for all three
339 1ines.
240 AL1Z6.A 0.8623947.820893€4 33.24 1 9
341 .CL1-6.C 0.0484478 .891513E4 33.24 1| 9
342 .8L1-6.8 0.0433376.011705€4 32.24 | 9
343 AL2-6.A 0.0395271 181803E4 33.24 1 9 |
d44 .CL2-6.C 0.0331209.701827€4 33.24 9
345 .8L2-6.8 0.0324202.761838€4 33.24 | 9
946 -M3-8.CLI-6.C 0,0477228 75184864 33,24 (8 e e et e e e
347 0.0390226.081847E4 33.24 ¢ 9
348 ~9L3-5.AL3-6.A 0.0385219.921849E4 33.24 ¢ 9
349 0.35665E 00-0.47171E _00-0.429828 00-0.44717E 00-0.35065E 00 0.23963E 00
350 -0.37070€-02 O.31196E 00-0.13818E 00
381 0.31678€E 00-0.39122E 00-0.23234€ 00 0.42209£-02 0. 17235 00-0.22650E 00
352 -0.415%52E-03-0.66235E 00 0.345 .
353 0.34187€ 00-0.33515€ 00 © 433E-01 0.42322E 00 0.4086tE 00-0.22178E 00
354 0.89792€-02 0.41813E 00-0.33657€ 00
358 0.34812€ 00-0.13700€ 0C 0,39685E OQ 0.398ITE 00-0.14213E 00 Q. 821026 00 .. . . .. . . . .
356 0.37371E-02 0.85572E-01 0.442310€ 00
as? 0.32004€ 00 O.14023E-01 0.45150€ 00-0.33083E-01-0.32729E 00-0.58562E-01
3ss -0.67096E-02-0.38795E 00-0.61489E 00
359 0.34294€ 00 0.16435E 00 0.38142E 00-0.43586FE 00 0.32675E-02-0.51105E 00
360 -0.96139E-01 0.32200f 0O 0.37778E 0O
as 0.32544E_00 0.32838E 00-0.11377E-01-0.31404E 00 0.49650E 00 0.32316€ 00
362 0.51130€ 00-0.87018E-01-0.67666E-01
363 0.30399E 00 0.38167E 00-0.24521E 00 0.34340€-01 O.12210E 00 0.17703E 00
364 =0, 76882E 00-0.85044E01-0.66970E =00 e
365 0.34319€ 00 0.46080E 00-0.43738E 00 0.37312€ 00-0.40668E 00-0.23920E 00
366 0.35910E 00 0.58969E-01 0.37106E£-01
367 C
368 c 811, 803, "and 813 from Taat 83 transposition point to weN, ~wTmmmmmmmmmmmm—m——mm I m — T m mmmmmm————mmmm—m—e—s
369 c Data length adjusted from Brent Hughes case. Untransposed
370 [+ L INE MOE ) . LG NS A MA@ . e e i
an [+ Transposition of 5L3 effected at sending end of this section.
372 “1L1-6 AVTIS.A 0.8623947.820893E4 26.00 9
313 =2L1-6.CVT1S.C 0.0484478. 89151364 26,00 b B e,
374 -3L1-6.8VTiS.8 0.0433376.011703E4 26.00 ¢ 9
378 -4L2-6.AVT2S .A 0.0395274.181803E4 26.00 9.
are -512-6.CVI2S.C 0.0331209, TO1B2TE4 26,00 1 8 e e ot et
377 ~6L2-8.8VT28 B 0.0324202.761838E4 26700 18
378 -TL3-6.AWSN. . A 0.0477228.751848£4 26.00 1 -
379 -8L3-6.CWSN. .C 0.0390226.081847€4 26.00 1 9
380 -9L3-6.8WSN. .8 0.0385916.621649E47°26.00 1
k<I:3 ) 0.35665E 00-0.471THE -0.42982E 00-0.44717€ 00-0.3506%E 00 0.23963E 00
382 -0.37070€-02 0.31196€E -0. 13818 00
383 0.31676€ 00-0.39122¢ -0.23234E 00 0.42209E-02 0.17235E 00-0.22650€ 00
as4 ~0.41552E-03-0.66235¢ .34S1{E 00
ass 0.34197E 00-0.33515E .134338-01 0.42322E 00 0.40861E 00-0.22179€ 00
386 0.69782€-02 0.41813E 336876760

.34812E 00-0. 13700E
7

.39685€ 00 0.
0.44240F 00 _ . .. ..
.4BV50F "00-0.93083¢

39533E 00-0.

14213 00 0.52102€E 00

00-0
00-0
00-0
00 0
90 0. 13433¢ -
00-0.33657€ 60
00 0
010
610
00-0
9 0
6

190 -0.67096€-02-0.3879SE 00-0.61489E 00
91 0.34204E 00 0.16435€ 00 0.38142E 00-0.43586E 00 0.32675E-02-0.8S1105E 00
393 “6.86T1I9E-01 6 33360E 60" 0. 47778E 00

Fig. 25 (cont’d)
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Listing of SH11002 at 10:46:01 on APR 12, 1986 for CCid=BRWG Page 8

..... 393 0.32544E 00 0.32038E 00-0.11377£-01-0.31404E 00 Q.49650F 00 0.32316E 00 . e
394 0.51130E 00-0.B7018E-01-0.67666E-01
398 0.30399E 00 0.3B167F 00-0.24521F 00 0.34340E-03% 0.12210E OO0 0.37703E 00
396 -0.76882E 00-0.55044E-01-0.66979E-01
397 0.34319€ 00 0.46080E 00-0.43738E 00 0.37312E 00-0.40668E 00-0.23920E 0O
398 0.35%5910€ 00 0.88969E-01 0.57106E-01
399 e eee b e e e 0 e SR e R e e e 1 i S s
400 c South end 6L1 closing rasistors and switch-isolating impedances
401 [ Also used for current measurement
402 VITS.ACBISIACBINTAVI AN A o eoeet e et e et e e i e
403 VT1$.8CB1SIBCBINIAVTIN.A
404 VT1S.CCB1SICCBINIAVTIN.A
__________ 408 CBIS2ACB1S IAGMS  (ASLIN.A
406 CB1S2BCB1S1BGMS. .ASLIN.A
407 CB1S2CCA1SICGMS. .ASLIN.A
408 WSN, ASLIS AGMS. (ASLANLA e L e < e e
409 WSN.  BSL1S.BGMS ., VAL IN.A g mmmmmmmmm—m——m—
410 WSN. .CS5L1S.CGNS. .ASLIN. A . 1
411 VT2S.ACB2S1ACBINTAVTIN. A
412 VT2S.BCB2S18CBINIAVTIN. A
413 VT2S5.CCB2S1CCBINIAVTIN.A
414 CB2S2ACB2S1AGMS . .ASLIN.A
418 CB2826CB2S 1RGMS . TASL N AT mm—m—nmm—mmmm—"m"
416 CB2S2CCB2SI1CGMS. .ASLIN.A
417 WSN, .ABL2S5.AGMS. .ASLIN.A
418 WSN. B5L25 BGMS . ABLIN.A
419 WSN. .C8L25.CGMS., .ASLIN.A
420 c B
421 c LT €T s from WSN to 5L1S o
422 c 8L1 CVT s at VTS
423 e ettt At e 1 ottt e e+
424 c WSN Thavenin source: =TTy e
428 [ {WSN-E {8 WSN internal voltaga node)
426 IWSN-EAWSN. . A 3.7244423.127
427 2WSN-EBWSN. .8 . ~.19332.3852 3.724443.127
428 JWSN-ECWSN. .C ~.19332.3852 -.18332.3882 3.724443.127
429 c .
430 c WSN shunt reactors (2 units):
431 WSN. . A 2.5 1020.
VSN‘ 'a 2‘5 ’020 S 000 PP PO P PP R PR
WeN e 38 3 5
[
[ end of network e,

FAULTIFAULT23.780583-31.00000000
SLAN.ACBIN1A-Y, 1
SLIN.BCBINIB-Y.
SLIN.CCBINIC-1,

oooio

CBINZ2CVTIN.C-1.
L BL1S.ACBISIA-Y,
SLTS HCAISIA-T. [
BL15.CCB1SIC-1. \
1

]

GBIS2AVTAS AT,
Ca1826VTiS

Fig.. 25 (cont'd)
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Listing of SH11002 at 10:46:0t on APR 12, 1986 for CCid~BRWG . Page 9

449 CB1S2CVT1S.C~1. 1.0 . B0 D e e e st o e e e e e .
480 GUIN.ACBINTA-T, 1.0 30.0
481 SL2N.BCB2N1B- 1. 1.0 30.0
482 SLIN.CCB2NIC- 1. 1.0 . 300 e,
453 CB2N2AVTIN.A-Y. 1.0 30.0
484 CB2N2BVY2IN.B- 1. 1.0 30.0
45% CBIN2CVT2N.C- 1. 1.0 B0 0 e eeee et oo eh e et oS e 1 o e e b e
45¢ CBAIS1ASL2S A-1. 1.0 3.0
487 CB25185L25.8-1. 1.0 30.0
488 Lo 1.0 B0 0 e et oo oot e ettt et o oo s e oo e
489 AT 1.0 30.0
460 CB2S2BVT2S.8-1, 1.0 30.0
461 CB252CVY2S.C-1. 1.0 30 0 e eret oo e b1 et S b e s
462 KD INOAKD IN1AO . 083 30.0 10000 .
463 KO {N2AKD 1N3AO. 083 30.0 190890
464 - KOY 1SAKD 15140, .083 30.0 10000,
46% KO1S2AKD 15340 .083 36.0 190890
466 KD 1NOBKD IN180. .083 30.0 10000.
467 KD {N2BKD INIBO. .083 30.0 190890
468 KDY 1SBKD1§180. 683 0.0 16000
469 KD 1$2BKD 15380, .083 30.0 190890
a70 | KD {NOCKD IN1CQ . .:083 30.0 0000 o e oo etee oo oo At eeet et e e e
4719 KD {N2CKD IN3CO . Nt E] 30.0 190890
472 KDY 1SCKD1S$1CO, .083 30.0 10000.
413 KD152CKD 153C0. .083 30.0 190890,
474 KDINOAKDINTAD. ‘083 30.0 16000
418 KO2N2AKD2N3A0 . .083 30.0 190880
476 KOY2SAKD2S 140, .083 30.0 BO000 .
477 KD252AKD25340. [083 30.0 190830
478 KD2NOBKD2N1BO . .083 30.0 10000.
4719 KD2N2BKD2N3BO, .083 30.0 1O0B OO .
480 KDY2SEK025186. 683 360 10060
481 XD252BKD253B0. .083 30.0 190890
482 KDINOCKD2N1CO 083 20,0 80000 . oo et r oo oo e st oo R e e e
483 KOINICKDIN3CH. .083 36.0 180690
484 KDY25CKD2S1CO. .083 30.0 10000.
.......... 483 KD2$2CKD253CO ., . 083 30.0 180890 I e i
486 KDINOAKDINTAD. [083 30.0 16000
487 KDIN2AKDINIAO. .082 30.0 192420
488 KDYJISAKDIS 140, .083 30.0 10000 .
489 KDA$2AKDISIA0 . Nl K] 3570 192426
490 KDINOBKDIN1BO, .083 30.0 10000.
491 KDAIN2BKD3NIBO, .083 30.0 182420
483 KOY3SEKOIS 186 ‘083 3670 16666
493 KD3S2BKD3SIBO. .083 30.0 192420,
494 KD3INOCKDAN1CO, .083 30.0 HO000 .
495 KDAN2EKDINICO . 083 700 192420
496 KDY3JSCKDAS1CO. .083 30.0 10000,
487 KD3S2CKD3$3CO. .o83 0.0 192420, i N
488
499 14GMS-EA 0425767.790  60. 46.201000 -1. f.
......... 800 14GMS-EB 0425767 .790  60. -73.798000 bl T 1 R R
801 14GMS-EC 0425767796 60, 166.20100 ) B P i.
802 t4PCN-EA 0425818.370 60. 49.348000 -f. 1.
803 14PCN-EB 042581%.370 60, -70.655000 . : -1. 1.
504 {4PCN-EC 0435818390766 169734500 BN i
......... [T NPT FETTRTTTY. FUOTUUTNN - S TTUTDTN S ST : PETTPINS DU PP Iy

Fig. 25 (cont’d)
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Listing of SH11002 at 10:46:01 on APR 12, 1986 for CCid=BRWG
...... S08 . $4WSN-EA 0470553.000  60. - 4.730900 e [ ¥ 1

506 §4WSN-EB 0470853.000 60. -124.73090 -9, 1.

807 14WSN-EC 0470553.000 60 115.26910 -1, 1.

508 A et e R s e e

809 VTN AVT IN BVTIN CVT 1S AVT 1S BVT15.¢C

510

33 0000000000000 0000000000000 OO0 000000000000 000000000 Os OO OO O SO

8§12 END O TRUNTTT iy

Fig. 25 (cont’d)
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APPENDIX B

PROTECTION MODEL

A. TRP PROTECTION SIMULATION

The operation of the protecﬁion for the B.C. Hydro Peace River transmi-
ssion line 5L1 has been described in chapter V. Figure 26 shows a listing of
the TRP commands which simulatev this protection.

The Williston phase-fault protection is simulated first (lines 5-112) followed
by the Williston ground-fault protection (lines 113-210). The G.M. Shrum relays
.are simulated next: the phase-fault protection first (lines 214-332), fo]loWed by
the ground-fault protection (lines 333-430). Finally the Williston and
G.M. Shrum signals are combined in the permissive trip block according to the

permissive- and transfer-trip logic (lines 431-447).

B. USER FUNCTION DESCRIPTIONS
' This section describes the special TRP user functions which were written

to allow modelling of the 5L1 protection.

1. -AND

The AND function is performed as an NLR operation (seé chapter III).
The output is thus the algebraic minimum of the inputs. Only two inputs are
available for this implementation, although more could have been provided.t The
AND function is implemented as an alias of the TRP internal function

MINIMUM.

tThis presents only a minor annoyance in practice, since multiple two-input AND
functions can easily be cascaded to get a multiple-input AND function.

177



Listing of IWSNCBP

at 12:41:07 on OCT 4, 1986 for CCid=BRWG

SIMULATION FOR SL1 PROTECTION (19860927)

Page 1

1 COMM
i COMM NEW PERMISSTVE TRIP BLOCK
2 COMM
3 COMM WSN-END PROTECTION
4 CoMM
5 COMM COMPUTE DELTA VOLTAGES
6 COMPUTE CV:WVAB=SUBTRACT(NV:VT1S.A ,NV:VT15.8)
b COMPUTE CV:WVBCeSUBTRACT (NV:VT15.B,NV:VT15.C)
8 COMPUTE CV:WVCA=SUBTRACT(NV:VT1S.C,NV:VT{S.A)
9 COMM COMPUTE DELTA CURRENTS
10 COMPUTE 'CV:WIAB=SUBTRACT (BC:WSN.  ATBL1S A BEWSN. "B 5L1§"8B)
1 COMPUTE CV:WIBC=SUBTRACT(BC:WSN,.B:5L15.B,BC:WSN,.C:5L15.C)
12 COMPUTE CV:WICA=SUBTRACT(BC:WSN..C:5L15.C,BC:WSN, . A:5015,4)
13 COoMM
14 COMM PHASE-FAULT RELAYS
lllllllllll 15 CoMM 291LX FILTER~SWITCHING RELAY
i6 COMPUTE "CVi21UX=SDX TH{CV:WVAB  CV I WVEE, CV I WVCA,56088,493.5€3,.393,.33)
17 PLOT HOLD Y-RANGE=(19.9,-19.9) Y-UN1TS» -
18 PLOT Y-LABEL="WSN 21LX Q-SWITCHING OUTPUT" TRACE(2)=CV:21LX(0) -
19 PLOT V-LABEL=*WSN "2 TLX INSERT DELAV OUTAUTY "TRACE(()=CV ZiLx (1) - .
20 DISPLAY RANGE=CV:21LX(0);CV:21LX(1)
21 COMM 21L1 ZONE 1 (UNDERREACHING) DISTANCE RELAY
23 COMPUTE "CVYaTL1AB=SDIH(CV : WVAB, CVIWIAR, CV I 21LX(0), eV 21UX{1),35.4, 85,70, 1,8,40E-3,82.5,:33)
23 DISPLAY RANGE=CV:21L1AB
24 COMPUTE CV:21L1BC=SD2H(CV:WVBC,CV:WIBC,CV:21LX(0),CV:21LX(1),35.4,85,10,1,5,40E-3,82.5,.33)
25 DISPUAY RANGECV:21018C
26 COMPUTE CV:TMPO=OR(CV:21L1AB,CV:21L18C)
27 DELETE ENTRY=CV:21L1AB;CV:21L1BC
38 COMPUTE "GV 3T 1CASO2H(CV I WVEA, CVIWICA, CV I3 TLX(GY, EVi2iUX(1),38.4.88,10,1,5,40€-3,82.8,.33)
29 DISPLAY RANGE*CV:21L1CA
30 COMPUTE CV:21L1=0R(CV:21L1CA,CV:TMPO)
3 DELETE ENTRY=CV:21L1CA;CV:THPO
32 DISPLAY RANGE=CV:21L1
a3 PLOT Y-LABEL="WSN 21L1" TRACE(S)=CV:21L1 -
34 oMM 21U ZONE 2 (OVERREACHING) DISTANCE RELAY
35 COMPUTE CV:21L2AB=SD2H(CV:WVAB,CV:WIAB,CV:21LX(0),CV:21LX(1),123,85,10,1,5,40E-3,82.5,.33)
as DELETE ENTRY=CV:WVAB
37 TDISPLAY RANGESCV:21L24B
as COMPUTE CV:21L2BC=S02H(CV:WVBC,CV: wxac CV:21LX(0),CV:21LX(1),123,85,10,1,5,40€-3,82.8,.33)
a9 DELETE ENTRY=CV:WVBC
49 DISPLAY RANGE=CV:21CHEE
41 COMPUTE CV:TMPO=OR(CV:21L2AB,CV:21L28BC)
42 DELETE ENTRYsCV:21L2AB;:CV:21L2BC
43 COMPUTE "€V TLIEA=E03HEVIWVER  CVIWTER GVIgTURTEY eV B TUK (Y 139,88 V0 1 8 4084 84787 74%)
44 DISPLAY RANGE=CV:21L2CA
45 COMPUTE CV:21L2=0R(CV:21L2CA,CV:TMPO)
48 DELETE ENTRY=CVI2TLIER; CV T TMPO T EV I WVERTEVIWTCATCVIWEBETEVIWI AR
a7 DISPLAY RANGE=CV:21L2
48 PLOT Y-LABELs"WSN 21L2" TRACE(4)=CV:21L2 -
49 caMM FTUE T ZONE 3 (REVERSE BLOCKING) DISTANCE "REUAY
50 COMM NEGATE CURRENTS--21L3 CT 1S REVERSE LOOKING
51 COMPUTE CV:IA=NEGATE(BC:WSN..A:BL1S.A) .
Y] COMPUTE "CVITE=NEGATE(BC WSN. BYSL18 )
53 COMPUTE CV:IC=NEGATE(BC:WSN..C:S5L15.C)
54 COMM LOAD ANGLE COMPENSATOR
8§ COMPUTE EVILACATACTEV I TA,39777)

Fig. 26. Listing of TRP data for 5L1 protection simulations
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Listing of IWSNCBP at 12:41:07 on OCT 4, 1986 for CCid=BRWG Page A

56 COMPUTE CV:LACB=LAC(CV:18,33.77)
57 COMPUTE CV:LACC=LAC(TVITC,33.77)
58 COMPUTE CV:VA=ADD(NV:VT1S.A,CV:LACA)
39 COMPUTE GV VB ADD (N VTS . B, OV LACE ) e —— e,
60 TCOMPUTE CV:VC=ADD(NVIVT1§.C, CVILACC)
61 DELETE ENTRY*CV:LACA;CV:LACB;CV:LACC
62 COMPUTE CV:VAB=SUBTRACT(CV:VA,CV:VB)
63 COMPUTE €V:VBCaSUBTRACT(CV:VB,CV:VE)
64 COMPUTE CV:VCA=SUBTRACT(CV:VC,CV:VA)
65 DELETE ENTRY=CV:VA;CV:VB;CV:VC
66 COMPUTE CV:TAB=SUBTRACT(CV:TA CV:1iB)
67 COMPUTE CV:IBC=SUBTRACT(CV:1B,CV:IC)
,,,,,,,,,,,,, 68 COMPUTE CV:ICA=SUBTRACT(CV:IC,CV:IA)
69 ODELETE ENTRY=CV:TA:CVIIBICV:ITC
70 COMM FILTER DROPOUT DELAY .
71 COMPUTE CV:iFILTERXSTIMER(CY : 21LX(0) 0, 80 =0)
73 DISPLAY RANGE=CV:FILTERX
73 COMPUTE CV:21L3AB=SD2H(CV:VAB,CV:IAB,CV:FILTERX,CV:21LX(1),160.7,87.1,10,1,5,0,82.5,.33)
74 DELETE ENTRYSCV:VAB;CV:IAB
78 BiSPUAY RANGE=CV 2 1L3AB
76 COMPUTE CV:21L3BC=SD2H(CV:VBC,CV:1BC,CV:FILTERX,CV:21LX(1),160.7,87.1,10,1,5,0,82.5,.33)
77 DL ETE ENTRYECV I VB G OV LB i
78 DISPUAY RANGE=CV:21L38C :
79 COMPUTE CV:TMPO=OR{CV:21L3AB,CV:21L38C)
80 DELETE ENTRY=CV:21L3AB;CV:21L38C .
a1 COMPUTE CV:21U3CA=SD2H(CV:VEA, CVITCA, CVIFTUTERX, EVZ9UX (1), 166.7,87.1,16.1,8.6,82.8,.33)
82 DELETE ENTRY=CV:VCA;CV:ICA;CV:FILTERX;CV:24LX
83 DISPLAY RANGE=CV:21L3CA "
84 COMPUTE V121 3«0R(CVI2T1L3CA SV TMPO
as DELETE ENTRY=CV:21L3CA;CV:TMPO
86 DISPLAY RANGE=CV:21L3
8% PLOT Y-LABELS*WSN 2L "TRACE(G)=CVi2iia"~
a8 COMM .
89 COMM DISTANCE SUPERVISION CURRENT RELAYS
90 CoMM
a1 COMPUTE CV:SOLA=OVERCURRENT.IT(BC:WSN. A:5L1S.A,268,1,.33)
92 COMPUTE CV:SOLB*OVERCURRENT.IT(BC:WSN. .B:5L15.8,268,1,.33)
83 COMPUTE 'CV:8OLC=OVERCURRENT . TT(BCTWSN, TCi801§.C, 268, 1,.33)
94 DISPLAY RANGE=CV:SBOLA:CV:80LB;CV:50LC
98 COMM "OR" TO GET DISTANCE SUPERVISION OUTPUT
96 COMPUTE CV: TMBO=ORTEVIEOLAEV I BOLE)
97 COMPUTE CV:BOL=OR(CV:80LC,CV:TMPO)
98 DELETE ENTRY=CV:TMPO;CV:S0LA;CV:S0LB;CV:50LC
99 DISPLAYV RANGE=CEV:BOL
100 PLOT Y-LABEL="WSN S0OL" TRACE(6)=CV:SOL RELEASE
101 COMM o
163 oMM VAND ¥ FO BET PHASE-FAULT DIRECT "TRIP
103 COMPUTE CV:PFDT=AND(CV:21L1,CV:50L)
104 DELETE ENTRY®CV:21L%
108 EaMM VAND Y TO GET PHASE-FAULT PERMISSTVE TRIP
106 COMPUTE CV:PFPT=AND(CV:21L2,CV:50L)
107 DELETE ENTRY=CV:21L2
108 dispiay range=cv:pfdt;CV:PFPT
109 COMM *AND® TO GET PHASE REVERSE BLOCKING
110 COMPUTE CV:PRB=AND(CV:21L3,CV:50L)
i DELETE "ENTRY=CV21LICVI80L .
........ R N P PO - ST T SUGDIRY : PRI - PP - NS Iy

Fig. 26 (cont’d)
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Listing of IWSNCBP at 12:41:07 on OCT 4, 1986 for CC{id=BRWG Page 3

D P A Y RANGE O PR oA s et oo e s eset 1o ee 111 e 122 e e 1o e Reeee eeses et e s e e
COMM .

COMM GROUND-FAULT RELAYS

COMM COMPUTE 3 * 2ERO-SEQUENCE VOLTAGE

COMPUTE CV:TMPOADD(NV:VTIS A, NV:VT15.8)
COMPUTE CV:TMP1=ADD(CV:TMPO,NV:VT15.C)
COMM FILTER 3vO FOR INPUT TOQ DIRECTIONAL ELEMENTS

COMPUTE CV:3VO+*FILTER(CV:TMPY 1)
DELETE ENTRY®CV:TMPO;NV:VT1S A;NV:VT{S . B;NV:VT{S.C;CV:TMP1
COMPUTE CV:PSFILTER=PS-FILTER, A(BC WSN..A:SL1S.A BC:WSN,.B:5L15.B,BC: WSN .C:5L1S.C)

DELETE ENTRY=BC:WSN..A:SL1S.A;BC:WSN,.B:5L1S.8B; BC WSN, .C:5L1s.C
COMM FILTER 310 FOR INPUT TO DIRECTIONAL ELEMENTS AND SOLN/I0O...
COMPUTE OV B0 F L LT ER Y PO F LT R At e

COMM USE INSTANTANEOUS OVERCURRENT ELEMENT FOR FINITE SENSITIVITY
COMM (NO HYSTERESIS WANTED HERE)
COMPUTE CV:GATE=QVERCURRENT.IT(CV:310,50)

COMM GATE 310
COMPUTE CV:G3IO®GATE(CV:310,CV:GATE)
COMPUTE CV:32R=DIRECTIONAL(CV:G310,CV:3V0,~89.5,96,.33)

COMM NEGATE GATED 310 FOR FORWARD ELEMENT
COMPUTE CV:NGIIO=NEGATE(CV:G3I0)
COMPUTE CV:32F=DIRECTIONAL(CV:NG310,CV:3V0,-89.5,85,.33)

DELETE ENTRY=CV:NG3IO:CV:3VO;CV:G310:CV:GATE
PLOT HOLD Y-RANGE={-19.8,19.9) Y-UNITS= -
PLOT Y~LABEL="WSN 32F" TRACE(2)=CV:32F -

PLOT Y-{ABEL=“WSN 32R"* TRACE({)=CVv:32R -
DISPLAY RANGE=CV:32F;CV:32R
COMM

COMM GROUND INVERSE-TIME OVERCURRENT ELEMENT
COMPUTE CV:SOLN1S=0OVERCURRENT.IT(CV:PSFILTER(1),200, 1000, .33)
PLOT Y-LABEL=*WSN SOLNIS" TRACE(3)*CV:50LN1S -

DISPLAY RANGE=CV:SOLN{S
COMM
COMM *AND" TO GET DIRECTIONAL GROUND OVERCURRENT OUTPUT

COMPUTE €V DGOC~AND(CV:33F ,CV I BOLNTS)
DISPLAY RANGE=CV:DGOC )
DL T ENTRY MOV GO N S o essssosssasemsssmsssesesss oot 04344444420 e e e 4440401 1202520420414 144 422 s 12441t o882t

COMM
COMM INSTANTANEOUS GROUND OVER-CURRENT RELAY
COMPUTE CV:RESTRAIN=COPY(CV:PSFILTER,0.2)

COMPUTE ¢V SOUNTOD-GVERCURRENT  R(CVITO, CVIRESTRATN, 1400,636,7.33)
PLOT Y-LABEL=*"WSN 50LN/10D" TRACE(6)=CV:S50LNIOD -
COMPUTE CV:SOLNIOH=OVERCURRENT .R(CV:310,CV:RESTRAIN, 300,630, .33)

COMPUTE ¢V SOLNTOU=OVERCURRENT [R{CV 310, CVIRESTRAIN, 100,630, .33)
PLOT Y-LABEL="WSN SOLN/IOL" TRACE(4)=CV:SOLNIOL -
PLOT Y-LABEL®""WSN SOLN/IOH"® TRACE(5)=CV:SOLNIOH RELEASE

DISPUAY RANGE=CV:BOLNIOD;CV:50LNIDH;CV:50LNIOL
DELETE ENTRY=CV:PSFILTER:CV:RESTRAIN:CV:3I0

MM oo et A e e S A A e et et e e A1 23851182 R e
CoMM YORYTTE T GET COMPLETE "GROUND FAULT DIRECT TRIPOUTAUT .

COMPUTE CV:GFDT~OR(CV:SOLNIOD,CV:DGOC)

DISPLAY RANGE=CV:GFDT .

PLOT HOLD Y-RANGE=(-19.9,19.9}) Y-UNITS= -
PLOT Y-LABEL®*WSN GROUND FAULT OIRECT TRIP" TRACE(S)eCV:GFOT -
PLOT Y-LABEL®"WSN PHASE FAULT DIRECT TRIP" TRACE(6)s=CV:PFDT -

DELETE ENTRYSCVISOLNIOD;CV:0G0C

Fig. 26 (cont’d)
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"AND" TO GET GROUND FAULT PERMISSIVE TRIP

Page 4

........... 168 ... .COMM R
169 COMPUTE CV:GFPT=AND(CV:SOLNIOH, CV:32F)
170 PLOT Y-LABEL="WSN GROUND FAULT PERMISSIVE TRIP”™ TRACE(3)=CV:GFPT -
_______ 171 PLOT Y-LABEL="WSN PHASE FAULT PERMISSIVE TRIP" TRACE(4)=CV:PFPT -
172 DELETE ENTRY=CV:SOULNIOH:CV:232F
173 COMM "AND" TO GET GROUND REVERSE BLOCKING
........... 174 COMPUTE CV:GRB=AND(CV:SOLNIOL,CV:32R) R et
178 PLOT Y-LABEL="WSN GROUND FAULT REVERSE BLOCKING" TRACE(1)=CV:iGRB -
176 PLOT Y-LABEL="WSN PHASE FAULT REVERSE BLOCKING" TRACE(2)=CV:PR8
........... 77 ......PLOT RELEASE : I R
178 DISPLAY RANGE=CV:GFPT;CV:GRB
179 DELETE ENTRY«CV:SOLNIOL;CV:32R
.......... 180 .. .COMM S
161 COMM “OR¥ PHASE AND GROUND DIRECT TRIP TO GET DIRECT LOCAL TRIF
182 COMPUTE CV:WSNDLT=0R(CV:PFDT,CV:GFDT)
.......... 183 DISPLAY RANGESCV:WSNOLT e (R
184 DELETE ENTRY=CVIPFOT; CVIGFOT
185 COMM "OR* PHASE AND GROUND PERMISSIVE TRIP TO GET
186 COMM COMBINED PERMISSIVE TRIP i
187 COMPUTE CV CPT=GR(CVIPFPT,CVIGFPAT)
188 DISPLAY RANGE=CV:CPT
189 DELETE ENTRYsCV:PFPT;CV:GFPT
180 COMM “ORYPHASE AND GROUND REVERSE BLOCKTNG TO GET REVERSE
191 COMM BLOCKING
________ 192  COMPUTE CV:RB=OR(CV:GRB,CV:PRB) —
183 DISPUAY RANGE=CV:RB
194 DELETE ENTRY=CV:GRB;CV:PRB
,,,,,,,,,, 195  COMM USE DROP-OUT DELAY AND INVERSION TO GET “NO-REVERSE-BLOCKING® o R
196 COMPUTE "CV:TMP=TTMERTCV R, 0. 100E-3)
197 DELETE ENTRY=CV:RB
........... 198 COMPUTE CV:WSNNRB=NOT(CY: TMP ) OSSR [
199 DISPLAY RANGE=CV:WENNRE
200 DELETE ENTRYsCV:TMP :
201 COMM "AND" COMBINED PERMISSIVE TRIP AND NO-REVERSE BLOCKING TO GET e
202 COMM LOCAL FORWARD PERMISSIVE ’
203 COMPUTE CV:WSNLFP=AND(CV:CPT,CV:WSNNRB)
204 PLOT TRACES/PAGE®A HOLD Y-RANGE #(=19.,9, 10.9) YrUNLT S m =
208 PLOT Y-UABEL="WSN COMBINED PERMISSIVE TRIP® TRACE(1)=CV:iCRT -
206 PLOT Y-LABEL*"WSN NO REVERSE BLOCKING® TRACE(2)=CV:WSNNRB -
207 PLOT Y-LABEL#"WSN LOCAL FORWARD PERMISSIVE" TRACE(J)sCV:WSNLFP -
208 BLOT Y-UABET=*WSN OTRECT LOCAU TRIP* THACE(4Y=CV  WSNDLT "RELUEASE
208 DELETE ENTRYaCV:CPT
210 DISPLAY RANGE=CV:WSNLFP
FXK] ComM
212 COMM GMS-END PROTECTION
213 MM et o o A e e sse e ee s8££ e e et £ e et et e ettt 8 e e
214 COMM COMPUTE DELTA VOLTAGES
214.2  COMPUTE CV:GVAB=SUBTRACT{NV:VTIN.A ,NV:VTIN.B)
. 214.4  COMPUTE CV:GVBC®SUBTRACT(NV:VTIN.B,NV:VTIN.C)
""" 294767 TCOMPUTE "EVIGVEASUBTRACT NV VT INTE NV IVFINTR)
214.8  COMM COMPUTE DELTA CURRENTS
218 COMPUTE CV:GIAB=SUBTRACT(BC:GMS. A:SLIN A, BC:GMS, B:SLANB) e
RS COMPUTE EV I GTRCSUBTRACT (BCTEMS L UBYSLIN, B, BETGMS . UCTSLIN.C)
215.4  COMPUTE CV:GICAaSUBTRACT(BC:GMS..C:5LIN.C,BC:GMS. . A:SLIN.A)
233 GO et e Ao e et 1R R e e e
234 comm PHASE-FAULT RELAYS

Fig. 26 (cont’d)
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.....238 .COMM 21LX FILTER-SWITCHING RELAY SR :
236 TCOMPUTE "€V 21LX=SDX TH(CV: GVAB,CV:GVBC,CV:GVCA, 360E3 22.5€3, .33,.33)
237 PLOT HOLD Y-RANGE=(19.9,-19.9) Y-UNITS= -
238 PLOT Y-LABEL="GMS 21LX Q-SWITCHING DUTPUT" TRACE(2)=CV:21LX(0) -
238 PLOT Y-(ABEL="GMS Z1LX INSERT DELAY QUTPUT® TRACE(!)=CV:21LX(1) -
240 DISPLAY RANGE=CV:21LX(0):CV:21LX(1)
241 COMM 211 ZONE 1 (UNDERREACHING) DISTANCE RELAY i
242 COMPUTE €V:21U1AB=SD2H(CV:GVAB , CV I GTAB, CV 21LX(0),CV:21LX(1),35.4,85,10,1,5,40€-3,82.5,.33)
243 DISPLAY RANGE=CV:21L1AB
244 COMPUTE CV:21L1BC=SD2H(CV:GVBC,CV:GIBC,CV:21LX(0),CV:21L%(1),35.4,85,10,1,5,40E-3,82.5,,33)
24% DISPLAY RANGE=CV:21L1BC
246 COMPUTE CV:TMPO=OR(CV:21L1AB,CV:21L1BC)
,,,,,, 247 DELETE ENTRY=CV:21L1AB;CV:21L1BC
248 COMPUTE V: 3710 {CANSDIH{CV: GVEA, CVIBTER EVIFTIX(6Y] cv STUKUTY 987478810718, 408298278, 55)
249 DISPLAY RANGE=CV:21L1CA
250 COMPUTE CV:21L120R(CV:21L1CA, CV:TMPO)
281 DELETE ENTRYSCV:ITUICATCV:TMPO
252 DISPLAY RANGE=CV:21L1
283 PLOT Y-LABEL="GMS 21L1* TRACE(S5)=*Cv:21L1 - L
254 COMM FIL2ZONE 2 (OVERREACHING) DISTANCE RELAY
255 COMPUTE CV:21L2AB=SD2H(CV:GVAB,CV:GIAB,CV:21LX(0),CV:21LX(1),123,85,10,1,5,40€-3,82.5,.33)
256 DELETE ENTRYRCV:IGVAB e —————
287 DISPLAY RANGE=CV:21L2A8 : .
258 COMPUTE CV:21L2BC=SD2H(CV:GVBC,CV:GIBC,CV:21LX(0),CV:21LX(4), 123,85,10,1,5,40€-3,82.5, .33)
259 DELETE ENTRY=CV:GVBC
60 DISPLAY RANGE=CV:21L2BC
261 COMPUTE CV:TMPO=Q0R(CV:21L24B,CV:21L2BC)
262 DELETE ENTRY=CV:21L2AB;CV:21L2BC
263 COMPUTE "GV 21L2CA=SD2H(CEVGVCA,EV GICA,EV:21LX(0),cv:21LX(1),123,85,10,1,5,40E-3,82.5, .33)
264 DISPLAY RANGE=CV:21L2CA
265 COMPUTE OV 2l 28OR(CV 21 2CA, OV TP ) e
366 DELETE ENTRYWCVZIL2CA;CVITMPO; CV IGVCA;CV GTAB CV GTBCCV:GICA
267 DISPLAY RANGE=CV:21L2
268 PLOT Y oL ABE L GMS 21l 2" TRACE () MOV 1202 = e oo et e et ettt et e e
269 COMM T3 Z0NE 9 (REVERSE BLOCKING)Y DISTANCE RELAY
270 COMM NEGATE CURRENTS--21L3 CT IS REVERSE LOOKING
271 COMPUTE CV:IA®NEGATE(BC:GMS. . A:SLIN.A)
273 COMPUTE GV TE=NEGATE(BCGMS . B SLIN.B)
273 COMPUTE CV:IC=NEGATE(BC:GMS..C:5LIN.C)
274 COMM LOAD ANGLE COMPENSATOR
278 COMPUTE "GV UACA=UACTCVTA33777)
276 COMPUTE CV:LACB=LAC(CV:18,33.77) .
, 277 COMPUTE CV:LACCRLAC(CV: I, 3. 7T i
278 COMPUTE GV VA=ABD(NVIVTINTA, EVITACR)
278 COMPUTE CV:VB=ADD(NV:VTIN.B,CV:LACB)
280 COMPUTE CV:VC=ADD(NV:VTIN.C,CV:LACC)
781 OELETE ENTRY=CVITACACV I LACECVITACE
282 COMPUTE CV:VAB=SUBTRACT(CV:VA,CV:VvB)
283 COMPUTE CV:VBC*SUBTRACT(CV:VB,CV:VC)
284 COMPUTE "CVIVCA=SUBTRACT{CVIVE EVIVA)
285 DELETE ENTRYsCV:VA;CV:VB;CV:VC
286 COMPUTE CV:IAB=SUBTRACT(CV:1A,CV:18)
287 COMPUTE "CVITBC-SUBYRACT(EVTE | CVIIT)
288 COMPUTE CV:ICA=SUBTRACT(CV:IC,CV:14)
289 DELETE ENTRY=CV:IA;CV:IB:CV:IC
290 CoMM FILTER "DROPOUT DEUAY
......... [ N NI P - PO DY SPPPIPITE - P - PP < TR R
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Listing of IWSNCBP at 12:41:07 on OCT 4, 1986 for CCid=BRWG

Page 6

291 COMPUTE CV:FILTERX*TIMER(CV:21LX(0),0,60E~3)
292 ODISPLAY RANGE=CV:FILTERX
293 COMPUTE CV:21L3AB=SD2H(CV:VAB,CV:1AB,CV:FILTERX,CV:21LX(1),160.7,87.1,10,1,5,0,82.5,.33)
294 DELETE ENTRY=CV:VAB;CV:1AB
295 DISPLAY RANGE=CV:21L3A8B
296 COMPUTE CV:21L3BC=$D2H(CV:VBC,CV:IBC,CV:FILTERX,CV:21LX(1),160.7,87.1,10,1,5,0,82.5,.33)
297 DELETE ENTRY=CV:VBGC;CV:IBC
298 DISPLAY RANGE=CV:21L3BC
299 COMPUTE CV:TMPQOwOR(CV:21L3A8,CV:21L38C)
300 DELETE ENTRY WOV 298 BAB OV 2L B
301 COMPUTE CV:27U3CA=5D2H(CV:VCA,CVIICA, CVFILTERX,CV:21LX(1),160.7.87.1,10,1,5,0,82.5,.33)
302 DELETE ENTRY=CV:VCA{CV:ICA:CV:FILTERX;CV:21LX
303 DS P LAY RANGESCV: 2 1L BCA .
304 COMPUTE CV:21L320R(CV:21L3CA,CV:TMPO)
305 DELETE ENTRY=CV:21L3CA:CV:TMPO
_______ 306 DISPLAY RANGE=CV:21L3J . .
307 PLOT Y<LABEU=“GMS 21L3" TRACE(3)=CV:21L3 -
308 COMM
309 COMM DISTANCE SUPERVISION CURRENT RELAYS
310 COMM
3114 COMPUTE CV:SOLA=OVERCURRENT.IT{BC:GMS. ,A:5L1IN.A,268,1,.33)
312 COMPUTE CV:SOLB=OVERCURRENT.IT(BC:GMS..B:5L1IN.B,268,1,.33)
393 COMPUTE CV:SOLC*OVERCURRENT.IT{BC:GMS. . C:5LIN.C,268,1,.33)
314 DISPLAY RANGE=CV:S5OLA;CV:SOLB;CV:80LC
315 COMM “OR" TO GET DISTANCE SUPERVISION QUTPUT
376 COMPUTE "CV:TMPO=OR(CV:80LA,CV:50LB)
317 COMPUTE CV:SOL=OR(CV:SOLC,CV:TMPO)
318 OELETE ENTRY=CV:TMPO;CV:SOLA;CV:SOLB;CV:50LC
319 DISPLAY RANGE=CV:60L
320 PLOT Y-LABEL="GMS 50L" TRACE(6)=CV:50L RELEASE
321 COMM e —
322 CaMM “AND® TO GET PHASE-FAULT DIRECT TRIP
323 COMPUTE CV:PFDT=AND(CV:21L1,CV:50L)
324 DELETE ENTRY=CV:21L1
328 comM “AND® TO GET PHASE-FAULT PERMISSIVE TRIP
326 COMPUTE CV:PFPT=sAND(CV:29L2,CV:80L)
327 DELETE ENTRY=CV:21L2
328 display range=cv:pfdt;CV:PFPT
329 COMM “AND*" TO GET PHASE REVERSE BLOCKING
330 COMPUTE CV:PRB=AND(CV:21L3,CV:50L)
331 DELCETE ENTRY=CV:2ILECVISOL
332 DISPLAY RANGE=CV:PRB
333 COMM
334 CoMM GROUND=FAULY RELAVS
335 COMM:  COMPUTE 3 * 2ERD-SEQUENCE VOLTAGE
336 COMPUTE CV:TMPO=ADD(NV:VTIN.A,NV:VTIN.B)
337 COMPUTE CV TP I=ADDTCV: TMPO NV IVTIN.C)
338 COMM ‘FILTER 3VO FOR INPUT TO DIRECTIONAL ELEMENTS
339 COMPUTE CV:3VO=FILTER(CV:TMP1, 1) 5
340 DELETE ENTRYZCVITMPO TNV VI INTA TNV I VI TN BTNV VT INTETEVITMB
341 COMPUTE CV:PSFILTER=PS~FILTER.A(BC:GMS. . A:5LIN.A,BC:GMS..B:8LIN.B,BC:GMS,.C:5LIN.C)
342 DELETE ENTRY®BC:GMS, At SLIN, AiBCIGMS, (BBl AN, BB GMS , (OB AN G oot ee oot es et e et e oo
343 CoMM FILTER IO FORTNPUT TO OTRECTIONAL ELEMENTS AND "80LN/ TG
344 COMPUTE CV:310=FILTER(CV:PSFILTER(1),1)
345 COMM USE INSTANTANEOUS OVERCURRENT ELEMENT FOR FINITE SENSITIVITY
34§ COMM (NGO HVSTERESTS WANTED HERE)
......... [ T P I - PP PP SUPUTIIT P - P « N PR 2
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Page 7

347 COMPUTE_ CV:GATE=OVERCURRENT.IT(CV:310,50)
348 COMM GATE 310
349 COMPUTE CV:G310=GATE(CV:310,CV:GATE)
__________ 350 COMPUTE CV:32R=DIRECTIONAL(CV:G310,CV:3V0,-89.5,96,.33)
351 COMM NEGATE GATED 310 FOR FORWARD ELEMENT
352 COMPUTE CV:NG310=NEGATE(CV:Ga10)
....383 COMPUTE CV:32F=0IRECTIONAL(CV:NG31Q,CV:3Vv0,-89.5,85,.33)
354 DELETE ENTRY=CV:NGIIO;CV:3VO;CV:G310:CV:GATE
355 DISPLAY RANGE=CV:32F;CV:32R
356 PLOT HOLD Y-RANGE=(-19.9,19.9) Y-UNITS= -
357 PLOT Y-LABEL="GMS 32F * TRACE(2)sCv:32F -
358 - PLOT Y-LABEL="GMS 32R" TRACE(1)=CV:32R -
359 COMM
360 COMM GROUND INVERSE-TIME OVERCURRENT ELEMENT
361 COMPUTE CV:50LN1S*OVERCURRENT .1T(CV:PSFILTER(1),200, 1000, .33)
362 DL SR LAY RANGE S Y BOUNT S e ———— i
363 PLOT Y-LABEL*"GMS SOLNTS* TRACE(3)=CV:50LNIS - )
364 COMM .
365 COMM "AND" TO GET DIRECTIONAL GROUND OVERCURRENT OUTPUT
366 COMPUTE €V:DGOCAND(CV32F  CVISOLNTS)
367 DISPLAY RANGE=CV:DGOC
368 DELETE ENTRY=CV:50LNIS
369 COMM
370 COMM INSTANTANEOUS GROUND OVER-CURRENT RELAY
371 COMPUTE CV:RESTRAIN=COPY(CV:PSFILTER,0.2)
3732 COMPUTE CV:50LNTO0=OVERCURRENT . RUCV:310,CV:RESTRATN, {400,630, .33)
373 PLOT Y-LABEL="GMS SOLN/100" TRACE(6)=CV:50LNIOD -
374 COMPUTE CV:B0LNIOH=OVERCURRENT . R(CV:310,CV:RESTRAIN, 300,630, .30 i
378 COMPUTE €V :50LNTOL=OVERCURRENT . R(CV 310, CV RESTRAIN, 100,630, .33)
376 DISPLAY RANGE=CV:SOLNIOD:CV:S50LNIOH;CV:SOLNIOL
377 PLOT Y-LABELE"GMS SOUN/ TOL " TRACE( M) O B OUNI Ol = i
378 PLOT Y-LABEL=“GMS SOUN/TOH" "TRACE(5)=CV:50LNIOH RELEASE
379 DELETE ENTRYsCV:PSFILTER;CV:RESTRAIN;CV:310
380 COMM :
381 COMM “OR* 7O GET COMPLETE GROUND FAULT DIRECT TRIP QUTPUT
382 COMPUTE CV:GFDT=OR(CV:50LNIOD,CV:DGOC)
383 OISPLAY RANGE=CV:GFDT
384 DELETE ENTRY=CV:SOLNI00;CV:DG0C
385 COMM "AND* TO GET GROUND FAULT PERMISSIVE TRIP
3886 COMPUTE CV:GFPT=AND(CV:BOLNIOH,CV:32F)
389 DELETE ENTRYCV SOUNTOH;EV 32F
388 COMM *AND* TO GET GROUND REVERSE BLOCKING
389 COMPUTE CV:GRB=AND(CV:SOLNIOL,CV:32R)
390 DISPUAY "RANGE=CVIGFPT;CVIGRE
391 DELETE ENTRY=CV:SOLNIOL;CV:32R
,,,,,,,,,, 392 PLOT HOLD Y-RANGE*(-19.9,19.9) Y-UNITS= -
393 PLOT V-UABEL="GMS GROUND FAULT OTRECT YRIP ¥ TRACE(EY=CV GFDT -
394 PLOT Y-LABEL=*GMS PHASE FAULT DIRECT TRIP" TRACE(6)=CV:PFOT -
395 PLOT Y-LABEL="GMS GROUND FAULT PERMISSIVE TRIP" TRACE(3)=CV:GFPT -
396 PLOT Y=L ABEU¥GMS PHASE FAULT PERMISSIVE TRIP* TRACE(4)=CVIPFBT -
397 PLOT Y-LABEL*"GMS GROUND FAULT REVERSE BLOCKING" TRACE(1)=CV:GRB -~
398 PLOT Y-LABEL="GMS PHASE FAULT REVERSE BLOCKING" TRACE(2)=CV:PRB
398 PLOY "RELEASE :
400 COMM
401 COMM "OR* PHASE AND GROUND DIRECT TRIP TO GET DIRECT LDCAL TRIP
452 COMPUTE "V GMSOLT=OR(CVFFDT CV:GFDT)
......... oo 20 3. 4506 T B 8 O Y2

Fig. 26 (cont’d)
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403 DISPLAY RANGE=CV:GMSDLT .
404 DELETE ENTRY=CV:PFDT;CV:GFDT
405 COMM "OR" PHASE AND GROUND PERMISSIVE TRIP TO GET
4086 COMM COMBINED PERMISSIVE TRIP
407 COMPUTE CV:CPT=OR(CV:BFPT,CV:GFAT)
408 DISPLAY RANGE=CV:CPT
,,,,,, 409 DELETE ENTRYsCV:PFPT:CV:GFPT o
410 COMM "OR¥ PHASE ANO GROUND REVERSE BLOCKING TO GET REVERSE
a1 COMM BLOCKING
412 COMPUTE CV:RB=OR{CV:GRB,CV:PRB)
413 DISPLAY RANGE=CV:RB
414 DELETE ENTRY=CV:GRB;:CV:PRB
415 COMM USE_DROP~OUT DELAY AND INVERSION TO GET "NO-REVERSE-BLOCKING"
416 COMPUTE CV:TMP=TIMER(CV:RB,0, 100E-3)
a7 DELETE ENTRY=CV:RB
_______ 418 COMPUTE CV:GMSNRB=NOT(CV:TMP) :
419 DISPLAY RANGE=CV:GMSNRE
420 DELETE ENTRY=CV:TMP
421 COMM CAND® PERMISSIVE ENABLE AND NO-REVERSE BLOCKING TO GET
433 CoMM LOCAL FORWARD PERMISSIVE
423 COMPUTE CV:GMSLFP=AND(CV:CPT,CV:GMSNRB)
424 PLOT TRACES/PAGE=4 HOLD Y =RANGE = (=19.0,18.0) Y oUNI T S ® o e e
425 PLOT V-LABEL="GMS COMBINED PERMISSTVE TRIP™ TRACE(1)=CV:iCPT -
426 PLOT Y-LABEL®*"GMS NO REVERSE BLOCKING" TRACE(2)=CV:GMSNRB -
427 PLOT Y-LABEL="GMS LOCAL FORWARD PERMISSIVE" TRACE(J)=CV:GMSLFP -
428 PLOT Y-UABEU="GMS DIRECT LOCAL TRIP* TRACE(4)+CV:GMSDLT RELEASE
429 OELETE ENTRYeCV:CPT
430 DISPLAY RANGE=CV:GMSLFP
431 COMM
432 COMM COMBINE WSN AND GMS SIGNALS IN PERMISSIVE TRIP BLOCK
433 COMM . B
434 COMPUTE CV:PERM=PERMISSTVE(CV :WSNLFP, CV:WSNDLT, CV:WSNNRB,CV:GMSLFP,CV:GMSDLT, CV: GMSNRE)
435 DISPLAY RANGE=CV:PERM(O);:CV:PERM(1);CV:PERM(2);:CV:PERM(3);CV:PERM(4);CV:PERM(S)
436 DISPLAY RANGE=CV:PERM(6):CV:PERM(7)
437 PLOT HOLD TRACES/PAGE=4 Y-RANGE=(-19.9,98.9) VY~UN]TS+ -
438 PLOT Y-LABEL="WSN PERMISSIVE TRIP TRANSMIT® TRACE(4)=CV:PERM(2) -
439 PLOT Y-LABEL="GMS PERMISSIVE TRIP TRANSMIT® TRACE(3)=CV:PERM(3) -
440 PLOT Y-LABEL="WSN REPEAT-IF-NO-BLOCK"™ TRACE(2)«CV:PERM(4) -
441 PLOT Y-LABEL="GMS REPEAT-IF-NO-BLOCK" TRACE(1)«CV:PERM(S) RELEASE
442 PLOT HOLD TRACES/PAGE=d4 Y-RANGE=(-19.9,19.9) Y-UNITS= -
443 BPLOT Y-UABEL"“WEN TRANSFER TRIP TRANSMITY TRACE(Z)=CV:PERM(G) -
a44 PLOT Y-LABEL*"GMS TRANSFER TRIP TRANSMIT*® TRACE(1)=CV:PERM(1) -
445 PLOT Y-LABEL="GMS CIRCUIT BREAKER TRIP* TRACE(3)=CV:PERM(7) -
448 PLOT V-UABELY*WEN CTRCUT Y BREAKER TRIPH TRACE(4)=CVIPERME) RELEASE
447 sToP
......... [ T P P TTT - PPN Py ST TP RPN P P

Fig. 26 (cont'd)
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The form of the function invocation in the TRP is:
COMPUTE odsg=AND(idsg-1,idsg-2)

where
odsg is the designator for the AND result,
idsg-1 is the designator for one input, and

idsg-2 is the designator for the second input.

2.‘ DIRECTIONAL

The DIRECTIONAL function provides a model of a directional element
based on a block-average phase comparator, with a transactor input to provide
the adjustment for maximum torque angle (MTA). The MTA may be specified
between 0 and about -89.5° (angles approaching -90° can cause numerical
overflow during computation). For situations where the MTA is positive, so that
the current leads the voltage, the cﬁrrent input must be negateci. The negative
of the actual MTA is then specified.

The form of the function invocation in the TRP is:
COMPUTE o0dsg=DIRECTIONAL(Idsg,Vdsg,MTA,opzone,rhyst,gain)

where

odsg is the designator for the output. This is a TRP waveform vector.
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Element 0 is the relay (phase comparator) output. Element 1 is the
output of the transactor, which is one of the phase comparator inputs

(the other being the wvoltage).
Idsg is the designator for the input current.
Vdsg is the designator for the input voltage.

MTA is the designator for the maximum torque angle (angle of current for
maximum relay operating tendency, using the voltage as reference), in

degrees. The default value of the MTA is -45°.

opzone is the angular zone (in degrees) for which the relay will pick up,
viz. the relay will operate if the angle of the current is

MTA topzone with respect to the voltage.

rhyst is the ratio of hysteresis to the full relay output range. Hysteresis
here refers to the amount by which the comparator trip threshold
egceeds the comparator reset threshold. Note that the hysteresis
results in a "reseﬁ ratio” (ratio of input for reset to input for trip) of
less than one for instantaneous (non-integrating) .comparators. For
integrating comparators, such as is used for this model, the reset
ratio can be unity in spite of hysteresis, so that the effects of
hysteresis may not be evident from steady-state testing. For the
integrating comparator used here a value for rhyst of 1/3 results in
trip and reset thresholds equally spaced between the relay output
limits. This is usually the best arrangement for the prevention of

chattering due to noise. The default value is zero, for no hysteresis.
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gain is the integrator gain for the phase comparator. The default value is
the maximum gain for correct operation under steady-state conditions

(computed internally).

3. FILTER

The FILTER function simulates the operation of a simple RLC filter.

The form of the function invocation in the TRP is:

COMPUTE odsg=FILTER(idsg,Q,F0)

where
odsg is the designator for the filter output.
idég is the designator for the  filter input.
Q is the filter quality factor (circuit Q).

FO is the frequency to which the filter is tuned, in Hertz (default value is

power frequency)

4. LAC

The LAC function simulates the Westinghouse Canada LAC-1H load angle
compensator used with the SD-2H reverse-reaching (zone 3) element 21L.3.

The form of the function invocation in the TRP is:

COMPUTE odsg=LAC(idsg,setting,Q,F0)
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where
odsg is the designator for the LAC output voltage.
idsg is the designator for the LAC input current.
setting is the LAC impedance setting (circuit gain at resonance).
Q is the LAC quality factor (circuit Q) at resonance (default 0.5).
FO is the LAC resonance frequency, in Hertz (default value is power fre-

quency).

5. NOT

The NOT function is performed as an NLR operation. The output is
thus the algebraic negation of the input. This function is implemented as an
alias of the TRP internal function NEGATE.

The form of the function invocation in the TRP is:
COMPUTE o0dsg=NOT(idsg)

where
odsg is the designator for the output.

idsg is the designator for the input.
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6. OR
'fhe OR function is performed as an NLR operation. The result is thus
the algebraic maximum of the inputs. As for the AND functibn, this
implementation permits only two ihputs, although more could have been provid-
ed.T The function is implemented as an alias of the TRP internal function
MAXIMUM.

The form of the function invocation in the TRP is:
COMPUTE odsg=OR(idsg-1,idsg-2)

where
odsg is the designat,obr for the OR output.
idsg-1 is the designator for one input.
idsg-2 is the designator for the second input.
7. OVERCURRENT.IT

The OVERCURRENT.IT function simulates an inverse-time overcurrent

relay. The nominal relay operating time (in seconds) is given by
t = 0.661 T™MS/(i-1)

where i is the RMS input current as a multiple of the relay setting and ™S

is the time-muitiplier setting (with a minimum value of one). (The curve

tMultiple two-input OR functions can easily be cascaded to produce a multiple-
input OR function.



191
represented by this equation corresponds to the time-overcurrent curve supplied by
relay manufacturers.) In use, the value of TMS would be selected to best
approximate the time-overcurrent curve for the relay being modelled.

The OVERCURRENT.IT function may also be used to simulate an
instantaneous overcurrent relay by specifying a TMS value of one, which gives
the highest possible speed for correct operation under steady-state conditions.

The form of the function invocation in the TRP is:
COMPUTE odsg=OVERCURRENT.IT(idsg,setting,TMS,rhyst)

where
odsg is the designator for the output.
idsg is the designator for the input current.
setting is the relay pickup setting.
TMS is the relay time multiplier setting (default is one)
rhyst is the ratio of hysteresis to the full relay output range, as for the

DIRECTIONAL function. The default value is zefo, for no hysteresis.

8. OVERCURRENT.R

The OVERCURRENT.R functi_on simulates a restrained instantaneous over-
current relay. The relay operates when the difference between the average
operating and restraining currents exceeds the setting.

This model is used with the positive-sequence filter model PS-FILTER.A
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and the RLC filter model FILTER to simulate the operation of a Westinghouse
Canada type S1G-1H positive-sequence-restrained ground overcurrent relay. The
S1G-1H design is different from that of the model used here. The S1G-1H uses
a phase-shifting network, three-phase bridge rectifier, and RC filter network to
obtain a DC level proportional to the positive sequence restraint. This level is
augmented by the setting; the combination forms a bias which offsets the
rectified zéro-sequence operating current. The offset zero-sequence quantity is
then applied to an instantaneous level detector,. which operates when the offset
zero-sequence quantity exceeds a threshold. More information can be found in
the manufacturer’s instruction manual (Westinghouse, 1968).

Details of the model are given in part C, section 10 of this appendix.
Differences between the operating details are bound to result in small differences
in the transient behaviour. |

The form of the function invocation in the TRP is:
COMPUTE odsg=OVERCURRENT.R(idsg-0,idsg-r,setting,maxar,rhyst)

where
odsg is the designator for the output.
idsg-o is the designator for .the operating current.
idsg-r is the designator for the restraining current.

setting is the difference between the RMS values of the operating and

restraining currents which barely causes the relay to pick up.
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maxar is the maximum RMS amplitude for the restraining quantity. This'
value determines the relay gain. For correct operation, the value

must be larger than the maximum possible RMS restraining current

under steady-state conditions.

rhyst is the ratio of hysteresis to the full relay output range, as described
for the DIRECTIONAL function. The default value is zero, for no

hysteresis.

9. PERMISSIVE

The PERMISSIVE function simulates the 'permissive- (and transfer-) trip
logic for the Peace River protection. The modelling used requires the transfer-
and permissive-trip signals to be low ("off" state) before the start of the simula-
tion. All logical operations are performed as NLR operations. The operations
involved are shown in figs. 11, 12, and 13.

The form of the function invocation in the TRP is:
COMPUTE od=PERMISSIVE(lfpa,dlta,nrba,lfpb,ditb,nrbb,pd,pud1,dd1,pud2,dd2)

where

od is the designator for the dutput, which is a TRP waveform vector.
Elements 0 and 1 are the transfer-trip signals for ends A and B,
respectively. Elements 2 and 3 are the permissive-trip transmit sig-
nals for ends A and B, respectively. Elements 4 and 5 are the

repeat-if-no-block signals for ends A and B, respectively. Elements 6
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and 7 are the circuit-breaker trip signals for ends A and B, respec-

tively.

Ifpa and lfpb are the local forward permissive signals for ends A and B,

. respectively.

dlta and ditb are the direct local trip signals for ends A and B, respec-

tively.

nrba and nrbb are the no-reverse-blocking signals for ends A and B,

respectively.

- pd is the propagation delay of the communications channels. The delay is
the same for both transfer- and permissive-trip channels. The default

value is 9 ms.

pudl and ddl are the pickup and dropout delays, respectively, for the first
(start) repeat-if-no-block timer. The defaults are 55 and 100 ms,

respectively.

pud2 and dd2 are the pickup and dropout delays, respectively, for the
second (stop) repeat-if-no-block timer. The defaults are 45 and

20 ms, respectively.

10. PS-FILTER.A
The PS-FILTER.A function -simulates the positive sequence filter used in
50LN, which is shown in the Westinghouse T&D Book (Westinghouse, 1964,

ﬁg. 31h, pg. 374). Residual current output (310) is also available from this



filter.

The form of the function invocation in the TRP is:

COMPUTE odsg=PS-FILTER.A(dsg-1 A,dsg-IB,dsg-IC)

where

odsg is the designator for the output. This is a TRP waveform vector,
for which element 0 is the positive-sequence filter output, and element

1 is the residual current (310) output.

dsg-1 A’ dsg-IB, and dsg-IC are the designators of the three phase currents

in phase-sequence order.

11. SDX1H
The SDX1H function is a model of the Westinghouse Canada fault-

detecting relay SDX-1H.

The form of the function invocation in the TRP is:

COMPUTE odsg=SDX1H(dsg-V A,dsg-VB,dsg-VC,uvset,nsset,uvrh,nsrh,nsfq)

where

odsg is the designator for the output, which is a TRP waveform vector.
Eiement 0 is the signal for controlling the SD-2H filter Q.
Element 1 is the signal for controlling the insertion of the pickup

delay in 21L.1 and 21L2. " Element 2 is the output of the
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undervoltage relay internal to the SDX-1H. Element 3 is the output
of the negative sequence relay internal to the SDX-1H. (The TRP
also creates and automatically deletes a fifth element, which is used

for temporary stofage.)

dsg-V A’ dsg-VB, and dsg-VC are the designators for the three phase wvol-

tages in phase sequence order.
uvset is the setting for the undervoltage relay.
nsset is the setting for the negative-sequence relay.

uvrh and nsrh are the hysteresis ratios (as for the DIRECTIONAL func-
tion) for the undervoltage and negative-sequence relays, respectively.

The default values are zero, for no hysteresis.

nsfq is the circuit Q of the memory portion of the negative sequence filter.

The default value is one.

12. SD2H

The SD2H function is a model of the Westinghouse Canada type SD-2H
memory-polarized mho reléy. Note that whereas the actual relay uses a block-
instantaneous (diode ring modulator) phase comparator, this model uses a block-
average phase comparator. Some difference in the transient behaviour can thus
be expected.

The form of the function invocation in the TRP is:

COMPUTE odsg=SD2H(idV,idl,idS,idD,zc,azc,qh,ql,qm,dly,gam,rh,gf, f0)



where

odsg is the designator for the output, which is a TRP waveform vector.
Element 0 is the relay output. Element 1 is the phase-comparator

- output without the additional pickup delay. Element 2 is the IZ-V
input to the phase comparator. Element 3 is the polarizing voltage

(memory output) input to the phase comparator.
idV is the designator for the input voltage.
idl is the designator for the input current.
idS is the designator for the filter-switching control input.
idD is the designator for the pickup-delay-insertion control input.
zc is the magnitude of the impedance setting in ohms.
azc is the angle of the impedance setting in degrees.
qh is the high-Q value for the IZ-V input filter.
ql is the low-Q wvalue for the IZ-V input filter.
gqm i§ the value of the memory Q. |

dly is the pickup delay inserted when the pickup-delay-insertion control

input is positive.

gam is the phase difference (in degrees) which the phase comparator will

accept as phase coincidence. The default value is 90°, which
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produces the usual circular mho characteristic.

rh is the ratio of hysteresis to the full relay output range, as described
for the DIRECTIONAL function. The default value is zero, for no

hysteresis.

fO is the frequency to which the input circuitry is tuned, in Hertz. The

default value is the power system frequency.

13. TIMER .
The TIMER function simulates the operation of a delayed-pickup/delayed-
dropout timer. The output is compatible with NLR.

The form of the function invoc.ation in the TRP is:
COMPUTE odsg=TIMER(idsgC,pudly,dodly,ic)

where
odsg is the designator for the output.

idsgC is the designator for the timer control input. The timer begins
timing the pickup delay when this signal goes high, and begins timing
the dropout delay when it goes low. The timer resets immediately
(i.e. the timing cyc_le aborts) if the control signal returns low before

the timer picks up, or returns high before the timer drops out.

pudly is the pickup delay in seconds (default zero).
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dodly is the dropout delay in seconds (default zero).

ic is the timer initial condition. Any positive value causes the timer to be
initialized to a high state; a negative value causes the timer to be
initialized to a low state, which is the default. A value of zero is

illegal.

C. RELAY MODELLING DETAILS

This section gives details of the relay modelling which forms the basis for
the TRP user functions described in the previous section. All models are written
as self-contained, stand-alone FORTRAN subroutines. As the relay modelling was
secondary to the main thrust of this research, certain details have been left out
where the complexity of the derivation was not justified by the importance of

the details.

1. - Assumptions
The following assumptions and -comments apply to the relay modelling for

this project:

- In all cases, relay sensitivity is assumed to be essentially
infinite—that is, the input quantities are not required to exceed thresh-
old values before the reléy will operate (apart from any thresholds
intrinsic to the relaying function, such as the input current trip sett-

ing for an overcurrent relay, for example).

- The time base of the input data is to have a constant step size.
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- Wherever possible, generic relay models are employed.

- All models are self-contained. Inputs and outputs are considered to
be fully bufferred—source impedances are assumed to be zero, load
impedances are assumed to be inf'mite. All input and output loading
effects have therefore either been incorporated into the models, or

ignored.

- All relays use an output compatible with NLR. Figure 2 shows a

hardware-equivalent method of obtaining this output for a static relay.

2. Model Initialization

Each model is initialized as the first step when it is invoked. All models
are assumed to be initially in steady state. The first two time-steps (;f input
quantities are assumedf to come from a steady-state cosine function at power

frequency (ws) of the form
input(t) = magnitude-cos(wst + angle)
where magnitude and angle are obtained in the following manner:
Assume:

f, = magnitude-cos(wst; + angle)

tIn use, the first two steps of the input quantities must occur before any power
system disturbance. This is generally convenient when doing digital power system
simulations using, for example, the BPA EMTP. In the event that the first two
steps do not correspond to a pure power-frequency sinusoid, there will be some
error in initialization, causing a transient response in the relay model at the
start of the simulation.
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£

magnitude-cos(wg,t, + angle)

Expanding the cosine terms and expressing the equafions in matrix form:

fl cos wgty sin wget, a
fz cos wgt, sin wct, b
where
a = magnitude . cos(angle)
b = -magnitude - sin(angle)

Now solving for a and b

a = (fl sin wgt, - f, sin wstl) / det

b = (f2 cos wgt, - f, cos wstz) / det
where

det = cos wstl sin wgt, - cos wstz sin wstl

It is now possible to solve for magnitude and angle, since

= -tan(angle)

oilo

(a2 + bz)l/2 = magnitude
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3. Accounting for Finite Sensitivity

There are several methods which can be used to account for finite relay
sensitivity where this is an important factor in the operation of the protection
scheme. One method is to AND the output of the "infinite" sensitivity relay
with the output of an instantaneous low-set element (current or voltage, as
appropriate) which picks up at the sensitivity limit. Typically one low-set
element would be used for each input with a significant input sensitivity. One
disadvantage of this scheme is} that extra simulation is involved for the low-set
elements and the AND combination. A more serious disadvantage is that the
technique can lead to apparent misoperation due to the reset time of the prin-
cipal relay (since it can pick up on inputs below the .sensitivity limit).

A second method of accounting for finite sensitivity is to use low-set
elements as just described to "gate" the input to the principal relay. The
objective here is to produce a non-zero output from the gate (equal to the input)
only when the low-set element has picked up. This is similar to conventional
practice with eléctromagnetic directional overcurrent relays, where torque is
produced in the principal (overcurrent) element only when the modulating (direc-
tional) element has picked up. While additional simulation (for the low-set
elements and the gate) is also required with this method, there is no longer a
problem with pickup or reset delays caused by input below the sensitivity thresh-
old.

A third method of accounting for finite sensitivity is by incorporating the
sensitivity-limiting detail directly into the relay model. This is clearly the most
accurate of the three methods, but is applicable only for models of specific

relays, and where schematic diagrams and component details are available. Due
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to the high cost of software development, the advantages of this method will
seldom be sufficient to justify its use for applications studies.

A fourth method of accounting for the effects of finite sensitivity is to
treat the input sensitivity as a hard threshold—the instantaneous value of the
input quantity is considered to be zero unless it exceeds the specified threshold.
Values exceeding the threshold will either be left unchanged (similar to the
second method), or be reduced by the threshold level (probably the more realistic
choice for semiconductor relays). An expression which produces the latter effect

is
x' = max(x-t,0) + min(x+t,0)
where
t is the threshold (> 0),
)F is the input quantity, and

x' is the input quantity modified for finite sensitivity.

The fourth method probably offers the best compromise between realism

and efficiency.

4. Solving State Equations using Central Differences

The general form of the state equations is

Dy = Ay + Bu + Cu
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where

y is the vector of state variables,

y is the time-derivative of y,
u is the vector of inputs,
u is the time-derivative of u, and

A, B, C, and D are matricies.

Writing this as a central difference equation:
k_ k-1 k, k=1 k, k=1 k_ k-1
Yy Yy y ty u +u u —u
p(—) = A(~——) + B(——) + C{(——)
At 2 2 At

Collecting the-yk terms on the left and all other terms on the right and

solving for yk gives:

yk - Eyk—1 + Fuk _ GUk-I
where
2D ., 2D
E=(— - A)""(— + 24)
At At
2D -1 2C
F = (— - A) "(— + B)
A At
2D -1 2C
G= (— - A)""(— - B)

At At
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5. Directional Element Modelling
The directional element is implemented using the block-average phase
comparator model and the transactor model (see sections 6 and 7, following).

The phase comparator inputs are

where the impedance Z is selected to get the required maximum torque angle
(MTA). Input SB is the voltage input to the directional element. Input SA is
obtained from the output of the transactor model. The transactor input is the
current input to the directional element. The transactor is set to provide mimic
impedance Z.

The MTA is the difference between the angle of the current and the
angle of the voltage when SA and SB are iﬁ phase. Thus

MTA

arg(I) - arg(v)
= arg(Il) - arg(12z)

= arg(I) - (arg(I) + arg(z))

- arg(2)
where arg(I) is the angle of I, etc.

The MTA is thus controlled by the transactor mimicbimpedance, and may
range from zero to nearly -90°. (The latter limit must be excluded so that
numerical difficulties do not arise as a consequence of extremely small values of

R in the transactor model.)
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6. Transactor Modelling

a. Circutt

The transactor is modelled as a parallel combination of the magnetizing
inductance and a load resistance (fig. 27). The output is taken as the current
in the resistance. Where the voltage across the resistance is required, the out-

put current can be multiplied byva factor equal to R.

b.  Derivation of the differential equations

The differential equations describing the transactor circuit are:

VR = Rlout

= L1L

= 3 +
Yin T lout™lL

where the variables are identified in fig, 27.

and expressing i, in terms of iin and 1

Eliminating v L

R’ out’

Rlout = L(lin - lout)

In standard form (section 4) this becomes

Dy = Ay + Bu + Cu
where
y = 1out

in
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in e RS+
L R R I
- R jwL
Fig. 27. Transactor equivalent circuit
A = -R
B =20

c. FEquations as programmed
The differential equation derived earlier is programmed using central diff-

erences, as described in section 4. The transition equation is, in standard form,

and the matricies E, F, and G are

E = (—+1) 1 (——-1)
AtR AtR
2L L 2L

F = (—+1) *——
AtR AtR
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d. Initialization

Initial values are required for iin and 1 By assumption,

out’

1in(t) = I, cos(wst+9in)

where Ii n and Oin are found as described in section 2.

The phasor I out May be found from the phasor Ii by current-divider

n
action:
-JwL
I = I.
= H Iin
Thus
1out(t) = IOUTcos(wst+60ut)
where
Loyr = IHI Iiq
Gout = arg(H) + 6in

The initial values can now be computed directly.
7. Block-average Phase Comparator Model

a. Circuit
The block-average phase comparator is modelled as a polarity coincidence
circuit (performing a Boolean NOR), the output of which is offset by a setting-

dependent bias and integrated between two output limits.
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b. Equations as programmed

The coincidence circuit is modelled with the following logic:

IF ((s1(1).GT.0. .AND., S2(I).GT.0.) .OR.

($1(1).LT.0. .AND. S2(I).LT.0.)) THEN
INPUT=(1.-bias)
ELSE
INPUT=-bias
END IF

The use of the .GT. and .LT. rather than .GE. and .LE. ensures
that the comparator will not produce an output if either input is zero. The
value bias is the bias current for the integrator, used to determine the phase
angle spread (between the two inputs) for which the comparator will produce an
output (this is the comparator "setting"). The value of bias may be computed

from
bias = 1 - 4/180

where v (in degrees) is the phase angle spread (between inputs) for which the
comparator must produce an output (the phase angle spread corresponding to an
"in-phase" comparison).

The integration is performed using trapezoidal integration

At
output (k) = output(k-1) + gain-(input(k)+input(k—1))-—2—
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where gain is the integrator gain, and At is the time step.

The value of output is constrained to lie within preset limits.

c. Initialization
Initial values are required for both input signals and the integrator output

voltage. The input signals are described by

Sl(t) = Alcos(wst+61)
= Alcos a
Sz(t) = A, cos(wst+92)

= A, cos(a+da)

where 6a = 92-91. The values of Al, A 91, and 62 are obtained as

2
described in section 2.

The integrator output voltage can be found by computing the amount by
which the output has integrated away from one of the output voltage limits.
Since the initial conditions are taken from a steady-state condition, the
comparator must initially be stable in either a high or low state. ~Which of
these states the comparator is in can be determined from the phase diff'er_ence
between the steady-state values of the two input ‘signals, and will determine
which of the two voltage limits the integrator is working from.

From knowledge of the comparator state, it is also possible to determine
the instant ét which the integrator will leave the limit and enter the linear
region (first instant of polarity. non-coincidence for comparator in high state, first

instant of polarity coincidence for comparator in low state).

This is the approach which will be used to derive initializing equations for
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the integrator output.

Since the phase comparator is symmetrical with respect to the two inputs,
for convenience designate Sl and S2 such that da > 0. (The case for
da = 0 is trivial, since the comparator would then be constantly at the high
limit Fmax)'

The inputs to the phase comparator now have the appearance shown in
fig. 28, where the shaded regions indicate the zonesvof' phase coincidence, a, is
the value of a at which the phase coincidence terminates, and ay is the value
of a at which the phase coincidence begins.

Note that the integrator input will be 1 + bias from a, to a,  and
bias from a, to ay+1r. The integrator will accumulate if the average input

1s positive, viz.
(1—b1as)(ax-ay) - b1as(ay+n—ax) > 0
so that, collecting terms and solving for bias
bias < (ax-ay)/ﬂ

But (ax-ay) = 7w-0a, so the phase comparator output will be true

when
bias < 1 - da/=
and so
bias = 1 - setting/n

where the setting is the maximum value of phase différence, in radians, for
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Fig. 28. Input waveforms for phase comparator derivations

which coincidence is detected.
Now in the case where §a < setting, the comparator will be in the
"true" state, and the integrator output at a, (the initial value of a) will be

(taking advantage of the half-cycle symmetry)

for a_ <a.<a
y X

0

output(a,) = F + gain{bias(n-ay—ax) + (ao-ay)(l-bias)}/ws

max

for a_<a.<a_ +7
x 0 Ty

output(ao) = Frox = gain-bias(ao—ax)/o.)s

while in the case where §a > setting, the comparator will be in the "false"
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state, and the integrator output at a, will be

<q <
for ay_ apsa,

output(ay) = F .+ gain(1—bias)(a0-ay)/ws
for axS_aoSayﬂr
output(a,) = F_, + gain{(l-bias)(ax—ay) - bias(ay-a,) }/wg

where Fmi is the minimum integrator output limit, and F nax is the maximum

n
. . _7 T _ _7
integrator output limit. Note that for Vi < a, < = ay = 3 and

= M
a, = 7 da.

8. Filter/Memory Circuit Modelling
The memory and RLC filter circuits are identical, and so use the same

model. There are essentially two possible configurations of the circuit: series
RLC with voltage drive, and parallel RLC with current drive. Two other equiv-
alent configurations can be obtained by converting the voltage source to a Norton
equivalent source, and the current source to a Thevenin equivalent source. The
series RLC with voltage drive and parallel RLC with current drive configurations
produce identical equations. Only the -series RLC configuration will, therefore, be

described here.
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a. Circuit
The filter consists of a series combination of R, L, and C, with a voltage

drive (fig. 29). The output may be either i or

Ve = k+R1,

where 0 < k < 1. The gain at résonance W =wy) will be R~ ' in the first

case, and K in the second case. In both cases,

output = gain-Ri

b. Derivation of the state equations
The differential equations describing the filter circuit are

= : + + 1
v L1 VC R1

Cv

.,_,.
|

o
where the variables are identified in fig. 29.

Let ‘g =circuit gain, O =output, u=input=v, and y2=state variable=vc.
The circuit Q is

Q = woL/R
where wq is the resonance frequency, given by
wo = (Lc)™1/2

(For the current driven parallel RLC configuration, using u=i, y2=iL, and
Q=woCR will produce results identical to the following.)

It follows that
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Fig. 29. Series RLC filter equivalent circuit

L = RQ/w,
C = (wo?L) " = (worQ)™!
Substituting into the differential equations
0 o
u = o + yz + %
Quwo
1 .
o
-~ = y
9 woQ 2
Letting y1=o/ g be the normalized output
| Q . + +
us=—1y y Y
wo 1 1 2
1 L]
Y, = Yy
1 ©o0Q 2

In standard form (section 4) these become
Dy = Ay + Bu + Cu

where
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— 0
Wo

D =

1

{0 —
L on_
[ -1 1]

A =
- 1 O..-
[ 1

B =
| 0

c=20

c¢. Equations as programmed

The differential equations derived earlier are programmed using central

differences, as described in section 4. The transition equation is, in standard

form,
yk - Eyk-1 + Fuk _ Guk-T
where the matricies E, F, and G are
| 1 1 2
-1 - 4 — -_—
1 ClQ Ci ch
E = —
det 20 : 1
—_— -1 + —
_ c, c,Q
F
1 ClQ
F = —
det
1

216



217

G = -F
where
wo At
C. =
1 2
1 1
det =1 + — + —

d. Initialization

Initialization will be at power frequency (w=ws). Initial values are
required for the input, the output, and the state variable. The derivations which
follow are for the generalized state equations, and so produce identical results for
both series and parallel RLC configurations.

The input is described by
u(ty) = U coslwgt +6, )

where 6 and Gu are found as described in section 2.

The phasor equations may be found from the state equations:

+Y1+Y

U = jwsY 2

oy

. 1

jw Y, —
s'2, 5

Let Q=ws/wo, and using the second equation to substitute for Y2 in the

first:

U = Y,(jQ0+1+ Q)
1] m
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which implies
i
(1-22)Q+39

k81
Now using the second state equation

Q Q

Y, = — Y
2 0 1 (1-92)0+jQ

9. Inverse-Time Overcurrent Model

The inverse-time overcurrent model is essentially a single-input amplitude
comparator, and may be used as such with an appropriate input quantity and
sefting. The nominal operating time (in seconds) is given by

TMS
t = 0.661—
(i-1)

where TMS is the time multiplier setting, with a minimum value of one, and 1
- is the RMS input current as a multiple of setting.

The curve described by this equation corresponds to the time-overcurrent
curves provided by manufacturers for their relays. The value of TMS is
selected to match, as closely as possible, the curve of the model to the curve of
the actual relay. With TMS = 1 the model operates at maximum speed, and
éan be used to simulate "instantaneous" elements (e.g. overcurrent, overvoitage,

etc.).
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a. Circuit
The comparator design on which this model is based consists of a full-
wave rectifier, the output of which is offset by a setting-dependent Eias and
integrated between two outputblimits. The compérator thus operates on the
average value of the input quantity. For the inverse-time overcurrent relay,, the

input is the current being monitored.

b. Equations as programmed

The output is computed from trapezoidal integration of |i(t)| - bias:

, At
output (k) = output(k-1) + gain(li(k)|+|i(k—1)|—2-bias)-7;
where gain is the integrator gain, and At is the time step.
The value of gain is the maximum comparator gain (see subsection (d)
following) divided by the value of TMS. Operating speed is thus inversely
proportional to TMS, and is highest for TMS = 1.

The value of output is constrained to lie within two range limits.

¢. Initialization
Initial values are required for the input signal and the integrator butput

voltage. The input signal is described by
s(t) = A cos(wgt + 6)

where the values of A and 6 are obtained as described in section 2.
The approach used to derive initializing equations for the integrator output

is similar to that used for the block-average phase comparator. From knowledge
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of the comparator state, it is possible to determine the instant at which the
integrator will leave the limit and enter the linear region. This will occur at
the first instant at which the bias exceeds the rectified input if the comparator
is in the high state, and the first instant at which the rectified input exceeds
the bias if the comparator is in the low étate.

Define an angle a such that
a = wst + 6
and
s(t) = A cos a.
.The integrand has the appearance shown in fig. 30, where
a = wgt + 6

a_. = value of a at which integrand becomes negative

a

p -value of a at which integrand becomes positive.

¢

Note that an and ap both satisfy

|A cos a | = |A cos a | = bias.

pl

If cos ay > 0 where a, is the initial value of a, normalized such that

%Sa <3g,

then the equations are
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Fig. 30. Input waveforms for amplitude comparator derivations

|Alcos a = |A|cos a, = bias
SO
bias
aﬁ = arccos ——
oAl
aé = -a
and let aé = ag-
Otherwise
|Afcos a;' = |A|¢os ay' = -bias
SO
bias
a5'= ® + arccos — =1 + a'
[A]
~bias
a''' = w - arccos =7 - a'
P {A] n
" — — 1
and let ay’ = ay = a0+1r.

In the case where the relay is in the trip state:
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|a] > v2 setting = J-bias.

' ' T
If a, < ao < 5 then

ga in 1 ' 3 ' : ' 1
output = F__ + {|a|(sin aj - sin a}) - bias(aj-a )}
s
otherwise
ga i n : ) 5 ] . 1 )
output = F__ + - {|a](2+sin ay - sin a)) - bias(n+aj-a})}
S

In the case where the relay is in the reset state:

|A| < V2 setting = J-bias.
If a) < af < 7 then
gain ) , ] _
output = F_. + - {|a](sin aj - sin ap) - blas(ao—ap)}
s
otherwise
gain

output = F_. +

{|a](2+sin aj - sin ag) - bias(m+aj-al)}

d. Computation of maximum comparator gain

The maximum value of comparator gain is limited by the ripple in the
comparator output. The ripple will be a maximum for a steady-state input just
below setting. The maximum gain will be just large enough so that the
comparator. nearly operates for maximum ripple.

Assuming symmetry between the trip and reset thresholds (the usual
case), the peak integrator ripple at setting will be at ac') =aI; for the reset-state

equations derived in the previous section, so that
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gain

peak output = F_. +

min {|a] (sin a} -sin aé)- bias(aﬁ-aé)}

g

For an input equal to the setting

bias
a' = —a' = —arccos
P n |A]
2
= -arccos -—
4

so the peak output is

_ gain
F . + 0.2105(2¢/2

min
w
S

-setting).

The maximum gain will produce a peak output just equal to the thresh-
old. For a threshold of F, the maximum gain is

(Fp=Foin)

setting

1.679 Wg

10. Positive-Sequence-Restrained Overcurrent Relay

The positive-sequence-restrained overcurrent relay is essentially a double-
input amplitude comparator. The relay operates when the average value of the
operate input exceeds the average value of the restrain input by an amount

greater than the setting.
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a. Circuit
The comparator design on which this model is based consists of two full-
wave rectifiers, one for each input, the outputs of which are connected so that
the restrain input will. oppose the operate input. This difference output is offset
by a setting-dependent bias and integrated between two output limits. The
comparator thus operates on the difference between the average operate and

restrain quantities.

b. Equations as programmed

The output is computed from trapezoidal integration of

flop(t)l - |ipege(t)| - bias
where
lop is the operate current
1r est 1S the restrain current

bias is the setting control current.

Hence
At
output(k) = output(k—l) + gain — -
2
(liop<k>I-Iirest<k>|+]iop<g-1>|-|irest<k-1>|_2.bias)

where gain is the integrator gain, and At is the time step.
The value gain is computed in generally the same manner as was
described for the maximum gain for the inverse-time overcurrent model. The

gain is computed to ensure that the maximum measurement ripple for an input
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just below setting will no‘g quite cause comparator operation. For this dual-input
comparator, the peak ripple is dependent on the maximum possible value of the
restraining input under no-fault conditions. The details of the gain .calculation
are too involved to be included here.

The value of output is constrained to lie within two range limits,

¢. Initialization

Initial values are required for the input'signals and the integrator output

voltage. The input signals are described by:

1op(t) = Iop cos(wgt + eop)
1rese(t) = I .gp coslogt + 6. .)
where the values of AIop’ AIrest’ eop’ and erest are obtained as described in

section 2.

Initialization of the integrator output is by "silent simulation", rather than
by direct computation as with the other comparators. With silent simulation, a
simulation is performed for which intermediate values of the simulation variables
are discarded, and only the final values are retained (see chapter IV). Althougﬁ
a brute force technique, it is an effective (although not necessafily the least
expensive) method of initializing highly nonlinear networks. The technique is reli-
able here as long as the comparator output reaches one of the output limits

during the one cycle which is used for initialization.
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11. Permissive-Trip Model
The permissive-trip model contains both the permissive trip logic (figs. 11

and 12) and the repeat-if-no-block (RINB) logic (fig. 13). It is clear from

fig. 11 that the model involves a feedback loop for PTTXB (which is delayed by

the channel propagation time before being fed back). Because of the feedback,

the permissive-trip model uses the simultaneous épproach (i.e. simulate the entire

subsystem for each time step) internally, even though the simulation as a whole

uses the sequential simulation approach (i.e. simulate the complete reéponse of
one model before proceeding to another).t The permissive-trip model is an
example of how logic feedback can be handled in the sequential approach.
The simultaneous approach requires single-step models of the permissive-
trip and RINB logic to be used. The logic of the permissive-trip sub-block
(fig. 12) is straight-forward. The RINB sub-block (fig. 13) is more complex,
since the timer modeli includes its own feedback loop within the internal SR
flipflop. The two levels of feedback cause no special difficulty, however, since,

except for some temporary storage, each sub-block is self-contained.

12. Positive-Séquence Filter Modeiling

The filter modelled here is that used in the Westinghouse S1G-1H
positive-sequence-restrained overcurrent relay. This filter is shown in the
Westinghouse T&D Book (Westinghouse, 1964, fig. 31h, pg. 374). It has the
‘advantage for this application of providing both positive-sequence and residual

current outputs.

7See chapter IV for a discussion of these two approaches.
iThe timer model is a single-step version of the timer model described
section 18. ‘ '

in
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a. Circuit
Figure 31(a) shows the circuit for the positive-sequence filter, while
fig. 31(b) shows the equivalent circuit (the transactor having been replaced by its

magnetizing inductance and a current source).

b. Derivation of the state equations
The differential equation describing the circuit is (writing the equation for
the principal loop)

1 . 2 vo . . Vo .
+ R_ Vo)+'3'R(— "la)+§R(— +1

v +L (i _-1i
o “m'“c
1 Rl Rl

b pric) = 0

where 1 a ib’ and i o are the phase currents, and the remaining variables are
as noted in fig. 31.

Collecting terms in Ve

Lm * R H M ' '
-l;— Vo+vo(1+i—) = Lm(lb-lc) + R(1a-1o).
1 1

where

m V?ws

[
"

14 s . .
1 +i_+
3(la 'p 1c)

The gain of the filter is to be one, which places a constraint on the
values of R and Rl'

As a phasor expression the differential equation is

R R R
—V_ + V (1+—) = j—
V3R, ° ° Ry V3

J (I,-I_) + R(I_-I.).
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(b) Equivalent circuit

Fig. 31. Positive-sequence filter equivalent circuit.

'_Q, 111
3 -
‘I'E' s -3 ¢ R1 Yo
11
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Jo %%R
2
iq %39
(a) Circuit arrangement
' +
eI L
c'b m R, y
| 0
ib’ic k —
>
3y 3R %
R
la %R% Lrn ﬁWS



Solving for Vo

The gain is thus

(R2+2RR +4R?) /2

For the gain to be unity,
2 . p2 in2
(2RR,)? = R? + 2RR; + 3R

which can be solved for Rl to get
R 16 1
R, = ————{1+(— R?- —)1/2}
(4rR%-1) 3 3

which is real and positive for R > 1/2.

In standard form (section 4) the differential equation is

Dy = Ay + Bu + cu

where
Yy =V,
la
'y
u =
1o
Lloq

229
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¢. Egquations as programmed -
The differential equation derived earlier is programmed using central diff-

erences, as described in section 4. The transition equation is, in standard form,

where the matricies E, F, and ,G are
2Lm
—-R.-R
At 1
o 2L
—04+R_+R
at 1
R
2L 2L 1
F={R —0 - _M _Qte—0 W
At At 2Lm
—Z+R +R
At

At At
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d. Initialization

Initial conditions are required for the phase currents ia’ ib’ and ic’ the

residual current 3i0, and the positive-sequence output voltage v .
The phase currents can be found from

~

ia(t) = I, cos(wst+9a),
ib(t) = I cos(wst+9b), and
ic(t) = I cos(wst+9c),

-~ ey

where I a’ I I 8 Gb, aﬁd 0 o are found as described in section 2.

b’ "¢’ Ta&’
The residual current is just the sum of the three phase currents. The
output voltage may be found by writing the phasor expression found earlier for.

Vo in terms of IA’ I and IC only, to get

B’
2 RR)
= — . j120° -jl20°
vy 3 — = (Ia+e I te Ic)
R, +R+j—
l —
so that V3
- l ~ -~ °
Vo(t) = 3(Iacos(wst+6a+6) + Ibcos(wst+9b+120 +6)
by _ ()
+ Iccos(wst+6c 120°+6))
where

6 = —-arctan (-_——-—)
V3(R;+R)



232
13. Westinghouse SD-2H Modelling

The phase-fault distance relays are Westinghouse Canada type SD-2H
units, which are block-instantaneous memory-polarized mho relays. The ZI-V
input is tuned to reduce susceptibility to high-frequency voltage-derived transients
and low-frequency transients associated with series capacitors. The Q of the
circuit is kept low under normal conditions to prevent the memory action of the
tuned circuit from excessively delaying relay operation. The delay is most severe
for faults barely within the relay reach. Under fault-conditions the ZI-V circuit
is switched to a high-Q configuration by fault-detecting relay 21LX (Westinghouse
Canada type SDX-1H).

Relay 21LX also inserts a pickup delay of 35-45 ms into the output of
the SD-2H units for 21L1 and 21L2 (provided they have not already operated).
The purpose of the delay is to prevent relay misoperation due to transients asso-
ciated with fault clearing or switching of the input filter.

A "load angle compensator” (Westinghouse Canada LAC-1H) is used to
modify the voltages applied to 21L3. The modified voltages ensure coordination
under transient conditions between reverse blocking relay 2113 at one terminal
and the overreaching relay 21L2 at the opposite terminal (see chapter 2). A
complete description of the SD-2H and SDX-1H relays is given in the
manufacturer’s’ instruction manual I.L. H41-1302E (Westinghouse Canada, 1979).

The phase comparator used in this model is not Izlock-instantaneous; it is
the block-average phase comparator described in section 7. The transient
behaviour of the model can be expected to be somewhat different than that of

the actual relay.
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a. SD-2H input circuits

A somewhat simplified schematic of the SD-2H input circuits is shown in
fig. 32(a). The polarizing voltage is obtained from a series RLC memory circﬁit,
and so can be modelled using the general memory/filter model of section 8.

The input circuit for the IZ-V voltage is essentially a double-tuned circuit
with a switchable Q, as can be seen from the simplified equivalent circuit of
fig. 32(b). The Q of the circuit can be increased by closing the contact across
resistor R2 in the series resopant circuit.

The reach and line angle of the relay are set by the parallel combination
of Ls (transactor magnetizing inductance) and R3, which together form impedance
3 is

replaced by an equivalent Thevenin network (at w=ws), it is clear that the net

23. If the parallel combination of the current source (transactor) and Z

forcing voltage is IZ3-V, so0 that the replica impedance ZC=Z

3
For proper operation of the relay, it is essential that the output voltage

be in phase with the input voltage regardless of-the position of the contacts.

The transfer function at w=w, can be shown to be

s
leXp
(RsRl—XSXp) +3 (R1Xp+XSR1+XpRS)
where
R, = R, + [Z.|cos GZC
X_ =X - X. + |Z.|sin 6
] L, Cy Cc Z.

X = X 1-X, Y
p Ll/( L cl)
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(b) equivalent circuit for IZ-V input

Fig-. 32. SD-2H input circuits.
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This transfer function must be real for Vo and V to be in phase. One
condition which yields a real transfer function is

RsRl_xsxp =0,

which, however, cannot hold for the two values of Rs corresponding to the two
contact positions. The only other possible solution is if Xp tends to infinity and

Xs =0, so that

V, = ————V
(R1+Rs)

Thus Ll and Cl must be resonant at W=Wg,

-2

L)€ = wg

as must Lc -i-L2 and C2
= -2
(LC+L2)C2 = w
where

wch_= |Z.1sin GZC

It is now possible to find L, C., R,, and L3 given Cl’ LZ’ |ZC|, and

oy
GZ .  The latter two values are settings, and so are known. It remains to
Cc .
find values for Rl’ R2, Cl’ and L2.
The quality factor (Q) at resonance may be used to specify the degree of
filtler "sharpness" required.” The Q at resonance may be determired from the

ratio of the total energy stored to the average power loss. The energy stored

is the sum of the energies in L3, L2’ CZ’ Ll’ and Cl' The energy stored in
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Ll and Cl is constant and equal to

where GC is the peak value of the voltage across Cl’ which at resonance

1
Ww=wg) is R;I, , so that the energy stored in C, and L., is
_ 1 LZ 1 1

1 T 2
2cl(RlILZ)

A

where IL is the peak value of the current through L2.
2 .

The energy in C2 is zero, and the energy in L2 is a maximum, at the

peak of i The energy stored in C2 and L2 at the instant of fL is thus

The energy stored in L3 at this same instant is

1,12
30,1
2
3 L,
where
'R oL -
i, = |————3——| cos(-arctan 3 I
3 R3‘+]woL3 : R3 2
Thus the total stored energy (which is constant) is
1 R3 ' . woL3 A
2{C{RI+L*+L | ———=—]? cos?(-arctan )1,
Ry*jwoly R, 2

The average power dissipation at resonance is equal to the sum of the
powers dissipated in Rl’ RZ’ and R'3. The average power dissipated in Rl and

R2 is



3 (R +R,)I?
2
The average power dissipated in R3 is
iR,I2
3"Ry
where
. Juoly
I =z [————| I
R3 Ry*jwoly 2
The total power dissipated is thus
woL A
(R ¥R, +Ry |——3—| %) .12
R3+jwoL3 2

The circuit Q (under steady-state conditions at w=wgq) is thus

. C;RZ+L,+L;
0 = w 1.5 .f TB
Rl RZ R3
where
woL
R3. = R3 ' 3 |2
R3+]woL3
R3 )
Ly = Ly|———]? cos? (arctan
R3+jwoL3 R3

With the contacts closed, the Q is high and equal to
2 [
CiRI*L,y+Ly

31+R5
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Rl is selected to ensure that ClRl2 + L2 > 0. Rearranging the above

expression for QH
C.,R? + L, = (R,+R]) 9-5 - L
1R1 * Ly 1R~ 3

so that

_Now set L2 = ClRlz, thus ensuring that both L2 and Cl are positive, with

Q
L, = ${(R*Ry)—H - L}, and
L, @o
Cl = Ez—
1

The value of R2 can be found from the ratio of high and low values of

Sn . Ri"Rp'Ry

Q, RRy
Solving for R,:
Q
R, = (Ry*Ry (- 1)
Q
L

All circuit values are now known.

b. Derivation of the state equations

The state and input variables are
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where the variables are as shown in fig. 32.

The state equations are

: R3(. . )
1 = ——\1"1 =1
L3 L, Ly "Ly
Lii, = Loi. = v + v. + R.i, + v
3y, 211, c, 2'1, o
C & =1
2Vc, Ly
. VO
C.v. =1 - =i
l o L2 Rl Ll
Lllb = Vo

Arranging in the standard form (section 4)

Dy = Ay + Bu

and noting that



o)

3
-2 = W Q
s*3
Ly
the matricies A, B, and D are
[0 o 1 0o 0]
0 —Lz L3 0 0
D =10 0 0 C2
0 0 0 Cl 0
_Ll 0 0 0 0 ]
(0 -w. 0, w0, O 0]
s$*3 s*3
0 R2 0 1 1
A =10 1 0 0 0
-1 1 0 —Rl" 0
LO 0 0 1 0_
Fst3 0
0 1
B = :
0 0
[ 0 0]

¢. Equations as programmed
The differential equations are programmed using central differences, as

described in section 4. The transition equation is, in standard form,

gk = Eyk! k

+ Fuk - guk™!
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4where the matricies E, F, and G are

2 2
E= (—D-=-A)""(— D + A)
At At
2
F=(—DH=-A)""8B
At
G = -F

The above equation is solved using the University of B. C. Computing
Centre routine SLIMP (Nicol, 1982), which uses Gaussian  elimination with an
iterative improvement algorithm.T To use SLIMP, it is necessary (for efficiency)

to rearrange the standard form equation into

k k-1 k

Hy® = HEy + HFu k=1

- HGu

2
where H = (— D - A).
At
The right-hand side of the equation is compiled at each time step, and

- SLIMP is used to find the solution to

where x¥ is the right-hand "side at step k.

tThis improvement may not have been required—it was used because it was
available and provided some protection in the event the matrix was ill-conditioned,
at little increase in overall computation time. )
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d. Initialization
Initial values are required for the input voltage and current, and for all
state variables. The expressions for the input voltage and current are

-~

v(to) =V coé(wst0+9v)

i
=)

i(to) cos(wst0+91)

~

where V, f, 6,,, and GI are obtained as described in section 2.

v’
The analysis for the state variable initial conditions is simplified by using

a Thevenin equivalent source network. The current source and parallel combina-

tion of R, and L3 can be converted to a Thevenin equivalent with open-circuit

3
voltage E = ZCI, where I is the phasor input'current, and impedance
272 : 2
_ wSL3R3+JwSL3R3 - R+jo.L
C 2 27 2 C S c
R3twgly
Now let
1
Z =
1 1 1
—_t +jw_ C
: s”1
and Ry Jwgh,
. 1
yA = Z,+R,+Z +jw L +
tot 1 274" %M jwgC,

The total driving voltage is now IZC-V and the output voltage, by voltage

divider action, is

z 1
v, = . (IZC-V)
tot

The phasor expressions for the other state variables are:
A Z
1, = —2 - L (12.-V)

L X :
1 Joglhy  JoghiZ.o
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) (1Z.-V)
L
2 Ztot
T, 1
Ve == = - (1Z,-V)
2 Jogly o 19gCh% 0t
and finally, since the voltage across L3 is (I_IL )Zc,
2
\Y
L
3 ZC
I, =- = - {(z,+2,)1+V}
3 Jughy  JeghaZigy
where
. 1
Z, = R,tjw_L,*
2 2 :
572 stcz

The values y(-to) are found by using the derived phasor expressions for

Yi to get
Y;(ty) = v2|Y;| coslwgty+6,)

where 6, = arg(Yi).

e. ASD-2H output stage

The output stage of the SD-2H includes the circuitry for the insertion of
a pickup delay, as controlled by the SDX-1H fault-detecting relay. The delay is
inserted only if the SD-2H output is not already high at the time the insert-
delay control input goes high.

The circuitry which is used in the model to provi‘de the delay insertion
feature is shown in fig. 33. The control logic, consisting of two inverters and

an AND gate, enables or disables the AND gate which bypasses the delay
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delay

phase | T
comparator

SD-2H
output

INSDLY

Fig. 33. SD-2H output circuit (as modelled)

timert, according to the state of the insert-delay control input. .The feedback in
the control circuit disables the control input in the event the SD-QH unit has
already picked up.

The logic feedback loop in the control circuit leads in the program to a
FORTRAN DO loop enclosing the control logic. The reason for the loop is that
initially the value Being fed back (the output) is unknown, and so must be
assumed. A first iteration will propagate the effect of the assumption through
the model. At the end of the ﬁrst iteration the output (feedback) value will
correspond to the assumed input (feedback) value. If the output value is the
same as was initially assumed, no further iterations are required. If the output
value is different than was initially assumed, one final iteration will be required.

If the simulated logic is stable, the final iteration must produce no change in

1The timer element is the same as for the timer model described in section 18.
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the output feedback signal.

All logic is performed using NLR.

14. Modelling for Westinghouse SDX-1H Fault-detecting Relay

The fault-detecting relay' 21LX is a Westinghouse Canada type SDX-1H
unit, which is a combination negative sequence/undervoltage relay. Timer units
are used in the output stage to control the switching of the input filters for
21L1, 21L2, and 21L3, and the pickup delays for 21L1 and 21L2.

A simplified diagram of this unit is shown in fig. 34. In the acfual
device, the undervoltage unit is a three-phase device; three single phase elements
are used in the modei for simplicity. (The difference did not appear to cause
any adverse effects.) The purbose of the undervoltage unit is to ensure contin-
ued operation of the SDX-1H relay for three-phase faults.

The negative sequence device consists of a negative sequence filter and an
overvoltage element. This is the principal fault-detecting element, and operates
at fauit inception for all fault types.

The filter-switching output stage consists of an SR flipflop which is set
upon operation of either the negative sequence or undervoltage device. The
flipflop receives a reset pulse every 90-120 ms (modelled as 100 ms) from a
unijunction relaxation oscillator. The filter switching (SWQ) output is driven from
the normal ("Q") output of the flipflop.

The same output drives the SET input of a second SR flipflop through a
30-40 ms (modelled as 35 ms) delayed-pickup timer. Thus 35 ms after the
SWQ output goes high, the second flipflop receives a SET impulse, turning on

the INSDLY insert delay output to cause the insertion of a pickup delay in
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Fig. 34. SDX-1H general layout

21L1 and 21L2. The second flipflop is reset 20-60 ms (modelled as 25 ms)

after reset of the first flipflop. The reset input of the second flipflop is driven

through a delayed-pickup timer from the inverted ('Q") output of the first

flipflop.

A complete description of this relay is given in the manufacturer’s instruc-

tion manual I.L. H41-1302E (Westinghouse Canada, 1979).

The SR flipflop and delayed pickup timer models are described in

section 18 for the delayed-pickup/delayed-dropout timer model.

The relaxation

oscillator provides feedback around the first flipflop, so that the two models must

be treated using the simultaneous approach within a FORTRAN DO loop. The
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composite model forms a fimed-reset latch. The SR f'lip'ﬂop portion of the latch
is a single-step version of the flipflop déscribed in section 18.

The relaxation oscillator is based on a standard unijunction relaxation
oscillator. The oscillator can be turned on and off with an input signal. The
model produces a high output for one time step at the first step after the
oscillation period has elapsed, and repeats at equal intervals thereafter. When
the oscillator is turned off, the output is equal to the input switching waveform..
(This is for increased usefulness of the model with NLR.)

An input of exactly zero is taken as a positive input if the oscillator is
already on, or a negative input if the oscillator is off. The timing state of the

oscillator is reset when the oscillator is turned off.

15. Undervoltage Relay

The undervoltage relay model is implemented using the inverse-time over-
current model as a single-input amplitude comparator. The overcurrent model is
set for "instantaneous" operation by setting TMS = 1. The voltage being mon-
itored is applied directly as the input to the "overcurrent" model, the output of

which is negated (NLR inversion) to produce a "b" contact output.

16. Negative-sequence Relay

The negative-sequence relay model is imblemented using the inverse-time
overcurrent relay model as a single-input amplitude comparator. The overcurrent
model is set for "instantaneous" operation by setting TMS = 1. The output
from a> negative sequence filter is applied directly as the input of the "over-

current” model.
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a. Circuit

The circuit used for the negative-sequence filter is shown in fig. 35. This
circuit is essentially a memory circuit driven by Vap’ the output of which is
Vip The output of the filter is

Vim T Vie 7 VmB

VeB

-
o
[ N] R

b. Derivation of equations

The filter is implemented using the memory model, the output of which is

scaled and combined with %VCB'

The steady-state output of the filter can be found from the phasor

equations. By voltage-divider action,

. R
Vie = 1 Vap
R+j(w L-——)
- $ w.C
Since P(cl'P(L|=‘/3R’ ' s
1 —
— - wgl = V3R
wsC
and
1+3¢/3 a?
= e— v =  — v
1B a AB 2 AB

where a = ej120°

The Vim output voltage is thus
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Fig. 35. Negative-sequence filter equivalent circuit

~J.2 2 3.2
za (VA+a VB+aVC) ;a?v,

The voltage v is internally scaled by a factor of % to obtain the filter

1m

output, which is thus

¢. Equations as programmed
The niemory circuit must be operated off resonance to obtain the correct
relationship between XC and XL' Both the resonance frequency and the Q of

the memory are required. The Q is specified as a parameter.

To find an expression for the resonance frequency wg, start with the
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equations for memory Q

woL 1

R woCR’

~where wo = (LC)_]‘/2

Substituting this expression into the relation between XC and XL gives

wo w —
Q(— - -8) =3
Wg Wo
which rearranges to
V3wow
wo ~ Q 5 - w; =0
which can be solved to get
V3 3
Wo = {-2— + %(—2‘*4) 1/2}ws

17. Load Angle Compensator Modelling

a. Circuit

The Load Angle Compensator (LAC) is essentially a series-tuned
transactor, as can be seen from the equivalent circuit in fig. 36 (where the
transactor has been replaced by a current source and its magnetizing inductance);
The output is the voltage across the load resistance.

The circuit Q, the gain g, and the resonance frequency w, are all spec-
ified as parameters. The values of the circuit constants R, L, and C are
computed from the specified parameters as follows.

The circuit Q@ at w=wg is given by



Fig. 36. Load angle compensator equivalént circuit

1 woL
woCR R
where wy = (LC)™Y/2,  The gain of the circuit at w=w, can be found by

replacing the current source and magnetizing inductance with a Thevenin equiv-

alent at w=w,. The open-circuit voltage at w=w, is then equal to V, so that

V = jwoLI.
The gain is thus
M
g = — = wolL
|11
Solving for L
L = g/&)o.

Substituting for L in the inductive expression for Q and solving for R gives
R = g/Q.
Substituting for R in the capa.citive expression for Q and solving for C gives

C = ((a)og)-1
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b. Derivation of state equations

The differential equations describing the LAC are

(n
(™)
n
-
|
fo
|
X
+
<

where the variables are identified in fig. 36.

In standard form (section 4)

Dy=Ay+Bu+CfJ

where N
Ve
Yy = .
-lL
u =1
'c 0]
D =
_0 L-
.0 1
A =
|1 R
F'1
B =
LR
c=20

The output is



c¢. FEquations as programmed

(i-iL)R

(u-y,)R
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The differential equations are programmed using central differences, as

described in section

where

where det =

4. The transition equation is, in standard form,

Y

4LC 2RC
At ?

+

4C
At

2L
At

2RC

At

Ey™! + Fu
aL
At
2RC 4LC
-1- +
At At?

k k-1

- Gu
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The output is

d. Initialization
Initial values are required for the input current and the state variables

Ve and iL' The input current is given by

1(t0) =1 qos(wst0+6)

where to_ is the initial time, and I and 6 are found as described in section 2.

The phasor equations for the state variables may be found from the state
equations

JwgCVe = I-Ip

jwgLI, (I—IL)R * Ve
Substituting the first equation for VC in the second equation and solving for IL

gives

1+Jw RC

IL= 2 -
1-wSLC+]wSRC

Substituting now for IL ‘in the first equation and solving for VC gives

- jwsL
V. = : I
1—w;LC+ijRC

Thus the initial magnetizing current is

1L(t0) =1, cos(wst0+e+6L)

where
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2 | 1+jwgRC| :
L _.2 :
| 1-wiLC+jw RC|
wsRC
6, = arctan(wgRC) - arctan(———
1-w§LC

and the initial capacitor voltage is

vc(to) = V. cos(wst0+9+ec)

where
n jw L -
Ve = l S-l I
| 1-wZLC+jwgRC |
: wSRC
bc = 90° - arctan{(—=——)
1-wéLC

18. Delayed-pickup/delayed-dropout timer

a. Circu'it

The delayed-pickup/delayed-dropout timer m.odel consists of a delayed-pickup
timer driving the SET input of a SR flipflop, and a delayed-dropout timer
driving the RESET input, as shown in fig. 37(a). The timer output is taken

from the normal ("Q") output of the flipflop.

b. Delayed-pickup and delayed-dropout timers

The delayed-pickup and delayed-dropout timers are almost identical, the
only difference being the input polarity for which delayed operation occurs. A
diagram of a circuit which is approximately equivalent to the delayed-pickup

element is shown in fig. 37(b). The following description will apply to this
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(a) Delayed pickup/delayed dropout timer unit
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(b) Delayed pickup timer detail

- Fig. 37. Delayed-pickup/delayed-dropout timer.

element, with the understanding that the delayed-dropout element is similar.
The delayed-pickup element begins timing when the input goes positive.

Timing continues as long as the input remains positive, the output gradually
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becoming less negative over the timing interval. At the end of the time delay,
the output is positive and is assigned a value equal to the input (as an
enhancement for use with .NLR).

When the input becomes negative the timer is immediately reset, the out-
put being set to a fixed negative level. (The input must remain positive for the
entire delay interval before the output will become high.)

The effect of a zero input value depends on the last non-zero input value.
If that value was negative, thg timer continues in a reset condition; if it was

positive, the timer continues in a timing (or set) condition.

c. SR flipflop

The SR flipflop model is based on the classical cross-coupled NOR gate
circuit, shown in the right-hand portion of fig. 38. The input section includes
logic to force the S input to be dominant, thereby overcoming the indeterminacy
which is characteristic of the basic SR flipflop when both inputs are>high.

The feedback inherent in the flipflop requires the use of simultaneous
modelling. All logic is implementgd .using NLR operations. The (single-step) logic
is embedded withih a FORTRAN DO loop, which iterates to a stable feedback

condition (assuming one exists) within two iterations.
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Fig. 38. SR flipflop logic, with S-input dominance
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APPENDIX C

TRANSIENT RESPONSE PROCESSOR

A. INTRODUCTION

The Transient Response Processor (TRP) is a comprehensive package of
software (written in ANS FORTRAN 77) for the manipulation and display of
waveforms. Operation may be either interactive or "batch".

The TRP maintains an internal data area containing the waveforms, and
has comﬁlands for adding data, deleting data, and saving the entire data area
into external (mass-storage) files. A command is proyided for plotting waveforms
from the data area with minimum effort.

Input to the TRP and output from the TRP may be directed from/to any
file or device (within operating system limitations).

Waveforms held by the TRP may be used as input to TRP-iﬁtrinsic or
user-supplied functions, the output being added to the TRP data area as new
waveforms. This feature permits the 'I:RP to function as a special-purpose

simulator.

B. SUMMARY OF OPERATION

When the TRP is started, the internal data area is empty. The GET
command is used to read in data from external files. This data may then be
PLOTted, DISPLAYed, or manipulated via the COMPUTE command. Data may
bé added to or deleted from the data area as required. The resulting data area
may be SAVEd in TRP format at any point during TRP operation for use at a

future time. Execution of the TRP is t,efminat;ed with the STOP command.

259
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C. STRUCTURE OF THE DATA

The data in the data area is organized into one or more cases. FEach
case has a distinct case title (which may be changed by the SET command).
Each case has its own associated time base.

Within each case, the data is further organized into entries. FEach entry
has a designator, which must be unique within the associated case. Each entry
is a vector of one or more elements (waveforms), and has a data type asso-
ciated with it. The data type determines both the exact form of the designator
and the default "units" (e.g. "Volts") used when  plotting. The data type may
also determine how the entry can be used in certain functions of the _
COMPUTE command.

The general form of a designator is

case:data-type:name(element)

where
case is a non-negative integer case number
data-type is an alphanumeric data type code

name is either a single or paired (i.e. namel:name2) character-string

identifier

element is a non-negative integer identifying a specific waveform (element)

of the entry.

Only the data-type and name must be specified (except where data-type
is "TIME", indicating the time base, in which case neither name nor element

may be specified). If case is not specified it defaults to case 1. If element is
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not specified, it defaults to _element 0.

Case numbers are not necessarily preserved, and may change when data
is saved or deleted. When data is added f'rom an external ‘ﬁle, the distinction
between cases is preserved, but the case numbers become sequential to the cases
already in the data area, starting at 1. (Case 0 is somewhat special—it need
never exist, it must be explicitly created since it is never created from an
external file, and it may be deleted without causing other cases to be
renumbered.)

Valid data types are currently:

CV - Computed Value, generally arising from the use of the COMPUTE

command

NV - Node Voltage, generally a phase-to-ground voltage within the power

system

BV - Branch Voltage, either a phase-to-phase voltage or a voltage across

some power system component

BC - Branch Current, generally the current flowing through some power

system component

TIME - time base for the case in question.

For data types BV and BC, the name component of the designator must be a
name pair of the form namel:name?2.
Whether the name is simple or compound (name pair), it must be unique

within one case for any given data type. The permissible number of characters
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is installation dependent. Characters which serve as delimiteré (i.e. blank, colon,
semicolon, apostrophe, quote, equal sign, left and right parentheses, comma, and
slash) should normally be avoided, since these characters usually require the use
of delimiting quotes. The preferred set of characters consists of the alpha-
humerics, period, number sign "#"), hyphen, underscore, ampersand, asterisk, and

at sign ("@").

D. COMMANDS

Leading blanks on command lines are ignored. Commands may be
abbreviated to ény unambiguous short form. Commands are followed by one or
more keyword paraméters, separated from the command and other parameters by
one or more blanks.

Keyword parameters may have values as appropriate. Where values have
embedded blanks, the entire value must be enclosed in apostrophes or quotes.
Embedded apostrophes within an apostrophe-delimited string must be doubled (also
applies to quotes).

The general form of a command is

COMMAND parl=valuel par2

where
parl is assigned value valuel
par2 takes no value.

Some commands permit the use of designator lists, which are comprised of

two or more designators separated by semicolons.
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1. BATCH
The BATCH command indicates that operation is to be non-interactive.
The TRP is set to abort on recognition of any error condition
(ABEND-CODE=5). Command echoing is turned on.
| This command takes no parameters.

Example:

BATCH

2, COMMENT

The COMMENT command provides a means of inserting comments into
the TRP input. It has no effect on TRP operation.

The COMMENT command takes no parameters per se, but may be
followed by any text.

Example:

COMMENT this is the comment text

3. COMPUTE

The COMPUTE command provides a means of manipulating existing wave-
" forms and adding the result to the data area as a new waveform. This is by
far the most powerful and flexible l.cornmand, since it permits the user to invoke
intrinsic TRP functions and optional user-created functions to create a custom
waveform processor, or a custom simulator.

Because each COMPUTE operation is stand-alone, any feedback loops in

simulated systems must be incorporated entirely within a single COMPUTE
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function.

The COMPUTE command takes a single keyword, which is the designator
of the new entry to be generated. The "value" taken by this keyword is the
name of the function to bevinvoked, immediately followed by a list of parameters
to be "passed" to the function. The parameters are enclosed in parentheses.

No blanks may appear between the function name and the parameter list.

If any of the parameters iﬁ the list (e.g. a name) has blanks in it, the
entire keyword value (i.e. function name followed by parameter list) must be
enclosed in apostrophes or quotes.

A list of intrinsic functions available through the COMPUTE command is
given in a later section.

Example:
COMPUTE CV:SUM=ADD(CV:A,CV:B)

produces a new waveform of data type "CV", named "SUM", which is the

addition (function ADD) of existing waveforms "CV:A" and "CV:B".

4. DELETE
The DELETE command provides a means of deleting data from the data

area. The command takes three forms:

DELETE ALL
- this form deletes all data in the data area, and resets the TRP to

the startup condition.

DELETE CASE=case-number
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- this form deletes case case-number.

DELETE ENTRY =designator-list
- this form deletes entries associated with the designators in
designator-list. The individual designators in a "designator list" are
delimited from one anothér by semi-colons

(e.g. CV:ONE;CV:TWO;CV:THREE).

Deletions do not actually occur until more data is added to the data area,
or until the data is saved into an external file.

Where an entire case is deleted, subsequent (higher numbered) cases will
be renumbered down during the data compaction stage which follows deletion
(that is, When the data associated with the case is actually removed). A
warning is issued vs;hen this occurs. Subsequent references to case numbers
must take this renumbering into account. (The siﬁgle exception is caée 0, which
may be deleted without resulting in case renumbering.)

Example:

DELETE ENTRY= CV:ONE;CV:TWO;CV:THREE

5. DISPLAY
The DISPLAY command permits the display of information from the data
area. The specified information is written to the user terminal or TRP output

file/device. Available items are:

CASE =case-number

- the title and entry names associated with case case-number are
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displayed on the user output device.

RANGE =designator-list
- the maximum and minimum values are displayed for each of the
waveforms specified in the designator list designator-list. If more
than one designator is given in the list, the overall maximum and

minimum are also displayed.

VALUES(start,stop,step) =designator

- the values from the selected waveform are displayed on the ‘user
~output device, starting with the point specified by start and ending
with the point specified by stop, with points being displayed at steps
of every step points (FORTRAN DO loop format). The numbers
start, stop, and step represent integer (ordinal) positions within the
waveform. For example, VALUES(23,46,2) would indicate the 23rd
through 46th points, in steps of 2. The start and step values
default to one, and the stop value defaults to the last point in the

waveform.

AVERAGE(start,stop) =designator
- the average value of the waveform, or the portion thereof starting
at start and ending at stop, is displayed on the user output device.
The start value defaults to one and the stop value defaults to the

last point in the waveform.

RMS(start,stop) =designator

- the RMS value of the waveform, or the portion thereof starting at
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start and ending at stop, is displayed on the user output device.
The start value defaults to one and the stop value defaults to the

last point in the waveform.

HARMONICS(start-time,base-freq,start-freq)= designafor
- the ten harmonics of a portion of the specified waveform starting at
>start-time, using a base frequency of base-freq, and starting with the
harmonic at start-freq, are displayed on the user output terminal.
The total extent of the waveform used for the harmonic analysis is
one period of the base frequency, which defaults to the power systerh

frequency. The start time and start frequency both default to zero.
Example:

DISPLAY RANGE=CV:ONE;CV:TWO;CV:THREE

6. GET
The GET command adds data from an external file to the data area.

Two file formats are currently available:

EMTP=study-identifier
- The external file from which EMTP-writﬁen data is to be read must
have a name starting with a "P", to which the study-identifier
string has been appended. Since consecutive transient runs may be
included in a single EMTP output ("plot") file, the file is kept open
after the GET to permit the consecutive runs to be accessed through

consecutive GETs with the same study identifier. The file is released



268
only if RELEASE is included after the EMTP keyword parameter, or

an end-of-file condition is detected.

TRP= study-identifier
- The external file from which the TRP-written data is to be read
will have a name starting with a "D", to which the study-identifier

string has been appended. This file must have been written by the

TRP SAVE command.

The study identifier string is appended to an alphabetic character to form
a file name (as indicated above), which of course must conform to rules (as to
length, for example) appropriate to the host operating system. Thus the study
identifier string selected must be chosen to ensure that the ultimate ﬂle name
will conform to these rules.

The use of the study identifier sﬁring with a use-dependent prefix to form
file names permits all files associated with a given simulation to be quickly
located and identified.

Example:
GET EMTP=H09002 RELEASE

which causes the EMTP-written file PH09002 to be accessed for a single

simulation result (case) and then released.
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7. PAUSE
The PAUSE command halts operation of the TRP and executes a
FORTRAN PAUSE. The effect and usefulness of this command depends on the
host operating system. For the command to be useful, the operating system
requires the capability to restart halted programs.
This command takés no parameters.

Example:

PAUSE

8. PLOT
The PLOT command plots waveforms from the data area, from 1 to 6

traces ("channels") per page. Only the number of the trace position ("channel")

to be used and the designator of tfle waveform to be plotted need be specified.
Defaults are used for the other parameters to ensure acceptable plots. This
provides complete freedom from plotting details, and maximizes ease of use. A
full complement of control keywords are available to allow the plot details to be
specified where this is preferable. |

The available PLOT keywords are:

HOLD
- This keyword causes the plot page being generated to be held for a
sequence of PLOT commands (between which other commands may be
used). The plot page must subsequently be explicitly released for
plotting, using the RELEASE keyword. The default aétion where

HOLD has not been specified is to release the plot page after the
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single PLOT command has been completed.

RELEASE

- This keyword releases a plot page which has been explicitly held

with the use of the HOLD keyword.

TRACES/PAGE=n
- This keyword specifies the number of plot traces which are to be
formatted on a single page. The number n may fange from one to
six, inclusive. The default value, where this keyword is not specified,

is six.

TITLE =string (or) * (or) #n
- This keyword specifies the title to be used for the plot. The
string is any character string (limited to characters available for the
ultimate plotting device), enclosed in quotes or apostrophes where
blanks are used. The use of the asterisk character * specifies that
the default title is to be used. The default title is the title of the
case corresponding to the first plotted waveform.

The use of the sequence #n, where n is the case number, spe-
cifies that the title for case n is to be used as the plot title.

The plot title used where this keyword has not been specified
is either the default title mentioned above, or the global plot title
established w.ith the TRP SET command (if one has been set).

The plot title may be up to 50 characteré long. Longer titles

will be truncated on the plot.



271
X-LABEL=string (or) Y-LABEL=string
- These keywords specify the text to be used as labels for the axes.
Since there are up to six Y axes, one label may be specified for
eaéh trace. Where the label strings contain embedded blanks, the
striﬁgs must be enclosed in quotes or apostrophes. The default labels
are the designators of the plotted waveforms. The labels may be up

to 50 characters long; longer labels are truncated on the plot.

X-UNITS=string (or) Y-UNITS=string
- These keywords specify the units to be used for the axes. Only
fundamental units (e.g. Volts, Amps, .seconds) should be speciﬁed, since
the correct prefix (e.g. kilo, milli) will be prefixed automatically as
part of the plot scaling procedure.

The default value for the units depends on the data type.

The CV data type uses the string UNITS, since the actual unit is
often arbitrary. Voltage data types (BV, NV) use the string VOLTS,
while the current data type BC uses the string AMPS.

A null string (one or more blanks immediately to the right of
the equal sign) may be specified, but this suppresses the scaling
prefix also (since there is nothing to prefix to), and so should be
used cautiously.

The units string may be up to 10 characters long; longer

strings will be truncated on the plot.

X-SCALE =scale-factor (or) Y-SCALE=scale-factor

- These keywords specify scaling factors to be applied to the data
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prior to plotting. Thus a waveform which, for example, had been
computed in volts, can be plotted in per unit. The default values of

scale-factor are one.

X-RANGE=(limit-1,limit-2) (or) Y-RANGE = (limit-1,limit-2)

- These keywords specify the limits of the scales on the corresponding
a#es. The default action is to use the maximum and minimum data
values, obtained by scanning the data. However the values are
determined, the actgal values used on the axes are rounded up
according to internally-programmed rules which assure "nice" labels
and steps between divisions.

The two limits need not be specified in any particular order,

since they will be ordered internally.

TRACE(trace-number)=y-dsg/x-dsg
- This is the only keyword required for a plot. The traces on the
plot page are numbered consecutively starting at one, located at the
bottom of the page. The trace designated by trace-number is
generated with data from y-dsg as the y-coordinate, .and data from
X-ds'g as the x-coordinate. If x-dsg is not specified, the default
action is to use the time base, which is the usual,K requirement.
AMore than one waveform may be included in a single trace.
This feature, called overlaying, establishes the labels, units, and axis
scaling from the first waveform. This should be kept in mind when

determining the order of overlaying.

SYMBOLS/TRACE=n
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- This keyword 1s of use during overlaying. The only assured means
of distinguishing between overlays is by means of symbols which are
included in the waveforms during plotting. (Where the plotting device
has colour capability, the TRP PLOT routines also distinguish between
overlays by using different colours.) The number of such symbols
used is determined by n. The default value used when this
parameter is not speéiﬁed is genérated by subtracting one from the
overlay number. Thus the first overlay has no identifying symbol,
the second has one, etc. The symbols used are determined by the

plotter interface routines used.

The basic design of the PLOT command is such that all plot-formatting
parameters for the various y axes are reset between PLOT command lines, even
when the plot is being held. To permit the same y axis parameters to be used
for more than one tface (and one overléy df that trace), a plot command may
be continued by putting a hyphen at the end of the line to be continued, as the
last non-blank character. Note that all plot-formatting parameters must be spec-
ified before the associated TRACE parameter is issued, so that ordinarily it is
best to specify the TRACE parameters last. Note also that all plot-formatting
parameters which determine the plot page layout (such as the title and number
of traces per page) or the x-axis details (such as the x-axis label) must be spec-
ified before the first TRACE parameter. This is because a trace is produced as
the last step after executing a PLOT command, before reading the next TRP
input line, even when a PLOT command is being continued.

Example:



274

PLOT TRACES/PAGE=2 TRACE(1)=NV:WSN.A TRACE(2)=NV:WSN.B

9. SAVE
The SAVE command saves the present contents of the data area into an

external file. Only one SAVE format is currently available:
TRP=study-identifier

The study-identifier string, described under the TRP command GET, is
appended to the character "D" to form the name of the external file. Together,
SAVE and GET wusing TRP format form a pair; the actual external file name is
important ohly so far as the host operating system restrictions on legal file
names affect the choice of study-identifier (as described under GET). | Within
the TRP, only study identifiers are used.

Example:

SAVE TRP=H09002

10. SET

The SET comﬁ'and sets global parameters for TRP operation. These
parameters remain in effect only during a single TRP run—there is no memory
between runs.

Parameters available are:

ABEND-CODE=n
- This parameter determines the value of TRP-generated "return

codes" which will cause the TRP run to abort automatically. This
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feature is useful when the TRP is executing a prepared set of
instructions; for truly interactive use the user is in full control,

Internal "return code" values greater than or equal to n cause

the TRP to abort.

CASE-TITLE(cése-numbet‘)=string (or) #n
- This parameter permits the case title to be set for case
case-number. If the string to be used for the title includes blanks,
the string must be delimited by apostroph‘es or quotes. The title can
be duplicated from another case by using form #n, where n is the
number of the case from which the title is to be copied. (Clearly,
this precludes the use of a title string beginning with the character

"#" unless the entire string is delimited by apostrophes or quotes.)

PLOT-TITLE =string (or) * (or) #n
- This parameter permits the default plot title to be set. The 'specif-
ics of use are the same as for the TITLE parameter of the PLOT

command.

FREQUENCY-BASE=frequency
- This parameter sets the TRP internal record of the power system

frequency. The default value (at TRP startup) is 60 Hz.

ECHO=O0ON (or) OFF (or) blank
- This parameter controls echoing of TRP input lines. This feature is
useful when the TRP is used in batch mode, or when the input

commands are coming from an input file. If the keyword value is
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null (one or more blanks following the equal sign), rather than ON

or OFF, the ECHO state is toggled (OFF to ON, or ON to OFF).

INPUT =study-identifier (or) *

- - This parameter directs the TRP to take its input from another
source. If study-identifier is given, the source is an external file
with a name formed by prefixing the éharacter "I to
study-identifier. The same considerations apply as were given under
thé GET command ‘rega_rding choice of study identifiers. If an
aéterisk is specified rather than a study identifier, the input will be
taken from the user input device, which is the input source assigned

at TRP startup.

OUTPUT =study-identifier (or) *
- This parameter directs the TRP to send its output to another
destination. If study-identifier is given, the destination is an
external file with a name formed by prefixing the character "O" to
study-identifier. The same considerations apply as were given under
the GET command regarding choice‘ of study identifiers. If an
asterisk is specified rather than a study identifier, the output will be
sent to the user output device, which is the output destination

assigned at TRP startup.

MESSAGES = study-identifier (or) *
- This parameter directs the TRP to send its informational, warning,
and error messages to another destination. If study-identifier is

given, the destination is an external file with a name formed by
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- prefixing the character "M" to study-identifier. The same considera-
tions apply as were given under the GET command regarding choice
of study identifiers. If an asterisk is specified rather than a study
identifier, the messages will be sent to the user out;;ut device, which

is the message destination assigned at TRP startup.

Example:

SET FREQUENCY-BASE=50 ABEND-CODE=5 ‘ ‘

11. STOP

The STOP command stops TRP'execution and returns control to the host
operating system using FORTRAN STOP n, where n is selected by the TRP to
indicate a "return code" established by the TRP to flag the detection of errors.
Return code values are 4 for warnings, 8 for errors which permit the TRP to
continue execution, and 16 for errors which are fatal to continued TRP operation
(the TRP will always abort in this latter case, sometimes gracelessly).

Where the value n is accessible by the host operating system, this
feature can be used to facilitate conditional execution of operating system
commands in a macro or batch mode (where the operating system offers this
feature).

Example:

STOP
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E. TRP INTERNAL FUNCTIONS

The TRPl internal_ functions, accessed through the COMPUTE command,
provide a basic set of waveform operations. The total set of available functions
may be extended by adding user functions, as described in the next section.

All txl'ailing scalar parameters for which default values are given may be
omitted. Paramgters may not be omitted between specified parameters; if one
parameter is omitted, all following parameters must also be omitted. |

The available internal functions are ADD, BASE, BLOCK, COPY,
COSINE, GATE, INTEGRATE, MAXIMUM, MINIMUM, NEGATE, SUBTRACT,

and ZERO-SEQUENCE, and are described following.

1. ADD
The ADD function adds two waveforms point by point; the sum is
multiplied by an optional scaling factor.

The form of the TRP function invocation is:
COMPUTE 0ds§=ADD(idsg-1,idsg-2,sclfct)

where
odsg is the designator for the ADD resuit,
idsg-1 is the designator for one input,
idsg-2 is the designator for the second input,

sclfet is the factor by which the sum is to be scaled to produce the
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output waveform. The default value is one.

2. BASE

The BASE function generates a time base for a specified case; this
feature is useful when the TRP is used to generate waveforms directly. The
time base produced has a constant step size.

The form of the TRP function invocation is:
COMPUTE odsg=BASE(stepsize,#-steps)

where

odsg is the designator for the time base result, of the form n:TIME,

where n is the case number,
stepsize is the size of the time steps, in seconds, and

" #-steps is the number of time steps to be generated.

3. BLOCK

The BLOCK function "blocks" the path from the input through to the out-
put if the control input is greater than zero. This is approximately equivalent
to a normally-closed switch, except that the output is zero in the "blocked"
(open) state.

The BLOCK function is the converse to the GATE function.

The form of the TRP function invocation is:
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COMPUTE odsg=BLOCK(idsg,idsg-C)

where

odsg is the designator of the output waveform,

idsg is the designator of the waveform to be controlled, and

idsg-C is the designator of the controlling waveform.

4. COPY

The COPY function permits a scaled copy of a waveform to be produced.

COPY . is helpful when accounting for CT and VT ratios in protection simulations

where actual CT and VT models are not used.

The form of the TRP function invocation is:

COMPUTE odsg=COPY(idsg,sclfct)

where
odsg is the designator of the output waveform,
idsg is the designator of the input waveforin, and

sclfct is the scaling factor applied during the copy. The default value is

one.
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5. COSINE

The COSINE function permits the generation of a pure cosine waveform

of specified amplitude, phase, and frequency.

The form of the TRP function invocation is:

COMPUTE odsg=COSINE(case,magn phase,freq)

where

odsg is the designator of the output waveform,

case is the number of the case from which the time base is to be used

to generate the cosine (usually the same as the case to which odsg
belongs).

magn is the magnitude of the resulting cosine. The default value is one.

phase is the phase angle of the resulting cosine, in degrees. The default

value is zero.

freq is the frequency of the resulting cosine, in Hertz. The default value

is the power system frequency.

6. GATE
The GATE function "gates" the input to the output if the control input is

greater than zero. This is approximately equivalent to a normally-open switch,

except that the output is zero in the "ungated" (open) state.

The GATE function is the converse to the BLOCK function.
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The form of the TRP function invocation is:
COMPUTE odsg=GATE(idsg,idsg-C)

where

odsg is the designator of the output waveform,

idsg is the designator of the waveform to be controlled, and

idsg-C is the designator of the controlling waveform.
7. INTEGRATE

The INTEGRATE function produces a running integral of the input wave-
form, starting from a specified initial condition at the first point. A gain can
also be specified, permitting the output to be scaled. The numerical technique

used is trapezoidal integration.

The form of the TRP function invocation is:
COMPUTE odsg=INTEGRATE(idsg,gain,ic)

where
odsg is the designator of the output waveform,
idsg is the designator of the input waveform,

gain is the gain (scale factor) to be used for the integration. The default
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value is one.

ic is the initial condition to be used at the start of integration. The

default value is zero.

8. MAXIMUM

The MAXIMUM function produces a result which is the point-by-point
maximum of two input waveforms. If desired, an index can be produced which
gives a measure of the amount by which the resultant waveform differs from
the first of the two specified input waveforms. This index is the RMS diff-
erence between the first waveform and the result.

The form of the TRP function invocation is:
COMPUTE odsg=MAXIMUM(idsg-1,idsg-2,cindex)

where
odsg is the designator of the output waveform,
idsg-1 is the designator of one input waveform,
idsg-2 is the designator of the second input waveform, and

cindex is a value for controlling the computation of the RMS index. If
cindex is positive the index is computed and displayed. The default

value of cindex is negative, for no index.
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9. MINIMUM
The MINIMUM function produces a result which is the point-by-point min-
imum of two input waveforms. If desired, an index can be produced which
gives a measure of the amoun£ by which the resultant waveform differs from
the first of the two specified input waveforms. This index is the RMS diff-
erence between tlhe first waveform and the result.

The form of the TRP function invocation is:
COMPUTE odsg=MINIMUM(idsg-1,idsg-2,cindex)

where
odsg _is the designator of the output waveform,
idsg-1 is the designator of one input waveform,
idsg-2 is the designator of the second input waveform,

cindex is a value for controlling the computation of the RMS index. If
cindex is positive the index is computed and displayed. The default

value of cindex is negative, for no index.

10. NEGATE
The NEGATE function provides a simple algebraic negation of the input
waveform,

The form of the function invocation in the TRP is:
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COMPUTE odsg=NEGATE(idsg)
where
odsg is the designator for the output.
idsg is the designator for the input.
11. SUBTRACT
The SUBTRACT function subtracts one waveform from another point by

point; the difference is multiplied by an optional scaling factor.

The form of the TRP function invocation is:
COMPUTE o0dsg=SUBTRACT(idsg-1,idsg-2,sclfct)

where
odsg is the designator for the result,
idsg-1 is the de‘signator for one input,
idsg-2 is the designator for the second input,

sclfct is the factor by which the difference is to be scaled to produce the

output waveform. The default value is one.
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12. ZERO-SEQUENCE
The ZERO-SEQUENCE fur_lction computes the zero-sequence component of
three input wavgforms. The result has meaning only where the input wave-
forms are the three phase COmponents of a single three-phase quantity
(e.g. voltage).

The form of the TRP function invocation is:
COMPUTE odsg=ZERO-SEQUENCE(idsg-A,idsg-B,idsg-C)

where

odsg is the designator for the zero-sequence output waveform,

idsg-A is the designator for the phase A component,

idsg-B is the designator for the phase B component, and

idsg-C is the designator for the phase C component
of the input quantity.
F. PREPARING AND INTERFACING TRP USER FUNCTIONS

TRP user functions are best prepared by first writing a self-contained
FORTRAN-callable subroutine which takes as parameters all required settings and
input values, and returns as parameters the necessary vector outputs. The
length of the input and output vectors is equal to the number of time steps,

which is available as a parameter from the TRP interface routine.

The TRP interface skeleton TRPUFX, listed in fig. 39, provides a



Listing of TRPUFX.F77 at 01:16:25 on MAY 9, 1986 for CCid=BRWG Page 1
VR, SOR. SUBROUTINE TRPUFX(RESULT, NEUMNT, NDATA, DATA, MDATA, o e
2 PARMS, NPARMS, ITYPE, ISTART, 1END. NAMES,
3 NENTRY, CODES. KEYS, NCODES, SETVLU, LABORT)
4 c B EORTRAN T0 A8 e e e e
5 [
6 [+ Purpose: prototype user function
7 ¢
8 ¢ ¢sd Constant parameters:
9 c
.............. 10 o JNTEGER SIDATE, DPARMS e e e e
X CHARACTER*{+) SENAME
12 c
13 C *¢* Start Of USEI ChaNQE ®940eetsserseresteserrsetstssassssnsssesse B
14 C ete --change DATE to date of routine creation .
18 C s --change SBNAME to nama of subroutine .
16 C o4 --change DPARMS to number of designators required *
17 PARAMETER (SIDATE=18860210,SBNAME='TRPUFX' ,DPARMS=1)
‘a c *00 Ena °f user change BEESN OO EER L0002 0 00003200000 ¢ttt
19 [
20 [ DPARMS : number of designator parameters required
21 [+ SBNAME: routine name
22 Cc SIDATE: S1 form of date of last change to this routine.
23 c
24 C #*¢¢ General varjables:
28 & e e
26 INTEGER SOATE, NOATA, NELMNT, MDATA, NPARMS, INDX(DPARMS),
27 1 ICASE(DPARMS), DTYPE(DPARMS), NVPEL,
28 2 IELMNT(DPARMS)  ITYPE(*), NCODES, ISTART(*), JEND(* e
28 3 ), lBASE(DPARMS), NENTRY, 'COOES(*), OSTART(DPARMS),
0 4 DEND(DPARMS}
31 REAL DATA(® ), RESULT () SETVLUC Y ) e et - 1 et
32 LOGICAL "LABORT
3 CHARACTER®(*) PARMS(*) NAMES(2,*).KEYS(*)
24 [
38 é CODES: List of data type codes (input)
36 c DATA: Data for database - (input/output)
37 ¢ DEND: 118t of ending polnters to data (n datBDASE e s e
38 [ DSTART: 148t of starting pointers to data in databsse
39 Cc DTYPE: List of type codes for entries
40 [ IBASE: List of indicies for bases for entries
41 ¢ ICASEY LUiat of case numbers for entries
42 [+ TELMNT: List of elements for entries
43 [ 1END; List of ending locatio or database entries (input)
44 c INDX: List of indicies for e
43 [ 1START: List of starting locations for database entries (input)
46 C ITYPE: List of data types for database entries (input)
47 [ KEYS ¢ List of data type keys (input)
48 c LABORT: true {f routine aborts (output)
49 [+ MDATA: Maximum number of locations in database (input)
t 86 ¢ NAMES: LT8¢ of names for datavase entries (input)
51 c NCODES: Number of data type codes ({nput)
82 [ NDATA: Number of data values in database (input/output)
83 [ NELMNT: Number of eiements being created “(output)
84 c NENTRY: Number of entries in database (input)
3 [ NPARMS : Number of Parametars DeINg PASSEd (INpUL) e,
86 c NVPEL ! 'Number of data vaiues per element
......... Y P PR, PR NI - DTy SRS - RIS N - FTITIATE F e |

' Fig. 39. Listing of skeleton TRPUFX

L8¢



Listing of TRPUFX.F77 at 01:16:25 on MAY

87

9, 1986 for CCid=BRWG

PARMS: List of parameters being passed (input) .

Page 2

S8
£1-]
60

RESULT: Result of computation (output)
SDATE: Set non-zero if routine date has already been passed
10 NVDATE .

61
62
63

SETVLUT Var(aua TRP settings (impury T

External routinaa:

INTEGER NVDATE

ERRMSG: sends error massage to user
NVDATE: Version dating routine. First parameter is SI

subprogram.
TRCBAK: keeps subroutine traceback 1ist
UFAUX:

- get potnters etc for parameter designators
~ check that data have matching time bases
=.8nsure that database has enough room for dats

Usar variablaa seessseees 40006000000t 000PEII2000s

INTEGER
REAL

DOUBLE PRECTSION
COMPLEX
LOGICAL

CHARACTER

INTEGER
REAL

OOUBLE PRESTSTON™ "
COMPLEX
LOGICAL

EXTERNAL |

OOOONOOOOOOOODOOO0O00OONDODO0ONDON0NO0 OO0 OOD

End of ‘user external routines ¢eEEISITITIVIISVITVIYEY

DATA SDATE /0/

00

SAVE SDATE :
.................................................. see START *+¢

Pass routine date to NVDATE i1f not done already.

TF(SOATE EQ. 0) $OATE = "NVDATE(SIDATE,Z)
CALL TRCBAK(SBNAME, 1)

ees

sen

Start of user changa *4e e e s it et da@aaesdddvediainiaddeadaaey

-=-change value of NELMNT to number of .
waveforms which will result from ¢

112

c
[+
C #o0
c
[

“Tfunction .

Fig. 39 (cont’d)
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Listing of TRPUFX.F77 at 01:16:25 on MAY 9, 1986 for CCi1d=BRWG Page 3
.......... 193 . ...C....constant: . et e e s
114 NELMNT « 1
118 C *** End of usar Ch.ng. CINEINNIGL AR IPIEI NN ENELI00ITNOTttanttdes
116 C
117 b Chadk For required Rumber oF parameters et e et R ra e e be et e e L ke ek ies bt e
118 LABORT = NPARMS .LY. DPARMS
119 B L ABORT ) THEN s oot oesi ettt oottt oo et et ket et ottt et oottt et ne et
120 [
|2| c e st‘rt of user chanpo BBOBEREN OIS NP EIPREL PP AQINIRIISINNISELIITTIRS
122 C see --change error message to reflact e e e e e e
123 C o number of entries required .
124 CALL ERRMSG(SBNAME, ‘Exactly O parameters are required’,
) ) 2
122 ¢ vv e End of usl,: Change s+ ee@eddadiaddaiadddessviess sevevee T mmmmmmmmm————"
127 4
128 ¢ G0 TO s *ABORY"
129 GO 10 1000
130 END 1IF
,,,,,,,,,,, 131 ¢ e e e e e e
132 . C get pointers and make standard checks
133 CALL UFAUX({INDX, ICASE, DTYPE, DSTART, DEND, IELMNT, IBASE,
........... 134 1 NVPEL, LABORT, NDATA, DATA, MDATA, PARMS, DPARMS, .
139 2 ISTART, IEND., ITYPE, NAMES, NENTRY, CODES, KEYS,
136 3 NCODES, NELMNT)
137 ¢ GO TO A8 BABORTT e s et e e et et e et e
38 BF B ORT G0 O IO T
138 C :
140 C 00 USEr COGA 10 MOCOVEr DANBMELErS £l oWy 8t e e s e oot et et tese o oot tese e ot st st et
141 C *+* End of user coda to recover paramaters '
142 [
143 C. %%+ User code ta compute function follows ¢rsesesestssssssess
144 DO 101 = O, NVPEL -
148 RESULT(I + t) » 0.0
146 10 CONTINUE
147 C oo
148 c
149 1000 CALL TRCBAK(' ‘,-1) ettt e e ettt e
186 RETURN . . P . SO OGO OTRUIOTORS
1514 END
)
......... r......o2 0 Y4 B B B8 0 L2

Fig. 39 (cont’d)

682
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relatively simple method of interfacing the stand-alone subroutine just described
with the TRP. The second stage in the interfacing process is to modify the
TRPUFX skeleton as required to get the required interface subroutine.

The modification procedure, which will be described now, can be most
easily followed by referring to the TRPUFX skeleton in fig. 39 and an example
interface routine UFTIMR (for the delayed-pickup/delayed-dropout timer model
described in appendix B) listed in fig. 40.

The first step is to change the subroutine name to something unique and
more-or-less descriptive (TRPUFX lines 1 and 17; UFTIMR lines 14001 and
14016). (The parameter SBNAME at.- TRPUFX line 17 and UFTIMR li_ne. 14016
is used to maintain a "traceback" list within the TRP in case of errors.) It is.
wise to use "UF" as the first two characters of interface routine names to
prevent conflict with other names, and to allow them to be easily identified as
interface routines. It is also helpful at this step to enter a description of the
purpose of the function (TRPUFX line 6; UFTIMR line 14006).

The next step is to set the last-modification date for the routine as
parameter SIDATE (TRPUFX line 17; UFTIMR line 14016). This date is used
to maintain a dynamic "version date" within the TRP, which reflects the TRP
version represented by the subroutines actually invoked. This date is kept in
SAVE files and is printed at TRP termination.

The parameter DPARMS (TRPUFX line 17; UFTIMR line 14016) should
now be changed to reflect the number of designator parameters required by the
ultimate function. This information is used for stprage allocation within the
interface routine. The example timer model requires only one designator (for the

. timer start/stop control input).



Listing of TRPUF1.F77(14001,15000) at 01:16:27 on MAY 9, 1986 for CCid=*BRWG : Page 1

14001

14002
14003
..14008
14008
14006

] PARMS, NPARMS, ITYPE, TSTART, TEND, NAMES,
2 NENTRY, CODES, KEYS, NCODES, SETVLU, LABORT)
022 FORTRAN 77 02 : . e e e

Purposa: timer model

OO0 000

sse

Constant paramatars:

INTEGER SIDATE, OPARMS

CHARACTER® (%) SBNAME
Start of user change *¢e¢sessssscsscscessosns
s-change SIDATE to date of routine creation

P R Yy PR PN

.

O000

see
e

~<change SBNAME to name of subroutina *#*#ssessesdsediad
' ~-change DPARMS to number of designators required *4+*
PARAMETER (SIDATE=19860227

End of user changa **eeeee

DPARMS: number of designator parameters required

SBNAME: routine name
SIDATE: S! form of date of last change to this routine.

OO0O00OO0

General variables:

INTEGER SDATE, NDATA. NELMNY, MDATA, NPARMS, INDX(DPARMS),

TELMNT(DPARMS), ITYPE(*), NCODES, ISTART(*)., IEND(*
), 1BASE(DPARMS), NENTRY, CODES(*), DSTART(DPARMS),

...LOGICAL LABORT

B A -

DEND{DPARNS)
REAL DATA(*), RESULT(*), SETVLU(*)

CHARACTERS (<) PARMS( ), NAMES(2, %), "KEVS(4)

CODES: Liat of data type codes (input)

DATA: "~ Data for database (input/output)
DEND: 1ist of ending pointers to data in database
DSTART: 11st of starting pointers to data {n database

OTYPE: List of type codes for entries
IBASE: List of indictea for bases for entries
ICASE: List of case numbers for entries

TELMNT: List of elements for entries
TEND: List of ending locations for database entries (input)
INDX: List of indicies for entries

ISTART: "List of "starting Tocations for database entrias (§rput) "
ITYPE: List of data types for database entries (input)
KEYS: ~List of data type keys (input)

LABORT: "true 1t routine aborts (output) T
MDATA: Maximum number of locations {n database {input)

Number of data values in database (1input/autput)
: Number of elements being created (output)

OOO0 O%ﬁ ODOODOOOOOODGOOOO0

RY: Number of entries in databasa (input)
NPARMS: Number of parameters being passed {input)
iats values per element e
ameters being passed (input)

Fig. 40. Listing of example interface routine UFTIMR

16¢



Listing of TRPUF1.FT7(14001,15000) st O1:16:27 on MAY 8, 1886 for CC1d=BRWG

Page 2

14057 ¢ RESULT: ROSULt Of COMPURARION (QURPUR) e oo e oo st oot et
14088 (o} SDATE: Set non-zero (f routine date has slready heen passed
14089 c to NVOATE.
..14080 < SETVLU: VAP 10U TRP BOEEINGE L IMBUE L | i oo et e e e e
14061 c
14062 C *** External routines:
14063 < e e o e et et et e
14064 INTEGER NVOATE
14065 [+
14066 c ERRMSG: sends error message to user
14067 c NVDATE: version dating routine. firat parameter {s SI
14068 c date, second ts "version group® number of this
14069 [ subprogram. e e LA e 1 Aot sttt
14070 c TRCBAK: keeps subroutine traceback 1i{st
14071 [ UFAUX: auxiliary routine for user functions to:
14072 c r.get pointers etc for parametar designators .
14073 ¢ -“check that data have matching time bases . ”
14074 Cc - ensure that database has enough room for data
14078 [
14076 c
“077 c e ugar Vnr'.bl.' PECOSSIPIONINLEI SO 00PN L00 0008030080009
14078 ¢ e e e e e
14079 REAL [C, PUDLY, OQODLY, VLIM
14080 LOGICAL LREAL
‘403' c . S S T LT L T D g g SO
14082 [ DODLY: drop-out delay T
14082 c 1C: (nftial condition for timer (high (¢ (C > O)
14084 C LREAL: true 1f string is real number
14088 C PUDLY: pickup delay
14086 c VLIN: 1imit for output range
14087 ¢ .
14088 C ¢0% ENd Of USSP VAr{ADI9S *9066200440000000000¢04000000800000ss
14089 c
14090 c ses uger .x(.pna‘ '\ou"nes PR ITRBIISRPNBALPRPRPSI2004000080 008008
14091 [+
14092 c INTPNB: tries to interpret string as real number
14093 c TIMER:  simulates delayed pPleKUR/AroPOUt CImMaE
14094 [+
14098 [
14086 [ -
14087 DATA SDATE /0/
14098 SAVE SDATE
14099 [+
14100 [4 Pasa routine date to NVOATE {f not done aiready.
14101 1F (SOATE .€Q. O) SDATE = NVDATE(SIDATE,2)
14102 AL TRCBAK S BNAME , 1) e e e
4163 & L e o o ettt e b e e et e e+ e et e
14104 c constant:
..14108 C 2%¢ STANE OF UBER Change *tsseessrsessessstssnssneasssssnanssssesaass e e
“Si168 & D ange Ve US "OF NELMNE 6 RGRDaR GF e 0
14107 C soe waveforms which will result from
14108 C ooe FUNCLION *+660sessettasetescessttsssoces
14109 ¢ specify one extra eiement for temporary storage
14110 NELMNT = 2
141“ c 400 End of user change B8 A2 0096200 C00004000¢0R00NCTSE
fiiid T e 1111

Fig. 40 (cont'd)
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Listing of TRPUF1.F77(14001, 15000) at O3:16:27 on MAY 8, 1986 for CCId="BRWG Page 3
14113 ¢ check for regquired number of parameters .
14114 LABORT = NPARMS .LT. DPARMS
14118 IF (LABORT) THEN
141186 C *** Start of user change .‘-”.‘ob..00000.:..‘0‘0.0'........000
14117 C o --chango error maessage tao reflect
14418 C ¢oe number of entries required
14119 CALL ERRMSG(SBNAME , At 1@88t | PArBMALOr 48 COQUITE’ ,
14120 1 2)
'4‘2' c se e End Qf user ch‘ng‘ 000080 CENSCCCRIORICPIPRALOENDESLRILEISIEIOIPRERIOPESS .
14122 ¢ GO 10 1a “ABORT® e et £t ettt
14123 GO 10 10
14124 END IF
.a2s 3000000000000 OO OO OO OSSO
14126 o get pointers and make standard chacks
14927 CALL UFAUX(INDX, ICASE, DTYPE, DSTART, DEND., IELMNT, IBASE,
14128 | NVPEL, LABORT NDATA, DATA, MDATA, PARMS, DOPARMS, ~ '
14129 2 ISIART 1END, ITYPE, NAMES, NENTRY CODES KEYS,
14130 3 NCODES, NELMNT)
BRPRED G 80 T A8 B ORT e e ettt ettt e et e e et e
14132
14132 C
14134 c
141238 c constants:
14136 . VLIM = 10.0
14137 Cc
14138 [ defaults:
14139 1IC = ~VLINM
14140 PUBLY = 0.0 o ean oo e et ettt
t4141 DooLY = 0.0
14142 IF (NPARMS .GE. 2) THEN
14143 CALL INTPNB(PUDLY, PARMS(2), LREAL)
14144 LABORT "o NOT. 'LREAL™OR. PUDLY 'LT. 0.0~
14145 IF {(LABORT) THEN
14148 CALL ERRMSG(SBNAME, ‘Bad valug for PlekUp dBIBY | )
14147 EUSE [F (NBARMS .GE. 3) THEN
14148 CALL INTPNB(OOOLY, PARMS(1), LREAL)}
14148 LABORT = NOT. LREAL .OR. DODLY LT, Q.0
14150 TE (UABORT) THEN
141581 CALL ERRMSG(SBNAME, ‘8ad value for dropout delay’,
14152 ! E3 T
{4183 ELSETF (NPARMS /GE. "4 THEN
14184 CALL INTPNB(IC, PARMS(4), LREAL)
14188 LABORT « .NOT. LREAL .OR. 1€ .LT. 0.0 e et e et et
14188 TF (LABORT) CAUL ERRMSG SBNAME, “Bad vaiue For T
14187 1 . 2)
14158 v N LE e e e ettt e e e e e e
4188 T 1 e
14160 END IF
B0 DL OO O 00 1. . O
~i1iei TP TURBORTY GO Ta §07 e e e
End of user code to recover parameters
C
14166 C #°* User code to computa function followg *eevessssctsacsntey
14167 CALL TIMER(RESULT,RESULT(NVPEL1) DATA(DSTART(1)) OATACISTA . et et s e e
{4168 TUIRTCIBASE (1)) NVPEL, PUDLY, DODLY, 1€, VLIM) T mm—— ’ N
......... Y. 2 A B B9 02

Fig. 40 (cont’d)
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14169 C *** £nd of usar code to compute function ¢etacsscetsncertotes
14170 c
1417¢ c remove extra element now to free storage
14172 O NELMNT 8 et s
14173 NDATA = NDATA - NVPEL
14174 CALL TRCBAK(’ ', -1)
14175 RETURN
14176 END
......... o 2 A B B

Fig.

40 (cont'd)

¥6¢



295
The next step is to déf‘me any user variables or externall routines which
| will be required within the interface routine (TRPUFX lines> 78-100; UFTIMR
lines 14077-14095). (The function INTPNB at UFTIMR line 14092 is a stock
TRP function which is useful when decoding constant parameters.)

The next step is to specify the number of elements needed in the output
vector, via NELMNT (TRPUFX line 114; UFTIMR line 14110). In the example
routine - UFTIMR, the number of elements has been set high by one, in order to
force the TRP to get extra storage for temporary use. This storage has been
released again at lines 14172-3. Only the Iiighest numbered contiguous»elements
can be released, so these are the ones to use for temporary storage (element 2
in the éxample).

It is now necessary to change the error message produced when
insufficient parameters have been given (TRPUFX line 124; UFTIMR line 14119).
Ordinarily only designators are required parameters, the others taking default
values when not specified.

The next step is to specify the instructions to recover any scalar
parameters (the routine UFAUX. at TRPUFX line 133 automatically handles des-
ignators, which are always specified as the first parameters in the function
parameter list), between TRPUF lines 140-1. This is done as shown for the
UFTIMR example routine at lines 14134-64.

Finally, the code to compuﬁe the function must be added, replacing the
dummy lines 144-6 in TRPUFX. This generally consists of a call to the self-
contained subroutine prepared earlier, perhaps with some preparatory computa-
tions.

For the UFTIMR example routine, only a call was required (at lines
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14167-8). The output waveforms are interfaced to the two elements ‘stored
sequentially in RESULT. The number of values (time steps) in each element is
available from NVPEL. This is used here both for specifying the léngth of the
input- and output vectors, and for computing the offset of the second (and
subsequent) elements in RESULT. (Full advantage is taken here of the superior
and now-standard "pass-by-location"” method of parameter reference in FORTRAN
77 parameter lisﬁs.)

The input waveforms are taken directly from the data area DATA, using
starting locations in DSTART. The time base (where required) for each input
waveform is accessed by using the cérresponding element of IBASE to address
the data area through the indexing vector ISTART, as shown at UFTIMR lines
14167-8. |

The signiﬁcaﬁce of the entries in the TIMER parameter list is:
RESULT: output waveform in element 0, -

RESULT(NYPEL+ 1): temporary storage in element 1,
DATA(DSTART(1)): input waveform for timer on/off control,

DATA(ISTART(IBASE(1))): time base for case corresponding to input wave-

form,

NVPEL: number of time steps per waveform, equal to the number of

values per element,
PUDLY: timer pickup delay,

- DODLY: timer dropodt delay,
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IC: initial condition for timer on/off status, and

VLIM: output-range limit for timer.

The third and final stage in the interfacing process is to include the func-
tion name iﬁ the routine which calls the interface routine from the TRP. A
special TRP routine, TRPUFN, has been prepared for this purpose. The initial
form of this routine has no subroutine calls; the calls are added as user func-
tions are added. A "mature" form of this routine, developed for the user func-
tions described in appendix B, is listed in fig. 41.

The function name taken from the COMPUTE command is contained in
FNCTN (e.g. line 5084). The name in FNCTN is tested against valid function
names in an extended IF-ELSEIF instruction. The form of the entries can be
seen from lines 5150-4, for example, which provide the call to the subroutine
UFTIMR described earlier. The function list in TRPUFN is scanned before the
list of TRP internal functions, so that user-functions may replace internal func-

tions of the same name.

G. . TRP FILE PREFIXES

All files used by the TRP have names beginning with a TRP-specified
prefix which depends on the use to which the file is put. The remainder of the
file name consists of a "study identifier” string specified in TRP commands. The

file prefix is assigned according the the list in table 4.



Listing of TRPUF1.F77(5001,6000) at O1:16:25 on MAY 9, 1986 for CCid=BRWG

SUBROUTINE TRPUFN(LNFND, RESULT, NELMNT,

1
2
3

MOATA, PARMS, NPARMS. TTYPE, ISTART, TEND,
NAMES, NENTRY, CODES, KEYS, NCODES, SETVLU,
LABORT, FNCIN)

CAVTFORTRAN 77 eee

ABOOHOOOO

]

8018 c

8016 < SENAME: FOULING NBME e et e e e

$017 c STDATE: Si form of date of i1ast change to this routine.

5018 [

5019 C %% GONBFAL VAPIBDIOR: e et ettt
5020 [

%021 INTEGER SDATE, NDATA, NELMNT, MDATA, NPARMS, CODES, NCQDES,

8022 1 TTYPE(* ), ISTART(®), LEND(®), NENTRY i
8023 REAU DATALS), SETVLU(®), RESULT()

5024 LOGICAL LABORT, LNFND

5025 CHARACTER® () FNCTN, PARMS(*), KEYS(*), NAMES(2,*)

4026 [

8027 c CODES: Data type codes (1nput)

3028 c DATA: Data for dBtADASE (TN DUR QU DU ) e e

5029 c FNCTN: "Function name (input)

3030 [+ 1END: List of ending locations for database entries (i1/0)

80314 [+ ISTART: List of starting locations for database entries (1/o)

%032 [ ITYPE: "List of data typas for database entrias (|nput/output)

%5033 c KEYS: Data type keys (input)

50234 c LABORT : Arue 1 f FUNG R ION CAY L MBS ADON O (OU DU ) oo et ettt et
8038 [ LNFND: "true 1f function name has not been identified

5036 c in this routine (output)

8037 [ MDATA: Maximum number of locations in database (input)

3038 [ NAMES: "Name 1ist for database entries (input)

5038 c NCODES: Number of data type codes (input)

8040 [~ NDATA: Number of data values (N database (1npUt/oUtDU ) e e ettt
£041 [+ NELMNT: "Number of ‘eiements in function output{i/o)

%042 c NENTRY: Number of entries In database (input/output)

5043 [ NPARMS: Number of parameters found {n function parm. 1ist

8044 ¢ (input) h

5045 C PARMS: Parameters from function designator (input)

8046 [ RESULT: result from function (output) )

§047 [+ SOATE: "Set non-zero ¥ routine date has aiready bean pas:

8048 c to NVDATE.

5049 [+ SETVLU: various settings for TRP (1nput) i

$080 [+

$0S 1 C **+ External routines

5052 c .......

€655 FREGER T RUDAT B " "

5054 [+ y

8088 € ERRMSG: sends error message ta uSer
5056 [ NVOATE: Varsion dating routine. First parameter is §I =~~~ =W = mmmmmmmmmms s mm—m—me

Fig. 41. Listing of example of completed routine TRPUFN

862
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Page 2

8057 c date, second 1s ‘version group® number of this
8058 [ subprogram.
5088 [ TRCBAK: keeps subroutine traceback 1ist
5060 [ TRPBLK: blocks first wavaeform by second, point by poiNt e e
5061 [ TRPCAR: converts polar representation back to Cartesian form.
5062 c TRPGAT: gates first waveform by second, point by point
5063 c TRPLVL: shifts level of waveform by €ONSTANt BmOUNE, POINE DY . e——— e
5064 c paint
8065 c TRPPLR: converts two waveforms into polar representation, first
5066 [ 18 _taken as X, second as Y, result {s two-elamant
5067 Cc vector, with first elemaent being radius, second angle.
8068 c ¢*s* base has no meaning. ****
....5069 ¢ UENEG:  NBRATES SPOCILI00 BNTEY e —— et et e e ettt e et
. 8070 c UFOCR: restrained overcurrent relay
5071 c UFPSFA: posttive sequence filter, type A
5072 c UFPTA:  PORMISSIVE AT D D OCK Y DB A e i,
5073 c UFTIMR: delayed pickup/dropout timer
5074 c *
8078 AT A SDATE [0/ e —————es e et e et
$076 SAVE SDATE
8077 C sommmcaes R il e ittt lied ¢se START e
5078 [ Pass routine date to NVDATE {f not done already. .
5078 TF (SDATE €Q. 0) SDATE =" NVDATE(SIDATE )
8080 . CALL TRCBAK{SBNAME, 1)
soa‘ c F T T S T P S PPN
$082 [ Identify function and call eppropriate routine
8083 LNFND = .FALSE.
...... 5084 IF_(FNCTN .€Q. 'DELAY‘) THEN e
8088 [ delay unit--Uses *pass by location®
5086 CALL TRPUF7(DATA(ISTART(NENTRY)), NELMNT, NDATA, DATA,
5087 ] MDATA, PARMS, NPARMS, BTYPE, IQTART o JEND , NAME S,
5088 NENTRY, CODES, KEYS, NCODES, SETVLU, LABORT)
5089 ELSE IF (FNCTN .EQ. ‘GATE’) THEN
8080 C Pate firat Wavalorm Dy SOCONG-=USES “DBSB Dy YOG O
8081 CALL TRPGAT{DATATTSTART(NENTRY )Y, "NELMNT, "NDATA, 'DATA,
5092 1 MDATA, PARMS, NPARMS, ITYPE, ISTART, ITEND, NAMES,
3093 2 NENTRY CODES, KEYS, NCODES, SETVLU CABORT Y
8094 EUSETE(ENCTN' €. “BLOCK" ) TRHEN
8098 [+ block tirst waveform by second--uses 'paas by location*
5096 CALL TRPBLK(DATA(ISTART(NENTRY)), NELMNT, NDATA, DATA,
5097 1 MOATA, PARMS, "NPARMS, "TTYPE, "TSTART . TEND, NAMES,
5098 2 NENTRY, CODES, KEYS, NCODES, SETVLU, LABORT)
8099 ¢ ELSE IF (FNCTN .EQ. 'k?!ﬁk_§H!EI“)vIHEN
£100 ¢ shifts Tevel of waveform by constant amount--uUses *pass by
8101 [+ location®
5102 c CALL TRPLVL(DATA(ISTAR RY ) ), NELMNT , NDATA, DATA, i
[$]ek] [+ i PE, "ISTART, TEND, NAMES,
5104 c 2 NENTRY, CODES, KEYS, NCODES, SETVLU, LABORT)
$108 c ELSE IF (FNCTN .£Q. ‘POLAR’}) THEN .
6108 ¢ converts two waveforms into poiar representation. Fipst
5107 c {s taken as X, second as Y, result is two-element vector,
si08 ¢ ... tic8t 18 radius, second 18 angie--uses "pass by locatfon® e
§109 ¢ CERCU TRPBURUDATACTSTART (NENTRY ) ), NELMNT [ NDRTA, DATA 7 s s s e s s
5110 c 1 MDATA, PARMS, NPARMS, ITYPE, ISTART, IEND, NAMES,
S111 SR ] NENTRY, CODES, KEYS, NCODES, SETVLU, LABORT) '
§173 p EUSE TE (PNETNT B0 S EARTESTANT ) B e L

Fig. 41 (cont'd)
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Listing of TRPUF1.F77(5001,6000) at 01:16:25 on MAY 9,
converts po 1tation back into Cartasjan form. first

aelement I8 Y (result is two-aelement vector).

For {nput, tirst atement s radius, second {s angle

Uses "pass by 1OCALIONT e e e
CALL TRPCAR(DATA{ISTART(NENTRY)) ., NELMNT, NDATA, DATA,
1 MDATA, PARMS, NPARMS, ITYPE, ISTART, IEND, NAMES,
2 NENTRY, CODES, KEYS, NCODES, SETVLU, LABORT)
ELSE IF [FNCTN EQ. ’'OVERCURRENT.R') THEN

raestratned over-current relay--uses “pass by location®

O 0060000

] MDATA, PARMS, NPARMS, ITYPE, ISTART, IEND, NAMES,
2 NENTRY, CODES, KEYS, NCODES, SETVLU, LABORT)
ELSE IF (FNCTN .EQ. 'NEGATE’ -.OR. FNCTN .EQ. 'NOT’) THEN
negate specified entry--uses “pass by location*
CALL UFNEG(DATA(ISTART(NENTRY)), NELMNT, NDATA, DATA,
1 MDATA, PARMS, NPARMS, 1TYPE, ISTART, I1END, NAMES.
2

NENTRY, CODES, KEYS, NCOOES, SETVLU, CABORT)
ELSE IF (FNCTN .EQ. ‘OVERCURRENT.IT’) THEN
¢ inverse time over-current relay--uses °"pass by location®
CALL TRPUFT{DATA(TSTART(NENTRY ) ), "NELMNT, "NDATA, DATA,
1 MDATA, PARMS, NPARMS, ITYPE, ISTART, IEND, NAMES,
2 NENTRY , CODES, KEY S, SETVLU, LABORT)
ELSE 1F (FNCTN [EQ. 'PS-FI THEN
[ positive sequence filter type A--uses "pass by location"
CALL UFPSFA(DATA(ISTART(NENTRY)), NELMNT, NDATA, DATA,
MDATA, PARMS, NPARMS, ITYPE, TSTART, TEND, NAMES,
NENTRY, CODES, KEYS, NCODES, SETVLU, LABORT)
ELSE IF (FNCTN .€Q. ‘SD2H') THEN oo
[ Westinghouse SD-2H relay--uses “pass by jocation"
CALL UFSD2H(DATA(ISTART(NENTRY)), NELMNT, NDATA, DATA,
1 MDATA, PARMS, NPARMS, 1TYPE, ISTART, IEND, NAMES,
2

N

NENTRY, "CODES, "KEYS, NCODES, SETVLU, LABORT)
ELSE IF (FNCTN .EQ. ‘SDX1H’) THEN
[4 Wastinghouse SDX-1H relay--uses “pass by location*®

CALLUTUFSOXH{DATA(TSTART{NENTRY)), NELMNT, "NOATA, DATA,
ITYPE,

1 MDATA, PARMS, NPARMS,
2 NENTRY, CODES, KEYS

ISTART, 1END, NAMES,
_SETVLU, LABORT)

EUSE TF (FNCTN EQ. "TIMER”
c delayed pickup/dropout timer--uses "pass by location®
CALL UFTIMR{DATA(ISTART(NENTRY)), NELMNT, NDATA, DATA,

WOATA . PARMS  KBABMS . [TYPR  TSTARTT TEND T TRRRBS S s st
NENTRY, CODES, KEYS, NCODES, SETVLU, LABORT)
ELSE IF (FNCTN .EQ. 'UNDERVOLTAGE’) THEN
undervoltage relay--uses “pass by tocation®
CALL TRPUF2(DATA(ISTART(NENTRY)), NELMNT, NDATA, DATA,
1 MDATA, PARMS, NPARMS, I1TYPE, ISTART, I1END, NAMES,
2 NENTRY, CODES, KEYS, NCOOES, SETVLU, CABORT)
ELSE IF (FNCTN .€Q. ‘OVERVOLTAGE.NS') THEN
C nagative sequenca relay--uses “pass by location®
CALL TRPUFIIDATA(TSTART (NENTRY) ), "NELMNT, "NDATA, DATA,

-

1 MDATA, PARMS, NPARMS, ITYPE, ISTART,

2
€ EUSE TF (FNCTN JEQ. “USER-47) "THEN
[ user # 4--uses °"pass by location®
¢ CALL TRPUFA(DATA(ISTART(NENTRY)), NELMNT,
[+ { MOATA, PARMS, "NPARMS | ITYPE, TSTARYT,

NENTRY, CODES, KEYS, NCODES, SETVLU,

IEND, NAMES,
ABORT)

NDATA, DATA,

“YERG, RAMES . s e oo e .

Fig.

41 (cont’d)
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Listing of TRPUF1.F77(5001,6000) at 01:16:25 on MAY 9, 1986 for CCid=BRWG K Page 4
5168 c..2 NENTRY, CODES, KEYS, NCODES, SETVLU, LABORT) . e
5170 ELSE IF (FNCTN .EQ. 'PDLARIZED MHO.B') THEN
8171 [ polarized mho {(type B) relay--uses "pass by location®
8172 CALL TRPUFS(OATA(ISTART(NENTRY ) ), NELMNT | NOATA, DATA, e ot sseetoseeoesoeeeo
$173 - 1 MDATA, PARMS, NPARMS, ITYPE, ISTART, TEND, NAMES, .

8174 NENTRY, CODES, KEVS NCODES. SETVLU, LABORT)
5178 ELSE JF CFNCTN (BQ, LAC ) THEN | ettt 818 et
8176 R P
2 SETVLU, LABORT) .
'MEMORV' .OR. FNCTN LEQ. 'FILTER’) THEN . .
memory or RLC flltar--uses "pass by location® i
CALL TRPUFB(DATA{ISTART(NENTRY)), NELMNT, NDATA, DATA,
| S MDATA, PARMS, NPARMS, ITYPE, ISTART, LEND, NAMES,
NENrRY CODEL KEVS NEGDES| SETVLU ! LABORT) ....................................................................................................... .
ELSE IF (FNCTN .EQ. ’'OIRECTIONAL’) THEN
c directional elemant--uses "pass by location®
CALL TRPUFS(DATA(TSTART(NENTRY) ), NELMNT, "NDATA, DATA, ’ ’ Trmmmmmm— )
{ "MDATA, PARMS, NPARMS, ITYPE, ISTART, [END, NAMES,
NENTRY, CODES, KEYS, NCODES, SETVLU, LABORT) i
ELSE 1F (FNCTN .EQ. ‘PERMISSIVE ) THEN
[+ permisaive trip block type A--uses "pass by location*
CALL UFPTA(DATA(ISTAR ) MNT, NDATA, DATA,
1 MDATA, PARMS, N START,
2 NENTRY, CODES, KEYS, NCODES, SETVLU, LABORT)
ELSE
¢ function name not recognized--not user function ~TTmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm
LNFND = .TRUE.
[ LABORT not assignad since no calls were made, ac: » e et e ettt
CABDRT »  FALSE OO
END IF
c ...............................................
T T T T R R
RETURN
E~D ......................................................................................... e S heen s berieeesemtaeieaL s st rsen e bt ey
......... 1, a2 3 BB T B 02

Fig. 41 (cont’d)
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oz o

" TABLE 4

Prefix List for TRP Files

File Use

command input file (SET INPUT= . . .)
output log file (SET OUTPUT= . . )

messages file (SET MESSAGES= . . )
EMTP-generated data file (GET EMTP=

“TRP-format SAVE file (SAVE/GET TRP=. .

~ H. TRP DESIGN LIMITS

The design limits for the TRP are shown in table 5.

302

Installation limits

apply on the memory allocated to the TRP and on lengths of names, number of

cases, etc., which will determine the actual practical limits.

Limit

Maximum
Maximum
Maximum
Maximum
Maximum
Maximum
Maximum

number
number
number
number

TABLE 5

TRP Design Limits

of cases

of data types

of elements per waveform vector
of base types

length of PLOT UNITS string (characters)
length of PLOT LABELS string (characters)
length of PLOT TITLE string {characters)

Value

2148
8999
100
1000
10
50
50



