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A B S T R A C T 

This thesis examines the dynamic decision making behavior of fishermen. Two models are developed: (l) 

an intraseasonal model of vessel movement on the fishing ground during each season; and (2) an interseasonal 

model for investment decision making from year to year. Both decision models are driven by single economic 

objectives and the fisherman-decision maker is assumed to make rational choices to optimize the stated 

objective. 

In this competitive market intraseasonal decisions are assumed to be made in the short-run to maximize 

the net operating income of each fishing enterprise. These decisions about where to fish to obtain the 

maximum return to fishing effort over the course of the season are modelled by a partially observable Markov 

decision process which incorporates the key elements of the problem facing each fisherman. The state space 

for this process is derived from total seasonal biomass. This aggregate description of the state space renders 

the problem practicable and solvable. The normative model is developed formally and applied to freezer 

trollers of the British Columbia commercial fishing fleet. Model results for average income and catch per 

troller, and seasonal fishing distribution over the fishing grounds reflect major tendencies in statistics arising 

from actual intraseasonal decisions made by this group of fishermen. 

Interseasonal decisions concerning longer-term investment strategies are made in an environment which 

is highly variable from season-to-season. Extensive variability implies that economic survival is a primary 

consideration in the investment decision process. The investment decision making process is modelled as 

a probabilistic dynamic programming problem in discrete time. Investors are assumed to make rational 

decisions based on income expectations and subject to survivability conditions to maximize the net worth of 

the fishing enterprise at the end of a finite planning horizon. The formal analysis of the investment model is 

presented. The model is applied to al l trollers of the British Columbia commercial fishing fleet. The pattern 

of actual investment by troller is simulated by tuning behavioral components of the investment model. These 

results provide insight into the behavioral basis of investment decision making by this group of fishermen. 

This modelling framework has implications for planning and regulation in fisheries. Insight gained into 

the key factors behind fishermen's decisions can provide a basis for the development of strategic policies which 

anticipate fishermen's behavior and are aimed at stabilizing the economic viability of the fishing sector. The 

approach represents a movement away from reactive, short-term policies which have characterized fisheries 

regulation to date. 
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Dynamic Models of Decision Making by Fishermen 

1. Introduction 

Canada's ocean fisheries have come under serious public scrutiny in recent years. Notably, the Com­

mission on Pacific Fisheries Policy and the Task Force on Atlantic Fisheries both describe the deplorable 

economic conditions of the fishing sector. The universally identified major problem in the industry is stated 

as drastic overcapitalization. 

Regulating bodies charged with maintaining the biological, economic and social viability of the fishery, 

historically have been placed in a conflicting position. Regulators have a mandate to protect the resource 

while at the same time preventing fishermen from engaging in cost spiralling investment tendencies which 

may seriously erode their economic viability and livelihood. While it may be stated that many biological 

objectives, i.e., the maintenance and enhancement of fish stocks, are being achieved, the economic and social 

costs incurred by the fishing sector have been mounting to a crescendo which has resulted in the current 

crisis situation. 

One reason why regulation of Canada's fisheries has been less than successful in curtailling overcapi­

talization in fishing effort is its lack of emphasis on the cause of the problem. Current regulation typically 

treats the symptoms of the problem—mounting capital expenditures, increasing costs incurred by the fishing 

fleet and pressure on resource stocks—by limiting for example, the form and sizes of new capital investment 

by individual fishermen. However, this treatment fails to consider the cause of the problem-the behavior 

and motivation behind fishermen's decisions. 

The purpose of this thesis is to present empirical-based models of decision making dynamics by fisher­

men. The motivation behind this research lies in the intuition that increased understanding of the dynamic 

decision behavior of fishermen wil l lead to more effective and anticipatory regulation. Without knowledge of 

the behavior of fishermen, fisheries management is confined to 'reacting to' changes induced by the collective 

action of fishermen. Reactive regulation characterizes much of the current regulatory policy in common 

property resources. There is growing need for more research directed at micro-based decision models of the 

kind proposed here. 

In the analysis which follows, two aspects of dynamic decision making by fishermen are investigated: 
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1) intraseasonal decisions of when and where to fish; and 

2) interseasonal decisions for new capital investment. 

Intraseasonal decisions about when and where to fish throughout the fishing season are assumed to be 
based on the desire of fishermen to maximize seasonal net operating income. Accordingly, elements to be 
weighed in the intraseasonal decision process include the potential catch of fish, the cost of fishing effort, 
and the unit price of the catch in each fishing ground at each fishing period of the season. Fishermen will 
be attracted to fishing grounds which have higher relative catch potential, lower relative fishing costs, and 
higher relative unit prices per catch, ceteris parebis. 

In order to model this decision process, it is necessary to develop representative seasonal dynamics 
describing the ongoing catch potential of the fishery, and the cost and price performances for the different 
fishing grounds. Seasonal cost and price dynamics are derivable from trends evident in historical data. Catch 
potential is modelled in two parts: stock dynamics and catchability. 

Stock dynamics are modelled as a Markov chain which depends on total seasonal catchable biomass. 
The anadromous nature of Pacific salmon permit the use of this aggregate model (over all salmon species 
and all fishing grounds) as a simple representation of actual stock dynamics. Moreover, this aggregate 
representation of salmon stock dynamics is not incompatible with how experienced fishermen may intuitively 
view the system. 

Secondly, since actual catches are not perfectly correlated with stock abundance then they must be 
described conditional on actual abundance. Inversely, observed catches provide only limited information 
about the actual state of abundance of the fishery. However, as the season progresses, more catches are 
made and thus more information is obtained about the overall state of seasonal abundance. This new 
information about catch potential is then used to make decisions about when and where to fish in upcoming 
periods of the season. 

Dynamic decision processes which take place in this system are formulated as a Markov decision process 
with imperfect information about the actual state of the system. Decision policies for this problem are 
computed by the method of optimal control of the partially observable Markov process over a finite horizon 
due to Sondik(1971). Using these decision policies, distributions of seasonal net operating income earned by 
fishermen, and fishing effort and catch by fishing ground are generated by simulating the actual stochastic 
evolution of the system for the fishing fleet. The performance of the model in anticipating these key elements 
of the fishery is measured by comparing the model results with empirical data. 
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Interseasonal decision making is concerned with fishermen's investment decisions over time. Intersea­

sonal investment decisions are assumed to be based on the desire of fishermen to maximize the economic 

value of their enterprises at the end of a finite planning period. 

Investment potential in any single period depends on the fisherman's current financial and capital 

structure, and on the fisherman's current and expected future levels of net operating income. Moreover, 

since levels of the income random variable may vary appreciably from season to season (as is typical of most 

fisheries) then new investments may place the fisherman at considerable risk of solvency. This fact is evident 

from the difficulty many fishermen have in raising capital from conventional lenders. 

Limitations on investment due to high income variability are incorporated into an investment decision 

model which makes investment contingent on continued survival in the fishing business to the end of a 

finite planning period. Each new investment generates a series of future financial liabilities and income 

enhancements over the planning period which in turn affect the ongoing Net Worth of the enterprise. It is 

with respect to these costs and benefits that fishermen are assumed to make their investment decisions. 

To solve this problem, a discrete-time probabilistic dynamic programming formulation is developed to 

model the investment planning decisions of individual fishermen. Investment policies are then determined 

at each year with the objective of maximizing the expected economic Net Worth of the enterprise at the end 

of the planning period. Limitations to investment take the form of survivability constraints in each year of 

the dynamic programme. 

Actual investments by fishermen are found by employing the derived investment policies in a simulation 

of the stochastic system. The performance of the investment model in anticipating the extent and type of 

new investments over time is measured by comparing the model generated results with empirical data. 

The contribution of this research lies in the development, analysis, and application of the proposed intra 

and interseasonal decision making models for fishermen. The development of dynamic models of fishermen's 

decision making processes has implications for a number of regulatory policy questions, e.g., the effects of 

closures, area licensing, license limitations, investment trends, and the impact of enhancement programs on 

the evolution of the fishing fleet. 

The empirical aspects of this study focus on a particular segment of the British Columbia commercial 

fishing fleet—salmon trollers. The salmon fishery is by far the most important fishery resource in both 

quantity and value on the Pacific coast (Pearse(1982), p.9). Trollers are the largest segment (in numbers of 

vessels) of the British Columbia commercial fleet. 
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A serious drawback to the development of empirical-based micro-models of the kind proposed here has 

been the absence of reliable data. The empirical basis of this research benefits from recently collected and 

previously unavailable data. In particular, detailed information on the performance of individual trollers 

over time provides useful comparisons of the modelling results with the representative data of the actual 

system. The database is comprised of historical data on landings by vessel, by species, by statistical zone; 

annual cash report (tax submission) data including investment and disinvestment by class of capital for 

individual troller operations; vessel characteristics including tonnage, length, vintage, and estimated value; 

aggregate catch statistics by zone, species, and gear type; and unpublished fisheries reports. A l l data has 

been disguised to protect the identity of the individuals. 

The presentation of the modelling framework in this thesis is designed to illustrate its capabilities for 

a wider range of regulatory problems. Systematic exploration of the key uncontrollable and controllable 

elements in fishermen's decision processes wil l enable planners to anticipate various economic and social 

repercussions of their proposed programmes. Through the use of this kind of advance understanding the 

onerous task of regulating this complex environment may be made more strategic and less reactive. 
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2 . Plan of Thesis 

The remainder of the thesis is divided into four chapters. Chapter 3 presents a survey of the revelant 

literature related to the analysis of the decision making behavior of fishermen. This includes recent studies 

on the state of the fishery sector in Canada, stochastic models for fishery management, and models of 

investment behavior in fisheries. 

Chapter 4 presents the intraseasonal decision making model. Chapter 5 details the interseasonal model. 

Each of these two chapters contains subsections which present: 

i) the motivation behind the use of the particular model proposed. The arguments defending the normative 

and predictive purposes of each model are also presented. 

ii) the formal development of the respective models, namely, the partially observable Markov decision pro­

cess for the intraseasonal model, and the probabilistic dynamic programme with survivability constraints 

for the interseasonal investment model. Models assumptions are also discussed here. 

iii) computational considerations for developing optimal decision rules for each model. Procedures, limita­

tions, and restrictions on the computing of model solutions are also discussed. 

iv) analysis of the results of each model. A discussion of the sensitivity of model results due to changes in 

key controllable and uncontrollable data elements is presented. Model results are also compared with 

corresponding actual statistics. 

The final chapter summarizes each decision model and gives a discussion of wider perspectives for 

regulatory planning using the intra and interseasonal modelling framework. Extensions of the stochastic 

modelling approach are also discussed in this closing chapter. 
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3. Literature Review 

This survey of the relevant literature for this research is divided into three main sections. The first section 

presents critiques on the current state of Canada's ocean fisheries. This material provides the background 

and motivation for the current research. Secondly, recent research related to the optimal control of Markov 

decision processes is discussed with emphasis on fisheries applications. This research provides the technical 

background for the intraseasonal partially observable Markov decision process developed in this thesis. The 

last section reviews analyses of investment in fisheries. 

The tenuous state of Canada's ocean fisheries has prompted a number of thorough investigations aimed 

at revamping the industry. Munro(l980) examined the impacts of extended fisheries jurisdiction on the 

Newfoundland economy. In this study Munro cautions that the 'promise of abundance' anticipated from the 

200 mile limit (Law of the Sea Convention, 1977) may nevertheless be dissipated by uncontrolled investment. 

In fact, significant capital expansion did occur in both the primary and secondary sectors of the fishery. 

The consequence of this expansion coupled with cost escalation after 1977 eroded any benefits accruing 

from extended jurisdiction and plunged the east coast fishery into serious economic straits. By 1982 the 

Atlantic fisheries were on the verge of bankruptcy. In this year, the Task Force on Atlantic Fisheries chaired 

by Michael Kirby was given the mandate to recommend "how to achieve and maintain a viable Atlantic 

fishing industry with due consideration for the overall economic and social development of the Atlantic 

provinces'* (Kirby(1982,p.3)). 

What Kirby recommended was a sweeping reform of the east coast fisheries operations designed to 

grapple with the longstanding problems of the common property and the seasonal nature of the fishery, a low 

quality product, and poor management. The crisis of 1982 was further complicated by the overcapitalization 

which followed extended jurisdiction in 1977, and by the social and political traditions of the region. 

In a concurrent study by the Institute for Research on Public Policy, Weeks and Mazany(1983) presented 

a plan for reducing the overcapacity of the Atlantic fisheries. Specific attention was paid to the social 

implications of their proposed strategy. 

The situation on the Pacific coast parallelled that of the Atlantic coast. In the late seventies Canada's 

Pacific fisheries underwent large expansion primarily as a consequence of a series of high income years. 

Subsequently, prices fell and costs rose as part of the world-wide economic malaise- This phenomenon, 

together with growing concern about the precarious condition of many fish stocks (salmon, in particular) 
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drove the industry toward economic disaster. In 1982 the Fleet Rationalization Committee was set up to 

discuss ways and means to reduce and prevent overcapitalization in the British Columbia fishing industry. 

The Committee represented the views and concerns of members of the fishing community and also acted as 

critic of the Royal Commission on the Pacific fisheries which had begun hearings in 1981. 

The Commission on Pacific Fisheries Policy was given the task of finding ways to improve the conditions 

of Canada's Pacific fisheries. Commissioner Peter Pearse's Final Report(l982) presented a commerical quota 

licensing scheme for revamping the industry and halting the excessive capacity investment spiral. Capital 

reduction would initially be achieved through a buy-back plan after which the limited-entry quota system 

would be set up to prevent the fleet from expanding beyond the level required to harvest efficiently the annual 

catch. The licensing strategy was designed as an alternative to the myriad of regulations and harvesting 

restrictions currently in effect to control catch. 

Scott and Neher(1981) declared that the current administrative system in Canada's fisheries is highly 

inefficient and results in increased real costs to the industry. They pointed to the excessive complexity of 

current regulation as the most significant cost overrun in the fisheries sector. A 'simplification of the rules' 

and the implementation of individual and exclusive fishing rights was recommended. 

The Powell River Symposium, published in the Canadian Journal of Fisheries and Aquatic Sciences 

(1979) presented a series of papers on the regulation of Canada's commercial fisheries. Fraser(1979) gave 

examples which show that programmes such as licence limitations have not been totally successful because 

they merely react to the symptoms of the problem, e.g., increasing investment and pressure on fish stocks. 

Wilen(1979) called for the design and development of alternative regulatory programs in which policy out­

comes are predictable. He focuses on what motivates individual fishermen in their investment decision 

making. Information about the impact of adjustment to price changes, income expectations, and cash avail­

ability on the average behavior of individual fishermen may be used to explain reactions to regulations in 

the past. Moreover, this information can be used to develop regulatory policies which anticipate investment 

behavior. 

In his 1985 J .C. Stevenson Memorial Lecture, Hilborn(1985) called for a renewed effort at understanding 

the behavior of fishermen. He attributes the crisis in Canada's commercial fisheries in large part 

to poor understanding of the dynamics of fishermen, how they fish, and how they 

invest. I therefore argue that a major element of fisheries science should be the study of 

fishermen and fleet dynamics. (Hilborn(1985),p.3). 
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While relatively few papers specifically treat the decision making processes of fishermen, much research 

activity has been directed at the optimal control of stochastically varying aggregate fish stocks and fish 

dynamics vis-a-vis regulating these stocks. Primary emphasis is on renewable stock management and the 

structure of socially optimal fishing policies. The pioneering work of Clark(1976) provided a mathematical 

framework for modelling fisheries stock management in a deterministic setting. Clark(1985) examined risk 

and uncertainty in fisheries management. Mangel(1984) also treated the modelling of stochastic resource 

systems and the management of fluctuating resource stocks. 

Adaptive management of natural systems undergoing uncertain dynamic changes has been investigated 

by Holling(1978). A case study on Pacific salmon management is included in this edition. Walters and 

Hilborn(l978) published a survey of dynamic optimization models dealing with uncertainty in ecological 

management. Surveys of stochastic modelling in fisheries include those by Andersen and Sutinen(l981) and 

Spulber(l982). 

Among the approaches to stochastic fisheries modelling, Markov decision processes have been used to 

model uncertainty in the management of fish stocks. The recent survey by White(1985) attests to the 

increase in popularity of these models in fisheries as well as in other areas of application. In particular 

we note the following research. Mendelssohn(1979) analysed the consequences of the choice of grid size on 

policies from a Markov decision process in two Alaskan sockeye salmon stocks. The procedure leads to a 

better understanding of the robustness of fisheries escapement policies. 

Ludwig and Walters(1982) showed that while stochastic effects on a given stock-recruitment relationship 

do not alter the conclusion of the corresponding deterministic theory, uncertainty about the stock-recruitment 

relationship itself can lead to large departures from the "optimal" escapements dictated by deterministic 

theory. 

Mendelssohn and Sobel(1980) described in general terms the structure of optimal reinvestment and 

consumption decisions under uncertainty for single sector growth models including single fish species with 

structured age classes. In this context, 'reinvestment' in the fish stock denotes escapement and 'consumption' 

is fish harvest. The objective is to maximize the expected discounted utility. Both finite and infinite 

consumption horizons are examined. Sobel(1982,1981) used a game theory approach to characterize optimal 

policies for harvesting and escapement under a particular set of assumptions. The assumptions which are 

applied to fisheries management guarantee a stationary (period independent) optimal policy. Moreover, the 

assumptions imply that fishermen who behave according to the social optimal have no incentive to deviate 

from a stationary policy vis-a-vis their individual effort and investment strategies. Lovejoy(l983) used a 

policy bounding technique to a Markov decision process applied to the management of a stochastically 
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varying, age structured fish population. Policies are developed for the Atlantic surf clam fishery. 

In unpublished reports, Mendelssohn and Sondik(l979) and Sondik and Mendelssohn(1979) analysed 

the impact of information on the optimal management of renewable resources in an uncertain environment. 

In these studies special cases of a partially observable Markov decison process ( P O M D P ) formulation is 

developed to examine the benefits and costs of perfect information versus no information, and delayed perfect 

information about the actual state of the system (i.e., stock abundance). The computation of optimal 

policies for the P O M D P was first resolved by Sondik(l971). (See also Smallwood and Sondik(l973) and 

Sondik(1978).) Monahan(l982) provided an excellent review of P O M D P theory, models, and algorithms. To 

date, P O M D P models in the literature are primarily contrived problems used for the purposes of illustration. 

Applications of Markov decision processes or P O M D P ' s in particular are not numerous (White(1985)). 

The objective of the above stochastic models is to provide insight into the optimal escapement and 

harvesting policies for specific fish stocks. A few papers examine the decision making processes of fishermen 

who operate in the same stochastically varying environment. For example, Swierzbinski(1981) modelled 

fishermen's seasonal choices about what fishery to enter and how many fishing trips to make as a function 

of risk attitudes and profit expectations. A static model is applied to the herring fishery. A dynamic model 

with updating expectations is developed but not applied. Mangel and Clark(1982) modelled the effect of 

search by fishing vessels in reducing uncertainty in the location of schools of fish. Preliminary fishing and 

searching is followed by updating of the information and reallocation of the vessels. 

In a similar approach to that of Mangel and Clark, Eales(1983) modelled searching behavior in the 

California shrimp fishery. Fishermen's decisions regarding the division of time between searching and fishing 

are updated continuously as a function of changing expected profits. Model results are compared to empirical 

data. 

The chronic problem of overcapitalization in fishing has been well documented as the single most impor­

tant issue in the survival of the fishing industry. However, as previously noted, considerably more attention 

has been attributed to aspects of stock management and fish dynamics. As Charles(1983a) stated, 'ana­

lytical studies of optimal fleet sizes and fisheries investment strategies have been rare.' Recently, fisheries 

investment strategies have received more research attention. Emphasis here is on the mathematical devel­

opment of optimal fishing capacity policies for aggregate fishing fleets. In particular, Clark et al(1979) and 

Charles( 1983a) solved the dual harvesting and investment optimal control problem in a deterministic set­

ting. The problem of optimal aggregate investment in a fishery subject to random stock fluctuations has been 

studied by McKelvey(l979) for a multipurpose fleet and by Charles (1983b, 1985). Charles (1983c) extended 

the previous analysis to consider the effect on optimal aggregate investment levels when the parameters of 
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the stock-recruitment function are imperfect estimates. Similar issues related to optimal capacity for a de­

veloping fishery are studied by Clark et al(1985). The lack of alternative uses (irreversibility) of specialized 

fishing capital and its impact on optimal aggregate capacity and management of the fishery is taken up by 

Charles and Munro(1985). 

A number of empirical analyses of investment in fisheries have appeared in the past. On the west coast, 

Blake(197l) examined the trends in over-expansion by the British Columbia salmon fleet prior to license 

limitation in 1969. In a follow-up study to the Sinclair Report(l960), Sinclair(1978) reviewed the state of the 

commercial fishing licensing scheme in British Columbia. A 1979 study (by Foodwest Research Consultants) 

reported on all sources of financing available to the primary and secondary sectors of the British Columbia 

fishing industry. In 1982 and 1983, Fisheries and Oceans Canada, Regional Planning and Economic Branch 

developed surveys of British Columbia commercial fishermen's earnings and expenses. The data was collected 

from an ongoing study initiated by the Fleet Rationalization Committee. Most recently, McMullan(1984) 

presented an interesting study on the historical investment climate and financial controls in British Columbia 

fisheries. Empirical results reveal that the government simultaneously engages in the restriction of fishing 

rights and the support of continued growth in fishing capacity. 

On the east coast, Roy et al(1981) and Schrank et al(1980) investigated the efficiency of fishing capital in 

the Newfoundland groundfishery. Production functions were estimated based on actual data and then used 

to estimate the total costs and value of capturing the annual harvest. In other studies, Teltey et al(1984) 

examined the trends in increased investment by shrimp vessels in the Gulf of Mexico. 

The above studies in fisheries investment deal with the theoretically optimal level of aggregate investment 

by an entire fishing fleet, or the actual trends of investment by the fleet. Little research has appeared in 

the literature which focuses on the investment behavior of individual fishermen. Of particular interest is 

the paper by Thompson et al(1973). In this study a stochastic dynamic programming formulation is used 

to model investment decisions by individual fishing firms. The dynamic model incorporates a condition 

which strictly quarantees survivability of the firm in all fishing periods. The survival model is applied to 

the case of shrimp fishing firms along the coast of Texas. The results are contrasted to investments made 

when survivability is not strictly considered. The research of this thesis extends this model by expanding 

the definition of the state variable by including different capital types, by elaborating on the financing of 

capital and on capital's income earning power effect. Moreover, the survivability condition is made flexible 

to the level of risk the fisherman decision maker is willing to assume. Revelant studies on risk in decision 

making are presented in Vinso(1979), Hanssman(1968) and Wilcox(1976). 

Finally, we mention the following research on investment decision making by individual fishermen. 
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Bocksteal(1976) used a logit model analysis to examine the investment response of domestic fishermen to 

extended jurisdiction of the United States fishing industry. The model was successful in explaining changes to 

the capital stock of fishermen when gross revenues and capital costs were affected. More recently, Bocksteal 

and Opalach(l983) presented a discrete choice model of supply response under uncertainty and applied it to 

New England fishing firms making intraseasonal decisions about switching into other fisheries. Changes in 

expected returns and risk were shown to elicit switching indicative of actual behavior. 

Wilen(1979) asserted the importance of modelling fisherman behavior 'for predicting, understanding 

and designing efficient regulation programmes.' More recently, Wilen(198l) used game theory to model 

investment decisions by fishermen vying for a share of annual total allowable catch. Wilen(1983) examined 

the effect on input/output configurations in analysing the benefits and costs of salmon enhancement in the 

British Columbia fishery. The need for the development of behavioral models of industry participants is 

stressed. 

The above material presents the literature which is most pertinent to the work of this thesis. The major 

emphasis is on decision making and modelling in fisheries. Other publications related to general modelling 

approaches, technical details, and empirical data sources are found in the references. 
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4. Intraseasonal Decision Making 

4.1 Motivation 

Commercial trollers who fish for salmon off British Columbia's coast are faced with a similar set of 

problems throughout every fishing season. Briefly, their problem is one of deciding where along the coast to 

fish during each period of the season to catch the most fish with the highest return to fishing effort. 

The unit components of return to fishing effort, i.e., the price and cost per unit catch, are in general 

knowable in advance of the upcoming periods of the season. However, the size of the catch in any zone 

of the fishery in each period of the season is not. This assertion is related to the fact that the actual 

abundance of catchable biomass is never directly observable. Moreover, even if the abundance of salmon 

stock was known explicitly, actual catch would still be random due to the selection process of the fishing 

technique. Consequently, when considering decisions to move among the zones of the fishery, estimates for 

catch potential must be taken into account as well as unit price and cost. 

The anadromous nature of Pacific salmon provides useful information to fishermen in estimating seasonal 

stock abundance. For example, the seasonal run timings and migration patterns of major stocks of some 

salmon species are quite well known. Much research has been carried out into understanding salmon stock 

dynamics. The more experienced fisherman is able to rely to some extent on historical information regarding 

the sequential passage of salmon as they proceed from ocean to inland rivers and streams to natal spawning 

grounds. Moreover, the cyclical behavior of individual stock cohorts is well known among fishermen. As an 

illustration, differences in the 'odd' and 'even' year run cycles of pink salmon are common knowledge as is 

the regular four year abundant run of sockeye salmon to the Adams River of British Columbia. 

Fishermen also acquire information about abundance (and hence catch potential) from their own fishing 

experience, the experience of other fishermen, or from the public policies of the Fisheries officers acting on 

behalf of Fisheries and Oceans Canada which monitors the fishing season on an ongoing basis. However, 

these estimates of abundance are never totally accurate. Thus the information available about the actual 

state of the system (i.e., the abundance of fish) is imperfect. 

For individual fishermen the historical information about the typical abundance levels coupled with the 

anadromous behavior of the salmon provides the underlying process for interpreting the imperfect information 

about actual abundance levels. This information is useful for planning and for decision making during the 
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fishing season. 

Commercial salmon troll fishermen are currently free (with a few exceptions) to target on any species or 

to fish in any defined 'zones' along the coast throughout the season.t The problem for individual fishermen 

becomes one of evaluating at regular intervals over the course of the season the decision about staying and 

fishing in a particular zone or moving to a new zone to fish there. For example, if the overall seasonal 

abundance is evaluated as being 'low' relative to some average abundance, then some fishermen may be 

enticed to modify their fishing effort and strategy by fishing more or less often and in different fishing zones. 

The commercial, perfectly competitive nature of the troll fishery (i.e., many small firms, homogeneous 

product, and exogenously defined prices) lends credence to the conjecture that intraseasonal decisions con­

cerning movement among the fishing grounds are primarily economic-based. Throughout this analysis, 

fishermen are assumed to make rational decisions to maximize seasonal economic objectives such as market 

share, gross income, or net operating income. 

In this analysis, we restrict our attention to income from fishing due exclusively to salmon catches. While 

the salmon fishery is predominant, troll fishermen also complement their fishing incomes by entering other 

fisheries, e.g., the herring fishery. However, due to the complexity of introducing other fishing alternatives 

and the lack of data, this intraseasonal analysis pertains only to the salmon fishery. Specifically, this approach 

provides a normative framework for modelling the intraseasonal decision process of fishermen. 

As a normative formulation of the intraseasonal decision making process, let us consider that fishermen 

using their information sources implicitly define 'fuzzy' estimators to describe the state of the system (i.e., 

salmon abundance) throughout the season. For example, the descriptors 'good', 'mediocre', or 'poor', may be 

attributed to the abundance levels of salmon as a consequence of the observed return to effort of the fishery 

from catches made to this point in the season. Based oh experience and related sources of information, the 

current estimate of seasonal abundance can be used to estimate the abundance levels of salmon in the various 

zones of the fishery for the next period. In turn, information from future catches can be used to update the 

seasonal abundance, and so on to the end of the season. Specifically, we assume that intraseasonal decisions 

are based on estimates of 

1) the likelihood that the system will move from one state (e.g.,'good' overall abundance) to another 

state (e.g.,'poor* overall abundance) from period to period throughout the season; 

f We define seven zones along British Columbia's coast. These zones are aggregations of statistical 

areas used by Fisheries and Oceans Canada in the reporting of landings by species. See Hilborn and 

Ledbetter(1979) for a description of the zones and statistical areas. 
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2) the likelihood that actual observations about the system (e.g.,'high' or 'low' catches) which occur 

over the season depend on the actual state of abundance of the system; and 

3) the relationship between expected catches and the associated benefits and costs in the different 

fishing zones throughout the season, i.e., unit prices and costs of effort. 

The rational fisherman seeking to maximize his economic gain in the short-run (i.e., in each season) 

from salmon fishing will use this information to help determine his seasonal fishing policies. For example, 

salmon abundance levels are typically 'low' (relative to average seasonal abundance) in most zones during the 

early periods of each season. Accordingly, fishermen must first decide in what period and zone to begin the 

fishing season. This decision is based on the recognized historical behavior of the salmon runs, the expected 

catch per unit effort and the expected returns to effort from fishing in each period and zone. Moreover, 

catches in each period provide insight into the type of season which will follow. 

Over the course of the season abundance levels change as the salmon make their way through the 

fishery and catches are taken. Fishermen use these additional pieces of information to modify and update 

their fishing strategies. If, for instance, catches are 'low' (relative to average seasonal catch levels) in the 

current period and zone, then this may signal a fisherman to move to a new zone to fish in the next period. 

Finally, as the season comes to a close, fishermen are signalled by historical data on typical season lengths, 

by late season catches, and by returns to fishing effort, as to when it is no longer beneficial to continue 

fishing this season. 

It is however unrealistic to imagine that over a large fishery with many zones that fishermen actually 

update dynamically the catch potential (i.e., the estimate of salmon abundance) separately for each zone 

based on the current season's catches to date. It is more plausible to conjecture that catches by fishermen in 

a particular zone are used directly as a proxy for all zones, including those that are not fished in the current 

period. For example, a high catch in a particular period and zone may indicate to the fisherman that salmon 

are 'running well' this season across the entire fishery. This implies that the decision to move among zones 

should be primarily based on average zonal catchability, average zonal prices per catch, and average zonal 

costs of fishing. This perspective greatly simplifies the computational aspects of the proposed model. 

The analysis of the empirical data (see Section 4.4) supports the simplified problem formulation. Briefly, 

we begin with an overall measure of seasonal salmon abundance. In each period of the season a proportion 

of this measure is actually present in the fishery. Information about salmon migration patterns, the timing 

of runs and and past fishing experience provide a priori estimates of the proportions applicable to each zone 

and period. When fishing occurs in some zone, the catch observations are used as imperfect measures of 
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the overall seasonal abundance. These observations provide new information about actual overall seasonal 

abundance and the decision about where to fish in the next period is adjusted accordingly. 

The presentation of the formal model in the following section procedes from (i) a description of the 

notation and elements of the general intraseasonal model; to (ii) a parsimonious description of abundance 

across all zones as suggested by the empirical results. The above intuitive description of intraseasonal decision 

making by fishermen, and their use of available information establishes the basis for a normative framework 

for modelling the decision making process within each season. The following section formally defines a model 

which incorporates the elements of the intraseasonal decision making environment of fishermen. 

4.2 Formal Model 

The intraseasonal decision problem may be viewed as a discrete-time dynamic control problem. The 

objective is to make periodic decisions to maximize the expected value of the seasonal net operating income in 

an environment with underlying stochastic fluctuations of changing stock abundance and catch observations. 

This problem is formulated as a particular case of a dynamic optimization process known as a Partially 

Observable Markov Decision Process (POMDP). (See Monahan(1982), Bertsekas(l976), and Smallwood and 

Sondik(l973).) In this section the formal elements of the finite horizon POMDP with discrete and countable 

sets for: the stages (decision periods over the season), the state space (the abundance of salmon), the signal 

or observation space (salmon catches), and the action or decision space (interzonal movement) are defined. 

The following notational conventions are used: Pr{-} denotes the probability of an event {•}, E{} is 

the expected value operator, |A| denotes the number of elements (cardinality) in the finite set A, and '<—' 

denotes the dynamic change, in an element from one period to the next. 

• Let A: S K = {0,1,..., N} denote the periods of the fishing season with iV 6 I+ finite, k represents the 

stages of the decision process, i.e., the time periods for which the decision maker must decide on the 

next period's fishing policy. 

• Let z € Z represent the zones of the fishery with \Z\ = Nz where Nz denotes the number of zones in 

the fishery and Nz G J + is finite. 

• Let Xfc be an JV -̂dimensional random variable defined on a sample space 0. Let the random variable 

Xkz, an element of the vector Xfc, denote the actual (unobserved) state of the system at period k in 

zone z. Xkz represents the level of salmon abundance, i.e., the level of total (harvestable) biomass by 

weight at k in z. Assume that Xfc, takes on only discrete values in the finite set {1,2,..., Nx}, where 
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Nx is constant for all fc and all z. The discretization of the continuous abundance state space is an 

approximation to the actual state variable. The precise definition of the limits of the abundance levels 

in each zone is determined by the actual level of high to low salmon abundance throughout the season. 

The stochastic process {Xfc, fc € K} describes the dynamics of salmon abundance over the season. 

• The state-to-state dynamics of the process of the system between periods k — 1 and A; 

Xfc <— X f c _ ! 

is assumed to be a finite state Markov chain with nonstationary transition probabilities 

pj,-* = Pr{Xfc = y|X f c_ 1=t} (1) 

where p<yfc is the probability of moving from state Xfc_ i = i in period fc — 1, to state X * = j in period 

fc and i,j are members of the set of iV^-tuples, M where 

M = {(l)\,...,\),...,(l,l,...,Nx),...,(Nx,Nx,..:,Nx)}, 

and \M\ = (Nx)N'- The process of salmon abundance dynamics is completely described by the \M\ x \ M\ 

probability transition matrix for each period fc, Pk = [piyk], and the initial probability distribution over 

M which is denoted by the vector 

T(0) = ( T i ( 0 ) ) 7 r 2 ( 0 ) , . . . , ^ | J „ ( 0 ) ) (2) 

where TT,(0) = P r{Xo = t}> * S X. 

• Let Yk be a random variable which denotes the signals or observations of the actual state of the system 

at period fc in zone z. These signals are the level of total catch by weight at each period fc in zone z. It 

is assumed that effort spent fishing and the resulting catch in period fc by a fisherman is within only a 

single zone of the fishery. The actual zone of catch is determined by the decisions in each period. These 

are described below. 

Assume that % takes on only discrete values in the finite set M = { 0 , 1 , 2 , . . . , Ny}- As with the state 

space, this discretization of the continuous observation space is an approximation to actual catches. The 

precise definition of the limits of the catch levels is determined by the actual scale of high to low catches 

actually made throughout each season. The stochastic process {Yfc,fc € K} is known as the observation 

process of the system. 

• Information regarding the actual abundance, Xfc is obtained when fishermen observe % during fishing. 

Moreover, the probabilistic relationship between Xfc (not observed) and Yfc (observed) is assumed to 

16 



be known to the fisherman-decision maker. Define the state-to-observation function for each period k 

which relates observations Yk in zone z to actual state Xfc by the probabilistic relationship 

= Pr{n = i | Xfc =j,*} (3) 

(assumed to be independent of all Xfc', k' €. K and k' ̂  k) where <fok(z) is the probability that catch 

level Yk = I will occur in period k at zone z given that the actual state of abundance is defined by 

Xfc = j in period k; I G At; and j G M. The observation process is described by the signal or observation 

matrix for each period k, Qk(z) = [<7yifc (•&)]• 

The core process of the system may now be defined as the stochastic process {(Xfc,Zfc),fc G K} which 

describes the abundance of salmon, Xfc and the zone of observation, Zk at period k. 

The decision maker is able to 'control' the core and observation processes by choosing the zone in which 

fishing is to occur in each period. Let A be a finite set which denotes all actions (i.e., all zone choices, 

z including the no fishing or idle alternative) available to decision makers in each period. Denote a 

particular decision in this set for period k by a* G A. 

Two distinct action space definitions may be described. First, a* G A\ may be defined as the movement 

to a particular zone independent of the current zone from which the movement is made. Then, the set 

Ai = ZU {0}, where Ok = 0 denotes the no fishing option. Thus, |Ai| = Nz + 1. 

Second, the action space a* G Aj = A\ X A± is defined as the movement from one zone to some 

other zone in the fishery. Thus, Ofc = Ofc(t',j) is described as the decision taken in period k to move 

from the current zone i to zone j where i,j € A x . The cardinality of this augmented action space is 

IA2I = |A X | 2 = [Nz + l] 2. Section 4.4 discusses the computational aspects of these alternative action 

space definitions. 

The controllability of the core and observation processes through actions Ai or A 2 implies that these 

processes depend on the choice of a* in each period. Thus, if (Xfc,Zfc) is the current state of the core 

process and action a* is chosen, then the core process moves to a new state (Xfc+i, Zfc+i) with probability 

P»yk+i(ajfc) where 

{ Pijk+i, for Ofc = Zk+i, a*. G Ai; 
P«yfc+i> f° r afc = (zk,Zk+i), ofc G A2; (3a) 
0, otherwise. 

Similarly, 

Finally, let 
i <Jjik+i, for Ofc = Zfc+i, Ofc G A x ; 

9yjfc+i, for Ofc = (zk, «k+x)i <*k G A 2 ; (3fc) 
0, otherwise. 

fk(ak-i) = [p»>fc(ofc-i)] and <3fc(ok_x) = (gyjfcfofc-x)] (4) 
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denote the probability transition matrix of the core process and the signal matrix of the observation 

process, respectively as a function of the actions chosen. 

These relationships imply that information obtained about the estimated seasonal abundance levels 

from fishing in a particular zone and period are connected to abundance levels in future periods and 

other zones. To illustrate, if the early stages of runs of pink salmon to the Fraser River are high in 

abundance then it may be anticipated that the usual peak run period occurring later in the season will 

be more abundant than usual as well. 

• Let t/k S M denote the level of catch, Yk observed at period k. And, let Ik be the vector of information 

accumulated from successive decisions and catches in the system up to and including time period k, 

with Ik = (yo.---,yfc,oo,---,afc-i)-

• Let the reward function Rk+i(l, a) represent the immediate reward which results when action ajt = a is 

taken and a catch of yk+i = I is made. Specifically, Rk+i is defined as the net operating income from 

fishing and is given by 

flfc+1(/,a) = p f c + 1 ( a ) / ( i , a ) - C f c + 1 ( o ) , k = 0 , 1 , . . . , N - 1 (5) 

where 

Pfc+i(a) - average price per catch by weight in period k + 1 for the zone defined by decision a; 

Cfc + 1 ( a ) - average cost of fishing during period k + 1 including fuel used during fishing, food, crew 

costs, ice, and bait, as well as the cost of moving associated with decision a based on interzonal 

distances. 

/ ( / , o) - the class mark of the level of catch by weight, yk+i = I in period k + 1 for the zone defined 

by a where fishing takes place. 

The expected net operating income gk(i,z,a) for decision a* = a when the actual abundance level at 

period k is = t, and zone z is the current zone is defined in (6). If the action space is given by A? 

and a ^ {z} x Z (representing the infeasibility of action a € Ai when the current zone is z) then <;*(•) 

is assigned a value of —oo. 

gk(i,z,a) = E{E{Rk+1{l,a) |X f c + 1 } |X f c = i,z} = J2Rk+i(Yk+i,a)Pi)k+i{a)q}-,k+i(a) (6) 

where the random variable Xfc +i may take on discrete values j € H and Yfc+i may take on discrete 

values / € Al- The problem may now be described as one of finding the controls or decision policies, n{Ik) 

for all stages, k denoted by 6 = {MO(A>)I • • • > W v - i ( J t f - i ) } , where fik(h) 6 A for k = 0 , 1 , . . . , N — 1 
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and the objective 

is maximized. 

N 
JS = E{^gk{Xk,zk,ak)} 

fc=0 
(7) 

Before solving this problem directly, it can be transformed using the sufficient statistic (Bertsekas(1976), 

p.l20ff): 

n3{k)=PT{Xk = j\Ik}, jeM. (8) 

This is the conditional probability that the abundance level X* = j occurs at period k, given information 

Ik- *"y(fc) may be considered as the new state variable of the transformed system. The sufficient statistic 

summarizes all the information that is necessary for controlling the original system in each period (Bert-

sekas(1976),p.l22ff). 

Since the state, control and observation spaces are all finite sets, then the transformation of the sufficient 

statistic from period k — 1 to fc may be written recursively using Bayes' formula (Hoel(l971),p.l9ff). The 

sufficient statistic is defined in terms of the transfer function Tk as follows: 

T k ( w ! a ) = *lk(a)ZiPi,k{*)*< (9) 

< i M a ) P i M a ) * i 

for fc 6 { 1 , 2 , . . . , ^ } ; i,j g M; I € M; and ak-i = a € A. Intuitively, Bayes' formula (9) examines the 

observed outcome of the fishing decision, the catch, and then asks what would be the probability that the 

catch was due to a particular cause, namely, an unobserved level of abundance. In this manner estimates of 

actual abundance are updated after every fishing period. 

The T](0) priors on the initial abundance levels at the start of the season are assumed to be known 

explicitly. This information is available to fishermen through pre-season fisheries outlooks such as the 

Commerical Fishing Guide, Proposed Fishing Plans and Stock Expectations provided by Fisheries and 

Oceans, Canada, or it may be based on the fisherman's own experiences. 

Finally we may write the dynamic programming algorithm analogous to (7) above in terms of the new 

state variable n{k) = ( j r i ( f c ) , . . . , T | > / | ( f c ) ) where £V = 1 for all fc. The recursive functional is 

Jk{x,z) = mM[E{gk(Xk,zk,a) + Jk+i(Tk{n\a),z')\ »(*)}] , fc = 0 , 1 , . . . , iV - 1 (10) 

where z' designates the zone of the fisherman in period fc + 1, and Jjf+i() = 0. 

Equivalently, we may write (10) by expanding the expected value operator E to obtain: 

Jk[*,z) = m a x [ ^ g f c ( t > , a ) w <( fc ) + ^ 7 f c + i ( r f c ( j r | o) ,« ' )gyj f c + i (a)piy f c + i (a)5r , ( fc) ] (11) 
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and = 0. 

The solution to the dynamic programming algorithm (11) above yields a decision rule (or control policy), 
= Mfc(*"(fc))j A: = 0,..., JV — 1 with the maximum expected net operating income from fishing of 

J' = E{J0{n)}. (12) 

This completes the description of the notation and elements of the general POMDP model. 

The 'size' of the general POMDP problem described above (as a function of the number of fishing 
zones, Nz, the numbers of levels of the state and observation variables, Nx and Ny respectively, the 
number of actions, \A\, and the number of periods, N) effectively renders the problem intractable for all 
reasonable values of the problem parameters. This is due to the fact that the sufficient statistic maps the state 
into6[CehiVx-unit simplex which is a continuous state space representation that must then be subdivided 
by the decision possibilities. In order to consider practical solutions in this setting, a reduction of the 'size' 
of the problem must be achieved. The results of the empirical analysis suggest that a more parsimonious 
representation of the state space may be used to make the problem tractable. Moreover, this representation 
more aptly describes the way in which fishermen view the system in which they make decisions. 

The following paragraphs describe the parsimonious representation of the state space. Details of the 
empirical results of this simplified model may be found in Section 4.4. 

Assume that the transition of salmon abundance from period to period is representable by a simple 
model arising from the seasonal migration of all salmon stocks through the various zones of the fishery on 
their way to spawning grounds. This model may be described as follows: 

Xkx = i/kz ̂ 2 Xk-ix (12a) 

where the ukx are constants relating the sum of salmon abundance over all zones in the previous period to 
the abundance in a particular zone in the next period. Now, let Xk = Xkx be a simple random variable 
denoting the level of abundance in the zone of current fishing, z and defined on sample space fJ'. Xk is a 
collapsed representation of the actual state vector, Xfc. The model of (12a) implies that the state of salmon 
abundance in each zone of the fishery may be estimated from past information about salmon abundance 
derived primarily from fishing in a single zone during each period of the season. Accordingly, we need only 
concern ourselves with the state of abundance, XkM in the zone, z of current fishing, since this zone provides 
information about the state of abundance in the other zones of the fishery for the upcoming period. 
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The set of factors ukx allows us to simplify the description of the core process by considering only the 

state of abundance in the single zone in which fishing takes place. The core process is now described by the 

couplet (Xk,Zk), where Xk is the unobserved portion of the state which occurs in zone z& of the fishery. 

Thus, we may now write (1) simply as 

Pi]k = Pr{Xk=j\Xk-i=i} (1') 

where i,j 6 { 1 , 2 , . . . , Nx}- The core process is now describable by the Nx X Nx probability transition 

matrices for each period k, Pk = [pijk]t and t n e initial probability distribution 

7r(0) = (^(0), f f 2(0))...,7r J V j c(0)). (2') 

We may now write the expected net operating income (6) in terms of Xk = i as follows 

gk{i,z,a) = E{E{Rk+i(Yk+i,a)\Xk+i}\Xk = i} = 2*+ i ( ' . « )P*y*+ i ( a ) 'W*+i (« ) ( 6 ') 

where i, j €E {1, 2 , . . . , Nx}, and the objective (7) to be maximized becomes 

Je =E(52gk{Xk,zk,ak)} (7') 
fc=0 

Finally, the simplified recursive functional (10) can be written 

Jk{it,z) = m^[E{gk{Xk,z,a) + Jk+i(Tk{ir \ a),z')\*{k)}}, k = 0,1,..., N - 1 (10') 

with J J V + 1 ( ) = 0. 

This completes the modification of the general P O M D P model. A l l other aspects of the problem not 

specifically referred to remain unchanged in the simplified model formulation. 

Finally, given a policy, S which details the decisions to be made at each stage dependent on the actual 

value of the information vector, the sequence of events for the P O M D P process can be described. Figure 1 

illustrates the decision process which occurs at each period of the season. 

The following itemizes the step by step procedure which recurs at each stage of this decision process: 
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Stage k, k = 0,1,...,N 

START OF PERIOD 

0. The fisherman begins the season in a Home Port Zone and estimates the initial abundance priors 

*(0). 

1. The abundance level state Xk occurs, generated from the probabilities p,yfc(afc-i). 

2. Catch level Yk is observed from the particular zone defined by dfe-i, generated from probabilities 

qjik(ak-i)-

3. The net operating income from the revenues and costs of Yk for decision afe_i is generated from 

Rk(Yk,ak-i) defined in (5). 

4. The information vector Ik and the sufficient statistic vector TT(A:) are updated. 

5. The fisherman decides on a fishing policy ak e A for the upcoming period. 

6. Proceed to the next stage, i.e., k <— k + 1. If A; exceeds N the season is over then STOP; else 

proceed to the next period of the season at Step 1. 

END OF PERIOD 

This completes the formal statement of the POMDP model to be used in the analysis of intraseasonal 

decision making dynamics. 
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4.3 E m p i r i c a l Deve lopment 

The formal model of intraseasonal decision making presented in the previous section establishes a frame­

work for discussion of the empirical development of the model applied to the freezer troller segment of British 

Columbia's commercial salmon fishing fleet. The following discussion treats each of the elements of the formal 

model relative to this application. 

Freezer Tro l l e r s . Trolling is a method whereby fishing lines with lures attached are dragged through 

the water. Usually, trollers employ 6 to 8 weighted stainless steel fishing lines attached to poles with pulleys. 

The lines are reeled in and out on separate grudy spools with individually controlled clutch and brake 

mechanisms. Trollers move slowly through the water. When a fish strikes a line, it is hauled in, the fish 

released from the hook and the gear reset. In good fishing conditions, trollers may catch as much as 18 

tonnes of salmon in a single day. 

Freezer trollers are the fastest growing and the most capital intensive component of the troll fleet. 

Freezers have the capacity to stay longer on the fishing ground than other trollers without returning to dock 

to register their catch. At the same time their rapid freezing capability ensures a higher quality product and 

a higher price per unit weight than trollers with less sophisticated equipment. Freezer trollers are highly 

mobile vessels which are only minimally restricted by fishing area and fishing period regulations. 

F i s h i n g Season. The commercial salmon fishing season for trollers prior to 1984f was basically un­

restricted (with minor exceptions) to area and time of fishing to legally licensed vessels (1984 Commercial 

Fishing Guide). The intensity of salmon fishing by trollers typically begins in March, increases to a peak in 

late July or early August and then declines until November or early December. In this analysis the salmon 

fishing season for freezers is assumed to begin in mid-March and end in mid-December. 

F i s h i n g Zones. The British Columbia coastline is divided into 30 statistical areas which are used by 

Fisheries and Oceans Canada in the reporting of all marine harvests (Hilborn and Ledbetter(1979)). A l l 

commercial landings are reported on sales slips as being made in one of these statistical areas. For commercial 

trollers the coastline is also divided into 7 larger aggregate zones (Archibald and Graham(1981)). These 

seven zones are defined in terms of their statistical areas in Table I. Figure 2 illustrates the areas and zones 

of the British Columbia coast. 

t Troll restrictions have been on the increase for some time. In 1984 Fisheries and Oceans Canada for the 

first time initiated restrictions on the length of the troll season. 
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Zone Zone Description Statistical Areas 

1 North Coast 1-5 

2 Central Coast 6-11, 30 

3 N . W . Vancouver Island 25-27 

4 S.W. Vancouver Island 21-24 

5 Johnstone Strait 12-13 

6 Georgia Strait and Fraser River 14-19, 28, 29 

7 Juan de Fuca Strait 20 

Table I - British Columbia Coastal Fishing Zones f 

fSee also Figure 1 for a map of the British Columbia coast including Statistical Areas and Zones. 

The intrafishery movement of freezer trollers for intraseasonal decision making purposes wi l l be described 

in terms of the 7 zones denned in Table I and Figure 2. 

State D y n a m i c s . The underlying state dynamics or core process of the P O M D P is the key component 

of this model. The state of the system is derived from a single aggregate random variable, the total seasonal 

harvestable biomass over all zones of the fishery. State dynamics are based on the proportion of this random 

variable which becomes available to the fishery throughout each period of the season. 

The description of abundance level dynamics of Pacific salmon begins with an analysis of the dynamics 

of each of the 5 major species of salmon, namely chinook, sockeye, coho, pink, and chum. The end result is 

the estimation of the transition probabilities for state dynamics defined in (1'). 

The procedure used in the development of state dynamics is a 6 step analysis which proceeds as follows: 

1. Determine for the major stocks of each salmon species the primary seasonal movement (migration 

pattern) of the numbers of fish (pieces) through the zones of the fishery. 

2. Given historical catches by period and final escapement to the spawning grounds in numbers of 

fish, reconstruct the runs by species to estimate the numbers of fish in each zone by period. 

3. Determine average weight per piece by zone for each period of the season and for each species; 

apply average weights to the run reconstruction results for each species and add (over all species) 

to obtain estimates of the total abundance by weight in each zone of the total catchable biomass 

of salmon throughout the season. 
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Figure 2 - British Columbia Coastal Fishing Zones 
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4. Carry out steps 1-3 for all years for which data is available; examine the performance of the inferred 

first order nonstationary Markovian model (1') against the yearly total abundance data from Step 

3. 

5. Segregate the continously defined total abundance values from the yearly results of Step 3 into 

discrete abundance levels representative of the scale of high to low abundance levels in all zones. 

6. Calculate the maximum likelihood estimators for the ptJfc defined in (1') from the counts of the 

abundance levels determined in Step 5. 

The details and results of each step of the 6 step procedure outlined above for describing stock abundance 

dynamics follows. 

1. The recently released Fisheries and Oceans Canada Discussion Document entitled 'Pacific Region 

- Salmon Resource Management Plan ' provides a voluminous and comprehensive picture of the state of 

salmon resources off British Columbia's coast. This document analyses the current and potential production 

capabilities of each of the 5 principal species of salmon. Furthermore, details are provided for the major stocks 

of each species. Major stocks of each species are identified by their unique migratory behavior to particular 

spawning zones, e.g., the Fraser River system, the Skeena River, etc. In particular, data is compiled on the 

migration patterns of each stock, the proportion of different stocks mixing at the same escapement zone, the 

usual periods of entry and exit from the fishery, and the peak abundance periods of each stock's run.f 

In conjunction with this data, a number of studies (Anderson(1977), Aro and McDonald(1968), Houston 

et al(1976), Vernon et al (1964), Ledbetter and Hilborn(198l)) have been undertaken on particular stocks 

of salmon species in an effort to understand their migratory behavior. These studies are based primarily on 

the results of tagging programs. They present estimates of the proportion of seasonal total run of the stock 

through different areas of the fishery at each point in the season. As a consequence of tracking a stock in 

this manner, the length of time of passage from entry to exit throughout the different zones of the fishery 

can be estimated. 

From the evidence of these studies, this analysis assumes a constant average passage time of two 

weeks between adjacent zones on the migration patterns for all stocks of all salmon species (Ledbetter 

and Hilborn(1981), and Vernon et al.(l964)). The two week average interzonal passage time also establishes 

f On the one hand, the anadromous nature of Pacific salmon suggest that this kind of information may 

be reliable. However, it is recognized that the patterns of movements from sea to spawning ground of some 

stocks of some species, e.g., chinook, cannot be adequately predicted. 
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the number of periods, N into which each fishing season may be divided. Let each period of the season be 

two consecutive weeks long. The first period of the season begins on the third week of March and is identified 

as weeks numbers 11 and 12 of the 52 week year, or equivalently as A; = 1. The last period of the season 

ending on the second week of December is weeks 49-50 or fc = 20 = N. 

The distribution of the total run abundance of each stock over each season is assumed to be triangularly 

distributed. This distribution depends only on the entry, exit and peak periods of the run. The triangular 

distribution compares well with the run times of the specific stocks studies referred to above (e.g., Ledbetter 

and Hilborn(1981)). Moreover, in the absence of specific information on the timing distribution of each 

salmon stock, this distribution may be considered as the representative family for all stocks of salmon 

(Law and Kelton(1982)). The parameters of the triangular distribution are obtained from the Discussion 

Document (1985). The assumed 2 week average zonal passage times and the proportion of different stocks at 

the same escapement zone, also obtained from the Discussion Document(1985), complete this first stage in 

the definition of the state dynamics. Table II 'Estimated Timing and Patterns of Migrat ion- Pinks' presents 

the results of this first stage for the stocks of the pink salmon species. Migration patterns are assumed to 

begin outside the fishery (in the ocean) and end out of the fishery in a spawning ground adjacent to the final 

zone in the fishery. The percentages of each stock at the same final zone are also noted. Run timing periods 

are given in weeks of the 52 week year for stocks at the final zone along their respective migration patterns, 

i.e., the zone prior to escapement to the spawning ground. 

2. Total catch and total escapement (in numbers of salmon) are estimated by Archibald and Gra­

ham (1983) for the period 1970-1979. Using their data, and assuming equal vulnerability of all stocks of 

each species and the same patterns of migration each season, the abundance of fish in pieces (prior to any 

catches) in a zone can be calculated by proceding backward from the spawning ground to entry to the fishery. 

This procedure is known as 'run reconstruction' (Hilborn(l983)). The results of run reconstruction for each 

species are estimates of the total abundance (in pieces of fish) in each zone at each period of the season. 

Formally, let X(i,j) be the matrix of abundance estimates (in pieces of salmon) for t S { 1 , . . . , Ns}, and 

j e { 1 , . . . , T} where t is the species index with Ns = 5 different species, and j is the season index repre­

senting the years 1970-1979 with T = 10 (1979). Let the elements of X(i,j) be xkz(i,j) with fc = 1,. . . , N, 

and z = 1,. . . , Nz where z is the zone index for the Nz = 7 zones defined in Table I, and N = 20 periods 

of the season. Table III presents run reconstruction results for the abundance estimates of pink salmon in 

each period and zone for the 1979 season. 

3. The average weight of each salmon species by piece over the course of the season was determined 

from the actual landings reported by freezer trollers from 1971 to 1980. This data was obtained from the 

Fisheries and Oceans Canada sales slip database which records all salmon landings by vessel, including each 
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Stock % Spawners Zone Paths f Run Timing J Number o: 

Final Zone First Peak Last in the F 

1 85.0 O-l-S 23 31 40 2 

2 15.0 0-2-1-S 30 33 40 4 

3 90.0 0-2-S 28 31 39 2 

4 15.0 0-2-5-S 30 35 37 4 

5 15.0 0-2-5-6-S 32 36 40 6 

6 100.0 0-3-S 24 34 40 2 

7 15.0 0-3-2-5-S 28 35 37 6 

8 15.0 0-3-2-5-6-S 30 35 40 8 

9 100.0 0-4-S 25 34 40 2 

10 60.0 0-4-7-6-S 29 36 40 6 

11 60.0 0-4-7-6-5-S 31 35 37 8 

12 10.0 0-1-2-S 25 33 39 4 

13 10.0 0-1-2-5-S 27 35 37 6 

14 10.0 0-1-2-5-6-S 29 36 40 8 

Table II - Timing and Patterns of Migration - Pinks 

f 'O ' denotes Ocean; 'S ' denotes Spawning. 

fRun Timing periods are weeks of the 52 week year for stocks appearing at the Final Zone along then-

zone migration paths. 

species captured, statistical area fished, date fished, total weight of catch, total pieces captured, and price 

received per unit weight. 

For each species *, average seasonal weight (in kilograms) per piece for each zone, denoted wz(i) is 

recorded. Next, each species average weight per piece by period, denoted tDfc(t') is recorded. The overall 

average weight per piece for species t is denoted by tD(t'). Finally, the average weight per piece by zone and 

by period, tOfc*(i) is calculated by assuming independence between zones and periods, i.e., no average weight 

interaction term. Thus 

Wfcz(0 = rvk(i) + t» , ( t ) - €>{i), i = 1,...., Ns (13) 

Let W(i) be the matrix of average weights per piece for each species, t with elements itffc,(i). Multiplying 

the corresponding elements of the matrices W[i) and X{i,j) and summing across all species results in the 

matrix B(j) of estimated total abundance of catchable salmon biomass by average weight for each of the 
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Run R e c o n s t r u c t i o n R e s u l t s 
by Zones and Biweekly P e r i o d s f o r 1979 S p e c i e s : PINK 

Zone 

Weeks 
1 2 3 4 5 6 7 T o t a l s 

11-12 0. 0. 0 . 0. O. 0. 0. 0. 
13-14 6. 0. 0 . 0. 0. 0. 0. 0. 
15-16 o. 0. 0 . 0. 0. 0 0 O. 
17-18 0. 0 . 0 . 0. 0. 0. 0. 0. 
19-20 o. 0. 0. 0. 0. 0. o. 0. 
21-22 0. 0. 0 . 0. 0. O. 0. 0. 
23-24 44751. 0. 50677. 0. .0. 0. 0. 95428 
25-26 358O05. 52153. 4054 17. 126737. 0. 0. 0. 942312 
27-28 716010. 532420. 810835. 1013899. 36459. 0. 94636. 3204255. 
29-30 996854. 1756O07. 1093279. 1955169. 332552. 61473. 757084 . 6952415 . 
31-32 785737 . 2775891. 630492. 2252785. 918906. 509214. 1459937 . 933296 1 . 
33-34 36949S. 186334 1 . 8O0S3. 1230346. 1429029. 1096689. 1682169. 7751 151 . 
35-36 2O0192. 654137. 279. 153793. 903807. 1394491. 918707. 4225405. 
37-38 82681 . 248127. 139. 0. 117360. 771763. 114838 1334908. 
39-40 9610. 30569. 17 . 0. 0. 96470. 0. 136666. 
41-42 o. 0. 0. 0. 0. 0. 0. 0. 
43-44 0. O. O. 0. 0. O. 0. 0. 
45-46 O. 0. 0. 0. 0. 0. 0. 0. 
47-48 O. O. 0. 0. 0. 0. O 0. 
49-50 o. 0. 0. 0. 0. O. 0. 0 . 

i t a l s 3563329. 7912644. 3071217. 6732728. 3738 111. 3930099. 5027370. 33975296. 



study years j = 1, 2 , . . . , 10, i.e., 1970 to 1979. The matrix B(j) has elements bkz{j) where 

Ns 

>>kz{j) = ^2 u>kz(i)xkz{i,j) (14) 
«=i 

This completes the third stage of the development of the state dynamics. 

4. Next, the first order nonstationary transition model is tested on the ten years of amalgamated species 

abundance estimates, B(j). The inferred model (1') implies that the abundance of fish, i.e., the actual state 

of the system at period A: of the season depends only on the state of the system at period A; — 1 and the 

current decision ak-i- In other words, information about the actual state of the system at period k — 1 is 

enough to describe the probability of the state of the system at period A;. One representation of this process 

is found by considering the following model of state dynamics: 

• Define the random variable M as the total availability of catchable biomass by weight for all zones 

over the entire season. Thus, define (ignoring the observations, j) 

Ns N 
M = E E ^ (15) 

2 = 1 k=l 

• Let 0 < tfc < 1 be the fraction of biomass M which is available over al l zones at period k of the 

season, where YLk *fc = 1 a n < i 
Nz 

*fc = X > * , / M (16) 

• Let Vkz be the factor relating the biomass at period k to the biomass available to zone z at period 

k, i.e., 

, 1 7 ) 

Equivalent!/, 
N. 

bkz = Vkz ^2 bk-iz (18) 

Finally, define the model with observations, j, j = 1,2,. . . , 10, 

YkZ] = VkzCkzj (19) 

where Y, the dependent variable, is the matrix of factors relating the actual catchable biomass bkz(j) 

for zone z at period A: to the total catchable biomass for all zones at period A; — 1, bk-iz{j), i.e., 

Ykzi = b k ' [ 3 ) . . . j = l , 2 , . . . , 1 0 , (20) 
22zt>k-iz(j) 
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the vkz are constants for all j and ekzj are the multiplicative error terms. Thus, given (i) estimate 

£>kz for the zone and period factor, (ii) estimate fjt-i, and (iii) estimated abundance of salmon, bkz 

in zone z at period k, then the expected abundance in all zones for the succeeding periods may be 

determined through estimation of the random variable M, i.e., 

1) M = bkz/{i>kzik-i) 

2) hz = Oizii-iM, for z = 1,..., Nz and for I = k + 1,..., N. 

In this way, information about the actual state of the system in any zone at each period of the season 

is equivalent in this model to information about the single random variable M which drives the system. 

Estimating the actual salmon biomass, 6*, in the current period k and zone z yields estimates of the 

expected system dynamics thereafter through the matrix of factors ukz, and the vector tk. 

This representation of the system satisfies the assumption of the first order Markovian property. Letting 

Xk = bkz in the zone of current fishing, then we may write that 

P o f c + l = P{Xk+, =j\Xk= i, Xfc.!,.. . , Xx} = P{X f c + 1 = j\Xk=i) (21) 

which is the required form of the transition probabilities (1'). 

Assuming the tk are known constants for all seasons, then the hypothesis that the vkz are constant 

for all seasons can be tested by regressing Y on v using model (19). We test the hypothesis that each 

vector ukz, z = 1,..., Nz (denoted by i/k) is a vector of constants for all seasons for which data is available. 

Expanding the multiplicative model (19) we obtain 

Yki = i/fc INb ek}-, j = 1,..., 10 (22) 

where Itix is the Nz x Nz identity matrix, and for a given j, Yk}- and ekj- are vectors of Nz elements. This 

model has at most Nz parameters with 10 observations on each.f Now, taking logarithms yields the linear 

model 

log Ffcy = l0g[l/fc INg ] + log C fcy (23) 

Figure 3(a)-(d) presents values for the vectors vk, k = 3,8,13,18 for each observation year j = 1,2,..., 10 

corresponding to the years 1970-1979. The least squares estimate of the log-linear regression (23) for each 

t If salmon are not (appreciably) present in some zones during some periods of the season, then the 

catchable biomass is effectively zero in these zone-period pairs. In these cases the factors vkz are assigned 

zero values. Thus, there may be less than Nz parameters to estimate for each period A:. 
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ukz is also given. These plots depict the extent of season-to-season variability for the parameters of the 

model. Variability is low in the early and late periods of the season (Figures 3(a), 3(b) and 3(d)) when 

salmon runs are relatively smaller. There is increased variability during peak run periods occurring in the 

summer (Figure 3(c)). 

A summary of results of the linear regression for all k periods and for j = 1,2, . . . , 10 are presented in 

Table IV. The agreement of the data to the model is indicated by the high r 2 . Moreover, analysis of the 

error term in all regressions of (19) show no significant violation of the normality assumptions. From these 

results, it is assumed that the vkz are constants for all fishing seasons. Consequently, we describe salmon 

stock dynamics by the simple Markovian model (21) which depends on the single random variable, M. 

Period Number of r 2 # Parameters 

k Parameters O 5% H0 : 

1 0 - -
2 0 - -
3 4 .997 none 

4 6 .997 none 

5 7 .996 none 

6 7 .990 none 

7 7 .998 none 

8 7 .998 none 

9 7 .980 none 

10 7 .932 2 

11 7 .721 1 

12 7 .687 1 

13 7 .708 2 

14 7 .803 none 

15 7 .898 1 

16 7 .902 1 

17 7 .928 1 

18 7 .954 1 

19 2 .968 none 

20 1 .999 none 

T o t a l = l l l Ave=.913 Total= 

Std Dev=.108 

Table IV - Summary of Regression Results 
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5. The results of the previous step show that stock abundance dynamics may be considered as Markovian 

when the abundance is measured continuously [bkz). However, in order to insure tractable solutions to the 

P O M D P , it is necessary to define the state space of the system as a finite set (Bertsekas(1976),p.l25ff). This 

requires the discretization of continuous measures of abundance. In a trade-off between tractability of the 

P O M D P and the degree of discrimination of the actual decision makers, the number of states, Nx chosen 

for this analysis is three, [Nx = 3), e.g., 'low', 'medium', and 'high' levels of abundance. Class marks for 

the three levels of abundance are assigned according to the actual estimates of abundance by weight in each 

period over all zones for the 10 years 1970 to 1979. 

6. The final stage in the development of the state dynamics is the estimation of the pijk in (1') for 

the discrete state space. Maximum likelihood estimates p\yfc are calculated from the counts of the actual 

transitions from each discrete state to every other at each point in time k, k = 1,.. . , N. The counts are 

determined from the 10 observation years. Alternatively, the counts may also be generated by estimating 

moments of abundance from the 10 observation years and then simulating B matrices using model (19). 

This procedure is used to define abundance scenarios for the testing of the sensitivity of model results to 

changes in the state dynamics of the system. 

The maximum likelihood estimators for the transition probabilities are computed by the method of 

Anderson and Goodman (1957) for first order Markov chains. The results are sets of 3 x 3 transition matrices 

for each period to period movement over the season, i.e., N — 1 = 19 transitions. The specification of the 

dependence of the transitions probabilities, pi3k on the actions, ak-i of the decision maker are taken up 

in the next section. This completes the development of the state dynamics for the P O M D P model in this 

application. 

State—Observation F u n c t i o n . Once the levels of abundance have been established for each zone and 

period, their relationship to the actual recorded catches, i.e, observations of abundance, must be determined. 

This relationship is given by estimators for the state-to-observation probabilities q3ik defined in (3). The 

procedure for developing these estimators is as follows: 

1) Determine the actual distribution of catch by individual freezer trollers for each zone over the entire 

season, and for each period over all zones. 

2) Test the empirical catch distributions by zone and period against families of theoretical probability 

distributions and determine the most representative model of the actual data. 

3) Discretize catch by troller into levels of catch by zone. 
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4) For each zone, assign the most representative probability distribution model to each period and 

determine the probabilities of each level of catch occurring for the corresponding abundance level 

assigned in each observation year. Average the probabilities over all years to obtain the probabilities 

of the observation process, Qk-

Details and results of each step toward the definition of the observation process are given below. 

1. Actual total catch distributions by individual freezer trollers by zone and by period are obtained 

from the sales slip data for the years 1971-1980. Total catch is measured in kilograms summed over all 

salmon species landed. Periods and zones having negligible catch observations are ignored. 

2. It is not unnatural to assume that the time between encounters of salmon on the lures of troll lines 

is exponentially distributed with parameter A, i.e., the number of fish captured up to time t, N(t) is a 

Poisson process. Moreover, in an analysis of actual catch rate data, Mangel and Clarke(1982) found it more 

appropriate in fitting the real data if A itself were a random variable. In particular, they suggest that A have 

a gamma distribution with parameters a and /3. In this case N(i), the number of fish captured up to time t, 

has a negative binomial (discrete) distribution with parameters a and (Ross(1976)). Since we measure 

catch continuously (by weight) then this suggests that a continuous analog of the discrete negative binomial 

distribution would be appropriate for actual catches. 

In order to justify the above argument the empirical distributions for 4 zones and 6 monthly periods were 

tested for goodness-of-fit against seven theoretical distributions including the normal, Poisson, binomial, 

negative binomial, gamma, lognormal and exponential distributions. Table V presents the probabilities of 

the x2 t e s t f ° r goodness-of-fit of the data to each of these theoretical distributions. Acceptable levels of the 

X 2 have probabilities exceeding 5%. 

The gamma (continuous) distribution is at least as good as all other distributions in fitting the actual 

catch distributions followed closely behind by the negative binomial (discrete) distribution. The superiority of 

the gamma and the fact that the actual catch by weight is a continuous distribution suggests that the gamma 

family is the best representation of actual catch distribution. Moreover, the performance of the gamma and 

negative binomial distributions support the intuitive arguments presented above. For the purposes of this 

analysis the gamma distribution is used as the distribution of actual catch by individual fishermen in each 

zone and period of the season. 

3. Analogous to the discretization procedure of the states, the zone observations are also discretized. 

Four levels of catch are assigned to approximate the actual levels of catch in each zone over the season. One 

level in each zone includes the zero catch value in connection with the no fishing option. Class marks for 

the remaining three levels (i.e., NY = 3) of catch by zone are assigned according to the catches in the 10 
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X 2 Probabilities (%) 

Month N * Normal Poisson Binomial NegBin Gamma Lognorm Exponl 

5 50 23.90 40.23 5.23 - 6.98 0.23 2.90 

6 70 5.46 10.81 5.94 43.21 49.53 3.39 39.42 

7 160 0.12 0 0 37.64 70.60 3.23 0 

8 130 0 0 0 2.49 2.67 0 0 

9 90 0.25 0 0 40.26 40.39 2.13 59.45 

10 140 0 0 0 41.31 42.14 0.08 49.30 

Zone N * Normal Poisson Binomial NegBin Gamma Lognorm Exponl 

1 110 22.68 0 0 14.85 5.07 0 0.68 

2 40 8.83 4.86 0.25 9.38 11.37 0.05 16.82 

3 100 0.09 0 0 67.06 73.22 0.70 5.17 

4 150 0.46 0 0 0.65 0.42 0 0.43 

Table V - Goodness of Fit Test Results 

* N is the number of vessels reporting in a particular Month or Zone. 

observation years. The right-ended class marks (i.e., the /(j/fc+i,afc) in the reward function (5)) for each of 

the zones 1-7 are presented in Table V I . 

Catch (in kilograms) by Level 

Zone No Fishing Low Medium High 

1 0 150 500 1300 

2 0 200 600 1300 

3 0 150 500 1400 

4 0 150 500 1500 

5 0 150 350 500 

6 0 75 200 500 

7 0 150 400 1000 

Table V I - Discrete Catch Levels by Zone 

4. Having determined the representative distribution and the discrete set of levels of catch by zone, 

the estimate of the probabilities q3ik of each level of catch, I, occurring in period A; and corresponding to 
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the abundance level j is assigned for each zone. The estimates, gyj*. are obtained by taking the average 

of all corresponding estimates for the observation years 1971-1979. This completes the procedure for the 

state-to-observation function of the P O M D P . 

R e w a r d F u n c t i o n a l . The objective or reward functional for the P O M D P model (5) is the maximization 

of the single criterion of net operating income. Like most single criterion optimization problems, this is a 

simplification of a complex multiple criteria decision making process. The choice of this particular criterion 

is a reasonable reflection of the objective of individuals in the competitive fishing environment. Nevertheless, 

it is recognized that different and/or conflicting objectives may lead to distinctly different modelled behavior. 

Other objectives, albeit single criterion ones, can be easily incorporated to study the sensitivity of the results, 

e.g., maximization of gross income or landed value, or maximization of total landings by weight. 

The reward functional Rk+i («/fc+i, Ofc) is a function of three variables which depend on the decision, a* 

made at the end of period k: (i) pfc+i(afc), average price per unit weight in period k + 1; (ii) /(yk+i,a/fc), 

catch by weight in period fc + 1; and (iii) Cfc +i(ojt), average cost of fishing during period k + 1. 

(i) Average price per unit weight data is obtained from the sales slip database and cross-referenced with 

the Fisheries and Oceans Canada 'Blue Sheets' (Preliminary Average Price Results by Species and Gear and 

Area) for the period 1971 to 1980. Where necessary, prices were transformed to dollars per kilogram and 

expressed in 1971 constant dollars using Statistics Canada Industry Selling Prices for Pacific Coast Salmon 

- Annual Average. Average prices for freezer troller salmon landings are calculated over all salmon species 

and computed for each zone and period of the season by dividing total real landed value of all salmon by 

the total kilograms of all salmon in each period and zone. 

Analysis of the average price data for the 10 observation years (a) by zone over all periods of the 

season and (b) by month over all zones reveals no obvious time pattern of price behavior. However, a 

discriminant analysis revealed 3 distinct price scenarios by zone over all periods with a 73% correct jack-

knifed classification over all observations. These price scenarios correspond to years of low, mean, and high 

salmon prices over the 10 year span. Moreover, the within season time pattern of each price scenario (with 

the exception of the 'low' scenario) exhibits a seasonal linear trend beginning with low prices and climbing 

to higher prices until season's end. Thus we may write the average price model for a particular scenario as 

pk(z) =ct{z)+P(z)k (24) 

where a(z) is the intercept and j0(z) is the slope or linear growth rate of the price for zone z over the season. 

The value of 0 defines the price scenario, i.e., the higher the value, the higher the average prices (and vice 

versa). Assuming the same rate of linear growth for all zones, i.e., f)(z) = {} then a(z) is computed from 

ct{z) = p(z) - plz, z = l,...,Nz (25) 
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where p(z) is the average price per kilogram in zone z over the entire season. Table VII contains the scenario 

definition values, /3 and the average seasonal prices, p(z) for all Nz = 7 zones. These values determine the 

matrix of average prices per kilogram for each zone and period of the season and for each price scenario. 

Scenario Definition 

Low Mean High 

p 0.03 0.07 0.10 

Average Seasonal Prices 

Low Mean High 

Zone 1 1.45 1.51 1.82 

2 1.33 1.65 1.81 

3 1.22 1.53 1.81 

4 1.32 1.56 1.83 

5 1.28 1.54 1.65 

6 1.05 1.23 1.52 

7 1.42 1.63 1.95 

Table VII - Average Price Per Kilogram Parameters 

(ii) Levels of catch by weight for each zone correspond to the discrete set of observations by zone defined 

in Table V I . The discrete function f{yk+i,&k) is the set of right-ended class marks for the possible catch 

outcomes, y*+i as a consequence of decision a* (which defines the relevant fishing zone). 

(iii) Average operating costs per zone were difficult to determine directly due to limited data availability. 

Freezer troller costs by zone for each period of the season are based on computation of the total seasonal 

real (1971=100) costs for the average freezer troller plus adjustments to account for period-to-period cost 

differences, zone cost differences and zone-to—zone moving costs. 

Two sources of data were available for the computation of total seasonal operating costs incurred by 

freezer trollers. In a 1976 study in conjunction with the Sinclair Report(1978), Gislason(1976) reported on 

the itemized operating costs of classes of troll fishing vessels. In particular, he recorded estimates for labor, 

fuel, food ('variable operating expenses') and repair and maintenance, gear, insurance, licence and other 

costs ('fixed operating expenses') for freezer ('high line') trollers. 

More recently, Fisheries and Oceans Canada (Pacific Division), Regional Planning and Economic Branch 
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have produced comprehensive surveys of commercial salmon fishermen's incomes and expenses for the years 

1982 and 1983. Operating costs are itemized (as in Gislason) for different categories of income earners (i.e., 

low 25% , medium 50% , high 25% ) and for different gear types, e.g., trollers, gillnetters, seiners. Freezer 

trollers are primarily found in the 'high income, salmon trollers' category of these studies. The itemized 

average real operating costs per two week period for the three years 1976, 1982 and 1983 are found in Table 

VIII. On the basis of these results, real operating costs incurred while fishing in a particular zone (not 

including labor and the cost of interzonal movement) for each period of the season and from season to season 

is assumed to be constant, ceteris parebis. 

Freezer Trollers Per Two Week Period 

Item Year Average 

1976 1982 1983 

Laborf 15% 14.6% 10.5% 13.4% 

Fuel 67 137 153 119 

Food 83 89 80 84 

Repair & Maint 204 137 157 166 

Gear 87 68 79 78 

Insurance 88 45 55 63 

Licence Fees 11 24 

Miscellaneous 83 132 213* 154* 

Total Operating 

(less Labor) 623 632 737 664 

Table VIII - Average Real Operating Costs 

fLabor costs are expressed as a percentage of total landed value. 

* Includes Licence Fees 

Hilborn and Ledbetter(1979) postulate that there are cost differences due to fishing in different zones, 

e.g., due to the unsheltered conditions of Juan de Fuca relative to the Gulf of Georgia. However, while this 

has intuitive appeal, no data on actual operating costs differences among zones are readily available. For the 

purposes of this analysis a zone operating cost adjustment factor is provided to test the sensitivity of zone 

cost differences on optimal policies. 
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Period-to-period cost differences may be modelled as a function of the additional labor employed by 

trollers throughout the course of the season which reflects differences in fishing effort levels. For example, the 

early and late season (off-peak) periods generally employ less labor than the summertime peak run periods. 

The difference in labor employed wil l effect the operating cost accordingly. The periodic cost adjustment 

factor takes into account the effect these seasonal employment fluctuations have on periodic operating cost 

differences. A l l zones are assumed to be affected similarly. 

Finally, interzonal moving costs are approximated by assuming they are proportional to the travel 

distance between zones. Adjacent zones are assumed to require one day of travel between them at a cost 

of one day's operating expense. Moreover, it is assumed that the average number of days spent fishing in 

each two week (14 day) period over the course of the season is 10 days (Gislason (1976)). This ensures that 

vessels have enough time to travel to any other zone without the added opportunity cost of lost average 

effort in any period. Table DC itemizes the components of the average cost calculation by zone and period. 

This completes the development of the empirical elements for the P O M D P intraseasonal decision making 

model. 
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Average Real Operating Costs Per Period 

Total Average Operating Costs (less Labor @ 15% and Moving)=$ 500.00 per 2 week period 

Total Average Daily Operating Costs = $ 50.00 per day of fishing 

Zone Cost Adjustment Factors 

Zone 1 2 3 4 5 6 7 

Factor 1.05 1.02 1.00 1.02 1.00 .95 .90 

Periodic Effort Adjustment Factors 

Period 1 2 3 4 5 6 7 8 9 10 

Factor .5 .5 .5 .75 .75 1 1 1 1 1 

Period 11 12 13 14 15 16 17 18 19 20 

Factor 1 1 1 1 1 .75 .5 .5 .5 .5 

Cost of Movement Proxy t 

Zone 1 2 3 4 5 6 7 

1 0 1 2 3 2 3 4 

2 1 0 1 2 1 2 3 

3 2 1 0 1 2 3 1 

4 3 2 1 0 2 2 1 

5 2 1 2 2 0 1 2 

6 3 2 3 2 1 0 1 

7 4 3 2 1 2 1 0 

Table DC - Average Operating Cost Parameters 

toiy - Travel time (in days) between Zone t and Zone j. 
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4.4 Computational Considerations 

The P O M D P formulation (Section 4.2) and the results of the empirical analysis (Section 4.3) for the 

components of this model suggest two distinct modelling approaches. These two approaches utilize the 

aggregated state definition which is contingent on the key random variable M, the total seasonal salmon 

biomass over all fishing zones. Differences in the two approaches arise from different definitions for the 

actions space, A. 

1. The first model describes the state of the system explicitly in terms of the key random variable M, 

i.e., 

Discretization of X wi l l now depend on tk and the random variable M only and wil l be independent of zone. 

Accordingly, (1') may be written 

independent of the zone, z. The state-to-state transitions reflect the abundance level over all zones of the 

fishery together. Moreover, observations in each individual zone have the same information content about 

the overall abundance of salmon. 

To illustrate, consider levels of the random variable, M the overall abundance level for the entire fishery 

and fishing season. If M is relatively low then the season is 'poor', etc. Now, assume that the key input to 

fishermen's intraseasonal planning is the overall measure of abundance, M. Fishermen obtain information 

about the kind of season it is after making observations through catch statistics. As the season progresses 

fishermen receive imperfect signals about M. These signals have equal information content about M in all 

zones at the same periods of the season. In other words, different catches of salmon in different zones in 

jthe same period provide probabilistically the same insight into the actual value of M for the season. Thus, 

as the season goes on, all fishermen have learned more about the overall state of the fishery independent of 

where they have fished. Their remaining fishing decisions reflect this information accordingly. 

The action space, Ax for this formulation is given by A i = {0,1,..., Nz}- Thus, for decisions ak 

at period k = 0,1,..., N — 1, then ak = z, a zone index, or ak = 0, the no fishing (idle) alternative. 

Individual zone affects are captured by the state-to-observation function (3) and by the zone dependent 

reward functional (5). The costs of moving from zone to zone are approximated by assuming they are 

proportional to the interzonal distance from the vessel's prespecified 'home port zone' to the other fishing 

zones. This approximation assumes implicitly that fishermen return to their home ports at the end of each 

two week fishing period. For freezers trollers however, this assumption may not be true. 

Xk = tkM (26) 

Pijk+l =. Pk+l{Xk + i = J | Xk = i } (27) 
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2. Alternatively, by expanding the action space the level of abundance in each zone may be explicitly 

considered. Letting 

Xkz = VkztkM (28) 

means that Xkz still depends on the single random variable M. Now, define the action ak(i,j) S A2 as the 

movement from current zone t in period k to zone j in period k + 1 where i,j e Ax. For example, ak(0, 2) 

denotes the decision to move from zone 0 (the 'no fishing' option) in period k to zone 2 in period k+ 1 to fish 

there. There are Nz + 1 original alternative actions in any period, given the current zone of the fisherman. 

The expanded action space A2 contains jA2I = {Nz + l ) 2 possible actions for this alternative formulation 

when all current zones are considered. However, at any decision point only a subset (cardinality Nz + 1) of 

these total actions are feasible. (Eagle(1984) presented a similar action space structure in the application of 

a P O M D P to searching on a grid where alternative actions in any period depended on the current location 

in the grid and its adjacent grid points.) This formulation has the advantage of incorporating explicitly the 

cost of moving from zone to zone. (In the first formulation this cost is approximated as a function of the 

home port zone.) Conversely, this formulation has increased dimensionality through the expansion of the 

control space. 

Computation of solutions to the intraseasonal model were carried out using Sondik's One-Pass Algorithm 

for the optimal control of partially observable Markov processes over a finite horizon.f The One-Pass 

Algorithm is coded in double precision F O R T R A N . 

The dimensionality of the P O M D P problem may be described in terms of the cardinality of the finite 

state, observation and action sets, i.e., Nx levels of abundance, Ny catch levels, |.A| actions, and the total 

number of periods, N. The dimensionality of the two formulations proposed above are 

F o r m u l a t i o n 1. Nx/Ny/lA^/N = 3/4/8/20 

F o r m u l a t i o n 2. NX/NY/\A2\/N = 3/4/64/20 

Prior to computation of the optimal control policy, 6 a scheme for reducing the action space at each 

decision point of the problem is developed for Formulation 1. Action elimination is based on analysis of the 

recursive functional (11) and the fact that each zone has the same transitional behavior over the season. 

Since information about the actual state of the system can be deduced equally well from any zone, then the 

t The author acknowledges with thanks Edward Sondik for providing the original computer code for the 

One-Pass Algorithm. 
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differences among zones is fully attributable to the expected reward in each period. Consequently, if 

» ( * ' , « ) < » ( » , » ) (29) 

for all is{l,..., Nx}, and u,v € Ai, then it follows that 

E{gk{i,u)} < E{gk(i,v)}. (30) 

By Bellman's principle of optimality for dynamic programs, then the reward functional which results from 
employing action u must be strictly less than that employing action v, ceteris parebis, i.e., 

J{u) < J{v) (31) 

Thus, action elimination proceeds by eliminating all dominated actions u € A\ at each stage A; where 

3fc(»',«) < 9k{i,v) (32) 

for all i. 

The solution to the POMDP results in a dynamic fishing policy over the periods of the season. The 
decision of where to fish in the next period is determined by choosing the action corresponding to the 
maximum value arising from a series of dot products. The vectors involved are the current value for the 
sufficient statistic, n(k), and the I policy options vectors determined by the model and denoted by cti,i = 

1,..., /. At any stage when I = 1, only one option exists and the selection of the best action is trivial. When 
I > 1 then the selection of the best action signifies the fishing policy leading to the maximization of the 
expected reward functional over the remainder of the season. 

To complete this section on the intraseasonal model, an example of fishing policy results from the 
POMDP of Model 1 are presented in Table X. To illustrate, note that in period 7, the policy states that the 
best action is to fish in Zone 2. However, in period 8 it may be best to fish in Zone 2,3 or 4 depending on 
the value of the sufficient statistic vector, the given a vectors corresponding to each option, and the result 
of the dot products n • ai at this stage. 

The procedure for following the optimal decision policy over the course of the season is as follows: 

1) Beginning with the prior distribution TT(0) of abundance at the start of the season and current 
observation, t/o update the current sufficient statistic vector, Jiy(0) to obtain JTy(l) using Bayes' 
formula (9). 

2) Given the a vectors, calculate the dot products ̂  . ir,(fc) • = 1,..., / for the J options at stage 
k of the policy. 
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Scenario Definition: Prices - MEAN; Abundance - ALL YEARS 
Optimal Policy Results for this Season 

Periods Time Number Zone a Vector 
To Go Period of Options Option 1 2 3 
1 19 1 2 23.7998 23.7998 23.7998 
2 18 1 2 89.8277 94.7780 102.2037 
3 17 2 2 186. 0580 224.0974 205.0777 
3 17 2 4 155. 7343 229.5432 192.6387 
4 16 1 4 872. 6531 874.6958 884.2856 
5 15 2 3 1542 .8350 1528.1250 1478.1865 
5 15 2 4 1423 .0735 1440.0208 1487.5334 
6 14 1 4 1882 .7109 1875.0195 1875.0195 
7 13 2 4 2292 .9856 2247.0173 2271.8398 
7 13 2 2 2278 .6501 2250.5022 2265.7021 
8 12 1 3 2726 .8979 2705.0183 2718.1458 
9 11 1 2 3411 .5164 3411.5164 3411.5164 
10 10 1 4 4128 .3945 4128.3945 4128.3945 
11 9 1 4 4753 .9844 4762.4682 4762.4687 
12 8 3 3 5190 .8594 5204.7773 5210.4922 
12 8 3 2 5186 .0977 5324.9414 5368.7930 
12 8 3 4 5169 .8867 5369.2109 5432.1602 
13 7 1 2 5454 .0547 5483.4609 5483.4609 
14 6 1 4 5736 .5625 5756.5195 5756.5195 
15 5 1 2 5766 .7148 5766.7148 5776.7148 
16 4 1 2 5775 .4102 5775.4102 5775.4102 
17 3 1 8* 5775 .4102 5775.4102 5775.4102 
18 2 1 8* 5775.4102 5775.4102 5775.4102 
19 1 1 8* 5775 .4102 5775.4102 5775.4102 

Table X - POMDP Optimal Policy Results (Base Case) 

* Zone "8" denotes the idle or no fishing alternative. 

3) Take the action /i£ which corresponds to the option 1* = argmaxi{^y iry(fc) • ctji,i = 1,..., I}. 

4) Proceed to the next stage, k <— k + 1, and update the sufficient statistic vector, itj(k). 

Actual decision making using the optimal policy, S is analysed by simulating the core and observation 

processes during a season for a number of fishermen-decision makers. System simulation results for fishermen 

decision makers and sensitivity analysis of the intraseasonal model are presented in the next section. This 

completes the formal analysis of the intraseasonal decision making model. 
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4.5 Analysis of Results 

This section presents the results of the intraseasonal decision model corresponding to Formulation 1. The 

inputs and outputs of the computerized model are described along with the scenarios prepared to examine 

model sensitivity to changes in input data. Finally, average seasonal results for freezer trollers generated by 

the model are compared to actual values. 

Model Inputs. The POMDP intraseasonal decision model uses the following sets of input data: (a) 

the State Transition Matrices; (b) the State-Observation parameters; (c) the Price Matrix; (d) the Cost 

Components. These input data parameters are described below in more detail. Section 4.3 provides details 

on the empirical development of all input data parameters. 

(a) State Transition Matrices. These are the period to period probability transition matrices, Pk for the 

core process whose elements are denned in (1'). These matrices describe the probabilistic dynamics of 

the abundance of salmon throughout the season. The period to period transitions of the core process 

are described by 3 X 3 matrices for each period. Each transition matrix applies equally to every zone. 

(b) State-Observation Parameters. These parameters define the relationship between the unobserved core 

process and the observation process. These data include: 

i. the observation levels class marks. These are the values for the function f(yk+i,ak) of (5), the class 

mark for the level of catch yk+i £ M measured in kilograms for period k+1 in the zone determined 

by the decision ak 6 A. The values for these parameters are given in Table VI. 

ii. the state-observation matrices. These are the matrices Qk(ak-i) which define the probabilistic 

relationship between actual abundance (the core process) and catch (the observation process). The 

elements of the 3 x 3 state-observation matrices for each zone and period are defined in (3). 

(c) Price Matrix. This is the matrix of pk+i(ak) values of (5), the average price per kilogram of salmon 

captured in each period A: + 1 for each zone of the fishery defined by decision ak £ A. 

(d) Cost Components. These data are the items which make up the values of ck+i(ak) described in (5). 

These data include: 

i. the average total operating costs per day fishing by freezer trollers. Average costs for each two 

week period are assumed to be proportional to the number of fishing days (10) in each period. 
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ii. the zone cost adjustment factors. These are cost adjustment factors affecting average daily operating 

costs by freezer trollers in the different zones of the fishery. 

iii. the periodic adjustment factors. These are the cost adjustment factors affecting average daily 

operating costs for the different periods of the fishing season. Average fishing effort is assumed to 

increase during the early part of each season and decrease during the later periods of the season. 

iv. the cost of movement factors. These factors relate the cost of interzonal movement to the separation 

or distance of the zones one from another. The passage from one zone to any other adjacent zone 

is assumed to take one day and is costed at the average daily operating cost rate for the season (i. 

above). Table IX gives the cost component data items developed for this analysis. 

This completes the description of the intraseasonal model inputs. Table XI presents the entire dataset 

for a scenario of 'Good' seasonal abundance and 'High' price levels. 

Model scenarios are discussed in the following section. 

Intraseasonal Model Scenarios. The sensitivity of the POMDP model results to changes in the input 

data is explored by defining a set of experiments or scenarios affecting specific data items. The scenario 

defines the 'frame of reference' under which intraseasonal decisions actually take place. Model scenarios are 

defined specifically for the two key uncontrollable elements of the system, namely, seasonal abundance and 

landed value prices. 

Model scenarios are defined by specifying the following data items: 

1. Abundance Level. Specify the set of state transition matrices for the core process corresponding to a 

level of the random variable M, the total seasonal abundance of all salmon in the fishery as in (15). In 

this analysis four different levels of abundance were selected based on actual estimates for M. These 

are: 

(i) Average - the annual average of all historical actual (estimated) seasonal abundance for the years 

1971-1979. (Jtf=162M kg).f 

(ii) Good - the average actual (estimated) abundance for higher than average years. These included 

years 1972,1973, and 1978 with M values of 185M, 203M and 194M kg respectively. 

(iii) Mediocre - the average actual (estimated) abundance for the middle abundance years. These 

t ' M kg' denotes Millions of kilograms. 
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Computerized Model Inputs 

(a) State Transition Matrices, row-wise P (3x3) for each period 1-19 

1. 00 0. 00 0. 00 1. 00 0. 00 0. 00 1. 00 0. 00 0. 00 -Period 1 
1. 00 0. 00 0. 00 1. 00 0. 00 0. 00 1. 00 0. 00 0. 00 -Period 2 
1. 00 0. 00 0. 00 1. 00 0. 00 0. 00 1. 00 0. 00 0. 00 -Period 3 
0. 90 0. 10 0. 00 1. 00 0. 00 0. 00 1. 00 0. 00 0. 00 -Period 4 
0. 00 1. 00 0. 00 0. 00 1. 00 0. 00 0.00 1. 00 0. 00 -Period 5 
0. 10 0. 90 0. 00 0. 00 1. 00 0. 00 0. 00 1. 00 0. 00 -Period 6 
0. 10 0. 90 0. 00 0. 00 1. 00 0. 00 0. .00 1. .00 0. 00 -Period 7 
0. ,00 0. 40 0. 60 0. 00 0. 10 0. 90 0. .00 0. .00 1. 00 -Period 8 
0. .00 0. 00 1. 00 0. 00 0. 00 1. 00 0, .00 0. .00 1. .00 -Period 9 
0 .00 0. .00 1. 00 0. .00 0. .00 1. .00 0 .00 0 .00 1. ,00 -Period 10 
0. .00 0, .00 1. 00 0. .00 0. .00 1. .00 0 .00 0 .00 1, .00 -Period 11 
0 .00 0. .00 1. 00 0 .00 0. .00 1.00 0 .00 0 .00 1 .00 -Period 12 
0 .00 0. .00 1. 00 0. .00 0 .00 1. .00 0 .00 0 .00 1 .00 -Period 13 
0 .00 1 .00 0. 00 0 .00 0 .00 1, .00 0 .00 0 .02 0 .98 -Period 14 
0 .00 1 .00 0. 00 0 .00 0 .00 1 .00 0 .00 0 .14 0 .86 -Period 15 
0 .00 1 .00 0. .00 0 .00 1 .00 0 .00 0 .00 0 .86 0 .14 -Period 16 
0 .50 0 .50 0. .00 0 .00 1 .00 0 .00 0 .00 1 .00 0 .00 -Period 17 
1 .00 0 .00 0. .00 0 .86 0 .14 0 .00 1 .00 0 .00 0 .00 -Period 18 
1 .00 0 .00 0. .00 1 .00 0 .00 0 .00 1 .00 0 .00 0 .00 -Period 19 

(b) State-Observation Matrices, row-wise Q (3x3) for each period 1-19 and for each zone 1-7 

0. .96 0. .04 0. 00 0. .85 0. 15 0. .00 0. .75 
0. 99 0. .01 0. 00 0. 90 0. 10 0. .00 0, .80 
0. .95 0. .05 0. 00 0. .85 0. 15 0, .00 0. .75 
0. 93 0. 07 0. 00 0, 83 0. 17 0. .00 0. .72 
0. .99 0. .01 0. 00 0. 90 0. 10 0. .00 0. .80 
0. .98 0. 02 0. 00 0. .90 0. 10 0. .00 0. .80 
0. 99 0. 01 0. 00 0. 90 0. 10 0. .00 0. 80 

0.25 0.00 
0.20 0.00 q matrices by zone 
0.25 0.00 f o r each period 1-19 
0.28 0.00 
0.20 0.00 Zones are 1-7 
0.20 0.00 -Period 1 
0.20 0.00 

0. .92 0, .08 0. .00 0 .82 0. 18 0 .00 0, .72 0. 28 0. .00 
0. 96 0. .04 0. .00 0. .90 0. 10 0 .00 0. 80 0. 20 0. .00 
0. 91 0. .09 0. 00 0. .80 0. 20 0. .00 0. .70 0. 30 0. ,00 
0. 86 0 .13 0. .01 0, .75 0. 20 0 .05 0. .70 0. 20 0. .10 
0. 96 0. .04 0. .00 0. .90 0. 10 0 .00 0. .80 0. 20 0. .00 
0. .96 0.04 0. .00 0 .90 0. 10 0.00 0. .80 0. 20 0. .00 
0. .97 0. .03 0. .00 0. .90 0. 10 0 .00 0. .80 0. 20 0. .00 

0. 87 0. 12 0. 01 0. ,75 0. 20 0. .05 0, .70 0. ,20 0. ,10 
0, .93 0. .07 0. 00 0. .90 0. ,10 0. .00 0, .80 0. ,20 0. .00 
0. 86 0. ,13 0. 01 0. .75 0. 20 0. .05 0, .70 0. 20 0. ,10 
0. ,80 0. 18 0. 02 0. .70 0. 20 0. .10 0, ,65 0. 25 0. ,10 
0, .91 0, .08 0. 01 0, .80 0. .15 0 .05 0, .75 0. .15 0. .10 
0. .94 0. .05 0. 01 0. .90 0. .08 0, .02 0, .80 0. .15 0. .05 
0. .93 0. .07 0. 00 0, .90 0. .10 0 .00 0 .80 0. .20 0, .00 

0. 61 0. 34 0. 05 0, .50 0. .40 0. 10 0. 45 0. .40 0. 15 
0. 69 0. 29 0. 02 0. .60 0. .35 0. 05 0. 50 0. .40 0. 10 
0. 65 0. 32 0. 03 0. .60 0. .35 0. 05 0. 50 0. .40 0. 10 
0. ,53 0. .31 0. 10 0 .50 0. ,40 0. 10 0. .45 0, .45 0. .10 
0. ,72 0. ,21 0. 07 0 .60 0. .30 0. 10 0. 55 0 .35 0. .10 
0. .83 0. .15 0. 02 0 .75 0 .20 0. 05 0, .70 0 .20 0, .10 
0. .70 0. .24 0. 06 0 .65 0 .25 0. 10 0, 60 0 .25 0, .15 
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0.61 0.34 0.05 0.61 0.34 0.05 0.50 0.40 0.10 
0.69 0.29 0.02 0.69 0.29 0.02 0.50 0.40 0.10 
0.71 0.27 0.02 0.65 0.32 0.03 0.50 0.40 0.10 
0.53 0.38 0.09 0.53 0.37 0.10 0.45 0.40 0.15 -Period 5 
0.72 0.21 0.07 0.72 0.21 0.07 0.60 0.30 0.10 
0.83 0.15 0.02 0.83 0.15 0.02 0.70 0.20 0.10 
0.70 0.24 0.06 0.70 0.24 0.06 0.60 0.30 0.10 

0.15 0.51 0.34 0.37 0.48 0.15 0.30 0.50 0.20 
0.39 0.52 0.09 0.41 0.49 0.10 0.40 0.50 0.10 
0.23 0.56 0.21 0.38 0.50 0.12 0.40 0.50 0.10 
0.38 0.50 0.12 0.30 0.47 0.23 0.20 0.50 0.30 -Period 6 
0.50 0.35 0.15 0.49 0.35 0.16 0.35 0.45 0.20 
0.69 0.25 0.06 0.69 0.25 0.06 0.50 0.35 0.15 
0.47 0.36 0.17 0.47 0.36 0.17 0.35 0.45 0.20 

0.45 0.45 0.10 0.37 0.48 0.15 0.40 0.46 0.14 
0.50 0.45 0.05 0.41 0.49 0.10 0.35 0.55 0.10 
0.60 0.35 0.05 0.38 0.50 0.12 0.35 0.52 0.13 
0.40 0.50 0.10 0.40 0.47 0.13 0.24 0.45 0.31 -Period 7 
0.50 0.35 0.15 0.49 0.35 0.16 0.40 0.40 0.20 
0.69 0.25 0.06 0.69 0.25 0.06 0.55 0.35 0.10 
0.52 0.42 0.06 0.47 0.36 0.17 0.40 0.35 0.25 

0.25 0.45 0.30 0.46 0.51 0.03 0.12 0.40 0.48 
0.20 0.45 0.35 0.28 0.58 0.14 0.12 0.45 0.43 
0.30 0.40 0.30 0.13 0.49 0.38 0.17 0.40 0.43 
0.25 0.40 0.35 0.27 0.51 0.22 0.11 0.32 0.57 -Period 8 
0.20 0.37 0.43 0.34 0.46 0.20 0.16 0.34 0.50 
0.49 0.31 0.20 0.95 0.05 0.00 0.40 0.35 0.25 
0.35 0.50 0.15 0.35 0.48 0.17 0.27 0.29 0.44 

0.30 0.50 0.20 0.25 0.50 0.25 0.16 0.41 0.43 
0.20 0.45 0.35 0.16 0.39 0.45 0.14 0.46 0.40 
0.30 0.50 0.20 0.25 0.50 0.25 0.17 0.40 0.43 
0.30 0.50 0.20 0.25 0.50 0.25 0.13 0.34 0.53 -Period 9 
0.25 0.40 0.35 0.18 0.35 0.47 0.18 0.35 0.47 
0.55 0.40 0.05 0.46 0.32 0.22 0.46 0.32 0.22 
0.40 0.30 0.30 0.30 0.40 0.30 0.28 0.32 0.40 

0.15 0.40 0.45 0.10 0.37 0.53 0.13 0.43 0.44 
0.10 0.50 0.40 0.08 0.42 0.50 0.13 0.42 0.45 
0.20 0.30 0.50 0.20 0.30 0.50 0.19 0.32 0.49 
0.70 0.30 0.00 0.65 0.34 0.01 0.14 0.29 0.57 -Period 10 
0.30 0.40 0.30 0.20 0.35 0.45 0.17 0.33 0.50 
0.60 0.40 0.00 0.49 0.43 0.08 0.43 0.34 0.23 
0.60 0.30 0.10 0.40 0.40 0.20 0.30 0.28 0.42 

0.20 0.50 0.30 0.12 0.45 0.43 0.13 0.43 0.44 
0.20 0.40 0.40 0.06 0.35 0.59 0.13 0.42 0.45 
0.40 0.40 0.20 0.27 0.27 0.46 0.19 0.32 0.49 
0.40 0.40 0.20 0.23 0.32 0.45 0.14 0.29 0.47 -Period 11 
0.40 0.50 0.10 0.30 0.47 0.23 0.17 0.33 0.50 
0.60 0.30 0.10 0.50 0.35 0.15 0.43 0.34 0.23 
0.70 0.30 0.00 0.63 0.35 0.02 0.30 0.28 0.42 
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0. 45 0. 45 0. 10 0. 62 0. 36 0. 02 0. 40 0. 42 0. 18 
0. 40 0. 45 0. 15 0. 47 0. 46 0. 07 0. 45 0. 42 0. 13 
0. 50 0. 45 0. 05 0. 27 0. 49 0. 24 0. 23 0. 39 0. 38 
0. 50 0. 40 0. 10 0. 42 0. 45 0. 13 0. 34 0. 38 0. 28 -Period 12 
0. 60 0. 40 0. 00 0. 52 0. 37 0. 11 0. 51 0. 34 0. 15 
0. 80 0. 20 0. 00 0. 98 0. 02 0. 00 0. 69 0. 24 0. 07 
0. 92 0. 08 0. 00 0. 52 0. 39 0. 09 0. 43 0. 38 0. 16 

0. 40 0. 45 0. 15 0. 40 0. 45 0. 15 0. 35 0. 43 0. 22 
0. 40 0. 40 0. 20 0. 34 0. 47 0. 19 0. 30 0. 48 0. 22 
0. 25 0. 48 0. 27 0. 26 0. 49 0. 25 0. 24 0. 46 0. 30 
0. 30 0. 40 0. 30 0. 29 0. 42 0. 29 0. 25 0. 41 0. 34 -Period 13 
0. 50 0. 40 0. 10 0. 47 0. 35 0. 18 0. 45 0. 33 0. 22 
0. 90 0. 10 0. 00 0. 75 0. 18 0. .07 0. 65 0. .24 0. 11 
0. 92 0. 08 0. 00 0. ,39 0. 39 0. 22 0. ,37 0. 32 0. .31 

0, .40 0. 40 0. 20 0. .42 0. .44 0. .14 0. .44 0. 36 0. 20 
0. .40 0. 45 0. 15 0. 40 0. 45 0. .15 0. .37 0. .41 0. 22 
0. 25 0. 48 0. 27 0. .32 0. ,47 0 21 0. .30 0. .40 0. 30 
0. .41 0. 46 0. 13 0. 28 0. 43 0. .29 0. .27 0. .42 0. .31 -Period 14 
0. .50 0. 40 0. 10 0. 46 0. 36 0. 18 0. .41 0. .35 0. 24 
0, .80 0. 20 0. 00 0. .76 0. 19 0. .05 0. .66 0. .26 0. .08 
0. .60 0. 30 0. 10 0. 53 0. 32 0. .15 0. .51 0. .24 0. 25 

0. 40 0. 43 0. 17 0. .43 0. 42 0. .15 0. .45 0. .35 0. .20 
0. .40 0. 45 0. 15 0. 40 0. 45 0. 15 0. .33 0. .44 0. 23 
0, 28 0. 43 0. 29 0. .33 0. .44 0. .33 0. .31 0, ,38 0. .31 
0. .34 0. 40 0. 26 0. .30 0. 40 0. ,30 0. ,25 0. .38 0. .37 -Period 15 
0. .70 0. 30 0. 00 0. .47 0. 31 0. 22 0. .40 0. 35 0. ,25 
0, .80 0. 20 0. 00 0, .71 0. 22 0.07 0 62 0 .24 0 .14 
0. .39 0. 36 0. 25 0. .56 0. 29 0. .15 0. .50 0. .30 0. .20 

0. .47 0. 36 0. 17 0. .46 0. 36 0. .18 0 .40 0 .41 0 .19 
0. .37 0. 48 0. 15 0. .46 0. 40 0. .14 0. .40 0. .41 0 .19 
0. .43 0. 37 0. 20 0.40 0. .37 0 .23 0 .37 0 .32 0 .31 
0. .30 0. 40 0. 30 0. ,38 0. .35 0 .27 0 .29 0 .43 0 .28 -Period 16 
0. .50 0. 30 0. 20 0. .52 0. .28 0. .20 0. .45 0. ,28 0 .27 
0, .37 0. 37 0. 26 0, .71 0. .21 0 .08 0 .69 0 .20 0 .11 
0. .56 0. 29 0. 15 0 .63 0. ,25 0 .12 0 .34 0 .39 0 .27 

0 .93 0. 07 0. 00 0 .73 0. ,24 0 .03 0 .70 0 .20 0 .10 
0 .99 0. ,01 0. 00 0 .82 0 .18 0 .00 0 .70 0 .20 0 .10 
0 .92 0. .08 0. 00 0 .68 0 .29 0.03 0 .60 0 .30 0 .10 
0 .88 0. ,12 0. 00 0 .62 0 .33 0 .05 0 .50 0.40 0 .10 -Period 17 
1 .00 0. .00 0. 00 0 .87 0 .12 0 .01 0 .87 0 .13 0 .00 
0 .97 0 .03 0. 00 0 .93 0 .07 0 .00 0 .90 0 .10 0 .00 
0 .90 0 .10 0. 00 0 .79 0 .17 0 .04 0 .65 0 .25 0 .10 

0 .86 0 .13 0. ,01 0 .80 0 .15 0 .05 0 .75 0 .20 0 .05 
0 .94 0 .06 0. ,00 0 .90 0 .10 0 .00 0 .80 0 .20 0 .00 
0 .85 0 .15 0. .00 0 .75 0 .20 0.05 0 .70 0 .20 0 .10 
0 .79 0 .20 0. .01 0 .65 0 .30 0 .05 0 .60 0 .30 0 .10 -Period 18 
0 .97 0 .03 0. .00 0 .95 0 .05 0 .00 0 .90 0 .10 0 .00 
0 .98 0 .02 0 .00 0.95 0.05 0 .00 0 .90 0 .10 0 .00 
0 .88 0.11 0 .01 0 .80 0 .15 0 .05 0 .75 0 .20 0 .05 
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0.97 0.03 0. .00 0. 95 0. .05 0.00 0.90 0.10 0.00 
1.00 0.00 0. ,00 1. 00 0. .00 0.00 1.00 0.00 0.00 
0.97 0.03 0. ,00 0. 95 0. ,05 0.00 0.90 0.10 0.00 
0.94 0.06 0, .00 0. 90 0 .10 0.00 0.90 0.06 0.04 -Period 19 
1.00 0.00 0. .00 1. 00 0. .00 0.00 1.00 0.00 0.00 
1.00 0.00 0. .00 1. ,00 0 .00 0.00 1.00 0.00 0.00 
0.97 0.03 0 .00 0. .95 0 .05 0.00 0.90 0.10 0.00 

150. 500. 1300 
r 

200. 600, 1300, 
150. 500. 1400 Class marks f o r observations 
150. 500. 1500 of catch ( i n kg) f o r each zone 
150. 350. 500. 
75. 200. 500. 

150. 400. 1000, 

(c) Seasonal Price Matrix 

HIGH Prices,G00D Abundance 
1, .47 1. 46 1 .46 1 .48 1 .30 1 .17 1 .60 
1 .47 1. 46 1 .46 1 .48 1 .30 1 .17 1 .60 
1, .52 1. 51 1, .51 1 .53 1 .35 1 .22 1, .65 
1. .57 1. 56 1. .56 1 .58 1 .40 1 .27 1, .70 
1. .62 1. 61 1 .61 1 .63 1 .45 1 .32 1, .75 
1. .67 1. 66 1. .66 1, .68 1 .50 1 .37 1. .80 
1. .72 1. 71 1. .71 1 .73 1 .55 1 .42 1. ,85 
1. .77 1. 76 1, .76 1 .78 1 .60 1 .47 1. .90 
1. .82 1. 81 1. .81 1, .83 1 .65 1.52 1. .95 
1. .87 1. 86 1. 86 1, .88 1 .70 1 .57 2. .00 
1. .92 1. 91 1. .91 1 .93 1. .75 1, .62 2. .05 
1. ,97 1. 96 1. .96 1, .98 1, .80 1 .67 2. .10 
2. ,02 2. 01 2. ,01 2. .03 1. .85 1, .72 2. .15 
2. ,07 2. 06 2. ,06 2 .08 1, .90 1 .77 2. ,20 
2. ,12 2. 11 2. ,11 2. .13 1 .95 1, .82 2. .25 
2. ,17 2. 16 2. 16 2. .18 2 .00 1 .87 2. .30 
2. 22 2. 21 2. .21 2 .23 2 .05 1 .92 2. .35 
2. 27 2. 26 2. ,26 2. .28 2 .10 1, .97 2. .40 
2. 32 2. 31 2. .31 2. .33 2 .15 2 .02 2. .45 

Two—way layout f o r p r i c e s of 
catch ( i n r e a l 1971=100 d o l l a r s ) 
by zone and by period. 

P r i c e s are i n $/kg averaged 
over a l l salmon species. 

(d) Cost Components 

525.00 510.00 500.00 510.00 500.00 475.00 450.00 Zone Cost/pd 
.50 .50 .50 .75 .75 .751.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 .75 .50 .50 .50 

0 1 2 3 2 3 4 
1 0 1 2 1 2 3 
2 1 0 1 2 3 2 Matrix of pseudo distances from zone t o zone 
3 2 1 0 2 2 1 t o be used i n the c a l c u l a t i o n of the moving 
2 1 2 2 0 1 2 cost proxy. 
3 2 3 2 1 0 1 
4 3 2 1 2 1 0 

Table XI - POMDP Input Data 
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included years 1971 ,1974,1976,1977, and 1979 with M values of 143M, 1 6 6 M , 1 6 0 M , 1 5 2 M and 

147M kg respectively. 

(iv) Poor - the average actual (estimated) abundance for the poor abundance years. 1975 was chosen 

as the only poor abundance year having an M value of 107M kg. 

2 . Price Level. Specify one of three levels of price corresponding to 'Low', 'Mean', or 'High' prices for 

landed salmon by weight. 

The Base Case for the sensitivity analysis is defined as having 'Average' abundance transitional behavior 

and 'Mean' price level. 

The analysis of the intraseasonal model results begins with a specification of the scenario for abundance 

and price levels. The corresponding inputs (see Table XI) are used in the computer model to generate the 

P O M D P fishing policy parameters. (See Table X for the fishing policy parameters for the Base Case.) Once 

the season's fishing policy has been determined, the stochastic system (corresponding to the defined scenario) 

is simulated for 20 similar seasons with 50 freezer trollers in each season. 

During each season the core process evolves according to the state transition matrices of the scenario. 

Each vessel then applies the P O M D P fishing policy at each period of the season depending on the random 

catch levels observed and the updated state probabilities to this period. Catches occur during each period 

fished according to the state-observation parameters. The distribution of catch by zone and by period are 

recorded for each freezer troller in each of the simulated seasons. 

For example, consider the Base Case fishing policy of Table X . No fishing occurs until period 4 of the 

season. In periods 4 and 5 zone 2 is fished. Then in period 6 switching occurs to zone 4. The policy returns 

the Base Case fisherman to zone 2 in period 7. In period 8 either of zones 2,3 or 4 may be fished depending 

on the results of the season to this point. Fishing occurs in the remaining periods in zones 2,3 and 4. The 

season ends with fishing in zone 2 during the final periods 18 and 19. 

Simulation statistics generated include freezer troller averages for salmon catch, gross income from 

salmon fishing, total operating costs, and net operating income by zone and by period. Statistics on the 

distributions of each of the four seasonal averages for all 1000 (= 20 x 50) trials are also produced in a 

separate analysis. Simulation results for the Base Case scenario are found in Table XII . 

Intraseasonal M o d e l Sens i t i v i ty Resu l t s . Figures 4 and 5 present the intraseasonal model results in 
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Scenario D e f i n i t i o n : P r i c e s - MEAN; Abundance - ALL YEARS 

SIMULATION RESULTS FOR 50 VESSELS DURING 20 SEASONS! 
Report by Zone: 

ZONES 
Item 1 2 3 4 5 6 7 TOTALS 

Catch (kg) 0. .00 2451, .52 1369. ,60 6001 .11 0. .00 0.00 0. .00 9822.24 
Gross Inc ($) 0 .00 4013, .48 2293, .25 9702 .41 0, .00 0.0 0. .00 16009.14 
Oper Cost ($) 0. .00 3125, .86 1393, .78 5927. .69 0. .00 0.0 0, .00 10447.33 

Net Op Inc ($) 0. .00 887. .15 899. .21 3779 .44 0, .00 0.00 0, .00 5565.79 

Report by Period: 
PERIODS 

Item 1 2 3 4 5 6 7 
Catch (kg) 0. .00 0, .00 0.00 333, .28 332. ,88 624. .63 495. .94 

Gross Inc ($) 0. .00 0, .00 0.00 489. .90 499. .26 905. .62 778, ,66 
Oper Cost ($) 0. ,00 0 .00 0.00 494, .23 495, .58 633 .08 677 .70 

Net Op Inc ($) 0. .00 0 .00 0.00 -4, .29 3. .70 272 .62 100 .91 

Report by Period: (cont'd) 
PERIODS 

Item 8 9 10 11 12 13 14 
Catch (kg) 964. 19 983.84 1011, .94 865.69 761.81 781. .84 715. .83 

Gross Inc ($) 1465. .40 1524.91 1603, .84 1480.41 1241.77 1321. ,27 1238. .36 
Oper Cost ($) 882. ,74 891.67 904, .24 782.99 786.18 861. ,11 848. .75 

Net Op Inc ($) 582. .70 633.17 704 .54 697.35 455.4 460. .10 389. .60 

Report by Period: (cont'd) 
PERIODS 

Item 15 16 17 18 19 TOTALS 
Catch (kg) 607. 82 625. 98 294.09 224, .00 200. .00 9823.72 

Gross Inc ($) 1051. .50 1126, ,69 520.47 407 .59 357 .97 16013.61 
Oper Cost ($) 607. .66 500. .43 409.50 341 .61 334. .15 10451.59 

Net Op Inc ($) 443. 81 626. .21 110.97 66 .03 23. .80 5565.66 

Table XII - Intraseasonal Model Simulation Results (Base Case) 

tReported results are averages per troller vessel. 

graphical form for the 12 different scenarios of the sensitivity analysis. The figures illustrate the results of the 

simulation statistics for salmon average seasonal: catch (Figure 4(a)), gross income (Figure 4(b)), operating 

costs (Figure 5(a)), and net operating income (Figure 5(b)) by freezer trollers and for each scenario. The 

table of values corresponding to these figures are given in Table XIII. 

A number of general points can be made about the POMDP model results for the different scenarios 

analysed and presented in Figures 4 and 5 and Table XIII. In particular, the results are relatively insensitive 

to changes in abundance levels, ceteris parebis. Conversely, changes in the price level have a much more 
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Freezer Troller Seasonal Average Values 

Scenario Definition Actual Catch Gross Operating Net Operating 
Abundance Price Years (kg) Income ($) Costs ($) Income ($) 

lOyr Ave MeanJ - 9824 16018 10452 5567 
lOyr Ave High - 10100 19317 11235 8082 
lOyr Ave Low - 8369 11696 8190 3505 

Good Mean 72 10030 16407 10557 5849 
Good High 73,78 10319 19778 11357 8421 
Good Low - 8463 11832 8210 3621 

Mediocre Mean 79 9627 15767 10261 5506 
Mediocre High 76 9743 18717 10756 7960 
Mediocre Low 71,74,77 8318 11624 8179 3444 

Poor Mean — 9148 15120 9944 5175 
Poor High - 9456 18170 10611 7558 
Poor Low 75 7898 10997 7920 3077 

Table XIII - Intraseasonal Model Sensitivity Analysis! 

| A U results are based on simulation of the scenarios for 20 similar seasons and for 50 freezer trollers on 

each season. 

* Scenarios applicable to the actual (estimated) abundance and prices for the years 1971-1979. 

JBase Case scenario definition. See also Tables X and XII for Base Case fishing policies and simulation 

results. 

significant impact on the simulation statistics results. Zones 5-7 do not appear as alternative zones to fish 

in any of the scenarios analysed. Of the seven zones of the fishery, only zones 1-4 are ever fished by the 

model decision makers. 

More fishing takes place when prices are high and total fishing effort decreases as prices fall from high 

to low, ceteris parebis. When prices are high, fishing begins in period 3 of the season and continues until 

the final period 19. During the season zones 1-4 are fished. Prices at their 'Mean' levels induce fishermen 

to begin fishing one period later in period 4. Fishing continues until the final period covering zones 2-4 

only. When prices are low, fishing does not begin until period 6 and ends in period 18. During these periods 

fishing takes place primarily in zones 1,3 and 4. The distribution of average fishing performance by freezer 
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Freezer Troller Seasonal 
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PRICE LEVELS 
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• Mean Price* _ j_ _ ~ 
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freezer Troller Seasonal 
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trollers into zones and periods is analysed in the next section which compares model results to actual data. 

Figure 4(a) illustrates the differences in average freezer troller seasonal catch to changes in abundance 

and prices. Relative to the Base case scenario, the range in the percentage difference of catch statistics 

is -20% (Poor abundance, Low prices) to +4% (Good abundance, High prices). Model catch levels differ 

only slightly for all abundance scenarios when prices are either high or mean (range is 9148kg to 10319kg). 

Catches for high prices are 3% above those for mean prices within each abundance level. When the price 

level is low, effort is more restricted and average catch levels fall by 15% of those for mean prices. Catch 

levels for low prices fall by approximately 600kg or 7% of the catch across abundance levels. Catch levels 

are highest when abundance is good, followed by mediocre and poor abundance catches, for the same price 

levels. Good abundance means a 2% increase in the Base Case catch level; mediocre abundance has catch 

levels 2% below Base Case values; poor abundance catches are 6% below Base Case levels, ceteris parebis. 

Gross income from salmon landings, Figure 4(b) exhibits similar tendencies to salmon catches, however, 

these tendencies are exaggerated as a consequence of the direct effect of differences in price levels. For 

example, the range in the percentage difference of gross income relative to the Base Case is -31% (Poor 

abundance, Low prices) to +25% (Good abundance, High prices). This represents a difference of $9000 in 

gross income. Relative to the Base Case results, good, mediocre, and poor abundance levels realize +2%, 

-2% and -6% differences on the gross income statistic respectively for corresponding price levels. Within 

abundance levels, high prices have +20% higher gross incomes than mean prices, while low prices are 20% 

below mean price gross income levels. 

Figure 5(a) illustrates the results for the operating cost statistic. Differences in the average value of this 

item are a result of differences in the number of periods fished and the different zones fished in each scenario. 

As such, the results are most sensitive to price levels and relatively insensitive to differences in abundance. 

The percentage differences in operating costs relative to the Base Case across abundance levels are at most 

4% for corresponding price levels. However, low price levels result in a 20% decrease in operating costs in 

comparison to mean price levels within same abundance levels. This is a consequence of fishing less often 

with fewer interzonal moves when prices are low. The increase in fishing effort when prices are high, ceteris 

parebis translates into a 7% increase in operating cost levels. Average operating costs range between $7920 

for the Poor-Low scenario to a high of $11357 for the Good-High scenario, a range of $3437. 

Finally, Figure 5(b) presents the net operating statistic results for each scenario. This is the simple 

difference between the gross income statistic and the operating cost statistic. Net operating income ranges 

between $3077 (Poor-Low) and $8421 (Good-High) a difference of $5344. W i t h respect to the abundance 

levels, net operating income for the good, mediocre and poor scenarios differ by +3%, -1% and -8% in 
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comparison to Base case values for corresponding price levels. With respect to price levels, high prices mean 

a 45% increase in average net operating income over mean price levels, ceteris parebis. Low prices results in 

a 38% decline in net operating income relative to the mean price level within same abundance levels. 

Summarizing, the most important variable affecting the results of fishermen's intraseasonal decisions is 

price. Differences in abundance levels appear to have little effect on intraseasonal policies and their economic 

consequences. One explanation for this is the high degree of aggregation used in describing the core process of 

this system. A more refined definition of states of abundance, while incurring more computational complexity, 

may reveal more sensitivity to this stochastic element of the system. 

The crucial role of salmon prices on the decisions and average results for modelled freezer trollers 

suggests that this element of the system be considered as a key strategy variable. In this context price may 

be viewed as a means of 'controlling' intraseasonal decisions by fishermen and their consequences. This topic 

is pursued further in Chapter 6 of this thesis. 

This completes the results of the intraseasonal model sensitivity analysis for the scenarios on abundance 

and prices. The section which follows compares the model statistics for catch and gross income from salmon 

with their actual values for the period 1971-1979. 

Model versus Actual Results. This subsection compares model generated statistics with actual 

values for each of the years 1971 to 1979 for which empirical data is available. Based on the empirical data, 

each year is assigned a scenario for abundance and price (see Table XIII for these 'Actual Years' assignments). 

Model results are then assigned to each year according to the year's scenario definition. The statistics to be 

compared are seasonal average freezer troller salmon catches and gross fishing income from salmon landings. 

(Actual data for operating cost and net operating income attributable to salmon only is not available.) 

Figure 6 presents in graphical form a comparison of model versus actual results for catch and gross 

income. 

With the exception of 1972f, average annual freezer troller statistics predicted by the model compare 

well with actual values. The correlation for average catch is 0.10 (0.60 excluding 1972) over the 9 year 

period, while the correlation for gross income is 0.58 (0.87 excluding 1972). The Mean Absolute Deviation 

(MAD) is 2054kg/year (1463kg/year excluding 1972) for catch over this period. The MAD for gross income 

f Actual results for 1972 are difficult to explain. However, it was in this year that new regulations were 

applied to the replacement of vessels. This required the redefinition of many vessels and may account for 

the understatement of fishing statistics for freezer trollers in this year. 
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Freezer Troller Seasonal Average 
Qroaa Fishing Income (Salmon) 

Legend 
o Predicted 
o Actuals 



Figure 7 - Freezer Troller Average Catch Distributions 
by Zone and Period 
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is $2929/year ($1870/year excluding 1972). These results indicate that the model statistics are reasonable 
predictors of the actual values for freezer trollers. 

The zonal and periodic results of the simulation analysis (see Table XII), may also be compared to 
actual distributions by zone and period. Figure 7 displays a comparison of average annual distributions 
by zone (Figure 7(a)), and by month (Figure 7(b)) for the average seasonal freezer troller salmon catch by 
weight. (Model results for each two week period are aggregated to obtain monthly catches. These results 
may then be compared to the actual data which is recorded on a monthly basis.) 

Average annual distribution percentages are computed for the 9 years 1971-1979. The results reveal 
that the average annual distributions by zone and by month predicted by the model agree favorably with 
the actual distributions. In defence of this statement, we cite a correlation between predicted and actual 
percentage distributions by zone of 0.75 and that by month of 0.84. The mean absolute percentage deviation 
by zone is 8% per zone while the comparable figure for the monthly distribution of catch is 7% per month. 

This completes the analysis of results for the intraseasonal model. Implications and perspectives for 
planning and designing regulatory policies based on the results of this model are discussed in Chapter 6 of 
this thesis. 

62 



5. Interseasonal Decision Making 

5.1 Motivation 

The most serious problem facing Canada's ocean fisheries is overcapitalization of the fishing fleet. Eco- ' 

nomic theorists have long acknowledged overcapitalization (and associated rent dissipation) as a consequence 

of the common property nature of the fishing activity. Nevertheless, regulators' attempts to control this prob­

lem in practice cannot be termed successful. For example, in 1969 the federal government introduced a licence 

limitation scheme for the British Columbia salmon fishery known as the 'Davis Plan'. This plan effectively 

froze the number of vessels by licensing only those that showed a dependence on the salmon fishery. As 

Pearse states, 

Today, after more than a decade of restrictive licensing, the number of vessels in the 

salmon fleet is smaller, the fleet's structure has changed significantly, and the vessels are 

much improved in technical sophistication and safety. But the plan has clearly failed in its 

main purpose, which was to control and reduce excessive capacity. Investment in fishing 

power continued as the value of the catch increased, and the capacity of the fleet, already 

excessive when the program began, doubled or perhaps trebled. (Pearse(1982),p.79.) 

A by-product of the current situation is that fishing equipment has become more efficient and more 

specialized than ever before. As well, the skills of fishermen have likewise become more highly specialized and, 

consequently, more limited to fishing activities. For example, the limited entry regulation has concentrated 

salmon fishing in the hands of a particular group of individuals whose primary source of income comes 

from the fishing activity. The opportunity costs of these individuals is low (relative to individuals in other 

sectors) which accounts for their fundamental reliance on fishing income. The thin trading of fishing rights 

(i.e., licenses) is further evidence of the primary dependence of individuals on their fishing activities and 

reflects their intention to survive in the fishing business. 

To understand the decision making process of fishermen with regard to capital investment, it is necessary 

to describe the environment in which these investment decisions are made. The variability of the economic 

situation faced by fishermen substantiates the need for consideration of survival as a primary component in 

investment decision making. This variability comes from three major sources: 

1. Natural and historical biological variations in stock dynamics (recruitment and survival), e.g., the 

domination of particular cohorts of a species such as Adams River sockeye. 

63 



2. Biological variations in stock dynamics due to oceanographic influences, pollution, over-exploitation 

of individual stocks, or destruction of habitat. 

3. Economic fluctuations caused by changes in exogenous world price levels, reappearance or disap­

pearance of markets (e.g., a recent botulism scare in Europe had a drastic effect on exports of 

British Columbia salmon), and fluctuations due to the general business cycle. 

The consequence of the above discussion is that assuming the fundamental desire to survive, fishermen 

must be more wary of the downside risk of becoming insolvent than the upside risk of making large economic 

gains in a single season. As Thompson et al(1973) argue, fishermen may be considered to have an asymmetric 

attitude toward risk. In other words, fishermen are expected to be risk averse to poor seasonal earnings, 

becoming decreasingly less risk averse to higher than anticipated earnings. As an illustration, it is observed 

that fishermen make more conservative decisions in poor harvest years (e.g., 'movers' reduce operating costs 

by being less mobile, 'stayers' may fish less often to reduce costs, or diversify their catches in other fisheries) 

than in good harvest years (i.e., 'movers' are attracted to higher yield zones, 'stayers' fish more regularly). 

While it is acknowledged that there are conflicting behavioral theories about fishermen (Wadel (1972)), 

planning for survivability provides a reasonable basis for longer-term decision making in this highly variable 

business environment. 

The variable envionment, the restricted size of troller operations, and the current overcapacity of the 

fleet, ultimately mean that there is significant capital rationing to trollers by financial institutions. Troller 

fishermen endeavoring to invest back into the fishery have limited capacity to raise funds. Riskiness of the 

enterprise and scale of operation are the primary constraining forces to financing new capacity. Moreover, 

this constraint compels fishermen desiring to reinvest to structure their financing in specific ways. 

The following section presents a formal model of investment dynamics by fishermen seeking to increase 

the value of their operations with primary emphasis on survival. The normative model of investment dy­

namics is applied to the troller segment of the British Columbia commercial fishing fleet. The availability 

of actual data on a subset of all trollers permits the comparison of model results with actual investment 

decisions recorded annually. By analysing model sensitivity the behavioral conditions under which actual 

investments were made in the past can be conjectured by tuning the model to match past investment trends. 

Better understanding of this behavior is a major step away from 'reactive' and short-term regulation strate­

gies. Moreover, it promotes the design of longer-term policies which incorporate and anticipate the behavior 

of fishermen. Herein lies the importance of the interseasonal investment model. 

The development of the formal interseasonal investment model begins with the presentation of a dy-
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namic decision model with no survivability restrictions. Investment policies are derived using a dynamic 

programming model. Linear and nonlinear (quadratic) functions are examined in the dynamic programming 

equation. Next, the unrestricted (with respect to survivability) model is revised to include constraints on 

investment due to survivability considerations. Different forms of the survivability constraint are examined 

including linear and quadratic functional forms. Finally, algorithms are presented which produce investment 

policies under each of the linear and quadratic survivability constraints. 

5.2 Formal Model 

The notation used in this section is defined independently from that of Section 4.2 for the intraseasonal 

POMDP model. 

5.2.1 Unconstrained Model. This section defines the investment model with no conditions on con­

tinued survivablity for the fisherman-investor. The investment decision model with survivability constraints 

will be discussed as an extension to the unconstrained model. 

Let t € {0,1,..., T) be the periods (i.e., years) of the investment planning horizon, with t = 0 being the 

initial period and t = T £ I+ the final period in the horizon. These are the stages of this decision process, 

i.e., the time points at which the decision maker must decide on an investment policy. Each investment 

decision point is assumed to occur at the end of each fishing season, t. 

Let NWt denote the Net Worth (or Owner's Equity) of the fishing enterprise in real terms (i.e., dis­

counted market values) at the end of fishing season t. NWt is defined as the difference between assets and 

liabilities of the fishing enterprise at time t, 

NWt = {CAt - GLt) + {LTAt - LTLt) (1) 

where 

CAt - Current Assets of the fishing enterprise at the end of season t including cash available after 

taxes, interest and principal on debt, and family living expenses; accounts receivable; extended 

short-term credit; savings instruments and rebates. Current Assets are assumed to be convertible 

to cash quickly at no expense. 

LTAt - Long-Term Assets of the fishing enterprise at the end of season t including all working or 

fixed assets, e.g., appraised value of vessel, gear and electronics as well as other equipment associated 

with fishing. (See the 1982 Fishermen's Tax Guide.) Long-term assets require an extended period 
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of time before conversion to cash at appraised values. 

CLt - Current Liabilities of the fishing enterprise at the end of season t, including cash deficiencies, 

accounts payable and short-term loans. 

LTLt - Long-Term Liabilities of the fishing enterprise at the end of season t, including mortgages 

on fishing equipment, and long-term loans. 

The accumulation of business profits and increases in the value of assets increase Net Worth. On the 

other hand, fluctuations in market values of fishing capital causes annual shifts in asset values and accordingly, 

Net Worth. Long-term growth in Net Worth is a reflection of a viable operation and is a desirable criterion 

for making investment decisions. Falling Net Worth is a signal for required changes in the structure of the 

operation. When Net Worth is less than zero, liabilities exceed assets and the fishing enterprise is in danger 

of being declared insolvent or bankrupt. Survival of the business is contingent on continued positive Net 

Worth. 

Let 3 f c > 0 denote a new investment (measured in constant dollar values) in capital of type i at period 

k, where t €E S represents a single capital type from the set of investment classifications S with \S\ = Ns 

finite, and k € K = {0, l...,T — 1} is the investment time period index. Moreover, assume that aj. is a 

bounded investment for each type t and for all periods k, with 0 < sk < Ul, k& K, where Ul > 0 represents 

the largest investment of capital of type t which may be made in any one period A;. The bounds on sk are 

established in part by the limits on the borrowing capacity of all fishermen as a single risk group, the ability 

of individual fishermen to raise capital in any period, and the investment opportunities of each capital type. 

Let sjt = 5 Z j e s sk represent the total constant dollar value of new investment in all categories at time 

k. Assume that each investment of type i has an associated financing structure which fishermen use to 

acquire the funds necessary to procure capital assets of each type. For example, assume that funds for an 

investment of type t are raised Pi[LTL) 100% by long-term bank loans, fii(Ci)100% by cash and/or short-

term borrowing, and /3j(LTA)100% by disposing of assets with 2 ^ / J » ( 0 = 1. Moreover, once an investment 

has been secured, its financing generates future deterministic schedules (assuming continued solvency of 

the enterprise) of related interest and principal payments as well as depreciation expense (amortizaton or 

capital cost allowance (CCA)) over the life of the asset purchased. Accordingly, each new investment, sk 

(assuming no other investments are made after period A;) will have a known cost effect on NWt- Thus, we 

may write NWt = NWt(sk), t = k + 1,..., T. 

We develop the dynamic relationship for NWt[sk) by considering the effect of new investment sjt on the 
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two elements of (1), (CAt - CLt) and (LTAt - LTLt). Define for each period t, k + 1 < t < T: 

• The first term in the definition of NWt from (1) may be written as 

CAt(sk) - CLt{sk) = [ l + r ( l - TR)} [CAt-y(sk) - CLt.l{sk)} + 

NIt{sk) - It(sk) - RPt(sk) - TR[NIt{sk) - It(sk) - Dt(sk)} (2) 

with CAk(sk) - CLk{sk) = CAk - CLk - Fk[CL). 

In words, the first term of (1) in the definition of NWt is given by (2), the cash carryover from the 

previous year plus the net operating income earned in the current year less debt payments owing (for interest 

and principal) and taxes payable. Each of the elements of (2) are defined as follows: 

r - annual real interest rate received (if CAt-i > CLt-i), or paid (if CAt-i < CLt-i) on the cash 

account. For simplicity cash balances are assumed to be invested in, or financed by, short-term 

instruments at the same rate of interest, i.e., r = TGL — RCA • 

Nit ~ Actual Net Operating Income (Gross Income minus Operating Costs) earned by individ­

ual fishermen in a season measured in constant dollars. This is the key random variable of the 

investment decision process. 

It - Interest expense (on debt) in constant dollars 

Dt - Depreciaton expense (for tax purposes) in constant dollars 

TR - Income tax rate (assumed to be constant over the planning period). 

RPt - Principal repayment on debt outstanding in constant dollars 

Fk(CL) - Amount of total new investment, sk financed by Cash and/or Short-Term Debt at the 

time of investment at the end of period k in constant dollars. 

• The second term in the definition of NWt from (1) is 

LTAt{3k) - LTLt{sk) = LTAt-xK) - LTL (_ 1(s f c) (3) 

with LTAk{sk) = LTAk + sk - Fk(LTA) and LTLk(sk) = LTLk + Fk(LTL) 

Fk(LTA) - Amount of total new investment ak financed by disposing of Long-Term Assets, LTAk 

available at the time of investment in constant dollars. 

Fk(LTL) - Amount of total new investment, sk financed by Long-Term Debt, LTLk at the time 

of investment in constant dollars. 
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Since we require that all new investments be 1 0 0 % financed then 

sk = Fk (LTA) + Fk(CL) + Fk(LTL). (4) 

This also implies that the year end cash balance, CAt — CLt is equivalent to the difference between successive 

Net Worth values, NWt — NWt-i- Either of these expressions will be used in this analysis to denote year 

end cash on which short-term interest or financing will apply. 

Define the set of financing parameters for each investment type i by the Ns X 3 matrix, B. Row i of B 

may be written ( /?,• {LTA) Pi{CL) Pi{LTL)) for each row i € {l, 2,..., # 5 } where #(•) denotes the share of 

investment of type i financed by the disposal of long-term assets or by increasing short or long-term debt. 

The investment financing parameters, B are assumed to apply to all investment decision makers in every 

period with 

Pi {LTA) + fii {CL) + Pi {LTL) = 1 (5) 

for all i. The parameters, Fk{l) can be written explicitly in terms of B as follows 

* * ( Q = £ > ( 0 4 for I € {LTA, CL, LTL). (6) 
ies 

We now define formal relationships for each of the components of (2), namely, It, RPt, Dt, and NIt as 

explicit functions of the investment decision variable, s l
k. In order to establish interest, principal payments, 

and depreciation explicitly as a function of sk, we define the following parameters: 

• Let Lm denote the (tax) amortization period for non-physical investments of type m € M C { 1 , . . . , Ns}-

Non-physical assets include fishing rights and licences issued by the government. The amortization 

period Lm is the parameter which defines the straight-line depreciation schedule for newly acquired 

non-physical assets of type m. The straight-line depreciation amount is 1 0 0 / L m % of the original asset 

value per year for Lm years. 

• Let cp denote the annual capital cost allowance (CCA) rate for physical investments of type p,p e Mc, 

where Mc denotes the complement of the set Af defined previously. The depreciation schedule for 

physical assets with specified CCA rate is calculated by applying the rate to the remaining balance for 

the pool of assets in each CCA class. 

• Let n denote the annual real rate of interest for debt financing instruments I = CL, LTL purchased 

in any period t of the planning horizon. For simplicity, short-term interest rates on cash received or 

borrowed are denoted by r, i.e., r = TQA = fCL- (The interest rate for long-term assets, LTA is not 

defined.) 
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• Let aj denote the term for the financing instruments I = CL,LTL, purchased in any period t of the 

planning horizon. By definition, acL < &LTL- All lending of funds is assumed to be for the short-term. 

The short-term borrowing and/or lending terms are assumed to be for one year, i.e., CLCA — &CL = 1-

Given new investments, sk> i = 1,. . . , N$ in period k and either Lm or cp (whichever value is appropriate 

according to the tax regulations for each capital type t) the depreciation schedule, Dt(sk) is deterministic 

out to period T and explicit in terms of the decision variables sk. Formally, we have 

D t ( s k ) = Dt(0) + J 2 4 c i (7) 

where 
ji _ j (1 — Ci)t~k~1st

k, t = k + 1,... ,T if i is a physical asset, 
' \ sx

k, a = 1/Lj, t = k + l,... ,k + Li if t is a nonphysical asset * ' 

and Dt(0) is the total depreciation in period t arising from existing capital. 

Equivalently, we may define the following recursive relationship with = 0 and s\ = 0, for t = 

k + l,...,T 

ji _ f < t̂-i(l ~ Ci) + a{_i> if t is a physical asset, , . 
* \<4-i + s t - i i c« = l/-̂ t) t = k + 1,. . . , k + Li if t is a nonphysical asset. * ' 

Given the starting principal instrument value Fk(l) at time k, the interest rate rj, and financing term 

ai, I = CL, LTL, it is straightforward using annuities (i.e., uniform year end annual payments) to calculate 

the deterministic schedule of interest expense payments, L{sk) and principal repayments, iZPt(sfc) from 

period k + 1 out to T which arise from investment Sk- Writing It and RPt explicitly in terms of investments 

sk yields 

and 

RPt(ak) = RPt{0) + E E ft (04 (n î Yl'+rW' ) , t = k+l,...,k + ar, l = CL,LTL (11) 

where /t(0) and RPt(0) are the total outstanding interest and principal repayment in period t from existing 

debt. 

Using (10) and (11) we may define the recursive relationship for z\, the sum of interest and repayment, 

and rp\(l), the repayment portion only for new investment of type t capital at period k: 

*; = * ; - i + * U E f t W ! _ ( ! + ,.,)-<,,• t = k+l,...,k + ar, l = CL,LTL (12) 
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and 

rp\{l) = r p i - x ( 0 ( l + r,) + a U f t ( 0 ^ ^ j ! ' . , . t = k + 1,...,k + af, l = CL,LTL ( 1 3 ) 

Finally, we define the effect of new investment s'k on the random variable NIt € NI, the seasonal net 

operating income. This variable is the key probabilistic component in the investment model. Define NIt 

to be the average seasonal net operating income earned by fishermen of the troll fleet in season t. (The 

actual net operating income earned by individual fishermen, iV/t(sfc) is assumed to be a function of NIt in 

each season.) Moreover, NIt accounts for season-to-season variation in earnings which affect all fishermen. 

Within season variation is assumed to be dependent only on the current capital structures of the fishing 

enterprises. Let Nlt be an independent and identically distributed random variable with known probability 

distribution function FNJ for all t = 0,1,..., T. 

Now, assume that each investment of type i has a particular effect on gross earnings and variable costs 

in future periods relative to their current levels. We define the investment-income effect function (constant 

for all periods)! 

f(sk) = The % shift in adjusted Net Operating Income per investment in type t assets 

Consider the effect on the net operating income at period k + 1 immediately following a new investment sk 

at the end of period k. Let 

NIi^i(ak)^NIk+1(0) + J2f{'i)'k[^h+i-NIL], fc = 0 , l , . . . , r - l (1.4) 
•es 

where 

NIk+l(0) = NIL+J2yiPi[NIk+1 - NIL\ (15) 
•€S 

and NIL is a real-valued constant (NIL < 0), equal to the lowest realizable value of the random variable 

NI. Equation (14) denotes the net operating income earned when there is a non-zero investment, sk. The 

second term on the right hand side of (14) denotes the adjustment in net operating income in period k + 1 

due to the new investment sk through the investment-income effect function /(sfc). The first term on the 

right hand side of (14) denotes the net operating income earned, W7fc+i(0) when there is no new investment 

at the end of period k, i.e., sk = 0. In (15), NIk+i(0) defines a shift in the distribution of the adjusted 

average seasonal net operating income random variable, NIk+i — NIL through the parameters yk and pi. 

t The range of the random variable NI includes the region about 0, i.e., NIt may be either positive or 

negative. To avoid problems with applying the income effects function, f(sk) when NIt is in the neighborhood 

zero, the random variable is first shifted upward by its minimum value denoted, NIL < 0 before applying 

the factor f(sl

k). Adjusted NI is thus equal to NIT — NIL-
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The parameter yx
k denotes the net operating income earning power of a fishing operation at the end of 

period k. The value of yk is assumed to depend on the enterprise's capital structure by type of capital, i 
at the end of period A;. This parameter captures the differences between individual fishing operations by 
attributing earning power to vessel capital configurations relative to the average configuration yl

k = 1). 
For example, vessels with greater hull capacity, gross tonnage, and more electronics and gear are assumed 
to have a larger net operating income earning power than other vessels with less tonnage, gear, etc, ceteris 

parebis. 

The parameter pi is the annual discount factor on the net operating income earning power for all 
capital of type i. The discount factor accounts for the rate of technological improvements, learning, and the 
deterioration of the real earning power of capital equipment. 

New investments are assumed to have an initial effect on the net operating earning power of the enterprise 
through the function f(sk). The investment-income effect function, f(sl

k) is interpreted as a direct net 
operating income adjustment through altering operating costs or catch revenues. The particular form of 
f{sl

k) and its basis in empirical data is discussed later in Section 5.4. 

The initial income effect of f{sk) in succeeding periods is also discounted by the annual factor p,-, i.e., 
the initial effect is added to the current earning power of the enterprise by updating yj whenever a new 
investment takes place. In general then, N I t ( s k ) , the revised net operating income for t = k +1,..., T which 
results from a new investment at the end of period k, is as follows 

NIt(sk) = NIk+1(0) + J2f('>i)4p\~k~1[NIt - NIL], t = k+l,...,T. (16) 

Equivalently, we define the recursive relationship 

N I t ( s k ) = NIL+Y1til*1* - ^ 1 ( 1 7 ) 

where 

yl = y j - i w + M - M - i ( 1 8 ) 

The initial net operating income earning power values by type of capital, J/Q, the discount factors, pi, and 
the parameters of the investment-income effects function, f(s\) are derived from empirical data. Derivation 
procedures and the resulting parameter values are presented and discussed in Section 5.4 on the empirical 
development of the investment model. 

This completes the definitions of the elements of NWt as explicit functions of the investment decision 
variables sk. We now examine the overall impact on NWt as a result of new investment decisions. 

71 



Initially, let us assume that from period fc with net worth NWk (known) no new investments are made 

out to the end of the planning horizon. Thus, we have $t = 0, for t = k, k + 1,..., T — 1. NWt(0) may be 

written explicitly in terms of its components using (2) and (3) as follows 

t 
NWt(0) = NWk + {^y(0)(l - TR) - /y(0) - RPj-{0) 

}=k+l 

+TR[Dj(0) + Jy(0)] + r(l - TRftCAj-tiO) - CL^O)]}. (19) 

Equivalently, by considering the contribution to cash carryover from period to period as in (3) we may write 

e 
JWt(0) = NWk + £ [l + r ( l - ra)] t-'{^/y(0)(l - TR) - /y(0) - RP3{0) 

i=k+l 

+TR(D3(Q) + 7y(0))} + ([1 + r(l - TR)]*-" - l)[CAk(0) - CLk{0)}, t=k+l,...,T. (20) 

With the exception of iViy (0), all the elements in this expression are known since they arise from the existing 

-and unchanging- capital configuration of the enterprise at t = k. We note that JVJy(O) depends on the 

random variable NIt € NI and on the ongoing net operating income earning power of the fishing operation 

as in (15). The impact of this 'no investment' strategy on the terminal net worth of the enterprise, NWT is 

T 

NWT{0) = NWk+ ^2 [l + r(l-TR)\T-:i'{NI}iO){l-TR)-I){Q)-RP3(0) 
}=k+l 

+TR[D3(0) + Jy(0)]} + ([1 + r(l - TR)]T-k - l)[CAk(0) - CLk(0)). (21) 

Similarly, we can write NWr(3k), the net worth of the enterprise at period T when there is new 

investment at period fc, sk > 0, and st = 0, t = fc + 1,..., T — 1. Analogous to (21) we may write 

T 
NWT(sk) = NWk+ J2l1 + r ( ! " TR)\T-'{NI3(sk)(l - TR) - I3(sk) - RP3\sk) 

j=k+l 

+TR(D3(sk) + I3(sk))} + ([1 + r(l - TR)\T-k - l)[CAfc(0) - CLk(0)}. (22) 

Now, writing D3(3k), I3(sk), RP3(sk) and iV/,•($*) explicitly in terms of sk from (9)-(ll),(16) above, 

and simplifying yields the impact of new investment 3k on terminal net worth, NWx'-t 

NWT(sk) = NWT(0)+ £ [l + r ( l - T f l ) ] r - ^ 4 { / ( 4 ) P r f c " 1 [ ^ y - ^ ] ( l - T / i ) 
j=k+l i€S 

t N.B. For non-physical capital, depreciation for tax purposes is the straight-line method. For simplicity, 

throughout this analysis it is assumed that for these capital types the term (1 — c , ) , - f c _ 1 (as in (23)) equals 

1 for all j and fc, and Cj = 1/Li as described in (9). 
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- E f t t o ^ / ; ^ , + TR[[I - ct)'--^+Eft(on1"^|;;)J;pr'] > (23) 

The objective function of the investment problem is given by the single-valued objective of maximizing 

expected real net worth of the enterprise at the end of the planning horizon, i.e., 

In the expression for NWT{sk) in (23) above note that NWT(0) is a constant independent of the decision 

variables. Accordingly, the objective (24) is equivalent to maximizing the second term in the right-hand 

side of (23). Thus, we may consider as equivalent to (24) the maximization of the expected contribution to 

terminal net worth by each new investment at period k. Thus, 

T - 1 T - 1 

. . . / ( E ^ W } ^ fc=max 52E{ANWT(.h)}. (25) 

Since ANWT{sk) = NWT(sk) - NWT(0), then from (23) 
T 

ANWT(sk)= E [l + r(l-TR)}T->^si{f(si)pi-k-1\NIJ-NIL\(l-TR) 

i - (i + ny-k-1-a' • 

Simplifying, we may write 

(26) 

^ { A W r ( « * ) } = E a * [ / (4)t4-(*)-75-(*)], A: = 0 , 1 , . . . , T - 1 (27) 
i€S 

where /(sfc)vr(fc) is the expected terminal benefit per unit of investment of type i, sk out to the end of the 

planning period with 

T 

«r(*) = E I1 + r ( 1 " TR)f-''p>i-k-1[E{NI) - NIL](1 - TR) (28) 

and lx[k) is the deterministic unit cost out to the end of the planning period of financing the new investment 

of type t, s\ out to the end of the planning horizon with 

7 T ( * 0 = E [1 + r(l - r f l ) | r - ' ' { E > ( 0 ! _ { 1 7 , . (1 ~ TR(1 - (1 + r,)^*-1-")) 

-^[(l-c*)'-*- 1^]} (29) 

The unconstrained investment model yields solutions which are independent of the actual economic state 

of the fishing enterprise. Simple optimal decision rules can be computed for all periods at the beginning of 
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the planning horizon. The characterization of the solutions depends on the form of the investment-income 

effect function, f{sk). Two forms of this function are examined: 

(i) Linear Investment-Income Effect Model - f{sk) = P* 

(ii) Nonlinear Investment-Income Effect Model - f{sk) = q*0 + q\sk 

(i) The linear form of the investment-income effect function is independent of sk and consequently the 

solution to (25) above is the 'greedy' solution. For some k in the planning horizon the optimal investment 

ai. = f U\ if p*vT{k) - 7j.(fc) > 0, , . 
* (0, otherwise. v ' 

This form of the function presumes that the expected contribution to terminal net worth of a marginal unit 

of investment intype i capital at time A; is constant. Thus, when this contribution is positive, the decision 

maker invests up to the maximum amount, Ux. 

(ii) The nonlinear form of the investment-income effect function assigns a decreasing expected contribu­

tion to terminal net worth of the marginal unit of investment in each type of capital. This notion is analogous 

to the economic concept of diminishing returns. The form of the optimal investment in each period in this 

case is found by maximizing (25). First order necessary conditions result in the optimal investment value 

s\* with 

^ ^ ^ f f r P , t = l,2,...,JVs; and k = 0,1,... ,T - 1 (31) 

where fy(A:) is the normalized expected benefit to Net Worth at time T due to new investment sk (as in 

(28)). For the nonlinear model a*k is unrestricted with respect to sign. Thus, sj. < 0 implies that a disposal 

of existing assets of type t take place. In this analysis, we restrict ourselves to the case where sk > 0 and 

allow disposals to take place only in conjunction with a net positive new investment through the B matrix 

of financing parameters. This restriction is consistent with the thin trading of the market for fishing capital. 

t It is assumed that the event p*v!r(k) = K^C1) does not invoke a positive investment. In fact, the choice 

of sk is immaterial in this unique situation. 
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5.2.2 Survivability Constrained Model. The dynamic model described above determines the opti­

mal investment portfolio for a rational decision maker who desires to maximize the expected contribution to 

terminal net worth. As such, the model is independent of the limitations to investment imposed by lending 

institutions and by investors themselves due to high income variability. We now incorporate these limita­

tions by explicitly considering the risk of bankruptcy, NWt < 0 in which each investment places the decision 

maker. Specifically, we introduce the risk of survival of the enterprise over the planning horizon into the 

investment decision process. Risk of survivability is quantified by the condition that Net Worth will 'most 

likely' exceed zero for all interim periods of the planning horizon. This restriction is included as a constraint 

in the dynamic model for survival. 

The survivability constraint is defined by 

P{NWt < 0} < p0 for all t (32) 

where po is given exogenously and related to the risk nature of the individual fishermen. The most restrictive 

case has p0 = 0. In this case, investments will not be undertaken if there is the slightest possibility that 

insolvency (NWt < 0) may occur at any time as a result of the investment. At the opposite extreme 

(when po approaches l) then all investments which have a positive expected contribution to Net Worth will 

be undertaken regardless of the ensuing risk of survival in each period. This second case reduces to the 

unconstrained investment decision making model discussed in the previous subsection (5.2.1). 

The survival or solvency condition, NWt > 0 can be written in terms of the random variable NI by 

expanding NWt in (32) using (23) and (18),(19),(28),(29). Thus, NWt > 0 is equivalent to 

N I t > a - TR) \ ^sWpi-f/wjpr*-1-*) ) • + ( 3 8 ) 

where gk{k) = 0, Ct = Jt(0) + RPt{0) - TR[Dt{0) + Jt(0)] and 

Ht = {l- TR)NIL[^2p\-k-1(yiPi + - 1]. 

• The term wt is defined as the net worth of the enterprise at period t after realizing the lowest level of 

net operating income anticipated under the survival constraint (32) for all periods t = k + 1,..., T and 

assuming no investment at the end of period k and for all periods to the end of the planning horizon. 

The lowest level of net operating income anticipated under (32) for a given value of po is determined by 

taking the inverse of the probability distribution function, FM, i-e-, ^JVJ (Po)' Given the net worth of 

the enterprise at the time of investment, NWk, the cash balance CAk(0) — CLk{0), and ̂ jv/(po), then 

we may write wt using (17) and (22) as follows 
t 

W t = NWk+ £ ll + r(l-TR)}t^{(l-TR)[(F^{Po}-NIL)^2Prkyi + NIL] 
j=k+i ies 
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-C,} + ([1 + r(l - TR)f-k - l)[CAk(0) - CLk(0)} (34) 

• The term g\(k) is defined as the sum of the after-tax benefits from new investments s\ when the 

minimum level of net operating income anticipated under the survival constraint, F^j{po} is realized 

for all periods, t of the planning horizon following period k, t = k + 1,..., T. Formally, 

t 
9\(k)= X) \ l + r{1-TR)}t~Jf(si)ptk~1\^i{Po}-NIL}(l-TR). (35) 

y=fc+i 

The expression (33) describes the most conservative relationship between NIt and sk given po. In other 

words, the decision maker visualizes the lowest anticipated result for the random variable, NI occurring in 

the future in which to construct a survivable investment policy for the planning horizon. 

Now, from (33) above, and taking probabilities, we may write 

Using the survivability constraint (32) we have that 

r'\'"'Sii-T*[ E i 6 S M , r ' + / ( 4 W - * - . i ) J}-F"'()Sw- <37» 
The above condition (37) can be written explicitly in terms of the sk by taking the inverse of the probability 

functions, thus 

1 [Zies 'JHW ~ t-ijk)] - m-i + Ct+Ht\ 
j ^ a M - k

+ f i s i ) p r k - i ' i ) ) - N l { p o h ( ] 

Clearing the denominator and simplifying using (34) and (35) we obtain 

E'*N(*)-ff . (*)]<«. (39) 
ies 

which is an alternate form of the original survivability constraint (32) written in terms of the decision 

variables and assuming the worst anticipated realizations of the random variable NIt. Equivalently, we 

write (39) as follows 

X > U ' ( f c ) <Bt(k)+NWk+^2(Tt(k)yi + CBt(k), t = k+l,...,T (40) 
ies ies 

where 
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• G\(k}yk - analogous to (28), this is the sum of the after-tax benefit derived from existing capital 

of type i at period k when the minimum level of net operating income anticipated under the 

survivability constraint, -fj^{po} is realized for all periods from k + 1 to t and 

= £ [l + r ( l - r / ? ) f - V r f c [ F ^ { p 0 } - NIL\(1 - TR) (41) 
]=k+l 

• CBt(k) - the total interest amount carried forward to period t on the existing cash on hand at the 

end of period k, and 

CBt{k) = [[l + r[l-TR)\*-k-l)[CAk(0)-CLk{0)] (42) 

• A\(k) - the net negative contribution to NWT per unit of new investment, sk when the net operating 

income realized is the lowest anticipated level from period k + 1 to t, and 

A\{k)=li(k)-gi(k) (43) 

• Bt(k) - the contribution to NWT from all outstanding liabilities, Cj from period j = fc + 1 to j — t 

including the net income shift factor, NIL, and 

t 
Bt(k)= £ [l + ril-TR^-^NIUl-TR)-^] (44) 

) = k+l 

The right hand side of (40) may be interpreted as the net contribution to NWT visualizing the worst 

anticipated scenario independent of the new investment sk. A\(k) may be interpreted as the unit cost of 

new investment s\. visualizing the worst anticipated income scenario. Thus, (40) implies that if the benefits 

exceed the costs when the lowest anticipated level of net operating income is realized then the investment is 

deemed to be '1 — po survivable.' This is expressed formally in the following lemma. 

L e m m a 1. sk is a '1 — p 0 survivabie' investment i f and only if (40) is true, i.e., 

>iA(Q £ B*(><) + + ^Gltttek + CBt(k), t = k + 1,. . . , T. 

Proo f . (By contradiction.) Assume that sk is not 1 — po survivable if 2 ^ « e s sfcAJ(A;) < u>t, then 

P r { W T > 0} < 1 - po, t = k + 1 T. 

Equivalently, 

P r { M T <0} >po, t = Jb + l , . . . , r . 
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From (37), 

Equivalently from (39), 

£4[ i i [k) - gt{k)\ > wu t = k +1 , . . . , r . 
•es 

Or, 

J2 4 4 ( * ) > Bt(k) + NWK + J2 GtM!/* + CBt(k), t = k + 1,. . . , T 
ies ies 

which is a contradiction. Thus, sk is 1 — po survivable. 

Assume that 

^ai4{k)>Bt[k) + imk + ^Gi

t{k)yi

h + CBt{k), t = k + 1,.. . , T. 
ies ies 

Then, 

Yl 4 H(*) - fft(*)] > we, t = k + 1 T. 
ies 

Equivalently, 

From (37), 

P r f i y j < 1 (^s4bi(k)-9i-Ak)}-^ + Ct+Ht\\ 

Finally, 
Pr{JVWT < 0} > po, « = * + 1,..., r 

which is equivalent to 

FT {NWT > 0} < 1 - P o , t = k+1,...,T. 

But, this is a contradiction since sk is 1 — po survivable. Therefore, 

£ 4 A j ( f c ) < Bt{k) + NWK + J2 GtWvL + CBt{k), t = k + 1,. . . , T 

ies ies 

as required. • 
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Examination of the benefit series of the right hand side of (35) and of the cost series (29) provides insight 
into the dynamic behavior of the unit cost of new investments, A\(k),t = k +1,..., T. Under two reasonable 
conditions the following lemma proves A\(k) to be greater than zero for all t and k. The first condition 
requires that the longest financing term on debt instruments, oj be at least as long as the planning horizon, 
T. In other words, T is less than or equal to the term of the longest financing instrument (i.e., long-term 
debt). Moreover, it is natural to assume that fishermen's planning periods are determined by their financial 
obligations in the future. The second condition assumes that in the first year of a new investment in type 
i capital, the per dollar (after tax) financing cost (interest plus repayment less depreciation) exceeds the 
per dollar increase in after tax adjusted net operating income assuming the worst anticipated scenario is 
realized. For reasonable levels of p 0 (e.g., less than 0.2) this assumption is a logical one to make. 

Lemma 2. Under the condition a; > T — k - 1 for at ieast one I € {CL, LTL} and 

Wh-illr,)-*'^ ~ T R ( l + r ' ) _ < , , ) ) " T R c i > / ( « i )W {Po} - - TR), 

for all I = CL, LTL, then 

A\(k)>0, i=l,...,Ns; A: = 0,1,..., T-1; t = k + 1,..., T. 

Proof. (By induction and contradiction.) For t = k + 1 and some i assume 

Ai+Ak)=lUiW-9UiW<0 

then 7fc+1(A;) < dk+iify- Expanding using (29) and (35) yields 

E ^ i - u + r , ) - ^ 1 " T R { 1 r i ) ~ a , ) ) ~ T R c i - ><»*)[^I{PO} - N I L ^ - T R ) 

which violates the stated condition. Thus, A\(k) > 0, t = 1,..., Ns] k = 0,1,..., T — 1; t = k + 1. 

Now, suppose that AĴ A;) > 0 for A; -I-1 < n < T, and for some t assume 

then 

E f t C ) ! - ^ , . , ) - ^ 1 - TR(I - (i+r,r-fc-°')) - r * ( i - Cir-kci 

-f(si)pn-k[F^{p0} - NIL](1 - TR) + (1 + r(l - r*))(7;(A:) - ,;(*)) < 0. 

Assuming a; > n — A; for at least one /, and Ciandpi < 1 then 
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and 

-f(si)pn-h[F^{Po} - NIL}(1 - TR) < gi+1(k). 

Accordingly we may write 

lUi(k) - gUiW + (1 + r(l - TR))(^n(k) - gi(k)) < 0 

which cannot be true since AK+X > 0 and AL
N > 0. Therefore, AJj+1(A;) >0, k + 1 < n < T. • 

From Lemma 1 we know that 3k is 1 — po survivable if and only if the survivability condition holds for 

all intermediate periods from A; + 1 to T. Now, if it can be demonstrated that A\(k) is nondecreasing as t 

increases, and that the right hand side of the Lemma 1 inequality is nonincreasing as t increases, then the 

survivability constraint (40) can be simplified. Under these conditions, the survivability constraint at the 

terminal period of the planning horizon, t = T is a dominant restriction which guarantees 1 —po survivability 

at each intermediate period from k + 1 to T. The following lemma proves the desired result. 

Lemma 3. Under the condition that 

F»'M < V \h " k ^ E »t-ift - - TR) + Ct, 
L,ies Vt-iPiX1 ~ 1 Kl tes 

^ E » « - i « ~ W ~ T R) + CT~ r ( 1 " TR)[CAk(0) - CLk(0)}} 
ies 

for all t, then 3k is '1 — po survivabie' if and only if 

J2ak^W<BT(k) + NWk + ̂ Gt

T{k)yj, + CBT[k), k = 0,1,...,T - 1. 
ies ies 

Proof. (By contradiction.) Assume that A\+1(k) < A\(k), t = k + 1,... ,T — 1, then 

iUi(k)-gi+i(k)<ii(k)-gi(k). 

Equivalently, 

E A-w i^rj^prt1 - TR(I - ( i + r , r - f c - a i ) ) - TR(I - co*-** 

- / ( 4 ) P t _ f c W { P 0 > - - TR) + (1 + r( l - TR))tft(k) - g\(k)) < 7 j ( * ) - gi(k). 

Since aj > t — k by assumption, and Cj,p» < 1 then 

E f t ( V ( l + r,)-°' ( l " ™ ( 1 " ( 1 + r ' ) < " f c _ a , ) ) " T R [ 1 ~ C i ) t ~ " C i > 
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and 

/ ( - i y - ^ M p o ) - NIL}(1 - TR) < gi+l(k). 

Accordingly we may write 

lUiW - 9i+1(k) + (1 + r ( l - TR))(i±(k) - gi(k)) < 7 j (A) - g\{k) 

which cannot be true since Aj > 0 for all t by Lemma 2. Therefore, AJ + 1 (A;) > A\(k), k + 1 < t < T and 

A\(k) is nondecreasing as t increases. 

Assume wk+i > wk, then from (39) and (40), 

Bk+i{k) + NWk + £ G t + 1 ( % i + CBk+1(k) > NWk. 
ies 

Simplifying and expanding using (41)-(44) we obtain 

NIL{1 -TR) + Y^ yi-iPi\FNi{Po) - NIL}(1 - TR) - Ck+1 + r ( l - TR)[CAk(0) - CLk(0)\ > 0. 
ies 

Or, 

£ » U f t * £ / ( P o ) ( l - TR) > NIL[J2yi-iPi ' 1](1 ~ TR) + Ck+1 - r ( l - TR)\CAk(0) - CLk(0)} 
ies ies 

which contradicts the condition. Therefore, tffc+i < wk. 

Now, assume wn < tu„_i < • • • < wk, k + 1 < n < T, and assume that tu„+i > io„ then from (39) and 

(40), 
Bn+i(k) - Bn(k) + X)yfc(G*»+i(*) " + C S „ + 1 ( f c ) - CS„(fc) > 0. 

.es 

Expanding using (41)-(44) yields 

NIL(1 - TR) + Y>yi-iP?+1~k\FN1APo) - NIL}(1 - TR) 
ies 

- C n + 1 + r ( l - TR)[Bn(k) + ^ ! / i G ,
n W + CBn{k)] > 0. 

ies 

Or, 

£ y « - i ' . ? + 1 " * ^ / ( p o ) ( i - r s ) > i v / L [ X y ; - i P . n + 1 " f c - - TR) + c n + 1 - r ( i - r i Z ) K ( o ) - «, f c(0)] 
ies ies 

which contradicts the condition since wn < wk. Therefore, tu n_n < wn, k+1 < n < T and so the right-hand 

side of the Lemma 1 inequality is nonincreasing as t increases. • 
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The dynamic programming model with survivability constraints may now be stated formally. The 

problem may be formulated as a constrained discrete time probabilistic dynamic program. In this framework 

we use the following standard notation (see Bertsekas(1976),pp.28ff): 

• Let (NWt, yt, dt,rpt,zt, cbt) be the state vector of the system at time t, t = 0 , 1 , . . . , T — 1. 

• As a consequence of the recursive relationships defined in (9),(12),(13),(18), and (23) for depreciation, 

interest expense and repayment, repayment of principal on loans, net operating income, and net worth 

respectively, then the state dynamics equations may be written as follows 

Ns 

Net Wor th : NWt = NWt-i + NIL{\ - TR) + ^{y\[NIt - NIL\{1 - TR) 
«=i 

-zi + TR[4ci+zi-J2rP\{l)]}+ct>t-Ct (45) 
( 

Income Effects : t/J = y\-xPi + s j - i / ( 3 t - i ) 

Depreciation : d\ = <%^i{l — c<) + 

Interest Plus Repayment : z\ = z\_x + a\_l ^ ^ # ( J ) - —ŷ al 

Repayment: rp\(l) = r P ; _ 1 ( 0 ( l + n) + 'i-i&W + 

Cash Balance: cbt = r ( l - TR){ NWt-i - NWt-2) 

where cbt is the interest earned or expensed to the end of period ( on the cash balance at the end of 

period t — 1. The decision or control variables are a\,i € S and NIt € NI , the random variable of the 

system. NIt is characterized by the probability distribution function, Fffi. NIt is defined as the net 

operating income for a vessel of average configuration in period t. NIt is independently and identically 

distributed for all t, t = 0 , 1 , . . . , T. 

• The objective of this problem is to find the feasible investment decision rule, IT = {so, « i , • • •, 3T-I} 

which maximizes the reward functional 

T - l 
, Vo, do, rpo, ZQ, cbo) = max 

E{J2 ANWT(NWt,yt,dt ,rpt,zt,cbt)} (46) 
t=o 

subject to the survivability constraint (40) and the state dynamics (45). Figure 8 presents a schematic 

of the dynamic investment decision process. 

The following sequence of events takes place once an investment decision rule ir has been established: 

Stage t, t = 0 , 1 , . . . , T - 1 

S T A R T O F S T A G E 
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I n i t i a l C a p i t a l 
and debt 

s t r u c t u r e , 
and Net Worth 
a r e d e f i n e d 
a t t = 0 

Fisherman i n v e s t s A new 
> 0 a t the end season begins 
of the c u r r e n t s p e r i o d k '—* k + 1 

Fisherman updates 
balance sheet 

items at the end 
of the c u r r e n t 

p e r i o d and s e t s 
s u r v i v a b i l i t y 
c o n s t r a i n t s on 
new investment 

Fisherman f i s h e s , 
l a n d i n g s t a k e n , 

income earned and 
net o p e r a t i n g 

c o s t s i n c u r r e d 

F i s h i n g season 
ends 

Se a s o n a l Net 
O p e r a t i n g Income 
o c c u r s a c c o r d i n g 

t 0 F N I 

F i g u r e 8 - The I n t e r s e a s o n a l D e c i s i o n P r o c e s s 



1) Given NIt, the decision maker updates the balance sheet, NWt. Limitations on new investment sj 
due to the survivability constraints derived from po are established. 

2) The decision maker invests St according to the control law TT previously determined and the con­
straints on each s\. 

3) Fishing season t +1 begins, landings are taken, income earned and operating costs incurred through 
the realization of the random variable NIt-

4) The fishing season ends; t<— t + 1. Return to Step 1 if t < T else STOP. 

E N D O F S T A G E 

The solution procedure for the dynamic program is carried out using backward recursion. The recursion 
is written explicitly as follows: 

J Z { N W k t y h l d k t r p k , z h t c b k ) = m n E l ^ a \ ( £ [l + r(l - TR)\T~3 • 

fi>i)pi~k~l[NIj ~ NIL)(1 - TR) - 7*.(*)) + J Z + 1 [ N W K , yk,dk,rPk,zk, cbk)}, k = 0 , 1 , . . . , T - 1 (47) 

and Jf{~) — 0- Explicit solutions to the problem with survivability constraints may be derived for each of 
the investment-income effect functions f[sk) described earlier. The following paragraphs provide the basis 
for the development of algorithms which may be used to determine dynamic investment policy solutions. 

(i) Linear Model. The first subproblem in the backward recursion of the dynamic program (47) considers 
the last investment decision in the planning period. This problem is expressed by 

J Z _ X = vMxEfe'T-MNlT ~ NIL\(1-TR)-^(T-1))\ (Pi) 

subject to the survivability constraint for the last period, 

£ s T_! AT(T - 1) < BT{T - 1) + NWT.X + Y, G>T(T - l ) ^ + CBT(T - 1) 
ies ies 

4 - i > 0, t = 1,...,NS. 

The problem Pi is characterized by a linear objective function and a single linear constraint in the decision 
variables sT_1,i = 1, . . . , Ns- Its solution is determined by first calculating the Ns values for the ratios of the 
objective function coefficient to constraint coefficient for each decision variable, s,

T_l. The solution assigns 
the maximum amount to the decision variable with the highest ratio value. All other decision variables are 
assigned a value of zero. This solution to the linear program (commonly referred to as the knapsack problem) 
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is known as the 'greedy solution'. Formally, letting ut

T_l = p*[£7{iV/T} - NIL}(1 - TR) - i'T[T - 1), then 

the first subproblem may be written as 

Jj-~i = max^] 3 r - i u T - i (-̂2) 

subject to the survivability constraint from Lemma 3: 

X 'T-iA-iT - 1) < BT(T - 1) + NWT-! + £ C T ( r - 1 ) ^ + CBT(T - 1) 
•es .65 

4 - i t = l , . . . , JV s . 

Assuming that investments of any capital type i may be arbitrarily large, then for fc = T — 1 the solution to 

this problem is to invest only in type j capital where 

and the size of the investment is 

C B 1.(*)+jyiT l,+£ G'r(fc)y'+CBr(fc) , 

4 * = ^ ' * ; < 4 9 > 
10, otherwise. 

Also sk* = 0, i ^ j , with 
* J ui, if al > 0; U f c =( 0r if 4=0 (5O) 

and A*T(k) = ^ ( f c ) . Thus J%_x = 4 * - i « 4 - i -

The next subproblem in the recursion (47) may now be written as follows 

f T 

jy_ 2 = max£JX,4- 2( [l + r(l-TJI)] r-''-
N e s y = r - i 

p*prT+1[iV/y - JVJL](1 - Ti?) - 7 r ( T - 2)) + s ^ u ^ } (P3) 

subject to the survivability constraint, 

X 4 _ 2 A * T ( r - 2) < BT{T - 2) + NWT-2 + X G*r(r " 2 ) t £ - 2 + CBT(T - 2) 
» e s i e s 

« r - 2 ^ ° , t = 1,...,7V5. 

Now, since S j . * _ 1 (49) is a function of the state variables then P3 may be rewritten in terms of the state 

dynamics equations (45) and sT_2,i = 1,...,Ns- Moreover, because uT-i i 8 a constant and 4 * - i is 

everywhere (in (45)) a linear function in s^_2 then this subproblem can be written equivalently as 

JT-2 = m a x E s r - 2 M T - 2 ip*) 
i e s 
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where 

"T-1 4-2 = 4(T~ 2)p{ - lT(T - 2) + i 4 .p ,~2 l ) {[l + r ( l - Tii)] 2[4(r- l )p ' - 7 t ( T - 1)] + Gj.(r - l)p 1 } 

subject to the survivability constraint, 

£ 4 _ 2 A r ( T - 2) < BT(T - 2) + + £ V r ( T - 2)4_2 + CBT{T - 2) 
•es tes 

4 - 2 > 0, »' = 1,...,NS. 

The form of the problem P4 is exactly analogous to that of P2, the knapsack problem. At this point it 

seems intuitive to suppose that the form of subsequent subproblems in the backward recursion yields similar 

separable knapsack problems. This idea provides the basis for the following theorem. 

T h e o r e m . Optimal solutions for the reward functional Jk for the linear investment-income effects function 

are found by solving at each stage k, k = 0 , 1 , . . . , T — 1 the problem 

7fc

T = max{£4U« f c}, fc = 0 , l , . . . , r - l (P 5 ) 
tes 

whe 

ufc = 4(*)P*-7r(*) + 

A}fkll){[l + r ( 1 " T R ) ] T ~ " [ ^ ( T " 1 ) P ' " " 1 ) ] + ^ + 1 ) p i } ( 5 1 ) 

with uj. = 0. 

P roo f . (By induction.) For k = T — 1, J^-i is given by problem Pi above which has the equivalent and 

required form P 2 . For k = T — 2, Jf_2 is given by problem P 3 above which simplifies to the required form 

P 4 . Now, suppose Jk+i has the required form P 5 for 0 < A; < T — 1. Then from the dynamic programming 

recursion (47), Jk is written as 

r T 

Jl = maxi? + r(l - T J ? ) ] R - V ^ ' " * - L [ ^ - " TR) - 4(*0) + (52) * N e s j=fc+i 

.>* .,* where Jk+1 = 4+i ufc+i- Since u £ + 1 is a constant and s3

k+1 is a linear function of state variables (49), then 

4+i m a v D e wr i t t 6 1 1 m terms of JVrVfc,t/£,<i f c,z f c,rp f c(Z),t = 1, ...,Ns and cfc/t, and the decision variables 

sk, i = l , . . . , TVs using the state dynamics equations (45). Now, since all equations (45) are linear expressions 

in sk then s3

k+1 can be expressed in the general linear form: 

4+i = <*o + ociNWk + £ ( 4 4 + 44 + 44 + E as'rPk{l)) + «ec6 f c + 44 (52a) 
t I i 
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Substitution of this expression into (52) yields 

r T 

J£ = m a J c + £ 4 ( X ll + r(l-TR)\T->pip>-K-1{NI] - NIL\(l-TR) - iT(k) + a\)} (526) 

** ieS ]=k+l 

where C is a constant independent of the sk and the multiplier of 3k in (526) (in rounded brackets) is the 
constant uk. Equivalently, for the purposes of maximizing with respect to.s'fc,i = l,...,Ns, Jk can be 
written as 

Jfc
T = max{X4«fc} 

** ies 
which is the required form. • 

The above theorem and proof depends on the assumption that investments of any capital type may be 
arbitrarily large. This implies that investments which are optimal to the linear program at each stage will 
be in one type of capital only. This assumption excludes the case where feasible investments by type have 
explicit upper bound constraints, i.e., sk < Ux. In this case, the solution to the linear program (where the 
upper bound constraints are binding) may result in investments in more than one type of capital at each 
stage. When the dynamic programming model explicitly considers the Ns upper bound constraints, then a 
maximum of Ns + 1 different solutions may be characterized at each stage of the problem. These solutions 
include all the possibilities that the upper bound constraints are binding or not binding. Each of the solution 
forms must be recorded and carried forward in the backward recursion since it cannot be known immediately 
which characterization is valid at each stage. For long planning horizon problems this procedure becomes 
computationally unmanageable. For simplicity, in this analysis the linear model results are based on the 
assumption that investments of each type may be arbitrarily large. 

Since at every stage the optimal solution yields a nonzero investment in at most a single investment 
type, the total new investment in period fc, sk is thus limited to investment in the single class, j which 
has the highest per dollar contribution to NWT after accounting for survivability. At each stage in the 
backward recursion, sk* is a function of the state variables N W K , y£, and CBj>(fc) a n ( i t n e assigned value 
of E{NI}. Thus, sk* cannot be known explicitly at each stage. However, as the process procedes forward 
in actual time, the state and random variables become known and the optimal new investments, sk* can be 
determined uniquely using (49). This aspect of the decision making process is intuitively pleasing. Actual 
decisions are made based on current information about the economic position of the enterprise. 

(ii) Nonlinear Model. The nonlinear (quadratic) investment-income effects model does not permit the 
direct calculation of closed form solutions for the decision variables, ak. The approach here is to devise a 
heuristic procedure to develop estimates for the optimal investments to be made over time. As in the case 
of the linear model, the linearity of the state dynamics equations (45) allows for the separable treatment 
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of the investment decision subproblems at each stage of the backward recursion. The reward functional Jk 

(47) for the nonlinear model which determines the investment policy at each stage as a function of the state 

variables may be written as follows 

j ; ( ) = m a x { £ > f c 6 f c + 4 ( s t ) 2 ] + C}, k = 0,1,..., T - 1 (53) 
"* ies 

where 

bic = vT(k)qi-lT(k)+ 

Dk+1{\l + r(l - TR)}T-k[vT(T - %* - 1T(T - l)] + ^{k + 1)} (54) 

4 = 4 ( % i + Dk+1{{\l + r(l - TR)}T-kvT(T - 1) + q[(PT{k + 1)} (55) 

and C is a constant independent of the decision variables sk. The values sk* and Dk+i at each stage are 

determined by solving the following nonlinear program 

Z = m a x £ ( 4 4 + 4 ( 4 ) 2 ) (56) 
ies 

subject to the nonlinear (i.e., order (sfc)2) survivability constraint from Lemma 3, 

J2skAT(k) < BT(k) + NWk + £ G * r ( ^ 4 + CBT(k) 
ies ies 

4 > 0 , i = l,...,Ns. 

The solution to this problem may be found by the method of Lagrange. The resulting solution for s%

k in 

terms of the Lagrangian mulitiplier, A from the nonlinear survivability constraint is 

* <'* 
where fi\ and fj.%

2 are respectively the constant and sk terms of Air(k). For given values of NWk, y'k, and 

CBx{k), and E{NI} the unique value of A is determined by substituting the expression (57) into the 

nonlinear survivability constraint of Lemma 3 and then solving with the constraint expressed as an equality. 

For simplicity, this procedure assumes that the survivability constraint is binding in the optimal solution to 

the nonlinear (quadratic) program (56) at each stage. In this case, A will have a non-zero value in accordance 

with the Kuhn-Tucker conditions. However, if the survivability constraint is not binding, then A is zero-

valued in the optimal solution. Thus, two different solutions are characterized at each stage of the problem 

corresponding to A = 0 and A > 0. Each of these possible solutions is recorded and carried forward at each 

stage of the backward recursion. 

Now, since NWk, yk and CBx(k) are unknown at each stage of the backward recursion, we need to 

express A as an explicit function of these state variables. Letting 

xk = NWk + J2 (k)yi + CBT (k) (58) 
ies 
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we approximate X(xk) by the first degree (linear) interpolating polynomial! 

A = a 0 + axxk (59) 

which minimizes the mean-square error 2"=1(A{ — ao — aixki)2 for n pairs of values for A and xk. The value 

for each A based on this model (given a set of data dependent values for xk) is found by an iterative procedure. 

Pairs of A and Xfc are generated until stable estimators of ao and ai are found. Thus, the decision variables 

(57) can be written in terms of the linear approximation model (59) for A. Consequently, the objective 

function Z of the nonlinear program (56) may also be written in terms of the estimated parameters so that 

Z=Z(xk). 

Finally, the function Z(xk) is expanded as a Maclaurin series (i.e., a Taylor series expansion about zero) 

to yield 

Z{xk) = Z(0) + Z'(0)xk + R(xl) (60) 

where R{xk) is the error term arising from all terms in xk of powers greater than or equal to two. Assigning 

Dk = Z'(0) completes the recursion. We also note that Dk > 0 since Z is an increasing function of xk. 

Once Dk is determined, then the terms bk_1 and e f c - 1 may be calculated at the next stage of the backward 

recursion from (54) and (55) respectively. If bk < 0, then sk* is assigned a value of zero. 

In contrast to the linear investment-income effects model, the new investment, sk may be distributed 

across more than one type of capital. Thus, more realistically, model generated investment strategies in 

any period may include a mix of different capital types. Since ak* (57) is a function of the state variables 

NWk, yk, and CBr{k), and the assigned value of E{NI} through the multiplier, A then it cannot be known 

explicitly by the backward recursion process. However, as the process moves forward in time, the state 

variables become known. Thus, a new investment, sj. of capital type t can be determined uniquely given 

estimates for the parameters ao and ai of the linear model (59) for A. As for the linear investment model, 

investment decisions are made based on the actual position of the decision maker at the time the decision 

is made. These decisions depend explicitly on the stochastic elements of the system which are realized and 

updated at the end of each fishing season. 

t In general, A may be approximated by an nth degree polynomial in xk. The linear model (59), or first 

degree polynomial, simplifies the recursion and permits, after lengthy algebraic manipulation, the expression 

of Jk as a simple function of xk. Moreover, for the data used in this analysis, the linear model (59) appears 

to be a reliable estimate of the actual function, A(xfc). 
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5.3 Computational Considerations. 

The linear and nonlinear dynamic programming models described above lead directly to the following 

algorithms for computing the investment decision rules. 

(i) Linear Model: 

0. Set k = T - 1. 

1. Calculate the coefficients of the linear objective function, u f c , % = 1,. . . , N$ given AT(k + 1) and 

ul+i as in (47a). (uj, =0) . 

2. Calculate the survivability constraint coefficients, AT(k), t = 1,... ,JVS from (43). 

3. Determine j from the solution to the linear program as in (48). Calculate the investment policy 

state variables multipliers, i.e., the constant term Sr(fc)/A r(A;) and the multipliers of NWk, yk,i = 

1,...,NS, and CBT{k), namely l/A^,(Jfc),GT(A;)/A^(fc),i = l,...,Ns and l/A3

T{k) respectively 

from (49). 

4. Assign AT(k) and uk appropriately as in (50). 

5. Set k = k - 1. 

6. If k < 0 then S T O P ; else G O T O Step 1. 

(ii) Nonlinear Model: 

0. Set Jk = T - 1. 

1. Calculate the coefficients of the quadratic objective function, bx

k, e\, i = 1, . . . , Ns given £>fc+i from 

(54) and (55). (DT = 0). 

2. Calculate Dk, from bk,e'k, the survivability coefficients, A'T(k), and the Maclaurin series for Z as 

in (60). 

3. Determine the new investments sk* from (57) for i = 1,2,. . . , Ns-

4. Set k = k - 1. 

5. If A; < 0 then S T O P ; else G O T O Step 1. 

Given the derived investment decision rule or control law, the actual investment strategy proceeds by 
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the movement of the decision process from one decision point to another over time. The actual investments in 

each capital type over time depends on (i) the initial position of the firm denoted by (NWo, yo, do, rpo, Zo, cbo) 

and (ii) the expectations of and the actual realizations of the random variable NI in each year over the 

planning horizon. 

The computational algorithms for the linear and nonlinear investment-income effect models are coded 

in double precision F O R T R A N . For the linear model, the optimal investment policy for each period fc of 

the planning horizon is calculated in terms of the current state variables NWk, yk, and CBx{k). Sam­

ple results are presented in Table XIV(a) . This table presents the constant and linear multipliers of 

the state variables from Step 3 of the linear model algorithm for each period. Given the actual values 

of the state variables at any period, the new investment can be calculated directly using (49). To i l ­

lustrate, suppose that NW(l) = 20, (i.e., a net worth at period 1 of $20,000(1971)), cfc(l) = 0, and 

y\ = 0.1,i = 1,2,3,4. Using Table XIV(a) , the investment in type 3 capital at the end of period 1 is 

-103.794+20(4.597)+.l(46.587+36.379+28.665+46.587)+0, or 3.968 thousands of 1971 dollars. The invest­

ment in other years of the planning period depends on the current values for the state variables and the 

policy parameters of the table in a similar manner. 

Solutions to the nonlinear model are developed using a Newton-Raphson iterative method to solve for 

A, the Lagrange multiplier (59) given a set of representative trial values for xk based on the actual data. 

For all test problems the iterative method converged to a A value after at most 15 iterations for each trial 

value xk- The xk and A pairs were then used to estimate the linear regression parameters ao and a\ of (59). 

These values were then used in (56) to estimate the coefficients of Z in terms of xk for the MacLaurin series 

expansion (60). The resulting investment policy for each period fc of the planning horizon is presented as a 

function of the current value of xk (58), representing the sum of the state variables NWk, yk> CBr(fc) . 

Sample results for the nonlinear investment model are presented in Table XIV(b) . The policy described in 

terms of xk takes the form of a ratio with xk appearing in the numerator and denominator. This expression 

assumes that the survivability constraint is binding. If the survivability constraint is not binding, then the 

investment policy is given by the constant which appears after OR in Table XIV(b) . 

To illustrate, suppose that based on the structure of the firm in period 1,(58) yields X\ = 20. From 

Table XIV(b) and assuming that the survivability constraint is binding then the investment at the end of 

period 1 in type 3 capital is given by [.00443-.00229(20)]/[-.00647+.0000237(20)J, or 6.900 thousands of 1971 

dollars. Model investment in other periods and for other capital types is determined similarly depending on 

the value of the state variables and the given policy multipliers. 
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(a) 
DYNAMIC PROGRAMMING RESULTS: Linear Model (Base Case) f 

PD PDS INVEST RETURN/ 95.0% SURVIVABLE INVESTMENT 
k TO GO TYPE DOLLAR Constant NW(k) y ( l ) y(2) y(3) y(4) cb(k) 
4 1 3 -0. ,047 
3 2 3 +0. ,003 -97.780 7. ,709 38. .675 33. ,238 28. .568 38. .675 7. ,709 
2 3 3 +0. .019 -110.485 6. .116 46. .259 37. ,877 31. ,128 46. .259 6. ,116 
1 4 3 +0, .010 -103.794 4. .597 46. .587 36. .379 28. .665 46 .587 4, .597 
0 5 3 -0. .029 

(b) 
DYNAMIC PROGRAMMING RESULTS: Nonlinear Model (Base Case) | 

PERIOD PERIODS INVESTMENT 95.0% SURVIVABLE INVESTMENT 
k TO GO TYPE  
3 2 3 -0.B86E-0A + -0.30fiE-01 * 

-0.406E-02 + 0.336E-03 * X(3) 
OR 0.213E+011 

2 3 2 0.129E-02 + -0.444F.-02 * X(7) 
-0.737E-03 + 0.887E-05 * X(2) 

OR 0.106E+02 
2 3 3 -0.880E-02 + -0.B68E-02 * X/2) 

-0.547E-02 + 0.658E-04 * X(2) 
OR 0.378E+01  

1 4 2 -Q.325E-C-2 + -Q.171E-02 * X(l) 
-0.920E-03 + 0.336E-05 * X ( l ) 

OR 0.796E+01 
1 4 3 0.443E-02 + -0.229E-02 * X(l) 

-0.647E-02 + 0.237E-04 * X ( l ) 
OR 0.146E+00 

-0.261E-03 + -0.144E-03 * XfO) 
-0.281E-02 + 0.618E-07 * X(0) 

OR 0.208E+01 

Table XIV - Investment Models Policy Results 
fAll values are in thousands of real 1971 dollars. 

{Investment policies written in terms of X(k) assume that the survivability constraint is binding. If the 
constraint is not binding then the investment amount following the 'OR' applies. 

5.4 Empirical Development 

The purpose of this section is to describe the empirical aspects of the investment model with survivability 
constraints. 

Objective Function. Maximizing net worth is used in this model as the measure of the economic 
value of the fishing enterprise. A high relative Net Worth indicates a successful operation, low relative Net 
Worth is a reflection of a less efficient operation. It is natural to think that individual fishing enterprises 
desire to have higher Net Worth, ceteris parebia (Smith(l975)). 
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Net Worth is also an indication of the solvency of the fishing operation. If Net Worth does not exceed 

zero, then the operation may not be capable of repaying its debtors in the current period. The business 

may be declared bankrupt if its debtors decide to foreclose and the courts deem that the business will not 

likely be able to meet the debtors claims at any time in the future.t Accordingly, maximizing expected Net 

Worth greater than zero is analogous to minimizing the event of foreclosure. Given the sources and extent 

of variability in fisheries, the Net Worth criterion is felt to be a valid operating condition for decision makers 

who seek primarily to survive as fishermen. 

Sources of "Variability. Empirical evidence on the economic variability of fishing abound. This may 

be illustrated by analysing year-to-year variations in: individuals' landed values and earnings shares; prices 

by weight for different species; landings by species (e.g., even and odd year pink salmon). Figure 9 presents a 

box-and-whisker display (Tukey(1977)) of the distribution of real gross fishing income by individual trollers 

for the period from 1970 to 1983. Figure 10 gives the mean and seasonal range of actual real (1971=100) 

prices per kilogram landed of four major salmon species for the period 1970 to 1983. The independence of 

each of many random, exogenous effects adds directly to the overall variability of earnings in the fishing 

operation. 

Investment Classifications. The nature of the fishing business together with the methods of ac­

counting for fishing investment for tax purposes result in the classification of investment into four major 

investment types, i.e., Ns = 4. These are classified and described as follows: 

The investment classifications above may be further characterized according to their designation as 

physical or non-physical assets, and their associated depreciation treatment for tax purposes. Physical 

assets are depreciated for tax purposes using their Capital Cost Allowance (CCA) rate. Non-physical assets 

are depreciated for tax purposes on a straight-line basis over their specified accounting lives. The following 

table gives these characterizations for each investment class. 

The assets represented by the four investment classifications are all accounted for as Long-Term Assets 

on the balance sheet of the fishing operation. As well, it is useful to point out that the relative size of typical 

investments in each classification and the frequency with which each type of investment occurs is different. 

For example, actual investments in Eligible Capital (licenses) usually represent a major outflow of funds and 

f The legal claim that a firm cannot be expected to pay off its debtors at any future time is necessarily 

situational. Accordingly, legal grounds for bankruptcy may vary substantially from case to case. In this 

context, the condition that Net Worth be less than zero is a necessary but not sufficient condition for 

bankruptcy. Sufficient conditions may be expressed in terms of some level of Net Worth less than zero, or 

in conjunction with other criteria such as the ratio of assets to liabilities, etc. 

93 



Averse iroiler Gross Income. (A/I Rshinq") 

60 -

<3 50 o o 

UJ 
o -to 

M 

CO 
cn 
O 
PC 

30 -

^ 1 

< 
fC to 

• 
9 6 + 

81 o 

• 81 
® 

80 0 
,81 

81 o 

,91 

73 ?s ?6 77 
Y E A R S 

OBI 

18© 

Oo 81a 

o 80o° 

81Q 

© ft) 
o 

0 80 

0 

W?ss<>( Id 

Out, lens 

Qu.-4.rt.lt 

- — »e*n 

<- Wed. an 

80 8 1 BL 

Figure 9 - Troller Gross Income Distribution 1973-1982 
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Figure 10 - Seasonal Landed Price Ranges 1971-1980 
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i Investment Classification Description 

1. Eligible Capital Fishing license and other Governmental Rights 
(see 1982 Fisherman's Tax Guide, p.11). 

2. Vessels Boats and major component parts, e.g., engines, 
furniture, fixtures, hydraulics. 

3. Gear/Electronics Accessories to the operation, including drills, 
electric motor and engines, lines, ice machines, 
pumps, radio equipment, radar, tools over $200, 
welding equipment. 

4. Other Equipment Equipment used as part of the fishing operation, 
e.g., cars, trucks, trailers, structures 
(buildings, wharves), chain saws, outboard motors. 

Table X V - Investment Classifications 

(Source: Fisherman's Income Tax Guide, Revenue Canada, Taxation, 1982.) 

Type Investment Asset Depreciation Expected 
i Classification Type Annual Rate Life (Yrs) 

1. Eligible Capital Non-Physical 10% 10 
2. Vessel Physical 15% 30 
3. G e ar / Elec tr onics Physical 20% 10 
4. Other Equipment Physical 30% 5 

Table X V I - Investment Class Tax Treatment 

(Source: Fisherman's Income Tax Guide, Revenue Canada, Taxation, 1982.) 

as such occur infrequently for most individual fishermen. (The trading and purchasing of licenses is a thinly 

traded market.) On the other hand, actual Gear/Electronics investment require much less of an outlay of 

funds and are purchased more often. Table X V I I provides summary statistics on actual investments by 100 

trollers for the period 1973 to 1982. 

F i n a n c i n g S t r u c t u r e . Information on the relative size and frequency of investment in the different 

classes provides a glimpse of the financing structure which fishing enterprises use to procure capital. More­

over, regulation requirements (e.g., on the size and replacement of vessels, and gear restrictions) determine 

in part the ability of the firm to acquire new capital. 

Fishermen are assumed to finance new investment from three major sources, namely by (i) increasing 
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Type Investment 

i Classification 

1 Eligible Capital 

2 Vessel 

3 Gear/Electronics 

4 Other Equipment 

Average Nonzero Maximum Nonzero Average Percent 

Investment Investment (Year) of Investors 

14160 49025 (1979) 7.55% 

13090 209107 (1979) 41.00% 

1626 15508 (1979) 43.67% 

2719 25714 (1978) 21.11% 

Table X V I I - Troller Actual Investment Statistics 1973-82 f 

f A l l investment amounts are in real (1971=100) dollars. 

long-term debt, e.g., taking out a bank loan; (ii) increasing short-term debt and/or decreasing savings, e.g., 

borrowing from a friend, cashing in on a term deposit, or withdrawing from a savings account; and (iii) 

disposing of some existing assets, e.g., selling an old vessel to build a new one. The propensity to invest 

depends on the ability of the fisherman to gather sufficient funds from each of these sources in order to finance 

the desired investment. Conversely, the set of investments which are feasible to the fisherman depend on the 

funds arising from these sources. 

Although specific data on how fishermen actually apportion the financing of new investment is not 

available, the analysis of individual troller data recorded for tax submission purposes provides insight into 

the average way in which fishermen proportionately finance investments of each capital type. Table X V I I I 

gives an example of the Annual Cash Report data for a single troller (among the 100 trollers in the database) 

over the period 1973 to 1982. 

This data is used to estimate the proportion of new investment which is accompanied by capital disposals 

of the same capital class. The remaining proportion of new investment is assumed to be financed by long-term 

debt, and short-term debt and/or cash. The proportions for the debt items are estimated from year-to-year 

changes in interest payments available from annual survey data of British Columbia Commercial Salmon 

Fishermen's Earnings produced by Fisheries and Oceans, Canada. 

The lack of specific data related to how fishermen actually finance new investments limits the justification 

of this empirical component of the investment model. Accordingly, the following estimates represent only 

average values for the parameters of the B matrix presented in Section 5.2. 

This table provides the estimates for the time independent values for the matrix of financing parameters, 

B defined in Section 5.2. These financing structure parameters are used throughout the analysis of results 
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IHreSTXtXT SWJY 
1973 197* 1375 1975 1577 1973 1379 1532 1951 1562 

Vessel » 23 

Gear Caiecery TR-3K+ 

Totj'. Fishing Incest :5,349 21,962 53,673 62,162 59,92? 78,313 15.333 122.57* -.24, 

Net Inccae frai Fishir,; 5,715 9, £31 1,236 £7,471. 33,434 52,193 •3,722 12,:54 5-..'= 
Other tncoee 511 523 2,793 1,754 (7461 (3,131) e,332 13,55: 14,571 -27.215 
Inrow T<x u i cf CP? Payaola 952 116 214 3,314 M 7 7 13, 222 2 2 2, »32 14,375 

afet Cash Incase 5,267 3,365 25,341 26,561 35,253 42, 332 24,531 24,555 57.2=1 
===== *= • = = « « 

— = = ===== ===== 

ReMir ( Maintenance Expense !, S53 2, *-35 3,797 5,669 2,547 6,622 3,465 7,159 5,333 6.352 
Gear Expense 1,421 4.661 2,663 2, 363 3,155 4,153 2.*£9 3,173 3,552 1.542 

Total ft 5 M and Sear 2,168 7,1*6 6,(36 3,649 5, 712 12,772 5,S34 12,255 •i C-'e 7, 53-4 
=~ =* I3S3S3: - - ==-.== = ====== 

I.T.C. - Creates 2 a 2 166 43 741 is.tia 4.115 3 a 
= = = =—rr== ===== ===== ======= ====== 

~ Ciaioed 2 e 166 46 741 2 2 5,322 5.424 
B33K3Z cttsssss -•"•="-= 3Z33=CS3 ------ ===== ======= 

Licence Additior.3 - 2 2 , 2 2 2 2 a a a 37,5« 52,339 2 2 a 
Licence Dismals i e e i 8 2 2 i 18.538 
Licer-e CU-s a M. H e a Vesssl (UUtiors (Class 7) 32.759 2,356 354 « an 13.028 2(5.987 55.785 9 3 
Vessel Pispasaii ? a 0 e 2 2 e 196. « • 
.vessel WUit'.OM (Par: XVII) t 9 2 b 0 C 3 2 2 i 
vessel Addition (Sej.ltai) 2 3 J 2 3 a 2 2 2 

Vessel Disposals (39th) t e e 2 2 i 2 

Sear/Electrorucs - Additions IS. 333 1.213 i 4,532 696 2,442 4.241 3 .222 2 a 
- Ois:osais i e 3 3 2 2 a 3 

Other Additions a e I 1,622 2 2 2 2 
Other Disposals 2 e i e 2 2 a a 2 a 
6ear (Inventory! - fidditisns 2 a 8 e 4,152 2.463 .3,272 a 3 

- Disposals a i i e 2 2 3 2 2 

TorM. Accn;oNS 65,184 4, '.69 352 *,522 2,767 57,122 272,617 61,856 a e 
=—===== ssssaxw ===== ===== 

nm*. DISPOSALS 9 8 2 2 i 2 a 115.91* 

CS5SB3S3 ===== ===== ==•=== =*=== 

Subsidy Vessel (Y/N) N 
Gear Category - Jan. 1, 1573 Tfl-S 
Fisrsina Catejory Chang* 1979 
Previous 6ear Type 

TableXVIII - Troller Annual Cash Report Data 
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Type Investment Short-term Long-term Disposals 
i Classification 

1. Eligible Capital 10% 65% 25% 
2. Vessel 15% 60% 25% 
3. Gear/Electronics 15% 80% 5% 
4. Other Equipment 15% 80% 5% 

Table XDC - Average Sources of Financing 

of the investment model which is discussed in Section 5.4. 

To complete the definition of the financing structure for fishermen's investment decisions the real rates 

of interest and the length of the terms for the sources of financing identified above are defined. These are 

based on the historical data for the fishing fleet of British Columbia. Sources for this data are Financing in 

the B . C . Fishing Industry (1979), McMullan(1984), and Fisheries Improvement Loans Act Annual Reports, 

1970-1983. 

1. Cash. Cash or Current Asset items are all assumed to be demand notes 100% refundable (principal 

plus interest) with no penalty. 

2. Short-Term Debt. These items are Current Liabilities which are assumed to be 100% payable 

(principal plus interest) at the end of their term. The terms of these loans are for one year at an 

average real rate of interest of 2.0%. Table X X presents the actual real short-term interest rates 

for 1970 to 1983 as compiled in the Economic Review of the Department of Finance, Canada. 

3. Long-Term Debt. These items are Long-Term Liabilities whose payments (principal plus interest) 

are payable in equal year-end amounts over the term of the loan. The actual terms of these loans 

vary between five and ten years at an average rate of interest of 3.7%. This analysis assumes a 

term of seven years for long-term debt at a rate of 4.0% per annum. Table X X also presents the 

actual real long-term interest rates for 1970 to 1983 as compiled in the Economic Review of the 

the Department of Finance, Canada. 

4. Disposals. Disinvestments in Long-Term Assets items are assumed to be 100% refundable at 

existing market values. A l l disposals are assumed to be connected with a corresponding new 

investment of the same type, i.e., disposals occur only when an investment takes place. (Actually, 

net disinvestment does occur. For example, 1981 was a year of net capital disinvestment by trollers.) 

Moreover, disposals are assumed to reduce the total financing requirements for the new investment. 

Investment Effects o n Income. The key random component in the investment model is the variable 
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Year Short Term Rates\ Long Term Rates\\ 
1970 3.9% 5.8% 
1971 1.7 4.7 
1972 0.3 2.2 
1973 -0.1 1.1 
1974 -0.4 0.9 
1975 2.9 -0.4 
1976 1.7 3.5 
1977 -0.5 1.5 
1978 -0.1 1.8 
1979 2.9 4.7 
1980 2.9 5.1 
1981 5.9 7.8 
1982 3.3 6.0 
1983 3.6 6.4 
Average 2.0% 3.7% 

Table XX - Real Rates of Interest 1970-83 j 

fSources: Economic Review, Department of Finance, Canada, April 1984, and The Consumer Price 
Index, Statistics Canada, Monthly, 62-001. 

^Derived by computing the difference between the average annual nominal Prime Corporate Paper (90 
days) rate and the Consumer Price Index ('All Items', year-over-year change). 

tt Average Annual Fisheries Improvement Loans Act Rates, derived by computing the difference between 
the average annual nominal Bank Prime Lending rate and the Consumer Price Index ('All Items', year-over-
year change). 

NIt, the average per vessel Net Operating Income from season t. The impact on actual Net Operating Income 

due to new investment s*k is modelled by the function, f(s\.) and the discounting factor, The discount 

factors, pi, and the parameters of the /(afc) function (p* for the linear model and q0, q\ for the nonlinear 

model) for i = 1,2,3,4 were derived from data on troller vessel attributes and actual troller investments by 

vessel for the period 1973 to 1982. The following presents the steps of the parameter estimation procedure: 

1. Separate vessel attributes from the 1972 troller attributes database into the capital classifications 

for eligible capital (i.e., licences), vessels, gear and electronics, and other equipment. 

2. Determine estimates of the coefficient of variation for each attribute of each capital class over all 

troll vessels in the set; weight each attribute by its contribution to the sum of the reciprocal of the 

coefficients of variation for all attributes in the same capital class. 

3. For all 100 trollers for which actual annual investment data is available (from the Annual Cash 

Reports database, Table XVIII), compute 

(61) 
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using (17). (Note that E{NIt(s)} = NIt and so E{yt} = 1.) 

In (17), NIt(s) is the actual (real) reported Net Operating Income for the year t, NIt is the average 

actual (real) Net Operating Income for all 100 trollers in year t, and NIL, the shift factor, is the lowest (real) 

Net Operating Income reported by trollers between 1973 and 1982. Thus, yt is a shifted and normalized Net 

Operating Income variable. 

4. Determine estimates for the weighting factors by capital type i in the sum yt of (61) by regressing 

t/1973 (the dependent variable) from 3 above against capital attributes (the independent variable) 

for eligible capital, vessels, gear and electronics, and other equipment as determined in 2 above. 

Class attributes from the attribute database were paired with t/1973 values from the investment 

database by assuming the same probability distributions between the two unconnected databases. 

This establishes best estimates for y\g73, i = 1, 2, 3,4 for all 100 trollers of the Annual Cash Report 

database. 

5. Using (18) and the values for the independent variables y\973 (from 4 above) and s j — 1 (from the 

Annual Cash Report database) for all 100 trollers, the model 

Vt = E (»»- iW + /K-1K-1) +U,t = 1974,. . . , 1982 (62) 
ies 

was used to estimate the discount factors, pi and the parameters of the f{ak) functions by ordi­

nary least squares minimization. Minimization was carried out by the method of steepest descent 

(Gottfried and Weisman(1973)). 

Details of the step-by-step procedure outlined above follow. 

1. The 1972 (end of year) troller attributes database includes information about vessel value, vessel capital 

items, vessel licence, and vessel owner's data. Among 35 separate attributes for a set of N = 1435 trollers, 

selections were made and placed into capital classifications for: licence-related (eligible capital), vessel-

related, and gear and electronics-related attributes. (There are no discernable attributes in the attributes 

database related to the 'Other Equipment' capital classification.) Table X X I contains the list of specific 

attributes of the troller attribute database assigned to each capital classification. 

2. The estimates of the coefficient of variation, 6,-y for each attribute j of capital classification t was calculated 

using all cases of the attributes database. Now, let w,- be defined as 

Wi = E 1 /^ *'= 1.2.3 (63) 
i 
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Type Investment Classification Assigned Attributes 

1 Eligible Capital Fishing Code (Licence 'Tab' Specification) 
2 Vessels Year Built and Rebuilt ('Age'); 

Estimated Length (in feet); 
Net and Gross Tonnage (in Imperial Units); 

Engine Type (gas or deisel); 
Horsepower; Estimated Boat Value 

3 Gear/Electronics Numbers of: Radiophones, Lorans, 
Echosounders, Direction Finders, Radar, 

Autopilot, and Sonar on the Vessel 
4 Other Equipment Nil 

Table XXI - Troll Attributes by Capital Class 

where j is the index of an attribute in capital class t. Then, 

<64> 

is the weight assigned to attribute j of capital class t where E{x}} is the average value of attribute j. (Note 
that 2 . E{xj}wij = 1 for all t.) 

Finally, for each troller all attributes j within each capital class t are consolidated into a single value 
by weighting the attribute value x}- by and summing over all j. The result is a single measure for each 
capital class denoted by ft< where 

n« =E XJ W<" » = 1.2,3. ( 6 5 ) 

i 

(Note that E{(li} = 1 for all i.) 

This approach captures variability within each capital class through the weighted variability of the 
attributes which belong to the class. The reciprocal of the coefficient of variation weighting assigns highest 
weight to those attributes with least variation relative to its mean. Such attributes are deemed to be more 
indispensible to the troll fishing activity as a result of their observed constancy over the troller fleet (e.g., 
length of vessel, horsepower). Conversely, low weights are assigned to attributes with the greatest variation 
relative to the mean. These attributes are not deemed to be crucial to the troll fishing activity per se by 
virtue of their higher variation among the fleet. Individual variations of these attributes are weighted lower 
(e.g., gross tonnage, boat value). 

3. The Annual Cash Report database provides actual annual Net Operating Income values, NIt{s) for 
100 trollers of the commercial salmon fishing fleet over the period t = 1973,..., 1982. The shift parameter, 
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NIL is determined from this database item (NIL = -$6098.(1971)), as is the actual average per vessel Net 

Operating Income value in each year, NIt. The variable t/t, t = 1 9 7 3 , 1 9 8 2 is computed using these 

values for each of the 100 trollers from model (61) as previously described. 

4. Model (17) is used to assign relative weighting to each capital class attribute, fij. The variable t/1973 is 

treated as the dependent variable in a multiple linear regression against the independent variables, fii, t = 

1, 2,3. However, the attribute database (N — 1435 trollers) from which the ftj were derived, and the Annual 

Cash Report database (N = 100 trollers) from which the t/1973 values were derived are not logically linked 

databases. Accordingly, a procedure for pairing t/1973 with ftj values for all 100 trollers is required. This 

procedure involves breaking the attribute database into 100 classes of equal size (14 trollers per class). 

The observation of the class mark (the eighth ranked observation in each class) was then assigned to the 

corresponding class (of size 1 each) in the Annual Cash Report database. 

The regression model which results is 

ytn = tltlln + 4>2^2n + <f>3^3n + + €n, n = 1, . . . . 100 (66) 

where the <f>i, i = 1,2,3,4 are the weights assigned to each capital class. Note that all trollers are assumed to 

have the same (constant) weight for 'Other Equipment', $4 in their capital structure prior to new investments 

at the end of the 1973 fishing season. The results of the multiple linear regression are contained in Table 

X X I I . 

The squared correlation coefficient is high, (r 2 = 0.9928) and all parameters are significantly different 

from zero. Examination of the residuals reveals no evidence of model misspecification. The regression results 

establish an initial configuration description 

J/'i973 = & n * i » = 1.2,3,4 (67) 

at the end of 1973 (prior to new investment taking place for the 1974 season) for all 100 trollers of the Annual 

Cash Report database. 

5. Having established initial capital configurations by class in the initial year (1973), t/1973, 1 = 1. 2. 3,4, the 

components of the recursive model (62) are now completed. This includes the dependent variables yt from 

3 above, and the actual annual investments by class from the Annual Cash Report database. 

The parameters of the f(sk) functions and the p* are determined by minimizing the sum of the squared 

errors, £ as in the ordinary least squares approach of linear regression. In particular, for the linear model we 
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PAGE 2 BMDP1R Normalized Net Income versus C a p i t a l Types 

BASED ON INPUT FORMAT SUPPLIED 
NUMBER OF CASES READ 

1 RECORDS READ PER CASE 
100 

VARIABLE MEAN STANDARD 
DEVIATION 

COEFFICIENT 
OF VARIATION 

MINIMUM MAXIMUM 

1 NIDEP 1.00005 0.33118 
2 WV 0.93966 0.41422 
3 WGE 1.01653 0.69105 
4 WL 1.05360 0.16849 

0.33117 
0.44082 
0.67981 
0.15991 

0.49100 
0.29600 
0.0 
0.65020 

2.19100 
3.41000 
3.51800 
1.51745 

DEPENDENT VARIABLE 
TOLERANCE 
ALL DATA CONSIDERED AS A SINGLE GROUP 

1 NIDEP 
0.0100 

MULTIPLE R 0.9964 
MULTIPLE R—SQUARE 0.9928 

STD. ERROR OF EST. 0.0285 

ANALYSIS OF VARIANCE 

REGRESSION 
SUM OF SqUARES DF 

10.7805 3 
MEAN SqUARE 

3.5935 
F RATIO 
4416.195 

P (TAIL) 
0.0000 

VARIABLE COEFFICIENT STD. ERROR 
STD. REG 
COEFF T P(2 TAIL) TOLERANCE 

INTERCEPT 
WV 2 
WGE 3 
WL 4 

0.31113 
0.35145 
0.31705 
0.03453 

0.00938 
0.00549 
0.01816 

0.440 37.486 
0.662 57.741 
0.018 1.902 

0.0 0.54497 
0.0 0.57085 
0.0602 0.87832 

NUMBER OF INTEGER WORDS OF STORAGE USED IN PRECEDING PROBLEM 
CPU TIME USED 0.273 SECONDS 

744 

Table X X I I - 1973 Capital Configuration Regression Results 

seek to find parameters p* and Pi, i = 1,2,3,4 which minimize 

4 

X ) ( v«n " E W - i » « + P M - i l ) 2 ' * = 1 9 7 4 ' • • • ' 1 9 8 2 : » = • ! , • • • , 100. (68) 
t,n i = l 

And, for the nonlinear model we seek parameters q0, q[, and pi, i = 1,2,3,4 which minimize 

4 

X > « » - I > « - i « * + + 9iK - i ) 2 ] ) 2 . * = 1974,. . . . 1982; n = 1,.. . , 100. (69) 
t,n »=1 

Parameter estimates were determined by minimizing (68) and (69) using the method of steepest descent. 

Near the minimum point, the steepest descent procedure converged slowly. A n iterative ('stop and go') 
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procedure was used to speed up the convergence of the steepest descent method when this occurred. The 

values of all components of the gradient function, at the final stopping point for both linear and nonlinear 

models did not exceed 0.01. The resulting parameter estimates are found in Table XXII I . Of interest is the 

fact that license investments have an initial negative effect on (transformed) net operating income. However, 

earnings effects in future years are augmented since the discounting factor for licenses exceeds 1. These 

results may be explained by the presence of an initial learning effect due to a shift to new fishing grounds 

or new fishing techniques used in the capture of different species. It is also interesting to note that the 

density effects in the nonlinear model all have negative parameter values. This is indicative of investment 

capital density dependence and diminishing returns to marginal investment. The parameter estimates of 

Table X X I I I are used in the subsequent analysis of the investment model (Section 5.4). 

A . Linear Model 

Type Investment Discount Initial 

i Classification Factor, p Factor, p* 

1 Eligible Capital 1.141 -0.139 

2 Vessels 0.903 0.001 

3 Gear/Electronics 0.814 1.680 

4 Other Equipment 1.108 0.345 

B . Non Linear Model 

Type Investment Discount Initial Density 

i Classification Factor, ? Effect, qi Effect, q\ 

1 Eligible Capital 1.156 -0.205 -0.039 

2 Vessels 0.900 0.183 -0.189 

3 Gear/Electronics 0.795 2.680 -1.580 

4 Other Equipment 1.104 0.346 -3.250 

Table X X I I I - Income Effects Parameter Estimates f 

f A l l Initial Effect and Density Effect parameter estimates are in terms of (transformed) net operating 

income effects per hundred thousand dollars of real (1971=100) new investment. 

S u r v i v a b i l i t y C o n d i t i o n s . The survivability condition (32) requires the specification of a maximum 
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probability that Net Worth in any period to the end of the planning horizon be less than zero. The precise 

value of this probability will depend on the risk behavior of individual fisherman. For example, if a fishermen 

is relatively new to the fishing activity and has a young family to support, then po may be low relative to 

an older and more independent fishermen, ceteris parebis. This interpretation of po allows the model to 

be "tuned" to different risk situations thereby enabling an interpretation of endogenous risk on investment 

policies. A set of different po values ranging from loose constraints on investment due to survivability 

(po = 0.10) to tightly constrained investment (p0 = 0.0) are used in the analysis of the results (Section 5.5) 

of this model to explore the impact of this parameter on investment. 

Planning Horizon. The determination of the length of the planning horizon actually used by fishermen 

can be surmised by considering the period over which cash flow information is knowable. On the one hand, 

there is evidence that fishermen are probably very myopic vis-ii-vis their expectations of future income 

streams. (Palsson and Durrenburger(l982).) The random nature of incomes seriously restricts planning 

based on this item beyond periods of five years. On the other hand, investment financing gives specific 

information on required cash outflows to a maximum of ten years in the future corresponding to long-term 

financing committments. Differences in the length of the horizon result in net differences in investment 

policies. The consequences of changing horizon length on model results are investigated by analysing results 

using planning horizons of between three and seven years. The results of this analysis are presented in the 

following section. 

This completes the analysis of the empirical elements of the investment model. 
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5.5 A n a l y s i s o f Resu l t s 

This section presents the results of the investment model algorithms discussed previously. The specific 

inputs to the computerized algorithms are described. Also presented are the input scenarios which were 

prepared to examine the sensitivity of the model results to changes in the input data. The model generated 

results for average investment by trollers for linear and nonlinear (investment-income effects) models are 

summarized and the sensitivity of the model to key input parameters is discussed. Finally, the results of the 

investment model are compared to the actual observed investment by trollers. 

M o d e l Inputs . The investment decision models are driven by four sets of input parameters. These are: 

(a) the Fixed Global Parameters; (b) the Fixed Financial Parameters; (c) the Troller Specific Parameters; 

and (d) the Troller Grouping Parameters. The following paragraphs describe each of these input parameter 

sets in more detail. 

(a) Fixed Global Parameters. These are the nonfinancial input data which are constant for all investment 

problems analysed. These data include: 

i . the number of investment classifications, or capital types, Ns- (Refer to Section 5.4 for class 

definitions.) 

i i . the upper bounds on single period real (1971=100) investment by type. These values are based on 

the observed maximum troller investments by type for the period 1973-1982. 

i i i . the net operating income shift factor, NIL representing the lowest real net operating income real­

izable by trollers in a single season. This value is based on the observed troller minimum annual 

net operating income by trollers for the period 1973-1982. 

(b) Fixed Financial Parameters. These are the financial input data which are constant for all investment 

problems analysed. These data include: 

i . the annual income tax rate. 

i i . the annual rate of depreciation for each capital type. These data are comprised of the capital cost 

allowance rates for physical assets and the straight-line depreciation rate for non-physical assets. 

(See also Section 5.4 for a discussion on investment class tax treatment.) 

i i i . the annual rates and terms for loan financing. These data include the annual real (1971=100) rate 

of interest and the terms for short and long term financing arrangements. (See also Section 5.4 for 
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financing structure details.) 

iv. the matrix of financing parameters, B. These data include the proportions for financing new 

investment by type among short-term and long-term loans, and disposals. (See also Section 5.4 for 

a discussion on financing treatment.) 

Troller Specific Parameters. These are the input data which describe the initial position of the troller 

and provide the frame of reference for future investment decisions. Variations on these inputs permit 

the exploration of many possible investment scenarios. These data include: 

i. the length of the planning period in years. This input determines the future years for which 

investment decision policies are prepared based on the initial position and economic outlook of the 

operation at the start of the planning period. 

ii. the initial capital structure of the troller operation, namely, the current cash and net worth posi­

tions, the stream of outstanding debt payments (interest and repayment) and the tax depreciation 

schedule (assuming no new future investments) over the planning period, and the initial net oper­

ating income earning power of each operation. 

iii. the investment-income effects parameters. For the linear model, these data are the annual discount 

factors, pi, and the initial income earning effect factors, p* for each capital type t. For the nonlinear 

model, these data are the annual discount factors, pi, and the linear and quadratic initial effect 

factors, q0 and q\, respectively. (See Section 5.4 for details on the derivation of these parameters.) 

iv. the survivability (or risk) factor, po. This input determines the constraint on investment over the 

planning period due to the risk the decision maker places on continued survivability in the troll 

fishing business. 

v. the annual net operating income anticipated by the decision maker for each year of the planning 

period. 

Troller Grouping Parameters. These data identify a subset of the troller database for which develop­

ment of average troller investment policies is to be undertaken. The 100 trollers of the Annual Cash 

Report Database (Table XVIII) are divided into four groups for the analysis of their separate investment 

strategies. These groups are defined as follows: 

i. all 100 trollers (100% sample of the troller database). Model results for this group of trollers are 

representative of overall average troller investment performance. 

ii. the low 25% total fishing income trollers each season (25% sample from the 100 troller database.) 
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Model results for this group of trollers are representative of average investment decisions made by 
low fishing income trollers. 

iii. the middle 50% total fishing income trollers each season (50% sample from the 100 troller database.) 
Model results for this group of trollers are representative of average investment decisions made by 
trollers who earn medium level incomes. 

iv. the high 25% total fishing income trollers each season (25% sample from the 100 troller database.) 
Model results for this group of trollers are representative of average investment decisions made by 
high income earning trollers. 

The grouping of trollers into these Total (or Gross) Annual Fishing Income categories has been used 
elsewhere in the description of troller financial performance. (For example, see also the report of the Fleet 
Rationalization Committee and the 1982 and 1983 surveys on British Columbia commercial fishermen's 
earnings.) These groupings provide a means of comparison with existing results. 

This completes the description of model inputs for the investment models. Table XXIV presents a 
summary of investment model inputs for the linear and nonlinear base case scenarios (to be defined in the 
next subsection). 

Investment Model Scenarios. The troller specific data inputs and the troller grouping data inputs 
provide for the exploration of a wide range of investment model scenarios. These scenarios define the frame 
of reference under which investment policies are derived and investment decisions actually take place. 

In this analysis investment model scenarios are defined by specifying the following data items: 

1. Troller Group. Specify one of the four groups described in model input item (d) above. This 
item automatically determines the initial average capital position assigned to all individual trollers 
of the group. Moreover, all subsequent data items in the scenario definition pertain equally to all 
members of the group. All trollers of the specified group are assigned the group average initial cash, 
net worth, debt and tax depreciation schedules. Lack of troller specific information on these items 
does not permit individual assignment to individual trollers. However, the initial net operating 
income earning factors, t/1973 are estimated and assigned to each troller as described in Section 5.4. 

2. Investment-Income Effects. Specify either the linear or nonlinear model and the corresponding 
discount and initial effects parameters. 

3. Planning Period Length. Specify the length of the planning period in years. In this analysis planning 
periods of 3, 5 and 7 years are examined. 
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Investment Model Inputs 
(a) Fixed Global Parameters 

i . Number of Investment Types, Ns = 4 
i i . Investment Upper Bounds 

Type 1 2 3 4 
Amount ($) 40,000. 100,000. 15,000. 20,000. 

i i i . Lowest R e a l i z a b l e Income, NIL = -$6098.00 

(b) Fixed Financial Parameters 
i . Annual Income Tax Rate, TR = 0.50 

i i . Rates of Depreciation 

Type 1 2 3 4 
CCA/Str Line 0.10 0.15 0.20 0.30 

i i i . Rates and Terms of Financing 

Sources of Financing Real Rates (%) Term (Years) 
Short Term 2 0 1 
Long Term 4 0 7 

i v . Financing Matrix, B 

Type 1 2 3 4 
Short Term 0 12 0 .10 0.14 0.15 
Long Term 0 .63 0 .65 0.81 0.80 
Disposals 0 25 0 .25 0.05 0.05 

(c) Troller Specific Parameters 
i . Length of the Planning Period, T = 5 years 

i i . S u r v i v a b i l i t y Factor, po = 0.05 
i i i . I n i t i a l C a p i t a l Structure 

Year 1973 1974 1975 1976 1977 
Depreciation 10,000. 8,000. 6,400. 5,120. 4,096. 

Int e r e s t Owing 1,833. 1,660. 1,480. 1,293. 1,098. 
Repayment Owing 4,331. 4,504. 4.685. 4,872. 5.067. 
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i v . Investment—Income E f f e c t s Parameters 

Linear Model 

Type 1 2 3 4 
Discount Factors, p 1 .000 0 .903 0.814 1.000 
I n i t i a l Factor, p 0 .700 0 .800 1.600 0.345 

Nonlinear Model 

Type 1 2 3 4 
Discount Factors, p 1.000 0.886 0.772 1.000 
I n i t i a l Factor, qo 1.000 1.100 1.680 0.346 
Density Factor, qi -0.039 -0.189 -1.580 -3.250 

v. A n t i c i p a t e d Net Operating Income: 'Average' Level 

Year 1973 1974 1975 1976 1977 
Income ($) 8,000. 8,000. 8,000. 8,000. 8,000. 

(c) Troller Grouping Parameters 

A l l 100 T r o l l e r s - 100% Sample of T r o l l e r Database 
Table XXIV - Investment Model Inputs 

4. Survivability Factor, po. Specify the value of the survivability or risk factor, where 0 < po < 1. In 
this analysis p0 values ranged between 0.0 and 0.10 (or equivalently, 0.0% and 10.0%). 

5. Anticipated Annual Net Operating Income. Specify the schedule of anticipated annual net operating 
income for each year of the planning period. Based on the empirical data, this value may range 
in any year from a low of 0 to a high of almost 20 thousand (real) dollars. In this analysis 
empirically based values were used for pessimistic, average, optimistic and actual (informed) annual 
net operating income levels for each troller group. 

Table XXV summarizes the investment model scenarios definitions used in this analysis. 

The analysis of investment model results begins with the specification of the scenario. These inputs 
are then used to generate the dynamic programming investment policy (e.g., as presented in Tables XIV) 
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INPUT ITEMS 

Troller Investment- Planning Survivability Anticipated Net 
Group Income Effects Period Factor, po Operating Income 

A l l Trollers * Linear Model 3 years 0.00 Pessimistic 

Low Earners 5 years * 0.05 * Average * 

Middle Earners Nonlinear 7 years 0.10 Optimistic 

High Earners Actuals 

Table X X V - Investment Model Scenario Definitions 

* Denotes Base Case scenario values. See also Tables X X I V and X X V I . 

for each year of the planning period beginning in 1973. This investment policy is assumed to be followed 

by each troller of the group defined in the scenario. Next, the policy results are used in a simulation of 

the actual fishing seasons beginning in 1973 for each troller of the group. The trailer's initial position is 

established (from the troller specific data) and an initial investment is made using the dynamic programming 

derived policy for the group. The seasonal net operating income for the 1973 season following the initial 

(beginning of year) investment is simulated based on the revised earning power of the troller (due to the 

new investment) and a random disturbance related to the 1973 income for the group. The troller's cash and 

net worth position are updated and the investments for the next period are established using the policy for 

1974 and the updated position of the troller. The procedure continues for each troller until the end of the 

planning period. 

For the purpose of the analysis of model sensitivity no updating of the derived investment policy takes 

place as time evolves. Instead, the derived policy at the initial starting point is assumed to apply to each 

period over the planning period. It is implicitly assumed that at the end of the planning period either a new 

policy is determined (given the status of the operation at that point) or the operation ceases, e.g., is sold 

out. Specifically, the decision maker does not revise the net operating income anticipated for the remaining 

years of the planning period. The revision of investment policies and updating of income expectation based 

on the most recently observed average income levels during the planning period is taken up later in this 

section. 

Results reported for each scenario are the average troller investment by type and the average troller 

cash and net worth positions for the specified troller group at each year of the planning period. Table X X V I 
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presents these results for the linear and nonlinear models using the base case scenario defined in Table X X V . 

The following paragraphs present the results of the investment model scenario analyses for the linear and 

nonlinear investment-income effects models. 

Average Values for 100 Trollersf 

(a) Linear Model Results 

Simulated Type S Investment Net Operating Year End Year End 
Year Gear/Electronics Income Net Worth Cash Balance 

1972 0.000 20.000 0.000 
1973 0.000 11.388 28.464 5.446 
1974 3.944 5.926 29.570 6.552 
1975 4.337 3.526 28.384 5.366 
1976 4.230 8.541 28.716 5.698 
1977 0.000 7.664 28.375 5.357 

Annual 
Averages 2.502 7.500 28.702 5.684 

(b) Nonlinear Model Results 

Simulated Investment Type * Net Operating Year End Year End 
Year 1 2 3 4 Income Net Worth Cash Balance 

1972 20.000 0.000 
1973 0.976 0.000 0.000 0.000 11.356 28.563 5.270 
1974 0.000 5.477 0.070 0.000 5.910 29.571 6.278 
1975 0.000 8.343 3.061 0.000 3.470 27.475 4.183 
1976 0.000 0.000 1.816 0.000 8.111 27.670 4.377 
1977 0.000 0.000 0.000 0.000 7.628 27.027 3.734 

Annual 
Averages 0.195 2.764 0.989 0.000 7.500 28.061 4.768 

Table X X V I - Investment Model Results^ 

{The scenario definition for these results is given in Table X X V . 

f A l l values are in thousands of real (1971=100) dollars. 

* The definition of each investment type is reported in Section 5.4. 
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LINEAR M O D E L SENSITIVITY RESULTS. 

In the development of the investment algorithm for the linear form of f(sk), the investment-income 

effects function, it was assumed that investments of any type could be arbitrarily large. The result of this 

simplifying assumption was that linear model investments in any period are made in only one type of capital. 

The consequence of this is that model results could exceed the empirical upper bounds implicit to each capital 

type. In such cases those investments were limited to be equal to a value less than the empirical upper bound. 

This model upper bound was set to reflect more closely the size of average investment behavior by capital 

type. 

The simplifying assumptions and adjustments to the linear model mean that the subsequent results 

for this model do not compare well with actual investment data. Nevertheless, the sensitivity of the linear 

model results to key input parameters is instructive for understanding the impact of these inputs on actual 

investment. 

Figure 11 presents linear model investment results in graphical form for selected scenarios. The planning 

period for all illustrated scenarios is 5 years beginning in 1973 and the troller group is the set of all 100 

trollers. Each figure illustrates investment results for four levels of anticipated annual net operating income. 

Figure 11(a) has a survivability factor value, po = 0.0 while Figure 11(b) has a survivability factor value, 

Po = 0.1. Model generated investments for all scenarios occur only in one capital type, namely, Gear and 

Electronics (type 3).f The following observations are based on an examination of the results of Figure 11. 

Figure 11 shows that investment on average increases when po increases, ceteris parebis. However, the 

size of the increase is small in relation to the change in the survivability factor. Moreover, the pattern of 

average investment over time for the different p0 values is very similar. Consequently, investments appear 

to be relatively insensitive to changes in po-

Investment patterns and average amounts are much more sensitive to changes in the anticipated annual 

net operating income values. When income levels anticipated in future years are at or below the current 

level of outstanding obligations (interest, repayment, and taxes) no model investment takes place in any 

period. Beyond this cut-off income value, investment patterns change rapidly. For the anticipated income 

scenarios of Figure 11, 'pessimistic' values are 94% of 'average' values ($7500 versus $8000). Anticipated 

annual income values of $7000 and below resulted in no model investments for any po value up to 10%, 

ceteris parebis. It is significant to note from Figure 11 that the small increase in anticipated income from 

'pessimistic' levels to 'average' levels results in roughly 3 times the total average investment spread over the 

f For the linear model, all scenarios resulted in only type 3 capital investments. This is a consequence of 

the constant and linearly dominant discount and investment-income effect parameters for type 3 capital. 
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5 year planning period. 

In particular, pessimistic income expectations, or 'low' anticipated net operating incomes (i.e., relative 

to actual average annual net operating income levels for trollers over the period 1970 to 1980) result in a 

single investment in simulated year 1975 (for both po values). The two years prior to 1975 are relatively 

'good' income seasons. (See also Figure 9.) During these years, trollers with low income expectations actually 

improve their average net worth position (by making no new investments and increasing their cash balances), 

until at the start of 1975 their current positions have improved enough that it becomes attractive to invest. 

(For po = 0.1 or 10%, this investment represents the largest single period average investment of all Figure 

11 scenarios.) Since 1975 is a relatively poor income year average net worth actually declines over the year 

and no new investments are made thereafter out to the end of the planning period. 

When anticipated income is increased to the average value for the period 1970-1980, ($8000 per year in 

real terms), the average position of trollers at the beginning of 1973 does not make any investment attractive. 

However, following the high income year of 1973, investment becomes attractive at roughly equivalent average 

amounts for 1974 through 1976. New investments and fluctuating incomes over this period (see also Figure 

9) maintain the average cash and net worth positions of the group at 1973 levels or slightly higher. Finally, 

the increased financing load of the new investments to 1976 and the high cost of initial year financing of new 

investments no longer make investment attractive for the last year of the planning period. 

As optimistic income levels are reached ($15000 per year) investment increases still further and average 

values approach the preset upper limit on type 3 investments in each period. Increased investment resulting 

from more optimistic future income expectations actually leads to decreased average cash and net worth 

positions relative to the less optimistic income expectations. This is a consequence of the average operation 

being required to service more debt. 

When actual average net operating income values for each year of the planning period are assumed 

known in advance, a different pattern and level of investment occur. Model investment now occurs only 

prior to the 1973 and 1976 simulated seasons which correspond to the highest actual average net operating 

income years of the planning period, 1973-1977. (See also Figure 9.) However, the average levels of cash and 

net worth are not appreciably better than those achieved under the pessimistic income scenarios. Of interest 

here is the fact that the actual average net operating income for the period 1973-1977 is approximately equal 

to that assumed under the pessimistic scenario ($7410 versus $7500). 

Changing the length of the planning period also effect average model investments. In general, the shorter 

the planning period, the earlier investments occur, and the larger these investments tend to be in average 
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annual terms. This result is a consequence of the less restrictive survivability constraint on investment over 

all years of the planning period. Higher investments in the shorter planning periods mean larger debt loads 

and lower average annual cash and net worth positions. Investment in longer planning periods is initially 

delayed until the terminating year is closer (and, consequently, the survivability constraints become less 

restrictive). If all investors behave accordingly, then the result is higher average annual cash and net worth 

positions in comparison to those made under shorter planning periods. 

The size of model investments differ according to the particular troller group under study, although the 

time pattern of investments remains the same. Low income earners invest less than higher income earners. 

This is a consequence of this group's lower initial average net worth position (making them more vulnerable 

to bankruptcy) and in spite of anticipated income ('average' for all trollers) which is high to members of this 

group. Not surprisingly, middle income earners perform according to the average for all trollers. For this 

group the initial average net worth position and their average annual net operating income is slightly below 

the overall average. As a consequence, the 'average' anticipated income level assumed is more attractive to 

this group which translates to higher investment (relative to that for all trollers). Conversely, higher income 

earners do not view the 'average' anticipated income as very attractive to investment since their actual 

average net operating income level is much higher. Investment by this group occurs more because of then-

advantageous initial average net worth position and is only slightly above the overall average investment 

levels for all trollers. 

Table XXVII summarizes the linear investment model sensitivity analysis results relative to the base case 

scenario results presented in Table XXVI. The base case assumes an 'average' level of anticipated income, 

a 5 year planning period, a po value of 0.05 (or 5%) and all 100 trollers. Reported results are in terms of 

the percentage differences in average annual: investment, net operating income, net worth and cash balance 

positions versus the corresponding base case results. 

N O N L I N E A R M O D E L S E N S I T I V I T Y R E S U L T S . 

The investment algorithm for the nonlinear (quadratic) form of the investment-income effects function 

allows for simultaneous model investments in more than one type of capital. Furthermore, no artificial 

bounds on investment by capital type is required for the nonlinear model since the concave quadratic func­

tion combined with the survivability constraints limit model investments by type to empirically justifiable 

ranges. These relaxations (vis-a-vis the linear model discussed above) render the nonlinear model more re­

alistic. Consequently, the ensuing results are more directly comparable to actual investment behavior. The 

comparison of model and actual investments will involve tuning key model components. This comparison 

will be facilitated by first investigating the sensitivity of the nonlinear model results to changes in the key 

input data. 
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Summary of Results f 

Input Variable Ave Annua/ Average Annual Ave Ending Ave Ending 
Variable Value Investment Net Op Income Net Worth Cash Balance 

Planning 3 years + 17.9% -6.7% -16.7% -11.1% 
5 years * 

Period 7 years -30.5% +20.3% + 13.7% +38.4% 

Po 0.00 -13.0% 0 +0.8% +4.1% 
0.05 * 
0.10 +27.9% 0 -0.1% -0.7% 

Income Pessimistic -64.6% 0 +3.7% + 14.8% 
Anticipd Optimistic +49.3% 0 -3.4% -17.4% 

Actual -47.3% 0 +1.7% +8.9% 
Average * 

Troller Low Earners -48.1% -70.4% -62.9% -92.4% 
Group Middle + 10.9% -7.9% -5.4% + 1.3% 

High + 17.1% +81.1% +83.1% +83.1% 
All Triers * 

Table XXVII - Linear Model Sensitivity Analysis 

fAll values are percentage differences reported relative to the Base Case results for single variable input 

changes in the Linear Model reported in Table XXVI. 

* Denotes Base Case variable values. See also Tables XXIV-XXVI. 

Figures 12-15 present nonlinear investment model results in graphical form for a subset of the scenarios 

given in Table XXV. As for the linear model sensitivity analysis, the nonlinear model results are discussed 

relative to the base case scenario defined by the data of Table XXIV, and the nonlinear model base case 

results given in Table XXVI. 

The following observations are made from examining Figures 12-15 and the nonlinear model sensitivity 

analysis relative to the base case results as presented in Table XXVIII. 

The nonlinear model results illustrated in Figures 12-15 show no new investment for type 4 capital 

('Other Equipment'). Examination of the investment-income effects parameters (Table XXIV) reveals that 

type 4 capital is dominated by all other capital types. The high negative q\ value and the low positive q* 

valut relative to the corresponding values of the other types demonstrate this domination. 
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Summary of Results f 

Input 
Variable 

Variable 
Value 

Ave Annual Investment 
1 2 3 4 

Ave Net 
Opg Inc 

Ave Net 
Worth 

Ave Cash 
Balance 

Planning 

Period 

3 years 
5 years * 
7 years 

-100.0 -12.5 58.5 -

1653.3 -53.0 -51.1 -

-6.7% 

+20.3% 

- 8.7% 

+ 10.5% 

-11.6% 

-101.4% 

Po 0.00 
0.05 * 
0.10 

-46.8 -32.9 -21.7 -

12.1 9.6 4.1 -

0 

0 

2.5% 

-0.6% 

14.5% 

-3.5% 

Income 
Anticipd 

Pessimistic 
Optimisitic 

Actual 
Average * 

-100.0 -98.2 -61.3 -
2852.0 260.1 130.1 -
1517.0 -33.6 -50.7 -

O
O
O 

7.7% 
-43.9% 
-14.7% 

45.2% 
-893.5% 
-86.6% 

Troller 
Group 

Low 
Middle 
High 

All Triers * 

-23.6 -36.9 2.4 -
36.5 11.3 6.6 -
25.0 7.6 8.5 -

-70.4% 
-7.9% 

+81.1% 

-64.6% 
-9.6% 
75.3% 

-101.5% 
11.4% 
93.4% 

Table XXVIII - Nonlinear Model Sensitivity Analysis 

tAll values are percentage differences reported relative to the Base Case results for single variable input 

changes in the Nonlinear Model reported in Table XXVI. 

* Denotes Base Case variable values. See also Tables XXIV-XXVI. 

In all scenarios of the figures no investment takes place in the final year of any planning period. Invest­

ments in this final year do not contribute to increasing the expected net worth to the end of the planning 

period. In general, the additional earning power in the first year after a new investment is outweighed by 

the higher cost of financing the investment in its first year. This negative effect on expected net worth 

discourages investment in the last year before the end of the planning period. 

It is significant to note from Figures 12-15 that new model investment in type 1 capital (eligible capital-

licenses) occurs only in the earlier years of all planning periods. This is also a consequence of the investment-

income effects parameters for licenses (Table XXIV). The high relative discount factor, pi and the more 

positive initial effects parameters, q^ and q{ results in no deterioration of the earning power effect for license 

capital. Consequently, the benefits to net worth are realized over a longer period making these investments 
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attractive at a certain distance from the end of the planning period. When the planning period is short, 

e.g., 3 years, license investments do not have enough time to build up benefits on the terminating net worth 

to warrant investment (Figure 15). However, for longer planning periods, e.g., 7 years, license investments 

dominate all other types in the beginning years (Figure 15). In actuality, the purchase of new licenses often 

means that a change is required in fishing operations and skills, i.e., new areas are now open to fishing, or 

new fisheries are now available (e.g., herring). In such cases it takes some time before fishermen become 

efficient, to learn the new skills, or to familiarize themselves with new fishing grounds. Once this initial 

learning period has passed the net effect on the operation is a positive economic one. 

The largest model investments of Figures 12-15 occur in type 2 capital, vessels. Moreover, investments in 

vessels occur in all scenarios analysed. In comparing the parameters of the investment-income effects model 

vessels have a more positive initial effect (<JQ, qi) than licenses, but this effect is more heavily discounted 

(P2). Thus, vessel investments make a larger and more immediate impact on net worth. A consequence of 

this is higher investment in the interim years of each planning period. 

The pattern of model investment in type 3 capital, gear and electronics is likewise a function of its 

investment-income effects parameters. From examining Figures 12-15, these investments make a more im­

mediate impact on net worth since they occur near the end of each planning period. This is a result of 

higher initial effects on income earning power (through q$ and qf) tempered by faster deterioration over 

time through pz (relative to p\ and p2). 

The above discussion points out the key role of the parameters qo, qi, and p from the investment-income 

effects model. Moreover, if these values change then investment results will be affected accordingly. 

As was the case for the linear model sensitivity results, changing the survivability factor, po only slightly 

effects model investment. For example, Figure 12 shows that the type and patterns of investment remain 

the same as po ranges from 0.0 to 0.1. However, the size of investments increases as po increases reflecting 

the greater willingness to invest by decision makers with higher risk positions. The effects on the average 

annual cash and net worth positions due to differences in po alone are not dramatic (Table XXVIII). 

Figure 13 indicates that investment is highly sensitive to changes in the anticipated level of annual net 

operating income over the planning period. As for the linear model, when income expectations exceed a 

minimum value (which is approximated by the level of annual obligations outstanding) then new investment 

takes place. At higher levels of anticipated income a significant increase in investment occurs. (See also 

Table XXVIII.) Moreover, average annual cash and net worth positions fall with higher income expectations, 

ceteris parebis. 
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When anticipated income is set to their actual average values over the planning period the pattern 

of investment is very different. In this case investments occur at the beginning of only 2 years, 1973 and 

1976. These years are the years of highest actual average income over the planning period. Investment 

is significantly increased in licenses but cut back in vessels and gear and electronics relative to base case 

investments (Table XXVIII). The result is a marginal decrease in the average annual net worth position of 

the troller group vis-a-vis the base case values. 

Illustrated in Figure 14 are the investment patterns for different troller groups, namely, low and high 

fishing income earners. The investment patterns displayed here are comparable to those of Figure 12. As 

well, the observations made for the linear model investment by group results also apply here. Low earners 

being affected by a less advantageous net worth position, invest less than middle or high earners in spite 

of the attractive anticipated income to the members of this group. Conversely, high income earners (as a 

consequence of their more secure net worth positions) invest more in spite of the less attractive anticipated 

income level to the trollers of this group. 

Finally, Figure 15 presents the results of scenarios with planning periods of 3 and 7 years in length. 

When the shift in years relative to the base case scenario (5 year planning period) is accounted for, the pattern 

of model investment is similar among all planning periods. Specifically, the 3 year scenario investments are 

similar to that of the last three years of the base case results (see for example Figure 12). The final 5 years 

of the 7 year planning period investments are likewise similar to the 5 year base case results. In the 7 year 

scenario the initial 2 years have significant investments in license capital reflecting the greater benefits to 

expected net worth at the terminating year of this longer planning period. 

The following subsection uses the insights of the sensitivity analyses to model the actual investment 

behavior by trollers over the period 1973-1982. 
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Model versus Actual Results. This subsection compares model generated average annual investment 

per troller with actual values for each year from 1973 to 1982. Actual average annual investment by trollers 

is obtained from the troller annual cash report database (Table XVIII) and is illustrated in Figures 16-19. 

Average annual investment is recorded by capital type for each of the four troller groups: all 100 trollers 

(Figure 16); low income earners (Figure 17); middle income earners (Figure 18); high income earners (Figure 

19). 

Model results for each of the troller groups were obtained by first 'tuning' parameter values of the input 

data. In particular, the investment-income effects parameters were initially set equal to the empirically 

derived nonlinear model values (as given in Table XXIII); the planning period was fixed at four years; the 

survivability factor, po was set to 5.0%; and the anticipated annual net operating income for each year of the 

first planning period (beginning in 1973) was set to $8500. Investment policy updating was assumed to occur 

after every year. Average actual net operating income for the current year was averaged with the current 

anticipated net operating income value (at the beginning of the same year) to result in a new anticipated 

annual net operating income value for the upcoming years. This new value was then used to determine a 

new investment policy. Annual updating and new policy development continued from 1973 to 1982. 

Next, the results of model generated average annual investment per troller from the above procedure were 

compared directly with the actual values for the period 1973 to 1982. Since model investment differences from 

year to year depended on the updating of the anticipated net operating income, then discrepancies between 

model versus actual average investment could be corrected by adjusting model parameters to replicate the 

actual investment response. The investment effect of changes to the anticipated net operating income was 

tuned by alternatively varying the parameters of the financing matrix, B, and the q0 values of the investment-

income effects function. Decreasing q0 decreases investment in type t capital, ceteris parebis and dampens 

the impact of changes to the anticipated net operating income. Decreasing the short-term and/or long-

term financing requirements of capital of type t causes increased investment in this capital. Moreover, it 

was found that adjustments to these parameters for each capital type » resulted in roughly independent 

investment effects for small perturbations, i.e., the investments generated by the model for type t capital 

which did not undergo parameter adjustment were essentially unchanged. Accordingly, adjustments were 

made alternatively to these input values for each capital type until the model generated results approached 

those for the actual investment values from 1973 to 1982. 

Other procedures for 'tuning' model results to actual values can also be explored. For example, different 

procedures can be used to update anticipated annual net operating income values, including n-period moving 

average calculations, constant income values (i.e., no updating), average growth rate values, or specific 

patterns of income. As well, other model inputs may be varied such as the length of the planning period, the 
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survivability factor, or the investment-income effects parameters. Alternatively, a formal analysis may be 

undertaken to determine explicitly the conditions and extent of input data changes on the model results. The 

procedure chosen here to demonstrate the tuning of model results is based on the analysis of the sensitivity 

of the investment model to changes in inputs as presented previously. The results of the comparison of 

model versus actual investment illustrates the ability of the model to replicate the real system through an 

appropriate tuning process. 

Model generated average troller investments predicted for each of the four troller groups over the period 

1973 to 1982 are presented graphically in Figure 20-23. These figures show the results of the tuned models 

for each troller group analogous to the actual average troller investment presented in Figures 16-19. 

For the ' A l l 100 Trollers' group (Figures 16 and 20), actual total investment (summed over all cap­

ital types) compares favorably with predicted model values. The correlation between actual and model 

results is r = 0.86. The annual Mean Absolute Deviation (MAD) is $2,300/year for actual average totals 

of $7,000/year. Comparison of investment by each capital type for this troller group shows that model 

investments are biased downward for type 1 capital (eligible capital - licences) and type 2 capital (vessels). 

Type 3 investments (gear/electronics) have slightly positive bias while type 4 investments (other equipment) 

are essentially unbiased over the 10 year period. The M A D by capital type is largest for type 2 capital 

($l,800/year), in which actual investment is greatest. M A D statistics for types 1,3, and 4 respectively are 

$449, $728, and $264 per year. 

The comparison of middle income earners actual versus model results (Figures 18 and 22) are similar 

to the all trollers group comparison. The correlation for total average annual investment is r = 0.95 with 

a M A D of $2,200/year on actual average total investments of $7,100/year. Analysis of investment by each 

capital type shows a slight negative bias in model results compared to actuals. (This bias could be alleviated 

by further tuning of the model corresponding to this group.) M A D values for each capital type 1-4 are 

respectively $486, $1,372, $539, and $225 per year. 

The tuning process for high and low income earners was less successful than for the all trollers and the 

middle income earners groups. For high income earners the anticipated net operating income was initially 

set at $12,000/year which is in line with the actual net operating incomes of trollers in this group. The corre­

lation for total annual troller investment is r = 0.62 with an associated M A D of $6,800/year on average total 

investments of $8,700/year. The largest discrepancy occurred in type 2 investments (MAD=$5,110/year) 

where actual investments are abnormally high in 1974 and 1979. Attempts at tuning type 2 model invest­

ments failed to replicate these anomalous years. M A D values for type 1,3, and 4 capital are $602, $1260, 

and $1051 per year respectively. A positive bias in model investment occurs for both type 3 and 4 capital 
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over the 10 year period. 

Actual average investment by low income trollers shows an uncharacteristic smoothness over the years 

1973 to 1982 (Figure 17) relative to other troller groups. This suggests that investment by this group depends 

less on fluctuations in actual income. For example, average net operating income in 1975 for low income 

trollers was less than $50. This amount certainly does not cover average outstanding debt for 1975 estimated 

at $3,000 per troller. Yet, average actual investments in 1975 and 1976 remained at roughly equivalent levels 

amounting to over $4,000/year. Only in 1982 does actual investment differ substantially from that of all 

previous years. 

As a consequence, tuning the model for this group yielded less satisfactory results. Initially the antici­

pated net operating income was set at $3,000/year for trollers of this group which approximates their actual 

income level. The correlation for total average annual investment is r = 0.36 with a M A D of $3,400/year 

corresponding to actual total investments of $5,000/year. Most of the discrepancy occurs for type 2 capital. 

These are the largest actual investments and are maintained at a constant level of approximately $4,000/year 

from 1973 to 1981 (Figure 17). Model investments however (Figure 21) fluctuate as a function of actual and 

updated anticipated incomes. M A D values by capital type are respectively $725, $2546, $427, and $424 per 

year for this troller group. 

Finally, from the comparison of actual and model investments insight may be acquired about the actual 

decision processes of the different troller groups. The above results suggest that each troller group behaves 

differently with respect to investment decision making. For example, low earners appear to be overly op-

timisitic about future earnings. (This could be incorporated into the investment model by redefining the 

updating procedure for anticipated net operating income.) They do not adjust their investment strategies 

to take account of the actual swings in fishing income. Accordingly, they may build up debt loads which 

could become critical after a series of low income years. In fact, the expected net worth for an average low 

income earning troller who follows the actual investment strategy of Figure 17 approaches zero by 1981. This 

precarious situation actually resulted in the liquidation by bankruptcy of many trollers during this period. 

On the other hand, actual investment by high income trollers follows a pattern of large investment in 

a single year followed by a series of years with no substantial investment. Peak investment periods (e.g., 

1974 and 1979 of Figure 19) are followed by sharply reduced investment years. It is interesting to note 

that the investment peaks occur after a sustained period of relatively good income years, e.g., substantial 

investment takes place in 1974 after good incomes from 1972 to 1974; likewise, the 1979 investment spike 

occurs after good incomes were experienced from 1977 to 1979. Based on this observation, high income 

earners appear to be more cautious about anticipating future incomes. But, when income expectations are 
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reinforced by a series of good years this 'caution' is translated into an investment splurge. (This reaction 
could be incorporated into the investment model by defining the updating procedure for anticipating net 
operating income accordingly.) Erom the results of the investment model, this actual strategy contributes to 
reducing the expected net worth of the average high income earning troller at the end of 1982. A smoother 
strategy, as developed by the investment model results in an improved expected net worth position at the 
end of 1982. 

While implications about the actual behavior can be drawn from model versus actual results, actual 
verification of these implications can only be determined by 'getting inside the heads' of the fisherman 
decision maker. To this end, there can be no substitute for interviewing, querying, and surveying individual 
fishermen. The role of a decision making model of the kind proposed here provides a focus for the collection of 
more practical empirical data. With more data, firmly grounded in a better understanding of the behavioral 
aspects of investment through the modelling analysis, we will be in a much improved position to evaluate 
the impact of proposed new schemes aimed at stabilizing and ensuring a viable future for the fisheries. 

This completes the analysis of the results for the interseasonal investment decision model. This model's 
implications for planning and designing regulatory policies are discussed further in the concluding chapter 
which follows. 
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6. Perspectives for Planning and Extensions 

6.1 Intraseasonal Model 

The intraseasonal model begins with a simplified description of salmon stock dynamics. The model 
incorporates uncertainty in the decision process with respect to two areas: uncertainty about actual stock 
abundance and uncertainty in salmon catches. The dynamics of decision making are embodied in the model 
through Bayesian updating of imperfect abundance information throughout the season. Finally, decisions 
are assumed to be economic-based through the seasonal price and cost structure of the fishery. 

The model of the intraseasonal decision making process of fishermen is presented as a normative frame­
work for explaining the within season dynamics of individual fishermen. Moreover, the model provides 
information on the seasonal fleet dynamics and earning power of fishermen. The determination of fisher­
men's earning power is important since earnings are directly attributable to investment potential in future 
years. 

As a normative model the POMDP formulation has intuitive appeal in this application. It incorpo­
rates the important informational and stochastic elements of the actual environment in which fishermen's 
intraseasonal decisions are made. Practically however, it is unlikely that individual decision makers actually 
develop adaptive strategies in the style of the POMDP. Nevertheless, the results for a subset of experienced 
fishermen operating freezer trollers in the salmon fishery suggest that major aspects of the actual system 
can be successfully reproduced. For example, the distribution of total seasonal catch and effort by zone, and 
the average level of gross income from salmon fishing under different conditions for abundance and prices 
closely approximate actual statistics under like conditions. Since income from fishing may not be restricted 
to salmon only, the use of this particular application of the model as an overall predictor of income is limited. 
For instance, some freezer trollers are also licensed for the short but often lucrative herring fishery. The 
consequences of participating in this and other fisheries affect average seasonal income. 

The sensitivity analysis results for this model (Section 4.5) reflect key aspects of the system in which 
fishermen's decisions take place. The anadromous nature of migrating salmon and the current method 
of regulation of salmon stocks by 'total allowable catch' or 'constant escapement' policies contributes to 
diminishing variation in stock abundance levels. The result is a relatively stable level of abundance and 
catch from year to year. As the model illustrates, stock abundance (and catch) are not major determinants 
of fishermen's intraseasonal decisions or of their incomes. This is especially valid in a fishery with limited 

138 



entry regulations such as the British Columbia commercial salmon fishery. 

The sensitivity analysis also shows that landed value prices are a much more important determinant of 
fishermen's decisions and incomes. Fishing effort and income are directly affected by differences in prices 
for landed value salmon. Conversely, by controlling prices, the effort and income results of fishermen's 
intraseasonal decisions can be affected accordingly. Model results suggest that schemes such as taxes on the 
landed value of salmon (as recommended by Pearse(1982), p.93ff) could be an effective means of regulating 
effort in the limited entry fishery. A landed value tax, or royalty on salmon landings has the direct affect of 
altering the unit price of salmon landings. Moreover, the intraseasonal model could be used to quantify the 
expected impact on fishing effort and fishermen's incomes from such a regulation scheme. 

Other useful information for planning purposes may be explored within the framework of the intrasea­
sonal model. For example, the affects of area licensing schemes (the restriction of salmon fishing to particular 
zones of the fishery) can be examined by limiting the members of the action set, A of the POMDP. Compar­
ison of the restricted and unrestricted effects on fishermen's incomes provides a measure of the value of zonal 
fishing rights to the fishermen. This information may be used to establish a fee structure for area licensing 
schemes based on fishermen's 'willingness to pay.'f 

Similarly, restrictions on the length of the season can be examined by restricting fishing to particular 
periods of the season. The effects on fishermen's intraseasonal decisions about when and where to fish and 
seasonal income can be determined by comparing the results of the decisions generated by the model with 
and without length of season restrictions. 

The information content of the POMDP can also be examined by calculating the expected results of the 
model strategies under different assumptions concerning the observations fishermen make about the actual 
state of the system (i.e., level of abundance). Consider the three cases: 

1) Perfect Information - observations uniquely identify the actual abundance of the system at each time 
period. Let J* denote the expected value of the reward functional assuming perfect information 
about the actual state is available from each observation. 

2) Imperfect Information - observations provide imperfect information about the actual abundance of 
the system at each time period. This is the usual POMDP case as examined in Chapter 4 of this 

f Quantification of 'willingness to pay' is conditional on there being no resulting externalities, e.g., crowd­
ing on the fishing ground so that effort is hindered as a result of the distribution of fishermen on the fishing 
ground. 
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thesis. Let J* denote the expected value of the reward functional for the POMDP under imperfect 
information. 

3) No Information - observations provide no additional information about the actual abundance of 
the system at each time, or it may be assumed that the observations are not used to infer the actual 
abundance of the system. The solution to this problem, denoted by J Q , is known as the open-loop 
value. 

The expected value of perfect information is measured by taking the difference between J* and JQ-. 

Expected Value of Perfect Information = J* — JQ. 

The expected cost of the imperfect observations on the system can be measured by comparing the differences 
in the strategies resulting from (1) and (2) above and by taking the difference between J* and J*: 

Expected Cost of Imperfect Information = J* — J*. 

Finally, the expected value of the information obtained from the actual observations is measured by com­
paring the difference in strategies between (2) and (3) and by taking the difference: 

Expected Value of Information = J* — J$. 

It follows that 
Jo < J ' < J;-

Information of this kind can be used for example to quantify the benefits of stock assessment procedures 
which lead to improved observations on the actual abundance levels. As the observations improve, J* 
increases resulting in lower costs of imperfect signals, higher value of information and higher seasonal incomes 
to fishermen. Stock assessment policies can be evaluated in this manner by comparing stock assessment costs 
with its overall benefits to fishermen. 

Technically, the POMDP algorithm is effectively restricted by the dimensionality of problems. In partic­
ular, the size of the state space is the most serious restricting factor. As the size of the state space increases 
interpretational and computational problems arise. The development of a more flexible algorithm for this 
problem would facilitate the modelling and analysis of more complex systems. Heuristic procedures might 
also be useful in this context. 

Another extension of the intraseasonal model is related to the management of factory trawlers. These 
vessels have been proposed for fisheries in Canada's North Atlantic fishing grounds. The within season 
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decision process involves the determination of when the trawler should stop fishing and report to shore to 

unload its cargo of processed fish products for final delivery to the marketplace. Assuming a single economic 

objective, e.g., maximize net income, the problem is one of determining the optimal stopping points subject 

to changing returns to effort, stock dynamics, and time varying prices and costs. This within season optimal 

stopping problem may be formulated as a stochastic dynamic programming problem. Inputs to the problem 

are similar to those for the POMDP. Outputs establish an optimal policy for fishing and unloading fish based 

on the ongoing random events which occur throughout the season. 

6.2 Interseasonal Model 

The interseasonal model begins with a simplified description of the net worth of the fishing enterprise. 

Different capital types are defined with associated financing arrangements. The key component of the model 

is the definition of functions relating investment and income. The risk of survivability is explicitly considered 

in a dynamic framework where updating of investment strategies may take place. Behavioral elements of 

the model are tuned to investigate aspects of actual investment trends. 

The interseasonal model of investment decison making is the more important of the two models discussed 

in this thesis. The importance of the model is in its ability to anticipate actual investment trends in fisheries. 

The sensitivity analysis of this model illustrates the key role of income expectations on investment 

decisions. In fact, the evolution of the British Columbia salmon fishery since 1969 and licence limitation can 

be viewed as a series of modulating expectations which parallel investment trends. The 1969 Davis Plan 

also contained provisions for a buy-back programme. As a result, salmon fishing became more concentrated 

and the net worth of the remaining enterprises became immediately more valuable than before. High prices 

for salmon in the early 70's, the emergence of the roe herring fishery, and 'loose' regulation, e.g., for vessel 

replacement rules, contributed to significant new investment buoyed by high future income expectations. 

Coincidentally, these events caused the termination of the buy-back programme due to sharply increasing 

vessel values and limited funds. 

In 1975 a poor harvest aggravated by a fishermen's strike clouded income expectations and investment fell 

off. By 1977 real prices were approaching pre-1975 levels. As well, a comprehensive salmonoid enhancement 

programme (SEP) was implemented and income expectations rose once again. Record high fish sales in 1978 

and 1979 resulted in extraordinary new investment which was followed by ever-stricter vessel regulations. 

Late in the 1979 season however, prices began to fall off sharply. 
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From 1980 to 1982 market demand for salmon and herring fell dramatically as part of the world-wide 

economic malaise. The high income expectations of the late 70's were not realized and consolidation occurred 

with net new investment in 1982 falling below zero. The plight of fishermen during this 'down' period for 

fish prices precipitated the formation of the Pearse Commission in 1981. In recent years fish markets have 

recovered and a new round of high expectations for the future and increased investment is now taking place 

in the commercial fisheries in British Columbia. 

Based on the observations about the past and investment model results, it is clear that if income 

expectations could be 'controlled' then investment would be affected directly. Moreover, the variability 

of income from year to year suggests that income expectations depend heavily on the current period's 

actual income. Accordingly, by controlling current income, income expectations are also affected. To this 

end, a landed value tax, as suggested for controlling intraseasonal decisions, could likewise be an efficient 

mechanism for achieving control of investment decisions. The interrelated nature of the intraseasonal and 

the interseasonal decision processes make this price regulation scheme a natural one in this setting. The 

investment model can be used to quantify the expected impact of this regulation scheme on fishermen's 

investment decisions and the results on these decisions, e.g., on the economic value of their fishing operations 

under various conditions. 

Capital investment in the model is restricted by the classification of investments for tax purposes. Each 

class includes investments which may or may not be directly related to increased fishing power. For example, 

some investments are directed at increasing safety and comfort during the fishing activity. These investments 

may not contribute directly to increased earning power. In fact, such investments may even decay current 

earnings. The rationale for these investments is not explicitly captured in this model. Moreover, under 

current means of accounting for investment, it is impossible to identify the precise designation and use of 

purchased capital. More comprehensive databases are required before this issue can be adequately addressed. 

Limitations on financing possibilities and on the amount of new investment in each period are based on 

empirical information as well as defined policy regulations, e.g., Fisheries Improvement Loans Act. These 

restrictions may not necessarily apply to all fishermen. As well, the investment possibilities available in the 

model are limited. The actual range of financing opportunities both inside and outside the fishery are not 

fully considered here. 

Finally, the investment model is designed for modelling the decisions of fishermen within a particular 

class of capital, e.g., trollers. The consequences of major upgrading investments, for example whereby the 

fishermen moves to a new category of capital are not captured in the current analysis. The move from a 

troller to a salmon seiner for instance takes the fishermen out of one homogeneous investment group and 
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into another which may have different income and future investment characteristics. The approach in this 
analysis is to treat each of these groups separately and to model their within group investment behavior 
only. 

In spite of these shortcomings of the investment model, the empirical results for trollers of the British 
Columbia commercial fishing fleet give an indication that the model can be useful in predicting investment 
trends and potential under varying conditions. As an extension of this model, the investment potential of the 
secondary (processing) sector of the fishery can be similarly examined. The dynamic investment behavior 
also takes place in a related environment where survivability is a primary consideration. To accommodate 
the modelling of the processing sector, data on capital costs, investment possibilities, financing, and net 
operating income would be required. 

6.3 Other Extensions 

The framework of intra and interseasonal decison making models is ultimately designed to provide useful, 
quantitative information to policy makers faced with regulating the fishery. Using the modelling framework 
established here a comprehensive model of the fishery can be sketched. The intraseasonal model could 
theoretically incorporate all important fisheries as decision alternatives available to fishermen throughout 
the season. This would provide results for income from all fishing sources. These aggregate income results 
could then be used as inputs to the interseasonal investment decision model to determine the ongoing 
expected investment of the fishermen under study. This procedure defines an explicit link between the intra 
and the interseasonal decision models. This link is intuitive to the actual decision processes of fishermen 
who explicitly link up their own intraseasonal and interseasonal decisions. An overall picture of the fishery 
could be obtained by weighting and aggregating the different groups of fishermen, e.g., by type of vessel, or 
by behavioral assumptions. In this manner a composite scenario of decision making in the fishery could be 
modelled. 

Finally, the modelling exercise could be extended to include the intraseasonal and interseasonal decisions 
of both the primary (fishing) and the secondary (processing) sectors of the fishery. This linked modelling 
framework has been suggested elsewhere (Silvert(1982)) but has not been developed. Initial considerations 
for this research would be in fisheries which are carried out by specialized fishermen and processors who 
earn the majority of their income from this particular fishery. Examples of fisheries of this kind include the 
northern cod fishery of the Atlantic coast and the scallop fishery off Georges' Bank. 

As an illustration of the findings of this modelling analysis, a landed value tax is suggested as one means 
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of regulating a fishery whose harvesting units are highly sensitive to changes in the price of the resource. 
The models have been presented as vehicles for quantifying the results of rational decision making processes 
under varying conditions including different regulatory schemes. The practicality of this model is in its 
attempt to understand and incorporate the fisherman at the centre of the decison making process affecting 
his/her own destiny in the fishery. The political and social costs of different regulation schemes are not dealt 
with in any way (although it could be argued that model results could be used to quantify these associated 
costs as well). As has been pointed out elsewhere (e.g., Pearse(l982), Kirby(1982)), harsh measures must 
be taken to ensure the continuation and strength of Canada's ocean fisheries within our social fabric. The 
longer we delay, the more difficult it becomes to recoup the loses. This research is motivated by the great 
potential for a healthy and thriving Canadian fishery. 
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