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ABSTRACT

Current and Eemperature_data were acquired in the source
region of. the Somali Current, jointly by the Universities of
Kiel and Miami, as part of the INDEX pilot studies. The data
were acguired over a six-month period (January-July, 1976) which
spans the springtime Monsoon reversal. The experiment and the
data are described in Duing and Schott (1978).

This thesis describes the results of the spectrum analysis
of fluctuations found in data from the experiment's two
southernmost sensor locations. It 1is fdund thaf, once the annual
cycle is removed, most of the wvariance in these current and
temperature records resides in subinertial fluctuations. The
most prominent spectral feature is a 40- to 50-day peak.

This 40- to 50-day period.is coincident with that of the
globél—scale circulation cells found in the tropical atmosphere
by Madden and Julian (1971 and 1972). The analysis of wind
stress and wind stress curl data for the years 1976 and 1979
presented in this thesis ‘indicate that the 40-to 50-day
oscillation was present over the Western Indian Ocean durihg
these years. It is suggested here that wind-forcing excites a
- long coastally trapped wave. To test this idea, a wind-forced
quasi-geostrophic, three-layer model and a reduced-gravity model
incorporating lateral mean current shear are applied to the
Somali Current regime. Model results suggest that the wind

forcing is strong enough to excite the observed current and
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temperature fluctuations.
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I. Introduction

It is now widely appreciated that the tropical atmosphere and
ocean exert an important influence on weather and climate
worldwide. Kerr (1984) notes that
-"It 1is an axiom of meteorology that no part of the
atmosphere stands alone; everything is interconnected.
It 1s a frustration of meteorology that major,
sometimes catastrophic, atmospheric effects arise from
the complex interconnection of numerous, subtle, and
obscure causes. El Nino has recently become a
prominent example of how élusive changes in the ocean
and atmosphere can sometimes lead to dramatic shifts
in. the behavior of the atmosphere, sending abnormal
weather through the entire system.

It now seems that another ‘prominent phenomenon,
whose existence 1long eluded meteorologists and whose
significance is only now becoming apparent, sets the
circulation of the tropics pulsating at a far faster
pace than the irregqular 3- to 8-year recurrence time
of El Niflo. From a satellite's perch, the new
phenomenon appears as a wave of cloudiness that first
develops every 40 to 50 days in the Indian Ocean..."

This 40- to 50-day oscillation 1is the subject of this
thesis. Recently, this oscillation has become the object of

intense meteorological interest since it spreads from its origin



in the Indian Ocean throughout the Pacific Ocean with
meridionally prapagating branches spreading as far off as the
poles. Perhaps most significantly, this 40- to 50-day
oscillation may play a role 1in triggering the onset and
withdrawal of the Indian Monsoon, causing monsoon rains to pause
in midseason. The 40- to ©50-day oscillation has even been
implicated in reshaping the jet stream (via modification of the
monsoon) that plays a central role in North American weather.

The strength of this oscillation in the atmosphere implies
the likelihood of finding it in the ocean. However, it is only
relatively recently that this oscillation has been definitively
identified there (Luther, 1980). Even less work has been done on
the relation between the atmospheric and oceanic 40- to 50-day
oscillations.

In this thesis I will examine the 40- to 50-day
oscillation, in both the atmosphere and the ocean, 1in a very
interesting area, namely, the source region of the Somali
Current. This area forms part of the western boundary of the
Indian Ocean, and is thought to be the source of the 40- to 50-
day oscillation. The area is one of marked 1land-sea contrast,
known to be important in generating monsoons and other
convegtive phenomena. Nearby 1lie the East African Highlands
which profoundly affect the circulation of this region. The
annual revergal of the major Somali Current system must have an

important effect on any oscillations present. I will show that

the properties of the 40- to 50-day oscillation are indeed

unique in this area; most importantly, I identify a 40- to 50-



day signal propagating as a coastal wave that appears to be
driven by fluctuations in the wind stress curl (this is also the
first 1identification of a 40- to 50-day fluctuation in the wind
stress curl).

The plan of the thesis is as follows: 1In Chapter II the
observations of the 40- to 50-day oscillation reported in the
literature to date are reviewed. Relevant meteorological and
oceanographic background informati&n is provided. Chapter III
presents an analysis of oceanographic and meteorological data
collected near the source region of the Somali Current, and
establishes the existence and properties of the 40- to 50-day
oscillation 1in this area. Chapter IV is concerned with relating
the atmospheric and oceanic 40- to 50-day flucuations. Various
models are presented to elucidate this relationship. The results

are summarized in Chapter V.



I1I. Global Properties of 40- to 50-day Oscillation:

A Review of the Literature

I1.1 Introduction

In this chapter I will focus on the global-scale properties
of the 40- to 50-day oscillation in the ocean and atmosphere as
established in the literature to date. '(This contrasts with
Chapter III where I will discuss the properties of the 40- to
50-day oscillation primarily in the locality of the source
region of the Somali Current, presenting an original analysis of
atmospheric and oceanic data acquired in this region).

Since Madden and Julian (1971 and 1972a) announced the
discovery of the 40- to 50-day oscillation in the atmosphere,
éfeat progress has been made in elucidating the properties of
this oscillation. Much less progress has been made toward the
understanding of the origin of the 40- to 50-day oscillation .
It is only relatively recently (Luther, 1980) that the 40- to
50-day oscillation has been positively identified in oceanic
data, and little work has been done on relating this oceanic

oscillation to its atmospheric counterpart.



11.2 Meteorological Background

In the introduction of this thesis I "“emphasized the
importance of the tropical atmosphere to global meteorology. As
Holton (i1979) states:

"...it is the tropics [where] the majority of the
solar energy which drives the atmospheric heat engine
is absorbed by the earth and transferred to the
atmosphere. Therefore, an understanding of the general
circulation of the tropics must be regarded as a

fundamental goal of dynamic meteorology."

This absorbed radiation becomes the energy source for various
instability mechanisms in the tropics. The primary energy source
for these ihStabilities is latent heat release. This is in
contrast to mid-latitude meteorological systems where the
potential energy available to make disturbances grow is provided
by the substantial existing horizontal temperature gradients.
The significance of tr&pical disturbances is illustrated by
the case of Easterly (or African) waves centered at around 16°N.
These waves are generated by barotropic instability of an
easterly thermal wind created by the strong horizontal
temperature gradient over the Sahara in Northern Hemisphere
summer. Propagating westward ffom the zone of origin, these
waves are occasionally the progenitors of tropical storms and
hurricanes in the Western Atlantic. In this section I intend to

focus on these tropical disturbances, and especially those of



40- to 50-day time scale. It is helpful to first discuss the
general circulation of the tropics.

Lau and Lim (1982) note that

"...at least to a first approximation, the tropical
large-scale circulation, 1including the monsoons, can
be regarded as being driven by local heat sinks and

sources..,."

The heat sources create large-scale vertical motion, giving rise
to meridional circulation cells (Hadley cells) and east-west
oriented circulation cells (Walker cells). The heat release is

generally accomplished by conditional instability. That is, a

moist parcel of air rising adiabatically becomes saturated at
some level (cloud base) and gives rise to condensation and the
release of latent heat. This heat warms the parcel, and if the
rate of warming is greater than the lapse rate (rate of change
of ambient temperature), then the parcel will continue to rise
(pseudoadiabatic ascent) and release latent heat, thus
‘ ekperiencing conditional instability.

At the largesﬁ scale, the entire tropics are a heat source,
giving rise to the Hadley circulation illustrated in Fig.II.1.
The area of rising air between 5° to 10°N constitutes the

Intertropical Convergence Zone (ITCZ). Here, large cumulonimbus

clouds ("heat-towers") carry heat from the 1low level of
convergence to the upper troposphere in the wupdrafts of the

cloud core. [This transported heat is then dispersed poleward,
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Fig. II.1'. Meridional plane of a‘Hadley cell (from Brock,1984).

thus satisfying the global heat balance]. The ITCZ appears in
satellite photographs as a series-of cloud clusters with scales
of the order of a few hundred kilometers. These cloud clusters
are associated with weak wave disturbances propagating along the
ITCZ.

The aforementioned 1local heat sources are associated with

monsoon activity. The term "monsoon" 1is, according to Holton



(1979), "commonly used 1in a rather general sense to designate

any seasonally reversing circulation system". Further,

"Most tropical regions are influenced to some extent
by monsoons. However,the most extensive monsoon
circulation by far is the  complex circulation
associated with _thé Indian subcontinent, producing

warm wet summers and cool dry winters."

Monsoon circulation is the result of the contrast of the thermal
properties of land and sea surfaces. The penetration of solar
heating on 1land 1is 1limited (by conduction) to a depth of the
order of one meter. Thus land surfaces have small effective heat
capacities. The ocean, in contrast, is mixed by wind to. depths
of the order of 100 meters and can thus absorb a comparatively
large amount of heat. In summer conditions the 1land becomes
warmer giving rise to vertical advection over the lana with
consequent enhanced cumulus convection and, in turn, the release
of latent heat which causes warming throughout the troposphere.
The situation 1is illustrated in Fig.II.2. The monsoon is thus
driven by diabatic (latent and radiative) heating. In the winter
season the thermal contrast is opposite to that in summer, and
the continents become cool and dry with precipitation found over.
the relatively warm oceans.

Major monsoonal heat sources include the three continents
'straddling the equator, i.e., South America, equatorial Africa

and the "maritime continent" of Borneo and 1Indonesia (Lau and
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Hemisphere summer, while in winter the
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is by far the strongest of the three heat sources. It is in fact
the large thermal contrast between the Borneo-Indonesia heat
source and the immense cold source over northern China and
Siberia which drives the East Asia winter monsoon. These sources
contribute to the Walker circulation, illustrated in Fig.II.3.

Superimposed on the large scale features of the tropical
circulapion are certain distinct classes of disturbances. Before
discussing the properties of the 40- to 50-day oscillation, 1
will now briefly review the information accumulated on other
tropical disturbances. Boyd '(1977), in reviewing equatorial
waves in the atmosphere, considers the existence of 4 modes' to
be well established:

(i) the 40- to'50—day oscillation we are interested in

here. This wave 1is 1identified as a Kelvin mode of

planetary wavenumber s=1 (one wavelength around the

circumference of the earth ¥ 40,000 km).

(1i) tropospheric "5-day" waves? propagating as n=1 (lowest
latitudinally symmetric) mode Rossby waves.

(iii) A stratospheric Kelvin wave with planetary
wavenumber one to two and a period of 10-15 days. |

(iv) A stratospheric mixed Rossby-gravity (Yanai) wave

' Refer to Fig. I1.4 for identification of the equatorial modes
in terms of their dispersive characteristics.

2 The "5-day" waves discussed here are strictly tropical in
nature and are not to be confused with the global-wide 5-day
waves discussed by Madden and Julian, 1972b. The latter are
westward propagating in the tropics with planetary wavenumber
(as defined 1in (i) above) s=1, while the former are easterly
waves with a planetary wavenumber of about s=12.
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by arrows. Note the reversal of pressure gradient with height
responsible for the Walker circulation. (From Bjerknes, 1974).

of planetary wavenumber three to four and a period of
about 5 days.
Boyd does not mention the observation of 3,4, and 5.5 day
oscillations 1in sea-level recérds from the tropical Pacific,
which correspond to the zeroes of the group velocity of the

gravity modes for n=1,2,4. Also, Boyd omits reference to the
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easterly waves (discussed in the introduction to this chapter),
.presumably -because they are not true equatorial waves, being
associated with the ITCZ. The two stratospheric waves have been
identified in the output of a general <circulation model
(Hayashi, 1974) and it is found that they are important in the
geﬁeral circulation: | the Kelvin. waves transport westerly

momentum upward into the stratosphere, resulting in a westerly
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acceleration of the zonal flow; the mixed Rossby-gravity waves
transport sensible heat away from the equator in the
stratosphere, implying an easterly acceleration of the zonal
flow by the induced mean meridional circulatiocn.

Given that the waves exist and may be important, what is
their origin? Boyd (1977) suggests that the stratospheric waves
are not generated by in situ instability, but rather are
generated as by-products of the often vigorous weather of the
tropical troposphere. Thus, understanding tropospheric dynamics
should yield an accounting for all the modes discussed in this

section. Holton (1979), discussing this problem, notes:

"Some tropical disturbances probably originate as
midlatitude béroclinic waves which move equatorward
and gradually assume tropical characteristics.
However, there can be little doubt that most synoptic
scale disturbances in the equatorial zone originate in
situ. Baroclinic instability cannot account for the
bulk of these disturbances because, except in a few
isolated regions such as North Africa and India, the
meridional temperature gradient .is very small. Thus,
there is an insufficient source of available potential
energy to account for the development and maintenance

of equatorial disturbances.”

Holton then goes on to discuss the role of - ‘barotropic
instability 1in generating easterly waves. However, Holton notes

that
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"Since tropical disturbances are observed to. exist in
the absence of strong lateral shear, it is unlikely
that barotropic instability is the. primary energy
source for the maintenance of the waves over most of

the oceanic equatorial zone."

This leaves as the only likely candidate for generating tropical

waves the Conditional Instability of the Second Kind (CISK)

mechanism. The notion of CISK was introduced by Charney (1964)
to explain the growth of hurricanes. Charney noted that
conditional instability is generally (in Holton's (1979)
terminology) "released" on the scale of individual cumulus
clouds, which is too small to account diréctly for the growth of
large | tropical storms.  Thus, Charney suggested that a
cooperative proceés takes place; the cumulus cell supplies heat
energy to drive a (hurricane) depressioﬁ, and the depression
provides low level convergence of moisture to the cell in a
surface Ekman layer. This positive feedback cycle apparently
aécounts for hurricane growth. However, a variation of this
mechanism 1is needed to account for the existence of tropical
waves , since they can exist at the equator while hurricanes
cannot since as Linzden (1974) notes "the effectiveness of Ekman
pumping close to the equator seems dubious." Accordingly,
Lindzen (1974) has formulated a theory of wave-CISK, wherein the
low-level convergence fuelling cumulus convection is provided by
synoptic scale (~1000km) waves. Results of his calculation are

shown in Fig.II1.5. The dispersion curves correctly predict the
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pefiod of 50 days for a zonal wavenumber 1 Kelvin wave. However,
Lindzen showed that the growth rate curves do not single out
either this wavenumber or period, leaving the question of scale

selection open.



I1.3 Properties and Origin of the Atmospheric 40- to 50-day

Oscillation

Kerr (1984) describes the discovery of the atmospheric

. to 50-day oscillation as follows:

"The 40- to 50-day oscillation was the
serendipitous discovery of Roland Madden and - Paul
Julian (1971 and 1972a) of the National Center for
Atmospberic Research (NCAR) in Boulder, Colorado. Not
that it 1is a terribly subtle, difficult to detect
phenomenon that might be swamped by all the other

variability of the atmosphere. Fifteen kilometers over

Canton Island 1in the central Pacific where the east-~

west or zonal wind may vary by 30 kilometers per hour
from season to geason, the 40- to 50-day oscillation
can vary the wind over a range of 90 kilometers per
hour, reversing the wind's direction in the process.
In terms of wind chaﬁges, the oscillation is one-third
to one-half as powerful as the changes accompanying a
good-sized El Niflo event.

The problem with finding the oscillation was that
whenever meteorologists studied a record long enough
to contain a sufficient number of cycles, they usually
worked with ﬁonthly averages that obliterated any sign
of the oscillation. Madden and Julian stumbled on —it
in 1971 while broadening earlier studies of tropical

atmospheric waves having periods of less than 14 days.

17

40~
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They had no trouble tracing its variations in pressure
and zonal wind from the Indian Ocean to the eastern
Pacific and, at least at higher altitudes, all the way
around the globe. They could not find any evidence of
the oscillation extending much beyond 10° north or
"south of the equator, although they presumed such a

strong oscillation must exist beyond the tropics."

Madden and Julian's (1971 and 1972a) analysis of wind and
pressure variations showed the disturbance acts as a center of
intensifying updraft (with corresponding clouds and
precipitation) which propagates eastward from the Indian Ocean
until it eventually dissipates over the eastern Pacific. This
'rising air would 1level off at the troposphere-stratosphere
boundary and eventually fall back toward the lower troposphere,
forming a closed circuit or convection cell (see Fig.II1.6). The
updraft is driven by surface heatipg; Madden and Julian (1972a)
suggest the process is "associated with some sort of a feedback
mechanism as that of sea-surface temperatures and atmospheric
circulation". They were not able'té definitively identify the
mechanism of the 40- to 50-day oscillation .

After this pioneering work, the subject was neglected by
the meteorological community for 8 years. Kerr (1984) notes

that:

"...Explanations for the hiatus vary. Madden and
‘Julian had exhausted the available data. It was only a

tropical phenomenon, at a time when many considered
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Fig. II1.6. Schematic evolution (from top to bot;om) of the 40-
to 50-day oscillation modifying the Walker circulation. (From

Madden and Julian, 1972a).

the weather patterns of the mid-latitudes (where most
meteorological research was done) and the tropics
separate and independent. And fluctuations that were
so much slower than day-to-day variability were not a
hot topic among meteorologists.

In any case, things picked up around 1980.
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Tetsuzo Yasunari (1981) of Kyoto University reported
40- to 50-day fluctuations in cloudiness over the bay
of Bengal and adjacent 'India, prompting Julian and
Madden (1981) to publish some old equatorial
cloudiness data supporting their model of enhanced
convection. Then Klaus Weickmann (1983) of the
Univeréity of Wisconsin at Madison pointed to
satellite observations of 30- to 60-day fluctuations
in tropical cloudiness that tended to propagate
eastward into the central Pacific.

Weickmann also foUnd during some winters the
cloudiness fluctuations were accompanied by
fluctuations in the breadth of jet streams far to the
north over East Asia, the North Pacific, and North
America. John Anderson of the University of 1Illinois
and Richard Rosen (1983) of Atmospheric and
Environmental Research Inc., of Cambridge,
Massachusetts, also found the association of tropical
and mid-latitude oscillations by demonstrating fhat
they work together through their variations in the
zonal wind to slow and speed up the rotation of the

earth by a few tenths of a millisecond."”

Thus, a picture emerges of a tropical oscillation (equatorial
circulation cells) with poleward propagating branches (as
evidenced by Yasunari in the cloudiness fluctuations) which

disturb mid-latitude weather systems (like the jet streams). The
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tropical component with +the poleward propagation has been
modelled by Chang (1977) as a damped equatorial Kelvin wave in
which the phase speed ¢ depends on the damping factor D. This
model explains the poleward phase propagation in the tropics.
This is because the Gaussian trapping factor for -equatorial
Kelvin waves becomes complex when damping is included. Equation

(18) of Chang (1977) takes the form
-By* _ Cr ; ¢
exp(LE )= exp (-4 7 ) e (€4 >*)

Cr+C e+ C,;"L
= enp [~ (2 )T exp ( £S5 57)

where

The phase propagation is quantitétivelylin agreement with the
observations of Madden and.Julian (1972a) (see Fig. 7 in Chang
(1977)). For the phase speed of the 40- to 50—day waves (=10
m/s), one finds yg=1000 km, so that 20° from the equator (72000
km) the wave amplitude is reduced by a factor e *¥50. Thus the
tropical component clearly cannot account for  the large
amplitudes observed by Weickmann far north of the equator.

| Various explanafiéns_ have been advanced for the origin of
the 40- to 50—day oscillation . Yasunari (1981) has explored the
idea of a tropical-subtropical connection at a 40-day period.
Yasunari's observations centered on the Monsoon active-break
cycle. Active periods (heavy rain over India) alternate with
break periods (less rain) at periods of about 40 days (as noted

earlier, this pattern is particularly <clear in cloud
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observations). Yasunari notes that cloud variations over the
equator occur in phase with cloud va;iations in the Southern
Hemisphere (where a near-standing oscillation is dominant from
the equator to 30°S). He sﬁggests that the formation of major
equatorial cloud disturbances over the Indian Ocean is closely
linked with mid-latitude westerly disturbances and/or fronts 1in
the Southern Hemisphere. The equatorial disturbances are in turn

linked to the Indian Monsoon active-break cycles (see Fig.II.7).

Cgld air outbreak over Southern
Hemisphere yields equatorial
disturbances formed at the head
of the cold air mass. India is
dominated by a break condition.

Southern Hemisphere cell
approaching India, equatorial
disturbance moving eastward.

Mayimum rainfall over India,
Southern Hemisphere circulation
changed.

Break condition over India once
more~ cycle starts over with
outhreak from the Southern
Hemisphere.

Fig. II.7. Schematic model of the 40- to ©50-day period
oscillation of the anomalous Hadley circulation. The maximum
stage of the anomalous wind directions are indicated in the
circles. Relatively warm areas are shaded. (From Yasunari,

1981). -
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An expianation emphasizing air-sea interaction has been offered
by Goswami and Shuklia (1984). Their model studies of the global
atmosphere indicate that the Hadley cell may develop
oscillations via its interaction with the sea. Air in the low-
level, return flow toward the equator accumulates moisture from
the ocean, which condenses and helps to drive the «cell's
circulation. The faster the air returns, the more moisture it
Qill accumulate, further enhancing convection - but only up to a
point. The returning air eventually moves through the return leg
too quickly to pick up a full loaa " of moisture, with a
.consequent diminution of convection. The model of this feedback
process predicted the Hadley cell to oscillate with a period of
between 20 and 40 days.

Anderson (1984) also believes the Hadley cell to be the
source of this oscillation, but provides a model, predicting
oscillations of this cell, which does not require the inclusion
of moisture ahd condensafion. In this model, the cell hés a
natural period between 30 and 60 days determined by the time it
takes the cell'sl winds ;ﬁo- carry the momentum added by a
disturbance around the circuit. Neither Hadley cell mechanism
explains why the disturbance propagates to the east. It is
possible that Lindzen's CISK model (presented in the preceeding
section; see Fig.II.5) might account for the . eastward
propagation of 40- to 50-day fluctuations initiated by "ringing"
of the Hadley cell at its natural frequency.

I now conclude this section with a discussion of Murakami,

Nakasawa, and He's (1984) analysis of the 40- to 50-day
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oscillation, which will prove to be very important to the
considerations of Chépter IV. In Fig.II.8 one sees the results

of their analysis of phase propagation of the 40- to 50-day

wPHASE DIFFERENCE 40-DAY 200V

N
1Sy

Fig. 1II1.8. Constant phase contours (in degrees) for the zonal
velocity perturbation at 200 mb and 850 mb in the 1Indian and
western Pacific Oceans (From Murakami, Nakazawa, and He, 1984).

The line AB has been drawn for purposes of wavelength estimation
(see Fig.II.9).

zonal velocity anomaly wover the 1Indian Ocean. The important
result for the work here 1is that the 850 mb perturbations
propagate -Troughly pafallel to the African coast in the Western
Indian Ocean, and that the (northward) propagation starts well

south of the equator. In Fig.II.9 I have plotted the phases
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shown in Fig.II1.8 along line AB, as a function of distance along
line AB, to estabiish the wavelengths of the perturbation. The
estimated slope of the line gives a value of A =3200 km; I will
present an original analysis of data from the Western 1Indian

Ocean in Chapter III which supports this wavelength estimate.
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Fig.II.8.
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11.4 Oceanographic Background

1 noted in Section 1II.2 that much of the tropical
atmospheric circulation is driven by diabatic heating provided
by land-sea temperature contrasts. These contrasts reverse
seasonally and give rise to monsoon variability. The Indian
Ocean, being - completely bounded to the west and north by land,
exhibits perhaps the mést dramatic seasonal variations of any
ocean. Accordingly, I will concentrate in this section on the
Indian Ocean [the material of this section also provides
background for the discussion of the Somali Current region given
in chapter 1III ]. Regarding these monsoonal ;hanges, Duing

(1970) has noted:

Since classical times it has been recognized
that the winds over fhe northern Indian Ocean reverse
semiannually. It 1is a well known fact that the
monsoons were used to great advantage by the Greek
seafarers in the first centuries A.D. in carrying out
their-'extensive Arabian Sea trade with India. From
Arabic documents of the medieval period, however, we
know thét the semiannual reversal of the surface
currents was discovered only in the ninth or tenth
century...

...The periodical reversal of the wind and of the
surface circulation over such an extended area is
outstanding when compared to that of the Atlantic

Ocean or the Pacific Ocean. The large-scale
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circulation in the northern part of the 1Indian Ocean

(north of 20°S) has an eésentially nonstationary

character, whereas the large-scale circulation in the

great Atlantic and Pacific gyres shows an essentially
stationary behavior."

The large-scale, seasonal changes are 1illustrated in
Fig.II.10. The maps marked February typify the Northeast
Monsoon. During this period (Northern Hemisphere winter) the
Northeast Monsoon winds tfaverse the equator to about 3°S,
followed by a belt of doldrums to about 10°S, Further south, the
Southeast Trade winds blow quite steadily throughout the entire
year. This wind system causes a zonal current system, consisting
of the North Easf Monsoon Current north of about 3°S, an
Equatorial Counter Current between 3°S and 10°S and the South
'Equatorial Current south of 10°S. Water carried westward by the
NE Monsoon Current flows southward along Somalia, and
subsequently into the Equatorial Countercurrent located in the
doldrum region. West of the northern tip of Madagascar, the
South Equatorial Current branches into the southward-flowing
Mozambique Current and into the northward flowing East African
Coast Current. Near 2°30'S the East African Coast Current
converges with the southward flowing (weak) Somali Current. This
convergence zone constitutes the root of the equatorial Counter-
current. This zone shifts frdm“year to year; southward flow has

been seen as far south as Zanzibar.

————— e

The maps marked August typify the Southwest Monsoon. Under

these (Northern Hemisphere) summer conditions the belt of
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Fig.II.10. Surface winds (from Duing, 1970) and surface currents
(from Diiing and Schott, 1978) of the monsoon regime of the
Indian Ocean.

doldrums shifts to the north, and north of the equator the winds

have reversed against the winter situation toward the northeast.



30

The Southeast Trades have strengthened and penetrated into
eastern Africa as a strong narrow jet which, blocked by high
ground at its western boundary (the East African Highlands),
curves 1into a southerly direction, across the equator, and then
to a southerly jet which crosses the Arabian Sea flowing toward
India. This 1is the Somali jet (or the East African jet). The
oceanic current system now consists of the South West Monsoon
Current down to about 8°S, and south of it again the South
Equatorial Current. There is no Equatorial Counter Current
during this season. The South Equatorial Current is stronger
owing to the strengthening of the Southeast Trade winds. During
both., seasonal transitions (May and October) a ﬁarrow eastward
equatorial jet develops. This jet is generated by westerly winds
blowing in the equatorial region during the transition periods.
This 1is the only surface current in any ocean which flows
eastward at the equator. The reversal (onset) of the Somali
Current south of the equator occurs about one month before the
onset of the SW Monsoon over the iﬁterior of the northern Indian
Ocean. Leetmaa (1972,1973) argques that this southerly onset is
caused by local winds and a switching action of the East African
Coast Current. Duing and Schott (1978) show that the Somali
Current south of the equator sets in as a rather shallow,
intense, northeastward flow extending only gradually to below
the thermocline. It appears that northwardlflow ‘starts at any
latitude along the Somali Coast a few days after the local wind
possesses a southerly component. Numerical modelling by Cox

(1976) suggests that after the initial, local response the
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arrival of oceanic Rossby waves, generated by the large-scale
(monsoon) wind shift throughout the Indian Ocean, enhances the

current buildup (the Lighthill (1369) mechanism).
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11.5 Properties and Origin of the 40- to 50-day Oceanic

Oscillation

There has been, to date; considerably less observational
work done on the oceanic 40- to 50-day oscillation compared to
that on its atmospheric counterpart. Only recently has the 1link
between the oceanic and atmospheric oscillations been
elucidated. Erikson, Blumenthal, Hayes, and Ripa (1983) have
shown that the oceanic 40- to 50-day oscillation in the Pacific
appears to be generated by zonal wind fluctuations with this
period range. In this section I will briefly review the results
of previous observational programs concerned with the oceanic
40- to 50-day oscillation .

There is little evidence for the existence of the 40- to
50-day oscillation in the Atlantic Ocean. Weisberg, Horigan, and
Colin (1979) found a significant but rather broad-banded peak
centered on 31 days 1in velocity and temperature spectra from
data acquired in the Gulf of Guinea [00°01.1'N, 04°16.0'W].
These fluctuations are, however, probably generated by surface
current instabilities (e.g., see Philander, 1976,1978). There
are, perhaps, two reasons for this lack of eQidence:

(i) The atmospheric 40- to 50-day oscillation is

apparently weak over the Atlantic Ocean;

(ii) Most of the observational programs concent;ating

on the equatorial Atlantic (such as the GATE? experiments)

3 GATE 1is the GARP Atlantic Tropical Experiment, where GARP is
the Global Atmospheric Research Program.



were of relatively short duration and generally

concerned with higher frequency motions.

The existence of the 40- to 50-day 'oscillation in
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the

Pacific Ocean has been established by Luther (1980). In his

Ph.D.

thesis, Luther discusses the oceanic 40- to 50-day

oscillation in some detail and finds:

(i) The atmospheric oscillation exists as an eastward

propagating wave of planetary wavenumber 1 to 2.

(ii) The oceanic oscillation in the tropical Pacific
Ocean 1is eastward propagating with a wavelength of
gbout 11,000 km.

(iiif The 40- to 50-day sea level fluctuations from
stations within 3° of the equator are not coherent
with 40- to 50-day sea level fluctuations outside the
equatorial waveguide.

(iv) Points (ii) and (iii) suggest that the oceanic
oscillation is an equatorial Kelvin wave since the
only other eastward propagating modes (inertia-gravity
waves) would have sea level displacements of about
2x10-%m and would thus be undetectable.

(v) Luther finds the equivalent depth (hy,) for this
wave to correspond to the equivalent depth for the
first baroclinic mode (n=1) in the equatorial Pacific
(h1;.71m implying a phase speed of JGE;= 2.68 m/s).
(vi) The fms amplitude of the sea level deflection

(~2cm) gives a corresponding rms surface zonal current
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of ~8cm/s.

There are observations of the 40- to 50-day oscillation in
the 1Indian Ocean which may be consistent with Kelvin wave
propagation. McPhaden (1981) discusses wind stress, ocean
temperatufe and vélocity time series from the island of Gan
(00°41'Ss, 73°10'E) in the Equatorial Indian Ocean for the period
January 1973 - May 1975. McPhaden concludes that "zonal winds at
periods 30-60 days are highly coherent with zonal currents down
to 100 m" and that "these coherence and phase structures may
indicate the presence of an atmospherically forced‘ oceanic
Kelvin wave similar to that described by Luther (1980)". The
power spectra of the oceanic velocity measurements afe shown 1in
Fig.fI.11. Only the eastward (zonal) velocity component at 0-20m
depth shows evidence of a spectral peak in the 6-12 cpy. (cycles
per vyear) band (30 to 60 days period). This feature 1is
consistent with the notion of an oceanic Kelvin wave being
responsible for the velocity fluctuations (i.e., the meridional
component is very small). The power in this band (at 0-20m
depth) is

10%2cm?s~ 2cpy~ 'xbandwidth

=10%2cm?s- 2cpy- 'x6cpy

=600cm?s~ 2,

The corresponding velocity amplitude in this 30- to 60-day band
is jEEEEETETE ¥ 25cms-'. The implications of this large velocity
will be discussed later. |

Luyten and Roemmich (1982) made current measurements in the

western equatorial Indian Ocean from April 1979 to June 1980.
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Fig.II.11. Power spectra of (a) velocity, and (b) meridional
velocity, measured on the Island of Gan. (From McPhaden, 1982).

Results of these current measurements are summarized in the
spectra of Fig.II.12. Referring to this figure, one can
calculate the power in the 50-day band at the 200 meter depth.
This power for both east (Fig.II.12a) and north (Fig.II.12c)
spectra is |
200cm?s” 2x Awko  (aw is the bandwidth)
=200cm?s-2x3x10"7s"'/1.2x10 65!
= 60cm?s~ 2,
The velocity amplitude corresponding to this power isJEZ)"c—:_n-l_z-gT2 =
— - —Bcm/s. Note that in this case the north and east components of

the velocity are approximately equal , 1implying that the

fluctuations cannot be of a Kelvin wave nature. Reference to
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Fig.II1.12, Power spectra from the Indian Ocean array for:
(a) zonal velocity at 200m,

(b) zonal velocity at 750 m,

(c) meridional velocity at 200m.

(From Luyten and Roemmich, 1982).

Fig.II.4 shows that the fluctuation observed by Luyten and
Roemmich (1982) could still be eastward propagating if it is a

Yanai wave ("0" mode in Fig.Il.4. Near the equator, a Yanai wave
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can have a zonal velocity component only if KT w , that is, the
dispersion relation is approximately that for a Kelvin wave.
Perhaps the most remarkable observation of the oceanic 40-
to 50-day oscillation is that due to Quadfasel and Swallow
(1984). Their investigatipn, consisting of current meter
measurements during 1975 (see Fig.II1.13) and satellite tracking
of buoys during 1976 and 1977 (see Fig.II.14). Their 1975
measurements reveal fluctuations with a 50-day period having an
amplitude of 20cm/s at depths down to 506m (site "188" in
Fig.II.13) and surface values of 45cm/s ! By way of comparison,
the strongest current fluctuations seen in the 1976 Somali
Current program were about 10cm/s at a depth of 125m (see
Chapter 1III), at least a factor of two weaker than the currents
observed by Quadfasel and Swallow. In addition to these 1975
observations, the authors have found 50-day variability of the
South Equatorial Current 1in the tracks of satellite—tracked
drifters in the interior of the Indian Ocean (see Fig.II.14)
during the 1976-77 program. Evidence is presented to show that
the fluctuations exhibit westward wavelike propagation (with
A =400km in the 1975 experiment, A=1100km in the 1976-77
observations). The detection of these strong oscillations is
potentially very significant in that:
(i) The westward propagating waves, upon running into
the coast, could leak eﬁergy into the coastal
waveguide, and these (shear and topographic) modes
'could be -responsible for the fluctuations 1in the

Somali Current observations discussed in Chapter III.
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Fig.II.13. The area of Quadfasel's and Swallow's 1975
observations. Sites 188 and 189 are positions of moored current
meters. (Redrawn from Quadfasel and Swallow, 1984).

(ii) Such strong current oscillations at 50-days have

only been observed in the Southern Hemisphere.

This could be indirect evidence for the Southern Hemisphere
origin of the atmospheric 40- to 50-day oscillations , discussed
in section II (the 1idea of "cold surges" in the Southern

Hemisphere modulating the tropical circulation).
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Fig.II.14. Meandering of satellite-tracked buoys in the South
Equatorial Current during 1976 and 1977. The wavelength of the
meanders (1000 to 1300km) corresponds to about a ~ 50-day
oscillation at the average drift speed of the buoys. (From
Quadfasel and Swallow ,1984).

A possible explanation for the strength of the noted
current fluctuations 1lies in the material presented in the
meteorological observations discussed in Chapter 1II. It was
noted that the tropical component of the 40- to 50-day
» oscillation can be modelled as an equatorial Kelvin wave (Madden
and Julian, 1971; Chang, 1977). That is, the zonal velocity of
the Qind (u) satisfies

3.)

u = u,e _ (I11.1)
where y, is the width of the gaussian envelope estimated by
Chang to be about 1000km (Section(II.3)). Thus the zonal wind

stress is given by
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(x = = 2
N )-.—_ P Aar Co u = Par Co Yo exp [:"2(‘%) ] ( )
11,2
2
=7, exp [-2(£)]
(C, is a drag coefficient, To= pge Cou2 )
Thus the wind stress curl is given by
carl,T = "9_":_@) (no meridional component of T )
dY :
- 4 Z—,_ Ty expP [—1(%0) ]
Yoo
(11.3)

- Gtz ), (2) exp[alZ)]

where (curl T ) = 47T /yq
Note that relatively weak (10cm/s) curent fluctuations are
observed off the Kenyan Coast at y=yg=250km (see Chapter III).
Denoting the strength of the wind stress curl at this point by

Cs, I find .

(<ur’z£€)° ZE Q"P["(Z,o ] Cs (I11.4)
. o (Ys\*T = 2590 ~
Since exp[ l(—yi;)] = exp E"(/ooo) ] =1, one has
(cuf/z’c”)oz Yo cg x4 Cy (11.5)
. ~ )/‘
Arbitrarily setting Cs=1,'I now plot the theoretical wind stress

curl (Equation (II.3)) as a function of latitude in Fig.II.15a.
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Fig.II.15. The theoretical wind stress curl specified by
equation(I1.3) for (a) yo=1000km, and (b) y,=2000km.

—————

Note that the peak wind stress curl value occurs at y/y,=0.5

(about 5°S) and at this peak the curl 1is more than twice as
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strong as it is at the point of observation (ys). Further, if I
take -yo =2000km (possibly not inconsistent with the rough

estimate of y, provided by Chang), then

(carly@), = Yo g ¥ 8C

Vs (11.6)

and Fig.1I1.15b results. Now, the peak occurs closer to y/y5=1A
(about 10°S) with a strength of over 5 times the value off
Kenya. Wind stress curl strengths of this magnitude might
exblain the strikingly large oceanic current fluctuations (up to
45cm/s) observed by Quadfasel and Swallow. Further, with
Vo=2000km, the belt of peak wind stress curl lies at about the
same latitude as the strong current oscillations observed by
Quadfasel and Swallow.

In the next chapter I will examine some equatorial
measurements which support the idea that an atmospherically
forced equatorial Kelvin wave gives rise to observed current and
sea-level fluctuations. The extremely energetic disturbances
seen by Quadfasel and Swallow could be the ultimaté source of
the equatorial oséillation via a leakage from the westward
propagating South Equatorial Current oscillations into the
coastal waveguide, from where the coastal oscillations leak into
the equatorial waveguide. I will discuss this notion in more
detail later.

- Another set of observations which, however, cannot be

explained by an equatorial Kelvin wave model are those due to
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(1979).

Hayes

north Pacific Ocean

meters

Fig.II.

30m
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observed benthic currents in the tropical

(see Fig.II.16). He found that current

above the bottom (at depths of about 2500 fathoms)

8°27'N, 150°49'w

1M°42'N, 138°24'W 14°38'N,125°29'w

11 km

16. Locations

e s — e — — .

of moored current meters in the troplcal

Pacific Ocean with nearby bathymetry. Contours are in fathoms.
(From Hayes,

1979).

detected a near 50-day oscillation strong enough that "...low

frequency

fluctuations dominated all the records. These

fluctuations had dominant periods for the meridional component

of two months

at all sites...". Specifically, relatively little

50-day energy was found at site A, while 50-day fluctuations of

2 to 3cm/s

amplitude

were found in the meridional component of
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the velocity at sites B, C, with the zonal velocity component at
50-days very weak. Since the 50-day fluctuations are found in
mid-ocean well outside the equatorial waveguide. (which Luther
estimates to be about 3° wide) dynamics other than Kelvin wave
must be invoked to explain these observations. I will return to

this point in Chapter IV,
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III. The 40- to 50-day Oscillation in the Source Region

of the Somali Current during 1976 and 1979

III.1 Introduction

In this chapter the emphasis changes from global-scale to
an examination of the oceanic and atmospheric 40- to 50-day
oscillations near the source region of the Somali Current (2°S,
42°E), This region has been of 1longstanding interest to
oceanographers due to the annual reversal of the Somali Current
(and thus considerakble amounts of data have been gathefed
there). From the point of view of a study of the 40- to 50-day
oscillation, this region is also of great interest. For example,
the Western 1Indian Ocean is a region of strong land-sea
contrast, which is important in driving monsoons and other
convective phenomena. The 1Indian Ocean and/or the Western
Pacific Ocean are thought to be the origin of the 40- to 50-day
oscillation, so it is impoftant to determine what happens to the
oscillation on the western boundary of the Indian Ocean. A large
mountain range which 1lies near the east coast of Africa (the
East African Highlands) 1is known to profoundly affect the
general atmospheric circulation of the region and iikely also
affects the atmospheric 40- to 50-day oscillation in this
region. The coast itself must modify the propagation of any
oceanic 40- to 50-day fluctuations here, making an analysis of
oceanic déta from this region distinct from the earlier work. In

previous studies, the 40- to 50-day oscillation has been



examined in "unbounded", mid-ocean equatorial regions.
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I1I11.2 The 40- to 50-day Oscillation

over the Western Indian Ocean

during 1976 and 1979

In this section I will present new evidence of the 40- to
50-day atmospheric oscillation. This evidence comes from an
analysis of data contained 1in Fernandez-Partagas and ‘Dﬁing
(1977), and Fernandez-Partagas, Samuels and Schott (1980). The
1977 report contains one hundred three-day surface wind maps, as
shown in Fig.III.i, extending from January to October 1976.
These wind maps were compiled primarily from wind reports from
ships (on record at the U.S. National Climatic Center,
Asheville, North Carolina), and were supplemented with. coastal
and island station reports. The Western Indian Ocean is best
covered, due to the presence of tanker lanes off the Africah
Coast. The maps were compiled to aid in the understanding of the
oceanic Monsoon processes, as represented by data accumulated in
various INDEX studies. The analysis presented in this thesis is
motivated by the observation of the 40- to 50-day oscillations
in the 'Somali Current in its source region (3°S,41°E) during
1976. Accordingly, Southern Hemisphere wind data were analyzed
on the grid (points A,B,C,D,E) shown in Fig.III.1. The 1980
report contains ninety three-day wind stress maps (covering
January to September 1979) which were analyzed at different
spatial locations (see points A',B',....H' in Fig.III.2). 1In
both cases I will analyze the zonal and meridional components of

the wind stress. The spectra are calculated via the maximum
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Fig.III.1. Sample surface wind map from Fernandez-Partagas and
Diing (1977). Isotachs are in knots.

likelihood technique, as is discussed in Appendix I.

The grid (A,B,C,D,E) in Fig.III.1 was used to calculate the

zonal and meridional components of the wind stress at each of

the points A, B, C, D, E and the curl of the wind stress (and
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Fig.I11.2. Sample surface wind stress map from Fernandez-
Partagas, Samuels and Schott (1980). Arrows indicate the wind
stress at each point on the 2° grid; the wind stress magnitudes
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its spectrum) at the point E. The wind stress curl calculation
is based on a finite difference approximation on the grid
A,B,C,D,E specified by the formula

) O Go)
T-;B- LD) t’A = L

ABD AAC.

~~~

cur'/2 E =
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)
where T%

is the x-component of the wind stress at- point A,
etc., Ogp is the separation between points B and D, and &,
is the separation between the points A and €. Time series of the
zonal and meridional stress components for the point E are shown
in Fig.I1II.3a,b. The long period.trends (seasonal or Monsoonal
effects) are removed via a spline-fit routine, and the resulting
de-trended time series are analyzed. The corresponding spectra
are shown in Fig.III.4a,b. The only major peak in the zonal wind
stress is at 60 days, which roughly corresponds to the 40- to
50-day oscillation found by Madden and Julian (1971, 1§§2a). As
expected there is no significant 60-day energy in the spectrum
of the meridional component of the wind stress. I find the same
results at eaéh of the points A, B, C, D; that is, a strong peak
near 60 days for the zonal component with little ér no energy at
this time scale in the meridional component of the wind stress.
The wind stress curl also shows a strong peak in this same'
frequency regime (Fig.III.5). Madden and Julian (1971) present
evidence of a modulation in the amplitude of the 40- to 50-day
oscillation with a noticeable 1increase in amplitude (in
Fig.III.6) in January to April of the years 1961, 1962, and
1964. I have investigated this possibility by low passing the
zonal stress and stress curl records (with a cutoff period of 25
days). The results, shown in Fig.III.7, do indicate the presence
of a modulation; this is particularly evident in the low-passed
wind stress curl record during days 100 to 200.

I have also analyzed the 1979 data, 1illustrated in

Fig.III.2. Initially, I analysed data on the grid A', B', C', D'
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(of Fig.III.2), in a similar spatial region as the grid in

Fig.III.1.

However,

it proves difficult to obtain good zonal
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spectra in this region, because the wind blow 1is almost

meridional during
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large parts of the record, and when the wind
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Fig.II1.5. Autospectrum of the curl of the wina_ stress
calculated about point E. The spectral density is in units of
10-'%(N/m3) 2 /cpd.

is near north, there seems to be a tendency té ‘round out the
direction to zero degrees (due north). That is, angles of zero
degrees are over-represented in the record, resulting in large
"flat spots" in the zonal wind stress record; Good zonal records
can, however, be obtained in more northern regions, where the
wind almost always has a strong zonal component. Accordingly, I
analyzed the stress components at the points E', F', G', H' of
Fig.II1.2 (which are still relatively near the equator). The
resulting spectra are shown in Fig.III.8a,b,c,d for points E'
and H'. The 40- to 50-day oscillation now appears somewhat more

broad-banded, but it still dominates the zonal spectra.
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Fig.III1.6. Zonal wind and station pressure from Canton Island
treated with a 47-day band pass filter. (From Madden and Julian,
1971).

Surprisingly, I find a strong meridional component of the stress
at point'E'; there is little or no meridional energy evident af
point H'., In fact, I find that the meridional component
generally weakens in comparison to the zonal component as one
moves eastward from station to station along the 1line E'-H'.
This may indicate a deflection or distortion of the cells near
the East African Highlands, which are known to affect profoundly
the general atmospheric circulatibn in this region. In
Fig.I11.8(d), one sees a strong peak centered on 11 déys period.
This may be the oscillation described by Krishnamurti et al.
(1985) as "a 10 to 20 day westward propagating wave....noted to
influence monsoon activity". Finally, I examine the low-passed
record of the zonal wind stress component from theipoint H', in

Fig.II1I1.9. I note that there is again an amplitude modulation

——ie

during days 100 to 200.

In conclusion, the 40- to 50-day oscillations discovered by
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(b) As in (a), except for the meridional component.
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(c) Autospectrum of the zonal component of the wind stress at
point H'. Units as in (a).
(d) As in (c), except for the meridional component.
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Fig.III.9. Low passed zonal wind stress record from point-H'.

o

Madden and Julian (primarily in atmospheric data from the
equatorial Pacific Ocean region for years from 1957 to 1967)
were also present in the zonal wind stresses over the Western

Indian Ocean in the years 1976 and 1979.



59

III.3 Fluctuations of the Western Indian Ocean

The world's oceans exhibit fluctuations of their
characterizing fields on a wide variety of time scales. One of
the most significant signals 1is that on the interannual time
scale. The variations so described tend to be quasiperiodic in
nature. For example, the Southern Oscillation-El Nifo phenomenon
is marked by unusually high sea-surface temperatures and
rainfall and unusually weak tradewinds over the tropical Pacific
Ocean, recurring ét 2 to 10 year intervals. Annual variations of
oceanic fields are prominent in Monsoonal regions, particularly
the 1Indian Ocean. Fluctuations at shorter time scales are often
described by relation to the 1local inertial frequency. At
periods 1longer than inertial, one has subinertial fluctuations,
which often propagate as waves of the second class (depending on
rotation for their existence). At periods shorter than inertial,
one has superinertial flﬁctuations, which often propagate as
waves of the first class (not dependent upon rotation for their
existence). In this chapter I will analyze variations of western
Indian Ocean fields on wannual, subinertial and superinertial
timescales, with emphasis on the 40- to 50-day (subinertial)
fluctuations. The discussion of the annual variations will be
general, largely based on the oceanographic literature. The
analysis of the subinertial and superinertial fluctuations will
be based on the observations of Duing énd Schott (1978) in the
source region of the Somali Current.

Duing and Schott (1978) made extensive current and
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temperature measurements in a region centered at 3°S and 41°E
(see Fig.I11.10) and extending over a six-month period (January-
July, 1976) which spans the springtime monsoon reversal. During
this period the large-scale (monsoon) winds change from
northeast to southwest and the intense northward flowing Somali
Current 1is formed (see Fig.III.12 below). The data used in this
study were obtained from the southern moorings K1 and K2
(Fig.III.10); the mooring details are given in Table 1. A
summary of the current measurements from these two moorings is
given in Fig.III.11 in the form of stick diagrams, which were
obtained from daily averages.

The stations K1 and K2 represent quite different regimes

for three reasons:

1) The bathymetry changes considerably in going
northward from K1 to K2. For example, Fig.(III.10)
reveals a much greater bottom slope at K2.

2) The Coriolis parameter at K1 is about 50%
larger than at K2,

3) The mean flow conditions at the two stations
differ considerably (see Fig.III.11). Station K1 is
located at the northern end of the northward-flowing
East African Coast Current, which is relatively steady
throughout the six-month observation period. At K2 on
the other hand, the current is weak and variable (that
is, the fluctuations are comparable to the mean) up to
the middle of April. After this, in response to the

Monsoon reversal, the near-surface, northward-flowing



Table 1 Details about moorings and instrument performance

(from Diiing and Schott, 1978)

Mooring Position and Mooring Instrument depths (m) Pressure
identification water depth Deployed Recovered Mean Min/Max. Yes/No Malfunctions
(1976)
K1 = 3°58.1'S Jan 11 June 21 180 159/264 yes rotor lost on March 13
= 40°20.0'E 235 ' no none
z = 885m 445 - no vane broken on May 1
K2 = 2°46.5'S Jan 11 July 8 125 124/128 yes none
= 41°1.3"E 176 yes none
z = 286nm 261 : no none

9
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Fig.III1.10. Mooring array off Kenya from mid-January to mid-
July, 1976 (from Dliing and Schott, 1978).

Somali Current is formed (see Fig.III.12).

Apparent in the stick diagrams of Fig.ITI.11 are
flucfﬁations with time scales shorter than the seasonal
variations. Autospectra of the current fluctuations show that
most of the-—variance- is at subinertial frequencies, with
distinctive peaks at around 50 and 17 days. The analysis of the

wind stress data contained in Fernandez-Partagas and Duing
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26tm

Fig.III.11. Vector time series of currents at locations K2 and
K1. Vectors point in direction of flow with north upward.
Average depth and standard deviation of individal sensors are
indicated. For cases where the speed 1is missing an asterisk
indicates that the values are obtained from regression with
speed record at level below (from DUing and Schott, 1978).

(1977) indicates that the 50-day oceanic signal 1is probably

forced by wind fluctuations of this time scale (see

Fig.(III.1)).
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NM - Northeast Monsoon Current
SE - South Equatorial Current

Mo = Mozambique Current

SM = Southwest Monsoon Current
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Fig.I1I1.12. Schematic ~distribution of surface currents in the
western Indian Ocean during both monsoons and related
nomenclature (from Diiing and Schott, 1978).

Fluctuations in the Somali Current During 1976

In this section I will describe the fluctuations referred
to in the introduction to this chapter (see Fig.III.11). I am
primarily concerned with the 40f to 50-day fluctuations, but
will briefly discuss the subinertial 17-day oscillation as well
as the 3- to 5-day (subinertial) fluctuations. The discussion to
follow will be based on an analysis that employs filtering and

spectral techniques. The filtering 1is accomplished in a

conventional manner, viz., using a Butterworth filter (see e.qg.

Kanasewich, 1977). Because the records are short, maximum
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likelihood has been used in the spectral analysis; the merits of

this technique are discussed in Appendix I.

Description of the Data

The current and temperature data were acquired jointly by
the Universities of Kiel and Miami, as part of the INDEX pilot
studies. A description of the (1976) experiment 1is found in
Duing and Schott (1978).

The current and temperature data from moorings K1 and K2
supplied to the author were half-daily means which were
interpolated from low-passed data (in which tidal energy was
removed). The K1 records analyzed started on January 15 (1976)
and extended to June 18 (1976), yielding approximately a 5-month
time span. The records from K2 started January 16 and extended
to July 3. Note, ho&ever, that some current records from K1 are
truncated due to rotor malfunction (see Table 1). The rotor loss
at  the top sensor of K1 was due to a "high speed burst" of
current that induced sufficient mooring tilt to lift the rotor
out of its bearings. Thus, at K1, the possibilities for
comprehensive data analysis are limited, not only due .to data
loss, but also due to contamination of the records by the burst
and its transient effects. In fact, the burst appears in ‘the

longshore current at all sensor depths, caﬁsing a sudden
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temperature drop at each sensor; only the offshore component of

the current was wunaffected by the burst. In the discussion to

follow, I will concentrate on the data from station K2,

Physical Situation at K1 and K2

Stations K1 and K2 span an area known as the source region
of the Somali Current. The climatic mean surface current field
near K1 and K2 is shown 1in Fig.III.12. During the Northeast
Monsoon (February in Fig.III.12), K1 is in the zone of the East
African Coast Current, which has a strong northward flow
throughout the observation period. During this period, station
K2 is near the convergence zone of the East African Coast
Current and the southward flowing Somali Current. However, after
the transition to the Southwest Monsoon (August in Fig.III.12)
the flow at both stations becomes part of the strong, northward
flowing Somali Cuérent system. |

The analysis of the 1976 records shows that the deep flow
at K1 is weaker than the surface flow, but is always northward
in direction. The deep ‘flow at K2 is, however, somewhat more
complicated. In Fig.III.13 one sees that the longshore mean flow
at K2 1is always northeast at the top sensor, occasionally
southwest at the middle sensor, and almost steadily southwest at

the bottom sensor. Fig.III.14 shows this southwest flow



67

80
]
"

CM/5)
60.
|

(
a0,
|

VELOCITY
20..
=
=

0.

-20.

0 20 40 G0 71 Mﬁé fD]F:?gS] 120 140 160 180

i b

%”x/ th MWW” \‘*

>f“\ ﬂvvwdy U&‘Vv.%

! ? I T T T T T T T ]

g 20 20 60 _ 80 ]OQ 120 140 160 180
, TIME (DAYS)

O C

z Qf Wi bl 1

:DﬁﬁW'M_V / MW% : VMAVWWMﬂ/

120 140 160 180

Fig.III.13. (a) The 1longshore velocity record from the top
sensor of station K2. The dashed line represents a spline-fit to
the mean current.

(b) As in (a), except for the middle sensor at K2.

(c) As in (a), except for the bottom sensor at K2. Note that the
vertical scale is one-quarter that in (a).

condition to be typical of the deep flows near K2 (we see a

reversal in the profile at about 250m, which is similar in depth
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. Fig.III.14. Current profiles . (left) and 1lateral distribution
(right) of the deep flows at site B, a station not far from K2.
Each consecutive profile has been shifted by 60 cm/s .to the
right of the previous profile. The data were collected during
INDE? (1979). (From Leetmaa, Rossby, Saunders, and Wilson,
1880).

to the bottom sensor of K2). It is suggested here that the deep
southwest flow 1is topographically deflected seaward before
reaching Ki. One sees in Fig.IIi.15 that station K2 is near the
shelf break; the flow at the upper sensor is characteristic of
the continental shelf regime (northeast flow), while the flow at
the bottom sensor seems to represent the shelf/slope‘jflow
regime. An idealized impression of the situation is given in
Fig.III.16.

I will return to these considerations in Chapter IV when

model parameter fitting is discussed.
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' Fig.III.16. A conceptual model of the mean flow near station K2
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Fig.III.17. Autospectrum of the temperature fluctuations at the
top sensor of station K1. The spectral density is in units of
(°C)?/cpd.

Fluctuations at K1

At the beginning of Section 2, I noted that the "high speed
burst" at K1 in early March caused data loss and complicates the
data interpretation. Thus, although I find spectral evidence for
low?frequency fluctuations (in a 30- to 75-day band; see
Fig,III1.17), it is not clear whether or not these low-frequency
oscillations are just transients associated with the burst. To
clarify matters, it is useful to examine the low-passed (again
using a Butterworth filter) temperature and current records.

Fig.I1I1I1.18a,b,c,d,e,f shows the low-passed (cutoff period of 25
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Fig.III1.18. (a) Low-passed 1longshore velocity record from the
top sensor at station Ki. The time of the high speed burst is
indicated by an arrow.

(b) As in (a), except for the middle sensor at Ki
(c) As in (a), except for the bottom sensor at Ki

days) 1longshore velocity and temperature records. The longshore

velocity records (Fig.III.18a,b,c) show evidence of a 1long
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Fig.III.18 (cont.).

(d) Low-passed temperature record from the top sensor at station
K1. The time of high speed burst is indicated by an arrow.

(e) As in (d), except for the middle sensor at K1,

(f) As in (d), except for the bottom sensor at Ki1.

period fluctuation before the high-speed burst (which occurs
after about 50 days have elapsed from the start of the record).

The oscillations are best seen in the records from the middle
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and bottom sensors which both show about a 4 cm/s amplitude with
no apparent phase shift between these sensors. The low-passed
temperature records clearly show a constancy of phase with depth
in the pre-burst fluctuations. These fluctuations may be wind-
induced; the strong iongshore velocity fluctuations seen at the
bottom sensor (at a depth of 445m) indicate a barotropic
response. The relatively weak current shear at station K1 may
allow this apparent barotropic response, in contrast té the
situation at station K2 where the current shear is stronger and

the response is definitely not barotropic.
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Fluctuations at K2

Evidence for a 40- to 50-day oscillation is most clearly
found in the K2 temperature spectra (Fig.III.19a,b,c). These
spectra are calculated over the first 150 days of the 170 day
records (150 days yields a spectral band centered on 50 days).
This figure shows that the temperature records have their
variance concentrated at low frequencies: the dominant spectral
peaks occur at periods of 38 days, 50 days and 50 days in the
records of the top, middle and bottom sensors, respectively. [I
will refer to the low-frequency peak, defined in frequency only
approximately, as the 40- to 50-day peak].

To aid in interpretation of these low-frequency
fluctuations, it 1is helpful to examine the low-passed versibﬁs
of the records under consideration. The 1low-passed temperature
time series are shown in Fig.II1I.20a,b,c for each sensor depth
at station K2. The low-frequency temperature fluctuations are
apparently quite transient at the top sensor; the lower two
sensors show a comparatively steady low-frequency record. The
bottom sensor shows four peaks over an approximate 150-day span,
implying an average 50-day period for the fluctuations.

One expects the low-frequency temperature fluctuations to
be related to any low-frequency velocity fluctuations present;
td this end I now examine the low-passed 1longshore velocity
records (Fig.II1I.2ta,b,c). At the top sensor, the longshore
velocity record, wunlike the correéponding temperature record,

initially shows little low-frequency fluctuation, with a rapid
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Fig.I11.19. (a) Autospectrum of the temperature fluctuations at

the top sensor of station K2. The spectral density is in units
of (°C)?/cpd. .

(b) As in (a), except for the middle sensor at K2.

(c) As in (a), except for the bottom sensor at K2. Note that the
vertical scale is about-one=sixth that in (a).

build up of low-frequency energy about 50 days into the record.

.0
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Fig.III1.20. (a) Low-passed temperature record from the top
sensor at station K2. i

(b) As in (a), except for the middle sensor at K2.
(c) As in (a), except for the bottom sensor at K2.

The middle and bottom sensors show a rapid increase in low-
frequency variance at considerably later times. The power
spectrum of tﬁe longshore velocity fluctuations at the top
sensor (Fig.III.22a, calculated over the same 150-day segment as
the temperature fluctuations, shows a strong 40- to 50-day peak;

The 40- to 50-day peak also appears in the spectra of the 1last
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Fig.III.21. (a) Low-passed longshore velocity record from the
top sensor at station K2.

(b) As in (a) , except for the middle sensor at K2.

(c) as in (a), except for the bottom sensor at K2. Note that the
scale is one-fifth that in (a).

100 days of the lower two longshore velocity records
(Fig.I11.22b,c).

Apparent in Fig.II11.22a is evidence for fluctuations at a
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Fig.II1I.22. (a) Autospectrum of longshore velocity fluctuations
at the top sensor of station K2. The spectral density is in
units of (cm/s)?/cpd. _

(b) As in (a), except for the middle sensor at K2. Note that the
vertical scale is twice that in (a). The spectrum was calculated
over the last one hundred days of the record.

(c) As in (a), except for the bottom sensor at K2. Note that the
vertical scale 1is one-thirtieth that in (a). The spectrum was
calculated over the last one hundred days of the record.

period of 4 days. These oscillations would be superinertial at
the latitude of K2, where the inertial period ‘is 10.3 days.

- Schott and Quadfasel (1982) have found evidence for the



79

existence of 3- to 5-day oscillations at stations several
hundred kilometers n§rth of K2 (about 5°N). The authors.suggest
that these oscillations are due to barotropic instability of the
mean current. One also sees in Fig.III.22a an additional
prominent low-freguency peak at about 17 days. This peak also
seems to be present in the spectrum of the top sensor
temperature fluctuations (Fig.III.19a), and it appears clearly
in the band-passed (12.5 .to 25 days) top sensor longshore

velocity records (Fig.III.23). These fluctuations have been
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Fig.III.23. Band-passed (12.5 to 25 days) longshore velocity
record from the top sensor at station K2,

observed by Schumann (1981) at various sites off the Natal coast
(see Fig.III.24). As shown in Fig.III.25, the 17-day }signal is
strongly coherent, for the temperature and offshore velocity
fields, between stations along the coast. The signal also shows
strong coherence between the longshore wind velocity and the

of fshore current velocity. Schumann also shows that the 17-day
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.Fig.III.24. Location of measurement sites for Schumann's Natal
experiment.(From Schumann, 1981).

winds exhibit .seasonality, with the spectralvenérgy of 174day
fluctuation decreasing from the April to September segment
analysed to the October to AFebruary segment analysed. This
seasonality of the wind energy at t17-days may account for the
transient nature of the oscillation seen in Fig.III.23 (note
that oscillation is strongest in the months from April to June).
The 17-day oscillation has been found in other midlatitude wind
analyses; see Speth and Madden (1973). Apparently,. little is

known about this oscillation in the tropics; Fig.III.4 of this
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Fig.III.25. (a) Coherency and phase spectra between measurements
made at moorings off Port Edward and Southbroom (see
Fig.III.24). Solid line indicates longshore current components,
dashed 1line indicates offshore current, components, and dotted
line indicates temperature.

(b) Coherency and phase spectra between the longshore wind
measured at Louis Botha airport and the longshore current (solid
line) and the offshore current (dotted 1line) measured at
Richard's Bay. (From Schumann, 1981).

thesis suggests that the oscillation 1is not present in the
tropical atmosphere® (over the Western Indian Ocean) and thus
that the oceanic signal must have propagated northward off the
coast of Natal.

Of the offshore velocity spectra, only that of the top

% Madden (1978) has shown that the latitudinal structure of the
atmospheric 16-day oscillation shows 1little energy at low
latitudes (see Fig.III.26). :
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Fig.I11.26. Amplitude of Hough functions (HY ,H} ) versus
latitude and the measured amplitude of a 16-day wave at 100 mb.
(From Madden , 1978).

sensor's record shows any energy near 50 days (the 1lowest
frequency peak in Fig.III1.27 at 30 days). If one examines the
low-passed record from this sensor (Fig.II1.28), one sees a
striking similarity of the record to that of the 1longshore
fluctuations (Fig.III.21a). Specifically, after about 50 days
the records show high (visual) correlation with 1little phase
difference. These facts seem to indicate a highly rectilinear
oscillation, directed somewhat eastward of the chosen axis (the
longshore oscillations have about twice the amplitude of the

of fshore oscillations).

Comparison of Fluctuations at K2 and K1,

If one compares Fig.III1.19d,e,f with Fig.IIl1.21a,b,c one
sees a strong resemblance in low frequency temperature

fluctuations in the time interval prior to the high speed burst



83

Q

o [ f I | |
0.2 0.4 0.6 0.8 1.0 -

L FREQUENCY (CPD) L
Fig.III.27. Autospectrum of the offshore velocity fluctuations
at the top sensor of station K2. The spectral density is in
units of (ecm/s)?/cpd. S
W

—

O

]

(CM/S
5.
1

VELOCTTY
-5. 0.
|

|

~-10.

-15.

T l T 1 T 1 T 1
20 60 80 100 120 140 160 180

TIME (DAYS) )
Fig.IT1.28. Low passed offshore. velocity record from the top
sensor of station K2.

O

e

(around day 50) at Ki1. To obtain a crude estimate of the
longshore wavelength one can compare the phase of the
fluctuations at the top sensor of K1 with the phaée of the

fluctuations at the mid-sensor of K2 since they are at similar
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depths (180m wvs. 176m). The large peak at K1 (prior to the
burst) occurs about five days earlier than the corresponding
peak at K2, If this represents a delay due to wave propagation
(from K1 to K2), a phase speed of (154km/5days) = 30km/day (K1
is about 154 km from K2) is implied. This phase speed estimate
corresponds to a wavelength of (50 daysx30km/day)=1500km, which

has a large uncertainty, being based on one cycle of data.
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IIT1.4 Summary

In Chapters II and III I have presented the body of
information regarding the 40- to 50-day.oscillation. The review
of the literature (Chapter 1I) showed the atmospheric
oscillation to be global in nature. The tropical component,
propagating eastward with planetary wavenumber 1, and modulating
the Walker cell, is connected to a midlatitude compbnent.by
poleward propagating fluctuations. While there is relatively
little information in the literature on the oceanic 40- to 50-
day oscillation, it has been suggested that the oscillation
propagates as an equatorial Kelvin wave (confined to within 3°
of the equator) in the Pacific Ocean and probably also in the
Indian Ocean.

The contribution of this thesis, as described in this
chapter, has been to show the existence of the 40- to 50-day
fluctuations 1in an interesting and important region, namely the
source of the Somali Current. It is important that the existence
of the oscillation be shown there, since that region is on the
western boundary of the Indian Ocean, which is thought to be the
source: of the (eastward propagating) fluctuations. It may be
that the land-sea contrast in this area 1is necessary for
generating the fluctuations, and indeed the strength of the
fluctuations, as established in this chapter, may lend credence
to this notion. The nearby East African Highlands are known to
havé an important influeﬁce on the atmospheric circulation over

the Western Indian Ocean, and appropriately, I noted in Chapter
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II and showed 1in this chapter that the 40- to 50-day
fluctuations propagate parallel to the coast (and this mountain
range). The most impbrtant contribution of this thesis regarding
the atmospheric 40- to 50-day oscillation, is the demonstration,
for the first time, of its existence in wind stress curl data.
The wind stress curl is very important since it is the forcing
term for oceanic low-frequency motions. I will make extensive
use of the wind stress curl analysis in Chapter 1IV.

The analyéis of the oceanic data has established, for the
first time, the existence of the 40- to 50-day fluctuationvas a
coastal equatorial phenomenon. Further, some evidence has been
presented which indicates that this oscillation travels along
the coast toward the equator. I have .shown that large
fluctuations exist in the oceanic temperature field (of the
order of 2°C). This is an important observation in that air-sea
interaction 1is thought to play an important role in the
generation of the 40- to 50-day oscillations, via heat exchange

(see Chapter 1V).
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IV. The Oceanic Response to Atmospheric Forcing

IV,.1. Introduction

The preceding chapters have presented considerable evidence
which shows that:

(i) An oséillation of 40- to 50-days period exists in the
atmosphere over a ‘wide meridional belt of the tropics, being
weak or undetectable only over the Atlantic.

(ii.) An oscillation of 40- to 50-days period exists in
both the tropical Indian and Pacific Oceans.

These points suggest that there is a relation between the
atmospheric and oceanic 40- to 50-day oscillations. It is
possible that: ‘(i.) the atmosphere drives the ocean, (ii.) the
ocean drives the atmosphere, or (iii.) the osciliatidn is due to
an ocean-atmosphere feedback. I will examine the first
possibility in some detail in this chapter by presenting some
specific wind-driven models of equatoriél and coastal
circulation and applying these models to the observations
discussed earlier. In Appendix III mechanisms (ii.) and '(iii.)
are briefly discussed.

The time-dependent modelling of an atmospherically forced
ocean has a long history. For example, Vgronis and Stommel
(1956) 1looked at the mid-latitude oceanic response to time-
harmonic atmospheric forcing. Lafge scales were also examined in
Lighthill's (1969) treatment of the response of the -Indian Ocean

to seasonal variations of the wind stess. At intermediate
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scales, atmospherically generated continental shelf waves have
been predicted and detectea. To properly model the response of
the ocean to the 40- to 50- day atmospheric oscillations one
should employ the full nonlinear Navier-Stokes equations for a
rotating stratified, fluid. However, such a treatment is beyond
the scope of this thesis. To make the general problem tractable
the most important features of the dynamics will be modelled
separately. Thus, two models will be wused to calculate the
response of the ocean on the largest scale, and in these models
variations of the coriolis parameter will be included.
Specifically, the basin and equatorial Kelvin wave responses tb
the global-scale atmospheric circulation cells wili' be
calculated. Next, the effects of a strong horizontal mean
current shear will determined via a reduced gravity model of the
upper-layer , where current shears are strongest. The vertical
structure of the response will then be determined with a quasi-
geostrophic three-layer model (now ignoring horizontal
variations). In all cases the problems will be treated as

linear.

Preliminary Considerations

Before I proceed té introduce models of the atmospherically
driven ocean, it is useful to determine the relevant length,
time, and amplitude scales associated-with the fluctuations. The
most important problem 1is to explain the magnitude of the

observed oceanic fluctuations. That is, one must first establish
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that wind forcing can account for the strength of the oceanic
oscillations before attemting to explain details of the
observations. Accordingly, I will now examine the fundamental
scales for velocity and temperature:

There are two natural scales for the wind-driven current
velocity ,V (see, e.g., Pond and Pickard, 1978):

( . .
(i.) an Ekman scale v_= < ) (1v.1a)

== T
(ii.) a Sverdrup scale Y/ = ‘C“"JZ < , (Iv.1b)
pPHA
The maximum values of ZkL.B dyne/cm?, curl, T =6x10-% N/m3 are
obtained from Fig.(III.7a,b) and with |Jf|=10-% s-' (at about
2.5°s), /32:2x10“‘m“s", H~100m, one finds from (IV.1) the

maximum response of response averaged over the wind mixed layer

(upper 100 meters) is

VE'z3 cm/s, V23 cm/s ' (1v.2)
In section (III.3a) it was shown that much larger velocities
than this (up to 10 cm/s) were found at depths considerably
greater than 100m. This fact suggests that direct wind forcing
(i.e., an Ekman or Sverdrup response can account for only a
small part of thé observed 40- to 50-day current velocities. If
the oceanic signal 1is wind-driven, then a mechanism must be
invoked to explain the enhancement of the response over direct

forcing scales; e.g., a wave-resonance mechanism,
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Siméle scaling arguments allow one to account for the
temperature fluctuations with direct wind forcing; i.e., without
resort to wave models. The 1initial temperature fluctuation
amplitudes at station K2 are shown in the second column of Table
2. From the second and third columns, the fluctations are seen
to vary roughly as the mean temperature gradients do. This
suggests that the fluctations are induced by a relatively depth-
independent (over 125-251 m) vertical velocity. This is based on
the assumption that the temperature fluctuations (T') are
related to the mean temperature gradient‘(%;.) and the isotherm

displacement (7 ) by T'= oT . The information in Table 2
527%

allows one to calculate an estimate for 7i:
N < /0m . ' (1v.3)

A low-frequency wave off the equator will approximately satisfy
the geostrophic eguations for a reduced gravity model (i.e., as
in Pedlosky, 1979,.equatioﬁ(3.12.4), the time variations are
much slower than the inertial frequency so that an approximate

geostrophic balance holds throughout the fluid)

-fFv = -9’77x (1v.4a)

:Fu = —8,727 . (IV.4b)

(the equations are vertically averaged over the upper

mixed layer; g' is the reduced gravity).



Table 2. Initial temperature fluctuations at K2.

Mean temperature

Fluctuation gradient
Sensor Amplitude _ (see Figs.IV.13, IV,.16)
1 2z=125m 0.9°C 0.1°C/m
2 z=176 m 0.75°C ' 0.07°C/m

3 2=261 m 0.35°C 0.03°C/m
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Thus a scale for the interfacial displacement at the base of the

mixed layer due to a quasi-geostrophic wave would be

£V, . fFUL, (IV.5)
-_—
N N
where U,V are scales for the x,y components of the velocity and
L, and L, are length scales for the x;y directions. Duiing and
Schott (1976) give 100 km as the scale width of the Somali
- Current, thus I take L, =100 km. In Chapter II I deduced a
longshore wavelength for the 40- to 50- day oscillations of 3200
km (see Fig.II.9). Thus, I take 3200/27m km as L, . From section

I111.3, one finds that approximate depth averaged values for U, V

" are
V=5 cm/s U~ 1 cm/s (Iv.6)

Thus one finds, using g'~ 2.5x10"2ms"2, |f|=7x10 65"

Nwave = 1.5m ‘ (1v.7)

Since this is much less than the 10m displacement required (see
IV.3), one must now look at an Ekman pumping model. From the
Ekman and continuity equations integrated over the wind forced
layer, viz.,

=)

-fv = J’—ﬁ- | (1v.8a)
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- _ T (1V.8b)
Uy + Vy = l_“l- 7y . (1v.8¢c)

(774 evaluated at the layer bottom)

one can easily show

cur‘lg E

£T

Ny = (assuming f=constant) (1v.9)
The Ekman balance specified by (IV.8a,b) is valid, as Pedlosy
(1979, p.176) notes, when the layer under consideration is
homogeneous (allowing separarion of Ekman and geostrophic
velocities) as is approximately the case for the wind-mixed
layer. Using Fig. (III.7b) one finds maximum wind stress curl
amplitudes of about 6x10-% Nt/m3. Thus equation (IV.9) gives

(with f=-7x 10-¢ s-' and ~P==103kg/m3)

jn| = CE%J
w

~5m for a 50-day oscillation (1v.10)
Thus the Ekman pumping model accounts for the order of magnitude
of the temperature fluctuations. It is now helpful to compare
the time histories of the temperature field (Fig. I1I1I1.20a,b,c)
with that of the wind stress curl (Fig.III.7b). First note that
the temperature time series at the top two sensors are very much

alike, except that the peak near 140 days is suppressed at the
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upper sensor., The response at the upper sensor may be
complicated by dynamical effects other than the Ekman pumping
discussed above (I will return to this briefly in section IV.6).
Thus, the second sensor represents the "purest" response to the
wind stress curl. Accordingly, the two time series are plotted
together in Fig. IV.1. The striking similarity of the two series
lends credence to the simple Ekman pumping model and establishes
the role of the atmosphere in forcing the ocean at 40- to 50-
days.

In the remainder of this chapter I will look at three
simple models of the oceanic response to a 40- to 50-day
oscillation of the wind field. As noted in the introduction to
this chapter, one expects the atmosphere to drive a basin-wide
response as well as creating localized responses where restoring
forces are concentrated (in this case forces due to mean current
shears and bottom topography). First, the response of the ocean
to the global-scale circulation cells will be examined. Next,
two models will be employed to analyze the response of the

coastal ocean strictly in the region of interest.
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IV.3 Response of the Eguatorial Ocean to the Global-Scale

Circulation Cells: Generation of Eguatorial Kelvin Waves.

In section II.3 , it was shown that the 40- to 50-day
oscillation of the atmosphere has a tropical component which
propagates throughout the 1Indian and Pacific Oceans as a
(planetary wavenumber 1) equatorial Kelvin wave . In section
I1.5 it was shown that the oceanic 40- to 50-day oscillation
propagates throughout the Pacific (and possibily the Indian
Ocean) as a first baroclinic mode equatorial Kelvin wave with
equivalent depth h, =.71 m. It 1is interesting, then, to see
whether the atmospheric (global-scale) circulation cells can
deliver sufficient forcing to account for the oéeanic
observations. The analysis will utilize the estimates of the
wind stress curl f;om Chapter III to establish the stength of
the forcing.

From the momentum equations for an Kelvin wave .on an
equatorial plane (invoking an equatorial plane results in an
error of only 14% even at 30° north or south latitude, according

to Gill, 1982, p.434)

-Px 1 JT
: — + — —— .
Uy 5 F 33 (Iv.11a)
PByu= -Py 4L OEO) (IV.11b)
Nz S o=

one forms the vorticity equation-

s
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- = 13 ) (Iv.12)
ey /5Y“4x :j;b_i_.(cur%'\'

which involves the known forcing function curl,T . One must
project this forcing function conto the vertical and horizontal
eigenmodes. Following Luther. (1980), the equivalent depth is
based on a constant Brunt-Vaisala frequeﬁcy ocean  (of
N=0.0023s"'). Luther finds the 40-to 50-day Kelvin wave to be
fifst baroclinic mode in nature. This first baroclinic mode (of
a constant N ocean ) has depth dependence given by the function
cos(m z/H)exp(-N2z/2g) . For N2~ 5x10"¢ 52 the factor exp(-
N?z/2g) is approximately equal to 1 over the entire depth of

is given by

about 2500m. Thus the projected forcing Frtective

Ty

l_f_o 2 (curkZ) cos(T2) da

92
F—e-acfc.a}':ve. = f < o

[7 cos™(Z2) 4

o]
[ j COSl_TI_i.)Az = .’j_ ]
- H 2

Since curl, T exists only over the shallow mixed layer of depth
A

(Iv.13) .

dM , Wwhere dM<<H, one has

o :

0 L Tz
curlz T cos(£=) 4

-y OZ2 ~ (H ) =

R

[+

j 9o cur/zgdi »

_AO% (1v.14)
M

i

— Cuf‘l [
- Z”V)swumcs

This latter function curgﬁﬂ
= SFc.

(<uv’/2£ )o )’Zo-' exp ["l(%):.] e ot

was given in equation(I1.5) as
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iwt :
where periodic forcing ( € ) has been asssumed. Thus,

_ 2lcurly, T) Sa (XY oiwt
F-e:f'fe:c‘l"uve._~ __Cf._HZ ° ;2 exp[ 3-( )’0>J <

Now , for a Kelvin wave of the first  baroclinic mode (of

equivalent depth h )

U= Uy e e * (IV.15)

so that equation(IV.12) becomes

3 2
(KX ~wt -
e°(x )ea@@§Y Uo

..2(.5;)1 ‘_w'é
= -2 (—eurlz:g)o e e ‘ : T (IV.16)

wJ
Re My (@:;)Ji - k)

I now project the function exp[-2(y/y,)?] onto the latitudinal
structure function for the first baroclinic mode by calculating

the projection coefficient a, so that the effective forcing is
-~ 2

L
. (qhy)™
-l(..ai(_cur-lz,&;)oe 259 e

Rp Hys (Gryt- k)

cwit

The projection coefficient a, is given by

o0 - ﬁ . - _)_'_ 2
j‘ e 75‘),1)1' 71 e 1()'-:) C‘Y -
-00 .

G = «®©  -p£ y* -~ L yr .
j ezcjn_ok e 2(ehat’ dy

L -~ 1.4 (for }’o:’OOOkm) :

TR~
.(ﬁ* 8 )L

fon
>
5
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If one now Fourier transforms (IV.16) zonally, and with

W k¢ . (
k) = j_m_““’— dx , (IV.17)
and o L K
Fl) = [ (carkz), € Tdx (1v.18)
-0
one has
-24 (k)
Ul = ZHQ’- | f — . (1V.19)
Rpiys (@E)!‘—K)

The Fourier inversion of (IV.19) yields

«0 () R X :
—-2ia Fk) e
Ug = - J. = dk (1v.20)
B Hys 2T '“(gmt ".<>

It was noted earlier in this section‘that Luther finds the 40-
to 50~ day oscillation to 'propagate eastward at planetary
wavenumber s=1 or 2, with s=1 dominating (Madden and Julian
(1971) find s=1), where s=(40,000km/29 )k (40,000 km is roughly
the circumference of the earth). Thus, one might assume F(s) has
a gaussian structure (a standard model for spectral line shapes)
with halfwidth at s=2 (see Fig. IV.2). Thus, I assume

—n2 (s-1)"
) = Fo e | | (1v.21)

To estimate the magnitude of u, friction is introduced since the
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100

,':‘(S) = F;) exp[—lnlfs—l\)—z]

HALF’WID‘TH
[ Fs)= Fo /2]

'Fig.IV.2. The gaussian
equation(IVv.21).

distribution of amplitude specified by
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denominator in the integral of equation (IV.20) 1is zero when

k= LU/% .This 1is done 1in an approximate manner so as not to
“h
unduly complicate the model. With friction , becomes complex

’

i.e.,

w —> w‘,-i-i.c.ué

where w,  represents the frictional terms. Vertical friction is

represented by a vertical eddy diffusion coefficient, A, , and
horizontal friction by a horizontal eddy diffusion coefficient,
A, . Dimensionally, one requires an inverse time for the

friction term ;. For the horizontal friction write
A ,
w; = —\¢
L.)h (3;\1)1 Ah (1v.22)

and for the vertical friction write

L'“i_)z = ﬁi a ( g= ve.r**".a:l ! /§n3‘H’) (I1v.23)
SH scale .

If one desires vertical friction to be represented by a bottom

drag one chooses (see section (IV.6)) <S=55,<Mw=,/2§2. In LeBlond

and Mysak (1978), estimates are given for bounds on A, given by

TR "2 £ {A;.‘ < 106 mﬁ/:

Sy
and bounds on A, given by

- k] . -2
3x10 " ™4 4/42 < 2%/0 mT/
Thus the ranges for ww; are: |

- -1
-9 -
1o 7st< wi)h< /10 S

- - -7 _.
ex1077 g7t < w-g)z< 10" s
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One may now (somewhat arbitrarly)® choose an intermediate value

of ;= 5x10"%m?/s. Equation(IV.20) is then

( 'kx
“o = H v, 27
' - -
ﬂ{f Yo m[(j‘u)% (3)" {]
An estimate of the magnitude lu;fis given by
o - v
] o 2% J Fu<)  dk ( |
Upl X e ' Iv.24
. H y a7 > w z :
BrHys 'Q’J ((3;\43“9: k) (‘3‘,‘1)%)

The integral has a value of about 17 N/m?, so that with a4=1.4,

A =2x10°'' m~'s"' , one finds

Ju,l =~ 16cm/s
This amplitude is sufficient to explain Luther's observed value
of 8 cm/s. If the friction coefficient is made ten times larger

the response drops to about 5 cm/s, still close to the observed

SEddy coefficients tend to increase with the scale of
phenomenon. Thus , I expect the horizontal coefficient to be
large because the horizontal scale is large (~1000 km) but not
too large since the strong gradient of planetary vorticity near
the equator will tend to inhibit horizontal-mixing. The vertical
coefficient should tend toward the large end of the range since
I am concerned with bottom fricition where stratification is
weak.
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strength. If the friction coefficient is decreased by a factor
of ten the response increases to about 27cm/s, which |is
comparable to the strength observed by McPhaden in the Indian
Ocean (about 25 cm/s). Thus, a link is established between the
equatorial oceanic 40- to 50- day fluctuations and the global-
scale atmospheric circulation cells first described by Madden

and Julian (1972a).
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IV.4 The Basin Response

Two sets of observations have established significant non-
coastal and off-equatorial (outside . the equatorial waveguide)
fluctuations at 40- to 50-days: Hayes' (1979) observations and
Duing and Schott's (1978) Somali Current observations. I now
wish to try and explain these observations in terms of a basin-
wide forced model. That 1is, I will 1look at the barotropic
response  of the whole 1Indian Ocean to the global-scale
atmospheric circulation <cells in the hope that a western-
intensified .response will be sufficiently strong to account for
these oceanic oscillations. I use Duing's (1970) model of the
Indian Ocean basin with peripdic forcing (he examined the annual
response ; I will specify ;a. 50-day period ). The model is
illustrated in Fig.IV.3. This model is limited in that only the
depth averaged (barotropic) responses are calculated. However,
it is interesting to find the strength of the oceanic responses
on the largest scalés; that is, throughout the extent of a large
oceanic basin and throughout the depth of the ocean (Hayes'
observations were made near the bottom of the Pacific).

Following Duing I prdceed from the vertically averaged

equations of motion:

o — N(_X) '
>G v =-LoP U + &

2 - FfV = — K y

2 _Je 75 FH (I1v.25a)
— . —9)

AV L 4T =-L0OF kv o+ & (I1V.25b)
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where U=i%£:axdz is the verticzally ayeraged (barotropic)v X-
component of the velocity, V, P are the corresponding averaged
quantities, k is the bottom friction coefficient , and ‘t@% oadd
are the x and y components of the wind stress } reSpecfively.
Pedlosky (1979, p.238) notes that homogeneous models generally
adequately reproduce the horizontal motioné of 1large-scale
oceanic circulation. Using the assumption of nondivergent flow
(perhaps the most serious restriction for an equatorial model),

a stream function <~ is introduced

"\/—:}ﬁ"_* L‘ :‘DC'L* (1v.26)
ox Y

and cross differentiation of (IV.25) leads to
 wry* 40 ke s curluT Joy (1v.27)
ot /‘%()x B i )

I assume the forcing to be periodic with frequency w=2T/5,puys,

and accordingly I write

cwt
$¥ (x,y,8) = #0)e . (1v.28)

From equation (II.5) I note that

C.uf/zg = Qur/z t)o ,;_o exP[—Z(\/Zo)LJ ecuu‘f.

(the x-dependence of the forcing is small since the wavelength

of the global-scale oscillation is about 40,000 km). Thus the
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governing dynamics are described by

_1QQL

e (1v.29)

I~

, 2 d4 _ (curlyT),
(k‘f(.kﬂ)v#—*'ﬂa_x" '——}—I_‘_'yo

with corresponding boundary conditions (dictated by the no flow

condition through the basin walls)
%(0,y) = ¢ (B,x)= 4(x,-L) =4, =0  (1v.30)

I now decompose the forcing into a Fourier series:

- = 2
(curly B _1{1‘_’)— 3 i [ PTCrL) (1v.31)
<ol T), & = (curly &), 2_ansim| T ‘

)’ ° n=1 L
where

L -1(1')1 ~
- ¥ Y% . n 1l (y+L)J d
K= Jj 706 Sm"[_—_—lL y (I1v.32)

The solution 1is now the sum of the responses to each Fourier
component of the forcing (since this is a linear problem). Thus

I find (using equation 29 , page 39 of Diiing, 1970)

q — LL(C &Jf‘lzz )°
T H (ki)

X A
i an, [‘ea'x(e’\"e;’i)+g'\" (1-e 4B) _1] (1V.33)

n?* e’\a.B_ ef\.B

n=1
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where /{1,1:-2“_'/2_1+c R a=kﬁq , <= nZZTL _ .
Numerical computation shows that a, ~decreases approximately as
1/n , so that the factor a,/n? causes the sum to converge
rapidly (5 terms are used to obtain the results that follow).
The sums (IV.31) are calculated and thé results displayed
in Fig.IV.4 . I have used a friction coefficient of k=10-7 g~
in these computations , which is in the mid-range of reasonable
values suggested by Diiing (parameter sensitivity studies
indicate that the maximum response amplitudes are not too
sensitive to the value of k , changing by a factor of 2 with a
ten-fold variation of k). The results shown are both the stream
function and the velocity magnitude (U2+V2)1{z for three different
times{ at t=0, t=(T74)(1/x), and t=(T/2)(1/s). The units for the
streamfunction plots (IV.4a,c,e) are m?/s and 10-' cm/s for the
velocity magnitudes (1v.4b,qd,f). The cellular . patterns
characterizing the stream function (IV.4a,c,e) shift from
completely anti-symmetric at t=0 to fully symmetric at
t=(%/2)(1/w ). Many cells are also evident in the velocity
magnitude plots (IV.4b,d,f) , with maximum velocities of 2 cm/s
evident in the westernmost cells . This maximum velocity is too
small to account for the Somali Current observations at stations
Kt and K2, These results may , howevef , be useful in explaining
the observations of Hayes (1979) if the model can be applied to
the Pacific. Examination of Fig.IV.5 shows that the region of
Hayes' observations is roughly bounded by a basin formed by the
Line 1Islands and East Pacific Rise on one side and the Americas

on the other (the basin is about 6000 km long). If the model was
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applied here the results might éxplain the observation of 40- to
50-day energy at.great depths. Hayes finds (see Fig.10, Table 1
of Hayes, 1979) meridional current oscillations near the bottom
of the Pacific at sites B and C (see Fig.IV.5) with an
approximate 2-month period and a strength of about 2 cm/s. There
is much 1less 2-month energy at site A, The meridional
orientation of the oscillations 1is unusual but fits with the
basin model results where the strongest velocities are
meridional. The basin model also predicts that 2 to 3 cm/s
current oscillations can exist in the very deep ocean. The 1low
amplitudes found at site A might indicate that this point is in
" the frictional boundary layer which would associated with the

westward intensified currents.

——————
—————
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Fig.IV.5. Ocean ridges near sites A,B,C of Hayes' program.

(Adapted from King, 1962).
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IV.5 Upper Layer Dynamics

In this section I will examine the dynamics of a surface
layer (i.e., a reduced-gravity model) forced by a 50-day wind
oscillation in the coastal region. Specifically, in this section
I will ignore coupling of the wind-driven layer to the deeper
ocean (it will be shown that the rotational Froude number
characterizing interlayer coupling is small). I will show, using
Lee's (1975) forced solution of the Niiler-Mysak (1971) model,
that the wavegquide constituted by the Somali Current with
lateral  current shear reéponds te a 50-day atmospheric
oscillation with more than sufficient strength . to account for
the observed current oscillations. |

I start with the momentum and conservation of mass
equations integrated over the surface layer.which rests on fluid
of slightly greater density below. Under these conditions a
reduced gravity model applies (see Gill, 1982, pp.121,122) and

the relevant equations are:

~(x)
/ (™
%u—fv=-s b +J';,T," (1v.34a)
D "h Caby
= - + —
2 v +£ u 3 "y T A (IV.34b)
Uy* Vy = HL 2—5 (IV.34c)

where x,y are the coordinates -aligned with the current (and are

thus not north-south), so that f= B x+ Py ¥
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( By =0£/3x%, Z)= 0f/5y)

H is the mean layer thickness (about 100m)
h is the total layer thickness (=H+layer perturbation)

g' =4fg, with &¢ being the density difference between the

top éﬁd bottom layers.
I wiil now show that the dynamics are essentially non-divergent;
that 1is, the right hand side of (IV.34c) is negligible. The
motions may be regarded as horizontally nondiVergent if
(Lee,1975) the time scale of the motion is large compared to
L/Jg'H or equivalently, s L/Jg'H<<1 (this  parameter is
effectively»a rotational Froude number). If one chooses L as the
current width, which Duing and Schott (1578) give as 100 km, and
with (W corresponding to a 50-day oscillation (w™=10"%s-') one
finds L»L/I§T§¢:O.1<<1. Thus, the motions may be regarded as
horizontally nondivergent and from this it follows that
interlayer coupling is weak. Next, linearization 1is performed

according to
u-u, vaV(x)+v

where V(x) is the mean flow , possessing lateral shear, and then

form the vorticity equation

(gi"’ %}-?*“Vxx*ﬁ(x)u*ﬁb)v— curf, T /f/-l - (1Vv.35)

[ 3% vu-uy]



118

From the data presented in Chapter III I now wish to estimate
the size of various restoring force terms, that is all the terms
balancing the term, 5;*‘V’-—) 3 , in equation(IV.35). The

relevant scales are

=0 (o.01m/s)

v =0 (01 m/s) (1V.36)

~oaxpot et s
/3(u<) ) /‘5(7) ~

(for a 45° inclination of the coastal waveguide ,B¢)
and /%) are equal)
To estimate the size of V, and Vix » 1 assume the mean flow to
a have a half-sine profile of width 100 km, i.e.,

V(x)=1(m/s)sin(f x/100km). Thus,

— 51~ T
— co
V x = [ookm I Ml <0 IoOkm)
and
- T \* . TT X 3
= i1m Sm
xx { OO Km /S (' 0 Kna

I thus choose as a scale for V,,
-9 -2 -1
V= O (1077 m s )

The estimates of the strength &f the restoring force terms can

now be completed: Coa

v - - - 44 _a
Vi = Olootms 187 mts) =0 10 s )

/D)(x) u s O(leo' ”m.'S_I' O.01 ”‘/5520(2)( ,5‘3S‘1) (1v.37)

BV = O Caxic o !s™. IO.'m/5> =Q (ax to'n'.su'l)


file:///tOOkml
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One might note that the above argument is particularly sensitive
to the valué of the current width chosen since this quantity is
squared in the estimate of the term Vy, . In fact the width of
the Somali Current is variable. Leetmaa (1973) finds a current
width of 200 km in late April of 1971 based on direct current
measurements across the Somali Current a£ 2°S. Howéver, af this
time the current in the upper layer has a strenth of about 2m/s
(the width tends to increase with the current strength) so that
even in this case the term uV,, is still about two and a half
times stronger than the next largest term /BO)V. Thus, the
dominant restoring force term is uVyx so the effective balance

becomes

o) v + V. = curly T
(a—t +V %3? “ V. | T /pH | (1v.38)

This equation obviously ignores variations of f despite the
fact that one is near the equator. The scaling that eliminated
/3 (variation of f} is in no way a "gimmick". The restoring
force provided by the horizontal shear allows the waves to
traverse a waveguide extending from 10°S to 10°N (at the peak
strength of the Somali Current ). One should emphasize that this
waveguide crosses the equator with minimal leakage (see section
(1v.7)). 1In contrast, waves depending on f for their restoring
Aforces will leak into the equatorial waveguide and little energy
will cross the equator (Anderson, 1981).

I now wish to introduce a streamfunction ( % ) defined by
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T
/-/u- AT/- ) \ 3% ) | (1v.39)
(H is assumed constant),
This procedure is justified since the motions have been shown to
be effectively horizontally nondivergent.
Equation(IV.38) now becomes
(-—+\/__)V 4 — \/XXL-_—~QW/25; . (1v.40)
ay £
I will approach this problem via a model due to Niiler and
Mysak (1971), whose forced solution was given by Lee (1975)¢.
The model 1is illustrated in Fig.IV.6. The term Vyx 1in
equation(IV.40) now vanishes except at the discontinuites in

V' (x) (at x=L,2L). Thus equation(IV.40) yields
<__+v Q)v =l curl, T (1v.4a1)

in the regions 0<x<L, L<x<2L, x>2L.
In studying forced models it is often necessary to include the
effects of friction, since, without friction, - response
amplitudes become infinite when the naturél frequency of the
driven system corresponds to the driving frequency (resonance

condition) . Here, I will include a simple interlayer drag that

e

¢ Lee 1included the role of instability in the growth of forced

waves. In the situation considered here, the waves are stable.



Fig.IV.6. The upper layer dynamics model.

122
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requires no major modification of the governing dynamics
(equation(IV.41)). With- this drag the primitive momentum

equations are

2 1) i T
((E*'Vs)u +fv+Ru= Px+}—- (1v.42a)
(b_ “"L)meu + Ry = ~py * T0) (I1V.42b)
3y Ay JD

where R 1is the drag coefficient which is related to a
nondimensional drag coefficient (C ) by the equation (see p.145
in section 1IV.6)

— C.’.“L*Vs
H

where Vg 1is a velocity scale.

With the inclusion of friction equation(IV.42) becomes

o)
Sz TRV § )V ¢-fcur2 T

. (Iv.43)
For the purposes of the - calculation here I take (see p.145
below) C: =3x10-%, Equation (IV.43) is wvalid in each of the
regions marked 1,2,3. The required boundary condition at the

coastal edge of region 1 is

i
O

¢, (0, y,2) (IV.44)
since the coast must be a streamline. Matching conditions at x=L
and x=2L are required . There the mass transport perpendicular

to the coast and the surface displacements (pressure) must be
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continuous (the matching condition for pressure can be found by
integrating equation(IV.40) across a discontinuity in mean

current velocity). These conditions may be expressed,

respectively, as

{49} =0 ot x=L,L

. (IV.45)
L {4} = glx) 46 ]
and
> v I dV -
i (& +R+ 07) =+ G—‘-r_.:)‘P}_ O
(1v.46)

In addition one requires that < be bounded as x—> o . Before

proceeding, the equations are nondimensionalized as follows:
| ¥
— X — = =
x=Lx*, y=Ly* ¢=gt

V=V, VY (T9,29) =5 (e TY) v

- T L X

z =

G

Then equation(IV.43) (after dropping the asterisks) becomes

) -3 2 .
((;_“"R‘*'\Vé—y)v ¢ = curl, T (I1vV.48)
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where A= NJ/fL is the Rossby number and the

nondimensional friction and forcing terms are given by

= R
Q)Nondiw\cns',anql /d:
(1v.49)
cuf‘/z :(:) = i'; Cuflit
Nond mensiona | ’C’D ~ *
The boundary and matching conditions are
¢(o,y2) = O
+ +
{ q'(i))')t)}_ = {q'(z)‘/ﬂf)} =0
- (I1v.50)
- - -+
(4 +R+IVA ) _ (a4 AdV ) _
For the model in Fig. IV.6 one has
X O< x<L 1
V& = Ja-x 1% x%2 . (IV.51)
O x> 2

I will now look for plane wave solutions of the problem.
For a forcing function that representé a plane wave travelling
parallel to the coast (see Chapter II), it follows that

((ky ~ewt)
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(assuming the wind forcing 1is constant in the x-direction).

Thus, I look for corresponding solutions of the form

G (x,y,8) = %o e s (IV.53)

With these specifications equations (IV.48) and (IV.50) give

_ __ O . -
(w-iR ‘/\Vk) ( Ox* "1"‘) = <G (IV.54a)
. NN PEYRY t_
{Lw-c/?—/\\lk)s;‘ +k (¢~ > 4% =0 (I1V.54b)

o at x=1,2
with <& now a funétion Af x,k, and w, i.e., <%=:44xjgu9 . In
Lee ({975) . these equations are solved for the model specified
. by equation(IV.51). Lee proceeds as follows:
Denote the solutions of equation(IV.54) in region i by
4/2 . It is possible to find particular solutions  of
equation(IV,54) that satisfy
4,,(0kw) = dyp 1,k =4, (4,ke)

(1V.55)
S Y k) = 4y (2,k6) = O

and which are bounded as x—= 00 . They are given by

B |
. _ (‘ Co ]n}\k S‘hk[k(i_g)] éf
Yypukw) = —5 | ° ( [w-iR-AKkVE)]

¥ sinh(kf)
; K(q-x S dg ] ~ (1V.56a)
+ sinh(k(e )Jj;[u-LQ—kXU@ﬂ ,
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LR
_ ¢ <o . (%= S'A"\l'\(kg) »
qu (x, kyw) = o sinh [(x 1)]~L [w-iR-AKVE)] § (IV.56b)

ctnad [ _smhLkE-9T e
+ Sn’\h[l_(( 2)]J1[Q—LR"\'<VG)J ]

4/_?;‘:-(’()!(:"") = -cCq QXPE’.'{kICx-2>] . (1v.56¢)

° [:cosk [ka-z)] - s‘mk[ka-z):]] + (Coexp E"lkl(x’l):‘ /wkl

Now the solutions of equation(IV.54) that are continuous at x=1

and x=2 are
Uy (xke) = Alko) siahkx + 4y (%, kw) (1V.57a)

L/z (x, k)ou)z A( k,u)s‘:nkkx +BU<)‘-°) S}nh[kCX~i)J

(1v.57b)
+ qu(x, k,w)

: 4—,‘3 X, k) Lo) = exp E-“d (_X-l)]
‘ (I1v.57c)
. [ A(kw) sinhak + B(B)w) s‘mkk]

'+L("'3p (’() k)w)

~The functions A(k,w ) and B(k,w ) can be found by applying the
matching conditions at x=1 and x=2. The equations thus derived

may be written
<4y A 4+ o<128=54

L) (1v.58)
0<21A + 0(118 = 2 .

‘where
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Xy, = 24 sinhk
oy, = ~(w iR -Ak) (1v.59)

Pkl
&, 5 we  -A sinhk

[,4 = (""""-kR "\k) [ qux (1, k}w)— qipx(l’k’w)‘]

ba= % L%, bW - 4’~va SRCN

Equations(IV.58) have solutions

A= (byKp b, %z ) /A

(1V.60)

B = (byotg - b, ) 4

where

A (Rys) = oty Xy ot X

20 Xqa o (1vV.61)

The solutions are illustrated in Fig. IV.7a,b,c,d,e,f,g,h. Shown
here are the nondimensional streamfunction (& ) and the
nondimensional longshore velocity (= ¢,) calculated on the
basis of L=10°m , curl T ,.esiona. =5%¥107° Nt/m? (the peak value
in Fig.III.7b) for the cases k=0.2,0.4,0.6,0.8. To obtain the

dimensional longshore velocity one multiplies the nondimensional

velocity by the scale factor

A carly T 2~ 0.5cm/s. The response
curves show fairly complicated behavior arising from the

superposition of the particular and homogeneous solutions. The
resonant wavenumbers for 50-day forcing (A =0 in IV.60) are

' k=0.2,0.6, and at these wavenumbers the longshore velocity

response is largest, although strong responses are observed in

all cases. Indeed, the response is generally of the order of
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Fig.1v.7 (a). Nondimensional streamfunction , amplitude (solid
line) and phase (dashed line) for the forced shear modes for the
case k=0.2. The current profile is given 1in equation (IV.51);
the peaks of the amplitude at x=1,2 correspond to the
discontinuities in VvV .
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Fig.IV.7 (b). Nondimensional longshore velocity, amplitude
(solid 1line)and phase (dashed line) for the forced shear modes

for the case k=0.2.
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Fig. 1V.7 (e). As in (a), except for the case k=0.6.
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100cm/s or more at  the peaks. This is undoubtedly an
overestimate of the response , due to the inclusion of an
excessively large potential vorticity éradient in the model.
That is, the Qind induced transports across the potential
vorticity gradient give rise to effective forces (like the
topographic forcing caused by Ekman transports) and I have
assumed a delta function spike in the potential vorticity
gradient (at x=L,2L where the derivative of the mean velocity
changes sharply). One sees that this effect gives rise to very
sharp Jjumps 1in the longshore velocity response, S0 that
horizontal friction would be very effective in limiting the
response in this model. A rough estimate of the effect can be
made by noting that with horizontal friction the governing

dynamics is described by

-p T
ué—§V+AHU77: _f + -:j;— (Iv.62a)
_ ~ )

Ve + Fu+AL v = Py 4 T (I1V.62b)

. P £

where Ay is the horizontal eddy coefficient. The vorticity

equation would then become

iew V4t + A, Vi = curleT (1V.63)
I now approximate the sharp change in the wavefunction across
the mean flow region with a half sine profile ,sin(fx/2L). The

friction term can now be written as [ k* WEULJ/4HY7L‘f y SO
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that (IV.63) becomes

{ aw+[k’~+(lIL)z] AJ VY = curk T

Thus the required inverse time scale representing the friction
is (97/2L)%a,, , with the range of A, specified by (see section

Iv.3)
10" /s < AL < 10° W /s

It is appropriate to look at the large end of this range since I
have minimized the estimate of large shear. The inverse time

scale for friction becomes

a* \* ¢
2 05] !9 ' .

N
+
o

10 S

This 1is much larger than the scale provided by interlayer drag,
which has a value of about 3x10-7s-', Thus the inclusion of
horizontal friction would significantly decrease the (excessive)
model responses giving current amplitudes more 1like those

observed by Duing and Schott (1978) in the coastal region.
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(IV.6) Multilayer Dynamics

" In this section I will concentrate on the wvertical
structure of the response of the Somali waveguide to local
atmospheric forcing . Accordingly, I will deQelop a multi-layer
model in order that the vertical variations of the response be
modelled.

I will now derive the multi-layer equations necessary to
describe the quasi-geostrophic response of the ocean to
atmospheric forcing. The equations for an incompressible, non-
diffusive, Boussinesqgq fluid in hydrostatic equilibrium will be
derived in considerable generality: I will allow an arbitrary
number of layers and will include vertical friction, although I
will ignore horizontal friction and the /> -effect (the reasons
for ignoring the ﬁ3—effect will be discussed after the model
formulation). The physical situation is illustrated in Fig.IV.8.
The vertically integrated equations governing the motion of each
layer are, following McNider and O'Brien (1973): Conservation of

horizontal momentum:

D _ J’ . _ — bix (r\fT%_ ,_.Bx

—a——— u' \/d —_— —— + L‘ CJ . .

5 4 Y J ek (1v.64a)
- Pj ~y '37)

bt d J X /J,ka_ _ (IV.64b)

Conservation of vertical momentum (hydrostatic assumption):

-

n-1
Prn=3 21 Fihi+ 3fn(”7n—2+Hn) . (1V.64c)
d:
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Fig.iV.B. The N-layer model.
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Continuity of an incompressible nondiffusive fluid:

where,

(754a- 7% ) (IV.64d)

uj 'Yj' are the x,y components of velocity (vertically

averaged in the layer j,
pJ is the pressure in the layer j,

Hj is the thickness of the layer j in the absence of

motion,
7} is the displacement of the interface j,

h- is the thickness of the layer j (=Hj + - -

N J
My+1 ),
o~ T /\.T.y
Ci 5 4 are the x,y components of the

stress applied to the top of the layer j,

NBX ~B7
Lo Yy

stress applied to the bottom of the layer j,

are the x,y components of the

:fJ is the density of the layer j,
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For convenience , I will subtract the static part of the
pressure from the total pressure , 1i.e. the contribution
Zz-ﬂjﬁlﬁ'faf"(H"‘z) is subtracted from p, . I will now
specify the Boussinesg approximation ; that 1is , density
differences between layers are assumed to be small so that the
\fn{s can be replaced by a reference density Po except when
density differences occur. The hydrostatic assumption (IV.64c)

can then be written as

ph_ p"""i - ph'_ Ph"i
Py = = o0
3 ( ‘Ph‘f""i) Sn
Fo
where
9= 9 (L2 Fme)
FPe

If one also assumes “7,/H, << 1 , then one can eliminate the

NA's except where they occur in derivatives. That is, I will

replace hj by Hj in (IV.64a,b,c). Thus by eliminating the

7.§ in the continuity equation

Ou: dv: . 4L D .
—Jd + 4= ; - (’71 -7
g é\/ [_(d Dt gt d)
1o ( P‘;ﬂip‘i ~ pj=Pia js1,2. N-1
= " o Ji+z 34’
—-l— - : p - - N
iy [ Viha - 2 (2bet) e

au’
E VH = l‘torlzéh‘l‘ai af‘anli.&rf{‘ OPemﬂlQr-]‘
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one can close the equations of motion. That 1is, there are 3N
equations for the two velocities and the pressure in each of the
N layers.

I will now introduce the assumption of quasi-geostrophy by
following the scaling of Pedlosky (1979) . Velocity , length and

stress scales (U,L, T, ) are introduced as follows:

Cx/ yl) - ( X/L ) y/L_)

(U)JV/) = ( U fe= ) V//lf)

é’ = % Z:/L

?>=r, —~ T 4
C ete. = 27 5 Ln , €.
To

C
To

where the primed variables are non-dimensional. The horizontal

momentum equations become (after dropping primes)

‘Z'-’ ~Tx BX
D (=Y —
oy =\/ = — .
Ro Be J J Pjx PotH; U &s J CJ (1V.65a)
T ~Ty By
D - - 2 c:' - T, )
R.2 v +u=-Pjy — = J J
°pr 4 N Po H; T ds (IV.65b)
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If I assume that the magnitude of the time variation and stress
terms , characterized by Ry and ‘tbéhﬁﬁiff, respectively, are

small, then I have geostrophic balance to a first approximation:
"\/\'l = -Pix ,
Uy = ~kyy -

These equations are non-divergent horizontally (qu+ =0), and

V.
JY
this has consequences when considering the non-dimensional

continuity equation:

O0Ui 4 OV
S X (.\\/

(D [LEL (ppa-py) - U

Tl
Dt™ giwt; oy (PJ_PJ—ﬂ.) J'=1,.1,... N1
J
T (1vV.65¢c)
k—&—JN'vl‘B—D J_,S_EE_L.' (PN—PN-:L> J=N
~; D¢t 3N' /‘/»/ .

It is required that the terms on the right hand side are small,

that is , of order R, . Thus

£ oL ) LUL o (Ro)
’ P - )]

= /VF;BI = O()?o))
Hy
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which implies that

LA YA N
SJLLHJ

fo B I hgl = Ol) .

& Hy

With the notations

£ F

3 H

i
'

el

Z

I am demanding that the rotational Froude numbers (de ) and the
topographic parameter (T) are of order wunity. I will now
formalize these considerations by introducing the following

asymptotic expansions in the Rossby number Rg :

) ()
o= + Ry “o+
_ ©) Y
\/d - vd +r20 V\J -+ ... )

- o) Nél
P = RO FRs Py + L

e — e
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Thus , to lowest order I obtain

. ©)
uJ(o)z - 53,,({)) Py

©) (°)
\/J = Sahg:o) | ,

(I have included the factor sgn(f,) to allow for the possibility

of working in the Southern Hemisphere), and to first order

(®) 1) (ﬂ-) t — %~ Bx
) o ~ T~
5 Y MioST ﬁQfQH XNA ( J “ ) ) (1v.66a)
Do @) @ =T _—.Br
BN Ui o= TRiy® RagsH; L/;rl( “J ) > (IV.66b)

@) “)
Yix *t Vv, <
() ®) ©)
[ Goayy P+ P ) - F (|:> - Pj—ﬁﬂ je1,2,.. ML
(Iv.66c)

©) ) ‘
T hg - FQM(P”"PNﬂ)] Js=N .

_D_.__.
Dz = 1Vh,I

Note that the first order velocities and pressures in
equation(iVv.66a,b) can be eliminated by forming a vorticity
equation [§§ (1vV.66b)- gV(IV.GGa)]. Also noting that the lowest

(o)

order pressures (pJ ) are streamfunctions, I write _
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and thus find the vorticity equation to be given by

<SD5E +s3n (:f;)q:‘ dé— —Sjn('fo (1{:17 > {ssn({

+t San({“) [ +1')J (‘F\‘-f-i q’ ) FJJ (‘f’d “/‘J.d)Jj

. (1v.67a)
= Lo curlp (TT-Tf) , oed
ROL‘Q(UfQHJ J IE IR
(g_L -t—ssn(fq) L/‘ng—y ‘Sj"(ﬁ) q.d)') { 53”<<{:’) A q—J
(I1V.67b)
+ T ha —sgn(ﬂ) Frow (¥p = 4”‘4)5
| Vhgl
= _E"___._ curls C’CA:F —’CNB> J'-:N -
RolJL’UfoHJ .
where A =3 g_x_ . It is interesting to note that the left

hand sides of IV.67a,b are not invariant under a change of sign
of fq.

I now wish to linearize equations(IV.67) . That is, I will
assume small perturbations about a basic state and retain only
terms ofAfirst order in the perturbations in the equations of
motion. The basic state will be assumed to be one of steady
motion in the positive y direction; the velocities may vary from
layer to layer. These motions are assumed to be in geostrophic
balance so that (remembering that C#J is a geostrophic

pressure)
/

Gy =& 44 = sgnl) Vju T

— /
where q@ is the mean pressure and Lﬁj is the perturbation

pressure (VJ is the mean velocity 1in the layer 3j). Thus,
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equation(IV.67) becomes (after dropping primes)

(%-*‘\'—J%)[A‘Pj'* FJ-&.LU' (q"J+1 -L‘LJ) - F:“' (‘/'J “"LJ-:L) ] A

- [FJuu'(v-J'*i-'\G) - FJJ (V:) -—v—“'.-i )] C'Ld.y (Iv.68a)
- ___'L.\’_L_ : cur‘/z(t:'n ”CB)

— Jd J= 3,2, ~-1

(35 +Vu f—) [ a4, -F,, (4y~%u-1) ]

" (I1V.68b)
-t [;—-NN (-\)—N -VN ’i) - ss’)({:;) Sjn(?g_;(_a) l‘,‘l] (_LNy |
1 14 .
= __‘_t_'_o___ c.ur'/z (’C,\/"t"” ) dzl\/

Rods Tpo H;

where I have now assumed hB =h_ (x). The left hand side of

8
IV.68a is invariant under a change of sign of fg while the
right hand sides of (IV.68a,b) change sign when f_ does. The
left hand side of IV.68b is invariant under a change of sign of
f, only if ahsé; also changes sign.

The stresses appearing in .equation(IV.68) are of three
types: (i.) The stress ??f' is the wind stress acting on the
ocean. It may be calculated from the formula

T

G, = wwo‘f%mcbc;:; (C, is a drag coefficient). (ii.) The
interfacial stresses tf)t;x_“ 227 , which represent the
turbulent momentum exchange between layers moving at different
velocities. (iii.) The bottom stress TT;V which represents
the drag induced by the fluid moving over a solid boundary. The

usual formulation for bottom friction is in terms of Ekman layer

dynamics (Pond and Pickard, 1978). One supposes that the



145

(dimensional) frictional stress given by

—
r~— QL.L

L’FRIC.:'JD? Ae 3=

(A, is the coefficient of eddy viscosity) is largely confined
to an Ekman layer. If one uses the e-folding distance 5;:= J%g?

of the Ekman layer , then one can approximate the bottom stress
by

—~8 Cory A=

QN —— f/qz‘?_ - \ﬁ—_ uv °

A similar approach can be wused to estimate the interfacial
stresses, but the stresses are not confined to an Ekman layer ,
at least not in the continuous case I am trying to represent .
Presumably, the scale depth for the stress should be no greater
than the total layer thickness . Thus I write the interfacial

stress in the form of an inequality

/qz - —
fu. (= Aj+a)
J L == o (1v.69)
N

— .
< j_{iq_i (qj-ug+1) d:i):l)..-/\/-.l
&

where I have invoked continuity of stress at an interface to

=B T . . ‘
write tﬁ = 7:J+¢ . An alternative formulation for the

interfacial stresses 1is given by O'Brien and Hurlburt (1972).

They invoke the familiar quadratic stress law:

.

¥ .
B - TJ-«».’L =f Cg T (uJ—HJ-u)

U

(1v.70)
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¥, . . . . . . -—
where C is a dimensionless interfacial drag coefficient and u
S —
Uy and Uiga -

To linearize this stress law, I will assume U to be constant .

is the modulus of the mean speeds represented by

Quoted values for q: range from 3x10-% (O'Brien and Hurlburt,
1972) to 10-% (McNider and O'Brien, 1973). I have found values
of AL (for equatorial thermoclines) ranging from 1 cm?/s
(Robinson , 1966 ; Jones, 1973) to 10 cmz/é (Philander , 1973).
Using these values 1in (IV.69), one <can find the extremes

possible for the stress using an eddy viscosity coefficient:

- — —
107 emps (T ~ T y)

__LB _,_:\-‘T\ -3 — ——
£ T0 = v & 7xIO cm/:(‘*J‘uJ+4.>
5 5 _
J=1,2,... ~-1
where I have assumed f=10°° s-', H &~ 100m. This range Iis

approximately matched if one chooses U in (IV.70) to be about
10cm/s which is a reasonable scale for the fluctuations I wish

to model. I will thus explore the range

- -
10 em/s L T o1& 3% 10 em/s

—

where C, =Cru and (j <= ¢(j+a ~fC1(NJ" J+4) . For the

—

bottom friction ( T5% ) I will choose the largest value in the
range:

—n

—3 —
C‘B = 3>JO cm/s wijer't_ '\NB '—'fctgu;v

With these considerations , I may now write (IV.68) as
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(Se ) Latarhulse) - £y (9] LR, G0) (e, (1V.712)

+.&‘._.A (41-4'3.) =_Tos curiy ?\.,INO J: 4
RollHy Ro 4, Cpohy

G{*VJ ‘X—)LA"/’J* Fita,g (e -‘"LJ) - FJ' (‘ﬁj “f,‘-i)]

o« 4) (1V.71b)
. - <z A -+
E"ﬂJ(VJ“ u) F (\' ‘1)1 J7 R H; ( 1
+ Cs A " - o "1
'Ro/;ﬂ/HJ (‘(h C'tl‘i) 0 g2 N
(‘%E +v”:\l—>')£A¢”‘F”"’ Cn "¢~—1)] t [FN,V(V,Q“V-;V-J) (1v.71¢c)

-5 n({, s n(‘).ll‘? A 74 + g A(‘Fu"‘/w—;)-\- CB AL/W =O
38 w9n(53) ] N7 2RI, RGlHy
J=N

I will now discuss the suppression of the /3 -effect 1in the
_preceeding considerations. In the modelling to follow I am
interested in two things: (i.) the amplitudes of the Tresponses
in the various layers and (ii.) the longshore wavelength of the
oceanic response . It will be seen that the upper-layer response
is determined principally by the value of the friction
parameter; the response in the 1lower layers depends on the
coupling to the uppér layer (via the rotational Froude numbers
and friction parameters ) . The following simple argument
assesses the role of(és in interlayer coupling: For geostrophic

balance with variable f,
-—/Jyvi = —PIX/f )
ﬂ\/ Ui = —Piy <F °
The divergence no longer vanishes to lowest order since

ﬂvi-\-/_&yvly: =P axy {fl
=Ry Yax = - Paxy/p
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implying that
By Cugx TVay) =/Bvy

thus
ﬂ yLC Ugx +V1y> = ﬂy Vq = T Pix -

From the continuity equation
_ = 1 -
I find

b= "-é/i/% ( P2t — Pat)

I now have an interlayer coupling term (analogous to the

rotational Froude number) given by O . Thus the "&-

S'H
coupling” will be important if the term é%gL is comparable to
the dimensional coupling paramter gzz , that is

p 5N

L Y =~ £./T — ﬁ}«z‘ P QPL
9" g'H |

In fact I am interested in latitudes of about 2°S, so that with

L=100km (the Somali Current width), I have
ﬂy"z o.gm/s whereas fl~4 m/s

Thus the /3 -coupling effect is comparable to the dimensional
coupling parameter. However, parameter sensitivity studies of
the model to be preéented indicate that model properties only
vary weakly with the coupling parameter. The frictional terms

turn out to be much more important in interlayer coupling.
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I will now address point (ii.) above: The wavelength is
determined by the dispersion relation which, including the /3
effect (but ignoring the rotational Froude number terms which I

will show to be small) is given by
— 2. 2 ~
C?CU +J<b)(fk +m Il_) +-ﬁ/3 =0
For the situation of interest one finds k2<<7T? so that

(&9

K~ U*E “with ﬁ = ﬁD/MENsvoNﬂL— ~ a.
7 ' F/e
Thus k =~ B:;a_ , where U is of order unity. It seems that the

/g effect will not make a significant difference to the
longshore wavenumber calculation. An important consequence of
the variations in the coriolis parameter is the leakage of shear
wave energy into the equatorial waveguide (as the decrease of f
reduces the interfacial slopes and thus the restoring force for
shear waves). This leakage 1is significant as the shear waves
pass through the equatorial wavequide (which extends 2° to 3° oﬁ
either si@e of the eqguator). Since the region of interest is at
about 2.5°S the waves are still on the border of the equatorial
waveguide and should not have leaked significant energy at this
latitude.

To represent the situation of interest , that is, the
Somali Current.near station K2, I now choose a 3-layer model, in
order that the three current meters at K2 be represented. To
simplify the calculations I will assume the flow to be confined

to a channel , as illustrated in Fig. IV.9. The use of channel
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Fig.IV.9. Model of the channel flow considered in the response
analysis. V,,V, ,V,;, are assumed constant. The interfacial slopes
are drawn appropriate to a Southern Hemisphere situation with
the mean velocity decreasing monotonically with depth.
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models 1in instability calculations has been justified by Mysak,
Johnson , aﬁd Hsieh (1981). They showed that baroclinic shear
modes (with which I shall be primarily concerned) decay away
from the coast in an f-plane model. Physically, this is
reasonable 1in that the restoring forces for the wave modes
(current shears) exist only in the narrow shear zones near the
coast; to a first approximation the waves are confined to the
region wheré restoring forces exist, and wave energy found in
the ocean's interior 1is due to leakage from the current zone.
Thus, I consider the presence of an outer rigid wall to be
reasonable, certainly at 3-4°S.

The equations of motion are:

(% +9.2 ) [ Ad +7 (4a4) ]+ Fo, (Vi-VL) Yy

(1v.72a)
_ T
TR, A (% -%,) = =2 curl, T,
2 & (Yt RefaNpHy, T W™
S - —
(Be V2 )L ad+ A (454 ) Fa (4 -4,)] S

e (VW) -, (Vi V)] 4 - R 8044

t Ry A (4,=%)= O,

- ‘ _ | (1v.72c)
%{_+ V3§7) [LAW%3—-F;3¢145-41):] .

- £F33( ~V:L‘_.—.\I;)‘-\LT‘\]%"'‘/ + R31A(<‘(‘3"4:.) +RL A% =0 )
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where
A = Oxx—éyy,
A is the mean velocity in layer j (j=1,2,3)
.. = 9o L (internal rotational Froude numbers for

each layer)

9.= 9(f==r) /pa s 33' =(ps -fz)/f, )

G = o Il LT (topographic parameter)
—_—
Hs G
L= <z (interfacial friction parameters)

4T RoldalH;

R, = Ce (bottom friction parameter) .
RQ{J’O‘HJ o - )
In the above , R, (the Rossby number) =(U/|f,|L), o is the

bottom slope , and C, and Cgz are interfacial and bottom
friction coefficients respectively. For the channel model , the

boundary conditions are
Y, =0 at %=0,1 (n=1,2,3). (1v.73)

I will now solve the equations for quite general forcing
functions;. I will reguire only that the solution be periodic in
time. The solution will be expreséed as a sum of along-channel
propagating waves. To this end , it is convenient to Fourier
transform equations (IV.72) in the along- -channel coordinate

(y):
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(- o +k V;)L(Oxx -k*) a”z(")k) R ( (Z_(")k) “71 ("/k))] (1v.74a)
+ K Fy (V- &, (5 k)

=i Rip (un ~I*) [y, ) - T (k)] = F(xK)

&““o '+k§};_) L( ()xx"kz)zz;_(x' /<)+ F;;l(%?;(’(lk) —az (‘Jk)) - F;‘L(Zz::()ﬁk) ‘a;(x)k))‘]

+ k[ A (%) - By, (V,-N)] &, () (1v.74b)

¢ Ruy(na= k) [ (4, 1) - & k) ] =i Ray (D= 1) [ %, k)~ €, ) ]
=0

)

€ wat KVG) [ Q- ) 4 (<, k) - Fy (473(><,/<)—'<7,_(x, «))
(IV.74c)
— kLR (V) +T ] &, (x, k)

- i Ran Bux =K L& 0, K) =0, ] = (R (D =) 6 (%, K)= O
)

where I have assumed oscillatory forcing functions and
responses, i.e.

-t

Cur/? Lwivo = F-_(x,sz‘_)Z F(Xﬂ)e >

( To
Rozfo Glel
—lewot

4 (x,7:¢) = 4 ,¥) e :

and
~ a Cky
Qﬁ(x)k)S J‘_wLACX)\/)Q Cl\/ )
~ 28] .

. l:(x)l<)=f I~ (x,y)e /dy R

The solutions to the homogeneous version of equations (IV.74)
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are:

~~’ N
<,LJ (x,k) = % m () sinmTr X
m= 4,2, ... ; Jg=1,23.

Since the cross channel eigenfunctions sin{m7x) are orthogonal,

the forcing function can be expanded in terms of them, viz.,

F k) = 2 §,k) snmi

where_

~ 1 ~
Flk) = :Lj IS (x, k) sinmiTx dx

(o]

Thus , the inhomogeneous equations may be written as follows:
Cwat kN LK, 1) +F, (T, 10 - 4y, ()) ]
N . . U A ~~
+ K (VN ) 4 Lk + LR K ¢ (-4, U<) ]

= (QC:(R) 9 (1V.75a)

<_ Q)°+k‘)‘;) L_RLC?;,MU() + F31 (&'31"’?(1() —(:Z;Jm(k))
- ﬁl(ﬁ,ﬂ@—'{ﬂao)] + l<(l‘gL(‘\i;‘v;)-f;(Vi—‘v;))q,,,&) (1v.75b)

= R K LE, )=, 0]+ Ry K[ & =%, W]
Q iy + k-\-/;) [f :KLZ;;, m(l<) - ‘;:—33 ((Tis,m(K) - L'Lz)”’(k))J (IV.75c)

- k[ F3.3 (Uz- 9-3) +T] 2?;;"\&) + ¢ RBLKL[ Za;mu() hqma<ﬂ

+ LRy l<z<’l\;m::0

p]
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where K?=k2+m2f~2,

If these equations are written in matrix form , i.e.,

~ ~
L’Li,m Q<) :FMLK)
. - ~ , —
/‘LJ ql,m Q() - O
L{3)m(‘<) O
where
Sag Gga O
Ai' :. qﬁ-.’l qz:. 613
J
O Gap Gz
(the coefficients aiJ are given in Appendix II ), then one
finds the solutions
~~
Y 1 G392, Q T
%, = < + 332 Y42 ) :F (k)
Hm a a det (A "
14 <
* J) (1v.76a)

= 'T‘U,,(k) ﬁ,(k)

4, m&) —Ja3 Ja £, = T k) :F(k
2, &C-J' (A‘J) ) ,mM m ) (IV.76b)
{J;’m (k) = G»2Ga k) = ‘_l—‘:z ,.,U<) §,.& (1v.76c)
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L4

?b,,(k) are the transfer functions for the the layer j. one can

where det(AéJ ) is the determinant of the matrix A . and

now write the solution as

Lﬂj (x)y)é>

oo . (> ~
Ciwet Lo { Ky
= € Zﬁ-’" U 5m0) ) e dk sinmTx
m=1 T (1V.77)

Application to the Somali Current

To apply the model developed , the available data must be
used to calculate the model parameters . For example, one must
specify:

(i.) The bottom slope (to calculate the topographic

parameter T).

(ii.) The density stratification (to calculate the

appropiate layer depths and then the rotational Froude

numbers) .

(iii.) The mean current in each layer.

1 am primarily concerned with applying the model near K2 ,since
I have more detailed information from this station. As seen in

Chapter  III , the mean current field and bathymetry near K2 are

guite complicated , making it rather challenging to fit a three-
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layer model to this regime. Specifically, the concept of a
bottom layer is somewhat contrived in that topography aﬁd bottom
flow change greatly in going from the continental shelf to the
contintal slope. However , in most of the considerations to
follow, it will be seen that the upper-layer shear mode
dominates the amplitude response of the system. This makes
accurate representation of the bottom regime less important, and
stresses the importance of fitting the channel to the near-
surface flow. Accordingly, I will adopt the "scale" width of
100km for the Somali Current , given by Diiing and Schott (1978)
, as the channel width "L". The question 1is then where to
position the «center of the channel relative to station K2.
Because of the importance of the current field for the model one
should now examine Figure IV.10, It is seen that the surface
currents south of Chisimaio attain their maximum value (with
respect to transverse extent) near K2. It then seems reasonable
to position the center of the channel near K2 . With these
general considerations in mind, I can now proceed to fit the

parameters of the channel model.

Parameter Fitting

The choice of layer depths will be based on the
stratification. The only direct information I have on the
stratification is that obtained from the mean temperature curves
(dashed lines in Fig.IV.11a,b,c ) constructed from the

temperature data supplied by the K2 sensors. The three sensors
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Fig.IV.10. Surface current data collected during INDEX (1979),
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Dliing, Molinari, and Swallow ,1980).

the observation point. (From
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Fig.Iv.11. (a) The temperature record from the top sensor of
station K2. The dashed line represents a spline-fit to the mean
temperature.

(b) As in (a), except for the middle sensor. Note that the
ordinate has been shifted by 5°C.

(c) As in (a), except for the bottom sensor. Note that the
ordinate has been shifted by 8°C.
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provide 1little wvertical resolution . A better temperature
profile was obtained at station M1 (see Fig.III.10) which is
about 50 km north of K2. This profile is shown in Fig.IV.12.
From it the depth of the mixed layer is estimated to be about
75m , and this allows one to draw a rough mean temperature
profile for K2 as illustrated in Fig.IV.13. These plotted values
of temperature are intermediate between the maximum and minimum
extremes seen in the K2 temperature records (this profile
represents the situation in late April). Also shown 1in this
figure 1is a temperature profile taken from Cox (1976) which is
intended to represent the mean Indian Ocean conditions. The
correspondence is reasonable except that Cox apparently has a
somewhat shallower mixed layér. This correspondence encourages
one to assume that Cox's density and temperature profiles (Fig.
IV.14) are reasonably applicable to the situation of interest.
If Cox's density data is plotted versus temperature (Fig. IV.15)
, I find a reasonably linear relationship, suggesting that I can
use the relation Ug = Go (1 -o¢'T) (where
G, 303 )o<’=~ F.2 xi5° °c™) to infer densities from the
temperature profiles.

In a layer model, the interfaces should represent rapid
changes in the properties of the actual (continuous) fluid. This
suggests putting the first interface at the middle of the
observed pycnocline. The preceeding considerations suggest that
the pycnocline and the thérmocline coincide, so that Fig.IV.13
indicates placement of the first layer aeep enough to include

the top current meter of the first interface at about 130m, (I
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Fig.IV.12. Reconstruction of vertical temperature distribution
by using simultaneous temperature and pressure records from the
top sensor at mooring Mi1. (From Duing and Schott ,1978).
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Fig.IV.13. Temperature profiles: the dashed curve 1is from Cox
(1976) and represents mean Indian Ocean conditions; the solid
curve is from K2 data and represents local conditions 1in late
April. The surface point on the K2 curve is estimated from data
in Brown, Bruce, and Evans (1980).
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Fig.IV.14, Potential temperature (&) and density (Ug) profiles
from Cox (1976).
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Fig.IV.15. Sigmag vs. © for the upper 300 meters of the
stratification data in Cox (1976) (see Fig.IV.14).
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also want the first layer deep enough to include the top current
meter of K2 at 125m). The depth of the second layer is somewhat
more arbitrary ; I will include the remainder of the thermocline
in the second 1layer, giving it a depth range of 130 to 200
meters. I will make the total dépth representative of K2, that
is , a total depth of 300 meters (making the bottom layer 100
meters thick). With these specifications , it is now possible to
obtain the representative densities of each layer by averaging

the profiled temperatures (Fig.IV.13) over each layer. I find,

using O¢=0-(1-«'T")  with Go=30.3 and o’z 0.0092°C"";
(layer 1) T, = 25.¢°C O¢ )1 = 23.
(layer 2) T, = 17°C Gt)_z: 2s.5
(layer 3) T 3= 12.4 °C O_t)3 =277

The stratification 1is, of course, subject to seasonal
change. Fig.IV.16a,b shows the temperature stratification at the
high and low extremes 1in early March and late May ,
respectively. Representing the stratification by (dT/dz) (at
z=176m, since I know the profile shape best here) I find this
value only varies from 0.06°C/m to 0.07°C/m in going from the
low to the high temperature case. Thus, seasonal variation of
stratification is uniikely to be important in the model
parameterization. |

Having decided on layer depths, I can now average the mean
longshore velocities (based on Fig.III.13a,b,c) over the

vertical extent of each layer. In averaging over the top layer ,
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Fig.IV.16. (a) Temperature stratification at station K2 during
period of lowest temperatures (late May). The point at the
surface is estimated from data in Brown, Bruce and Evans (1980).
(b) Temperature stratification at station K2 during the period
of maximum temperatures (early March). The point at the surface
is estimated from data in Brown , Bruce, and Evans (1980).

an assumption must be made as to the magnitude of the near-

surface velocity. Here, I have 1little information as to the
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seasonal variation of this quantity. Based on Fig.III.12 I
assume a minimum speed of aﬁout 25 cm/s, during the Northeast_
Monsoon. Data from Duing, Molinari, and Swallow (1980) suggests
a maximum speed of about 120 cm/s , during the Southwest
Monsoon. Between these extremes, I assume a variation similar in
shape to the mean curve in Fig.III.13af This allows me to draw
approximate profiles and perform the depth averages. The time
vafiations of the average velocities are illustrated in
Fig.IV.17 . |

A constant bottom slope 1is , as 1indicated earlier
(Fig.III.15) ,inappropriate. The actual bottom slope (&KX )
varies from about -4x10-% (shelf) to -50x10-3 (slope) over the
channel width; thué I will assume an average slope of about -

26x10-3,

I now summarize the preceeding discussion regarding

parameter values:

L=10°m , H = 130m , H,=70m , Hy= 1oom

£z —7.4x15%s1 , U=0Sm/s , Xx=-26 x)o_l)
=273 - -
C)‘t)i : 81/: 2.5 x;o" m S *
Ut )_‘_: 25.5 -, -2 -2
33 = [.Sx 1D mS
L _
Ro = 77 =97, (1v.78)
S Y R
Fa,-,7ﬁ = O.155
3:: T T
Fon. =357 = 0.298
31’“:.
rgz::ggﬁ' = O.48
% Ao < 1514
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The chosen layer thicknesses give one current meter per layer
(see Table 1). The Rossby number (R,) appears to be too large
(~0.7) to justify a quasi-geostrophic treatment. However, the
expansion can be justified a posteriori. The Rossby number
multiplies both the advective term kV and the time variation
(i.e., the Rossby number multiplies the Lagrangian time
variations w=-kV). In the calculations to follow it will be
found that for Somali Current conditions the near resonant waves
of interest approximately satisfy the advective condition w=kV,
so that the Lagrangian time variations are in fact small and a

guasi-geostrophic treatment is justified.

Model Properties

With the parameters fixed as listed in (IV.78) the
dispersive properties of the three-layer system may be
investigated. The relevant dispersion relation (that is, the
relation between <O and k which satisfies det(A;J )=0, see
(Iv.76), when Cp = CB =0), is-shown in Fig.IV,18 for the case of
maximum mean velocities V4, =100cm/s, V, =25cm/s, Va =8cm/s. The
upper curved line represents the topographic mode . The two
alhost straight lines are shear modes (waves depending on the
interfacial slope for their restoring force , much as
topographic waves depend on bottom slope for a restoring force).
These lines are straight because the waves are moving almost

entirely due to advection by the mean flow. That is , because

restoring forces are small (the rotational Froude numbers F g
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Fig.IV.18. The dispersion relation for the maximum shear case
vj =(100,25,8)cm/s, with the other parameters having values
given in equation(IV.78). The three modes evident here are

described in the text.
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are small) the waves satisfy a%?kvj for the two upper layer
velocities vy . It is also seen‘that no instabilities occur in
the wavenumber ~ region of interest. (I am interested in
wavenumbers near those that satisfy the dispersion relation for
o (ws =.29 , corresponding to a period of 50 days). Since
these curves represent the maximum shear case, one need not be
concerned with the complicating effects of inétability (which
occurs when the top two curves coalesce).

I will now specify the spatial structure of the forcing
which appears in (IV.77): I assume that the atmospheric 40- to
50- day oscillations propagate as waves parallel to the coast.
Information presented in Chaptér II showed that the 40- to 50-
day oscillations do in fact propagate almost parallel to the
coast (at 1low altitudes) and a wavelength of about 3200km was
deduced (based on the observations of Murakami, Nakazawa and He,
1984). The amplitude of the oscillation is assumed constant over

the narrow (100km) channel. That is,

L(koy —th)
Ir(x)y)t) s comst. e

so that

7

Y
COhS'}‘.,ﬁ_—Yn‘ X (K‘Ko) m  odd

h

£ o)

O M  even . (1v.79)




172

With this forcing the velocity response in each mode (m)
decreases approximately with the square of the mode number.
Since the even modes are not excited, the response of the first
mode 1is almost ten times that of the next excited mode (the
third). Accordingly, I only consider the first mode here. I can
now write

¢ (Koy -Cﬂot)
% (xpt) = const. & '7“‘J,10<o) SiAmiTX | (1v.80)

Thus the phase and amplitude of the response are determined by
the transfer functions T;, (k,).

The transfer functions (phase and amplitude) are
iliustrated in Fig, IV.19a,b,c for the same maximum shear case
discussed above with regard to the dispersion relation. I have
chosen a relatively small friction coefficient, CI_=10‘5m/s, in
order that all three modes be resolved for purposes of
illustration. In the surface layer, only the upper-layer shear
mode (k<.145) is apparent in the amplitude reponse . In the
second layer , the upper?layer shear mode dominates But the
secend-layer shear mode (k=0.55) is apparent. The third-layer
response is also dominated by the upper-layer shear mode, but
the topographic mode (k=0.09) is well resolved, too. In this
low friction case, the resonant peaks are situated close to the
resonant wavenumbers found in Fig.IV.18 (corresponding to
Wweo=0.29). The amplitude response decreases rapidly with
increasiﬁg depth, in this low friction case. One sees that the

upper-layer dynémics dominate the response in all layers. The
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Fig.Iv.19. (a) The nondimensional amplitude (solid line) and
phase (dashed line) of the upper layer transfer function under
conditions of maximum shear , with other parameters as listed in
equation(Iiv.78) and Cz=10-° (m/s), and Cg=3x10"5 (m/s). The
phase shown is that of "the longshore velocity fluctuations

relative to the forcing.
(b) As in (a), except for the second layer. Note that the

amplitude scale is one tenth that in (a).
(c) As in (a), except for the bottom layer. Note that the

amplitude scale is one hundredth that in (a).

phase curve in the top layer exhibits the classic behavior in
going through resonance; that is, one sees a 180° phase shift in

going from one side of resonance to the other. The phase
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characteristic of the middle'layer is more complicated , with an
additional phase shift due to the second—iayer shear mode., It is
interesting to note that the second layer actually leads the top
layer at resonance in the upper-layer shear mode (k& 0.145). The
bottom layer shows phase shifts associated with all three modes;
the total phase change in going from k=0 to k large and positive
is much greater than the 180° phase shift seen in the top layer.
As expected, increasing friction has the effect of broadening
the response peaks and making the phase changes less sharp as
resonance is approached . The second-layer shear mode and the
topographic mode tend to be suppressed as friction increases.
The amplitude of the upper-layer shear mode (at resonance) in
each layer has an 1interesting behavior, as 1illustrated in
Fig.IVv.20 (noté that separate sca;es are used for the upper and
two lower layer amplitudes). The response 1in the top layer
decreases very rapidly as interfacial friction increases. The
second layer shows an initial rapid decrease , then levels off.
In the bottom 1layer a slow decrease is followed by a clear
increase in amplitude. Thus, there are two conflicting
tendencies in the lower layers:

(i.) increasing friction "detunes" the system, ténding to

decrease response, whi}e

(ii.) the increased frictional drag from the 1layer above

tends to force the response to higher values.

How do other parameter changes affect the transfer

functions? It was shown that the stratification changes

seasonally , and this will affect the rotational Froude numbers.
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applies to the maximum shear case, with the other parameters as
listed 1in equation(IV.78). Note that the horizontal axis is
logarithmic and that separate vertical scales are used for the
upper layer and the two lower layer amplitudes.

However, the transfer functions are quite insensitive to small

rotational Froude number changes, and it was previously found
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that the temperature gradients chaﬁge liftle from one seasonal
extreme to the other..Changes in mean current velocity are much
more important , given their large magnitude (see Fig.III.11).
Generally speaking, as the mean current velocities decrease the
response curve of the dominant upper layer broadens, and its
amplitude at resonance decreases. More importantly , however, is
the change of the resonant wavenumber of the upper-layer shear
mode with (time) change in current speed (Fig.IV.21) . Since the
waves are propagating primarily by advection, the resonant
wavenumber is simply given by Kggs= U*héqi (where Vv, is the
velocity of the surface layer). With these considerations in
mind one can now apply the model to the Somali Current
situation. 77

I will now compare the low-passed curl record with the top
sensor longshore velocity record (Fig.IV.22). After about 40
days (from the record's start) the two time series show a
tendency to be anti-correlated (that is, they show an apparent
180° phase shift ) until about 120 days (after which they slip
into phase). The model presented earlier predicts a 180° phase
shift between the forcing and the velocity response (see, eg.,
Fig.IV.19a) when resdnaﬁce is achieved. I believe that this
period of large velocity amplitude and 180° phase shift
represents a period of near resonance between the curl of the
wind stress forcing and the velocity response . Examination of
Fig.IV.21 shows that this near resonance can last only for a
limited period of time, as the wupper-layer velocity slowly

changes in time’. That 1is, assuming narrow band wavenumber
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forcing, the resonant wavenumber of the system is first greater
than the input wavenumber, then as time elapses it becomes
smaller than the input wavenumber? If one takes the input
wavenumber as corresponding to the middle of the resonant
interval, one finds a value of ky,p,~0.25, corresponding to
wind forcing with a wavelength of about 2500km®. This value of
2500 km is in reasonable agreement with the wvalue of 1500 km
obtained from the longshore phase shift of the temperature time
series, and is in very good agreement with the wavelength of
atmospheric oscillations ( A =3200 km) established in Chapter
II. The system transfer functions for this K pesonant =0+25
situation are shown in Fig.IV.23a,b,c (friction coefficients of
Ct =C[3=3x10‘5m/s have been used). Note that the sﬁrface—layer
velocity amplitude is about 8cm/s, in quite good agreement with
the values observed in. the low-passed velocity record
(Fig.III.21a). Velocities of about 2cm/s are predicted in the
middle layer. The low-passed record from the second sensor

(Fig.III.21b) shows fluctuations on this scale (before 120

days); however, it 1is not clear that these really are 50-day

"For a wave period of 50 days, the relevant theoretical time
scale 1is UJDM;‘¢: 8 days. Since this is much shorter than the
time scale of mean velocity changes shown in Fig.IV.17 (40-80
days), this type of analysis is meaningful in a WKB sense.

8The corresponding relevant theoretical length scale is
Kom™t =~ 400km, which is less than 4° of latitude. Thus ‘it
appears reasonable to apply our channel model to the region of
consideration (2°-4°S).
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noiselike in character.

What then happens at 120 days and after? The system is no
longer resonant, and, thus, the wind sress curl can no 1longer
excite substantial oscillations at the sensor depths. Yet , the
comparison in Fig.IV.24 clearly shows the peak at about 130 days
to be in phase with a peak in the wind stress . Also the pulses
observed at the second sensor and at the bottom sensor
(characterized by negative velocity) occur at about tﬁe same
time. Comparison of Fig.iV.22 with Fig.IV.24 1is helpful here.
One sees that just after 130 days the wind stess itself has a
strong peak , coinciding in time with the above mentioned
events. The wind stress can only generate significant forcing if
it 1interacts with the bottom topography; that is the longshore
component of the wind stress sets up a near-bottom return flow
for the Ekman transport at the surface. This transport then
takes place over rapidly varying topography and can thus induce
vortex stretching. If one 1imagines the return flow to be

confined to a bottom layer, then one obtains a bottom. forcing

term
L Dhy ¥
fhe ox
where h is the thickness of the bottom layer. If one applies

this forcing to the bottom layer of the 3-layer model (while
neglecting the surface forcing) one can calculate the expected
responses in each layer. While the response will now be off-
resonant, one may expect substantial amplitudes because the

bottom forcing term is 20 times larger than than the curl of the
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wind stress term. The results of such a calculation are shown in
Fig.IV.25a,b,c . Amplitudes and phases are calculated on the

curves at k=0.25., One sees that a reasonable amplitude and phase
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(b) As in (a), except for the middle layer.

(c) As in (a) , except for the bottom layer.

is obtained for the top layer: a speed of about 3 c¢m/s 1is low
for the velocity peak observed in Fig.IV.24 at 130 days, but the
calculated phase of about =-310° is close to the phase

relationship observed. It seems plausible then , that the upper
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sensor peak at 130 days is due to the longshore wind stress, and
"that divergence effects associated wifh this increase of wind
stress give rise to the aforementioned suppression of the
temperature peak in Fig.III.20. The amplitude in the secqnd
layer is larger than that in that in the first, in accordance
with observation (the pulse in Fig.III.21b at 140 days has an
amplitude of 16cm/s , as compared to the 8cm/s peak in
Fig.III.21a. The phase of this motion, however, 1is in
disagreement with observation . The model predicts the second
layer to 1lead the top layer by almost 90°, whereas they are
observed to be virtually in phase. The bottom layer has a large
predicted amplitude X10cm/s) in contrast to observation
(Fig.II1.21c). Further the model predicts a 270° phase shift
between wind stress and response in éontrast to the clear 180°
phase difference observed (the stress in Fig.IV.24 vs;
Fig.III.21c). The  bottom-forced model makes reasonable
gualitative predictions for this part of the record. In contrast
to the surface-forced model it yields strong current responses
in the lower two layers which is as required by observation. The
guantitative predictions are poor as may be anticipated from the
fact that the topographic forcing varies greatly along the
channel. Thus, the response at station K2 will be the sum of
many wave responses, each arriving from a region of different
topography. For example, a particularly strong contribution may
come from the region where the topographic mode is resonant with
the wind forcing (near station K1). This would give rise to a

wave exhibiting a 180° phase shift relative to the forcing, and
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this is just what 1is observed at the bottom sensor, as noted

above,
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IV.7 Leakage of Shear Waves into the Equatorial Waveguide

It was noted in section IV.5 that waves propagating on the
restoring force provided by the horizontal mean current shear
can cross the equator , since the restoring force does not
depend on f. However, the disturbance these waves create in the
equatorial waveguide will give rise to some equatorial wave
propagation. The question is , how much energy leaks from shear
modes to equatorial modes?

Evidence discussed in Chapter II leads one to believe that
the 40- to 50-day oscillation propagates as- an equatorial Kelvin
wave in the Indian and Pacific Oceans. Thus , I exémine the
leakage of shear waves crossing the equator into an equatorial
" Kelvin mode. To examine this situation I need the momentum
equations for the free equatorial Kelvin wave

Ue = —Px7p (1v.81a)

SByu=—Py/p (1V.81b)

with boundary condition

w (x=Q, y,t,z) = U (y,2,¢) (1v.82)

the function U representing the zonal component of the velocity
of the shear wave crossing the equator . This problem is

.,analogous to the treatment of current-generated trench waves
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presented by Mysak and Willmott (1981). This approach will be
consistent provided the leakage is relatively small so that it
is not necessary to consider the loss rate in determining
U(y,z,t). The forcing function, U, is here considered to be
confined to a thin upper layer (~=100m, as in section IV.5)
lying over deep ocean (of about 3500m depth). I will also assume
constant N? type stratification, so that one has simple vertical

modes cos(n7rz/H). With these assumptions I write

u= e cos(lzi—"‘) U (X,2) (1V.83)

(I consider here only the first baroclinic mode, of equivalent
depth h,, since Luther's observations indicate that the 40- to
50-day oscillation propagates as a first baroclinic mode Kelvin
wave). The effective forcing function U(t) must be projected
onto the vertical and latitudinal eigenmodes. Since U(t)

represents a wave one has

_ _ C(I<y-cu'é)

O = Uy e 7‘)/(2-*1,) (1v.84)
where ?q{(z+h), the Heavyside step function, is given by
1 =>-h
N (z+h) = Z(

o < -h

-

The projection cofficient for the 1latitudinal dependence is
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given by _p .

oo LYy
2(3’\1)1 l(\ d
iooe cos V4 y

o° A 2 ' :
@)=Y
f e / (1V.85)
2 (ghd*
ﬁ D)
The projection coeffient for the vertical dependence is given by

I cod(3) M) da

- exp L k

C}Z = P
cos™(IF) d= |
f-H ‘ (1v.86)
< (T
H/2
and since h<<H
2. h

Thus

—_———

(}Effed.‘ve = (J H ex sinwt -

2h h) %
2h [iﬂp_)kj

From equations (IV.81a,b) , one finds

2 _(@h) T wo(x,t) =
— uo(x t) (3 1) Us ) (@)
oz ’ Ox (1V.87)

with u(x:oé)_s.nwfu —-exP[ 3;\1){ ]

From Mysak and Willmott (1981) , one knows the solution to be



189

I take U, to be about 1cm/s (much 1less thah the meridional
component of about 10cm/s) , and k=(27/3000km). Lightill (1969)

gives h, to be .75m for Indian Ocean conditions. Thus, I have

(JOCX)t) = dem/s ’:'ggomm €xpP (_0'3) s;"EI'T(t —Q):.t ){)]

= 0.05 emys sin [ 27 (¢ —(3“ ){)]

Hence, I find that the leakage of shear waves into the

equatorial Kelvin mode is negligible.
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V. Summary and conclusions

In chapter II I reviewed the 1literature establishing the
existence and properties of the 40- to 50-day oscillation in the
atmosphere and to a lesser extent , in the ocean. The
atmospheric oscillation is now known to be global in nature. The
tropical component , propagating eastward and modulating the
Walker circulation, ié connected to a midlatitude component by
poleward propagating fluctuations. Although less is known about
it, the oceanic oscillation probably propagates as an eqguatorial
Kelvin wave (confined to within 3° of the equator) in the
Pacific Ocean and in the Indian Ocean.

In Chapter III is described an original analysis of data
from the source region of the Somali Current , which showed the

40~ to 50-day oscillation to exist in the atmosphere and ocean
and to have unique properties there. Some of the data were
consistent with the results from Chapter 1II showing the
atméspheric fluctuations to propagate parallel to the coast ,
probably due to the effect of the East African Highlands. The
existence of 40- to 50-day fluctuations in the wind stress curl
has been shown for the first time 1in any region. This is
particularly important since the wind stress curl is a major
forcing term for low-freguency oceanic motions. Previous work
has detected oceanic fluctuations at 40- to 50-days period only
as mid-ocean equatorial-motions. I have sﬁown here tHat the

oscillation exists as a coastal signal in the Somali region,
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propagating parallel to the coast and toward the equator. The
strength of the current fluctuations is impressive, over 10cm/s
at depths in excess of 100m. These fluctuations are seen to vary
in amplitude with time , posing the challenge of relating these
variations to changes in the mean flow conditions and possible
atmospheric forcing. I have demonstrated the existence of large
temperature fluctuations in the 40- to 50-day period range.
These fluctuations (of the order of 2°C at the upper sensor of
station K2) may play an important role in the air-sea
interactions thought to be ultimately responsible for the 40- to
50-day oscillation.

In Chapter IV I showed the atmospheric 40- to §Q-§ay
fluctuations are energetic enough to drive the observed oceanic
fluctations. In particulaf , I demonstrated that the wind stress
curl fluctuations directly pump the oceanic temperature
fluctuations . The strength of the wind stress curl fluctuations
1s sufficient to drive the observed equatorial Kelvin waves of
40- to 50-days period in the Pacific. I modelled waves
propagating parallel to the Kenyan coast, restored by forces
associated with vertical and horizontal current shears , and
showed that atmospheric forcing is sufficient to account for the
oceanic 40- to 50-day fluctuations observed in the source region
of the Somali Current. Waves prbpagating on the horizontal shear
may cross the equator with minimal leakage of energy into the
equatorial wavegquide . I found that vertical shear modes
experience resonance with the atmospheric forcing at a

wavelength that corresponds to the known wavelength of
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atmospheric 40- to 50-day fluctuations (~3000km). This
resonance condition gives the best fit between model and
observed properties. The energy I believe té exist.in these
vertical shear modes will, in contrast to the horizontal shear
modes, be strongly leaked into the equatorial waveguide and may
be an important source of the mid-ocean equatorial 40- to 50-day
waves seen in the Indian Ocean. Clearly, the real problem of
interest 1is the leakage of energy into the equatorial wavegquide
when both horizontal and vertical current shear are present in

the modelled current which lies in an unbounded ocean.
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Appendix I: The Maximum Likelihood Method.

The data analyzed in this thesis presents two problems:
(i.) the shortness of the time series compared to the

period under consideration.

(ii.) the essentially quasi-periodic nature of the 40- to
50-day oscillation (potentially 1leading to rather broad-

banded instead of sharp spectral peaks).

These diffiéulties lead to problems in choosing a spectral

window . The window must do two things:

(i.) it must suppress the side-lobes of any major peak
(especially important for short time series).
(ii.) it must smooth the data , i.e., enhance the signal to

noise ratio.

Given a short time series the method of side-lobe
suppression is very important. Traditionally , one simply tapers
the data at both ends with a cosine-bell to reduce the ringing
(side-lobes). This can , however, unduly reduce the variance of
long-period signals. For example,‘suppose one has only one cycle
in the series, as illustrated in Fig.AI.1. Then , tapering with
a cosine bell (one multiplies the series by the taper function

shown in Fig.AI.2 strongly reduces the oscillation at its peak
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values. Note that a much different resulﬁ might be obtained 1if
tﬁe cycle has 1its peak in mid-series (see Fig.AI.3- the taper
has little effect). Thus , one wishes to use an optimally chosen
window. In the maximum liklihood case , the window optimally
passes sinusoids. In the maximum entropy case one obtains an
optimally smooth spectrum. However, there seems to be the
possibility of over smoothing when dealing with quasi-periodic
processes as is illustrated in Fig.AI.4 . 1In this case ~the
maximum entropy window smooths the 40- to 50-day fluctuations
entirely.

The spectra presented in this thesis are calculated wusing
~ maximum 1likelihood . In the oceanic spectra, all the 40- to 50-
day peaks are significant (with 90% confidence) with only two
degrees of freedom (the minimum possible). The curl of the wind
stress spectrum (Fig.III.5) also shows a 40- to 50-day peak
significant at the same level of confidence (90%) while the wind
stress spectra (Figs. III.4, 11I1.8) show significant 40- to 50-
day energy at an B80% confidence level (again with two degrees of

freedom).
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_APPENDIX II .

The coefficients ay in equation {IV.76) :

2 e 2
a7 = - (-uw, +kVy) (Fpy +K°) + k Fpy (V] - Vy) + 1K™ Ryy

312 = (—wo+kV1) FZl—;Kz Ryo

ap] = (-uwy + kVy) Fpp - i K2 Ry
agy = - (= wy + k Vy) (Fpp + F33 + K&) + k {Fgy (V, - V3) |
- Fyp (V1 - V2)} + 1 k2 (Rp1 + Rp3)
ay3 = (- w, +kV,) F3p — i K Ryg |
agy = (- uw, + k V) Fgg - i K% Ry
ag3 = = (=w_ +KkV,) (F33+K2) =k {T + Fyy (V, = V)

+ i 1(2 (R32 + R.b)
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Appendix III., The Effect of the Ocean on the Atmosphere

The purpose of this appendix is to calculate the strength
of the atmospheric fluctuations which may be produced by the
known oceanic temperature fluctuations in the 40- to 50-day
period range (of strength of about 2°C). If these temperature
fluctuations can induce atmospheric fluctuations of significant
strength, then the importance of the role of the ocean in. the
generation of the 40- to 50~-day oscillations will be
established. That is, such a finding will support the idea that
ocean-atmosphere interaction is responsible for the 40- to 50-
day oscillations.

Philahder; Yamagata and Pacanowski (1984) model the

atmospheric response to a heat source Q(x,y,t) via the equations

_5‘\/‘_,_8 H, =-A0U ' (AIII.1)

£ 0+ 9 H‘/ = AV . (AII1.2)

D(Gu+V,)=-BH-Q (AIII.3)

The coordiates (x,y) measure distance in an eastward and
northward direction; the corresponding (atmospheric) velocity
components are U and V. The one-layer atmosphere has a depth D
(I will treat the oscillation I wish to model as barotropic over

a 10 km depth; the 40- to 50-day oscillation has been found to
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have appreciable strength at least up to 10 km. Perturbations to
D are measured by H. The coefficient for»Rayleigh friction is A,
and the coefficient for Newtonian cooling is B.

The motions modelled are gQuasi-steady in that the time
variation terms that would normally.occur in equations(AIII.1,2)
are small compared to the frictional decay term A . That is ,
A=(1/5)day"', Gy =(27m/508ays)=(1/8)day '. Also, one has
E=(1/15)day". Coupling between the ocean and atmosphere is via
the heat source term Q. That 1is, changes in sea surface
temperature (SST) change the water vapor content of the
atmosphere and thus the 1latent heat release responsible for
tropical convection. The change in the partial pressure of water
vapor in a saturated atmosphere over the ocean may be found from:

the Clausius- Clapeyron equation:

| ~aEy /1 nst.
InP= —%& v(_r-ﬁ) + const (AII1.2)

where P is the partial pressure of water vapor , T the absolute
temperature, AE,, is the latent heat of condensation of water,
and R is the gas constant. From this relation one finds that a
2°C fluctuation 1in ocean temperature (fluctuations of this
magnitude were found in Chapter III) giving rise to the same
change in surface atmospheric —~temperature creates a partial
pressure change of about 0.02 atm (based on a background

temperature of about 300°K). The partial pressure of the water
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vapor is equal to the saturation mixing ratio (gg) multiplied by
the molecular weight of water (about 18 grams per mole) divided

by the molecular weight of air (about 28 grams per mole) , so

that one finds

gs=(mass of water vapor/mass of air in given volume)

=0.02(18/28)=0.01.

With this knowlege of the saturation mixing ratio change due to
the temperature fluctuation , one can calculate the induced

rising (due to latent heat release) velocity from

equation(12.36) of Holton(1979):

Wblne — -AE, '%ﬁr.’ (AITI.3)
d = ceT  dt

where @ is the potential temperature, Cp is the heat capacity
of air at constant pressure , and w is the vertical velocity.
(This equation is derived by assuming that the buoyant force due
to latent heat release and consequent expansion is balanced by

entrainment). I now write equation(AlIII.3) as

L 49 _ "é_E_-.V_i."’ . (AIII.4)
Wae o< e T Vs
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where I have replaced (aqs /dt) with @ gs , with w
co‘rre‘sponding to a 50-day period . The term (d48/dz) may be
estimated from Figure 12.1 of Holton (1979); (df)/62)2:3°K/km on
average over the lower 10 km of a tropical atmosphere. One thus

finds:
wX5x10-3 m/s,

which is the quantity Q needed in eqgaution (AIII.1),.
Now note that the types of disturbances we are interested
in here only have a zonal component (V=0), so that

equation(AIII.1) becomes

‘3’4x = '_/4 C;
> H= Aai (AIII.5a)

DOx=-BH-Q

i (AITII.5Db)
= (kDT = -BH+Q)
where I have used (d/3x)=1ik. Thus,
) - - AG .
(kDO = _(8‘33/‘ +&) (AIII.6)
and
. [
[U] al (AIII.7)
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I now assume k corresponds to a planetary wavenumber 1 (about
40,000 km) oscillation so as to model the global-scale
circulation cells. Then, substituting the calculated value of w

for Q one finds
U~=3m/s.

In Chapter 1III I found 2zonal wind stress fluctuatibns of a
strength of about 0.3 dyne/cm? corresponding to a zonal velocity
fluctuation of about 5m/s. Thus, one sees that 2°C fluctuations
in SST at a 40- to 50-day period can give rise to a atmospheric
velocity fluctuations which are almost as strong as the obsefved
oscillations. Thus, it seems that the ocean has a signifigant
input into the dynamics of the 40- to 50-day oscillation in the

atmosphere.



