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ABSTRACT

A theoretical and experimental study has been made of planar
acousto-optic light deflectors with particular emphasis on acoustic beam
steering as a means of improving device performance. The theoretical
model takes into account the electrical drive characteristics of beam-
steered interdigital surface acoustic wave (SAW) transducers, anisotropic
diffraction of acoustic waves and the rigorous theory of the interaction
between guided optical waves aﬁd high frequency surface acoustic. waves.

The experiments were carried out on nickel indiffused wave-
guides on Y-cut LiNbO3 substrates. A four-section, three finger pair
transducer array was used to launch acoustic waves with propagation
directién centered dat 21,8° from the Z axis. A center frequency of
200 MHz was chosen as a compromise between high acousto-optic bandwidth
and ease of fabrication., The deflector had a bandwidth of more than
60 MHz and gave 44 resolvable spots with an optical wave 2.5 mm wide.
The observed frequency response of the diffraction efficiency was in
excellent agreement with the theory. It was concluded that beam
steering is an advantageous technique for devices requiring large band-

width and high diffraction efficiency.
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1. INTRODUCTION

The principal objective of this thesis was to do a combined
theoretical and experimental study of acoustic beam steering as a means
of improving the performance of planar acousto-optic light deflectors.

In an increasingly digital age, integrated optics and surface acoustic
wave (SAW) devices are among the few analog technologies likely to remain
competitive. In addition to potential. applications as light switches,
deflectors and modulators, the devices studied here promise the realiza-
tion of more complex signal processing functions such as convolution and
spectral analysis on an essentially real-time basis-[75].

The technology of bulk acousto-optic devices for the deflection
and modulation of light is reasonably well developed [92]. The planar
geometry utilizing surface optical waveguides and acoustic surface waves
promises to give devices that are physically smaller, more efficient
and that have higher performance than their bulk counterparts.

A review of selected topics of the theory of dielectric slab
waveguides is presented in Chapter é. Techniques for the fabrication of

high quality optical waveguides (OWG) in LiNbO, by nickel indiffusion are

3
given. Methods for coupling to optical waveguides are discussed, and the
design and fabrication of rutile coupling prisms is described. The
measured properties of a 6-mode OWG-are given and the electric field dis-
tributions of the three guided TE m&ﬁes are calculated by the WKB method.
In Chapter 3, the properties of interdigital transducers and
acoustic surface waves on LiNbO3 are reviewed, and an experiment testing
the theory is described. The theory of the surface wave acousto-optic

interaction is presented in Chapter 4, Expressions describing the far-

field acoustic radiation pattern of beam-steered interdigital transducers



are developed, as are equations for predicting the performance charac-
teristics of planar beam steered light deflectors. The diffraction
efficiency is calculated from first principles, using the photoelastic

and electrooptic properties of LiNbO, and the detailed description of the

3
OGW and SAW radiation fields., Several experiments are described, and the
results are compared with theoretical calculations.

In Chapter 5, techniques.for making high resolution photomasks

and for fabricating interdigital transducers are discussed.



2. DIELECTIRIC OPTICAL WAVEGUIDES

2.1 Uniform Dielectric Slab Waveguides

Consider the asymmetrical dielectric slaB illustrated'in

Fig. 2.1. The refractive indices in the three regions indicated are

related by the imequality

n >n_>n,
m s a

where n is the mode index of the mth guided optical mode. If we re-

strict our consideration to guided TE waves propagating in the z direc-

tion, the wave equation reduces to
S Yo 2 32g
X, X_n_ X
T T

For time harmonic fields with propagation constant B in the

z direction, the wave equation becomes
a2

dyz

X 4 K2 - BZ)EX =0 2.

"Fig. 2.1 Slab Dielectric Waveguide.



Boundary conditions require that EX and.Hz be continuous ‘at y = 0 and
y = d, and that EX vanish at y = to, Solutionms satisfying these require-

ments have been shown [1] to take the form

E, = A exp(dy), y<0
- = A cos(ky) + B sin(ky), , 0<yzxsd
= (A cos(kd) - B sin(kd))exp[-y(y+d)], d <y < » (2.2)
where § = (82 - n?akz)ll2
.- (nikz _ g2y1/2
v = 12 - nhd - A2 (2.3)

and where k is the wavevector in free space. This solution is mathe-
maticaliy identical with that for the;quantum mechanical problgm of a
particle incident on a square potential well.

Continuity requirements on H, give the eigenvalue equation

tan(cd) = k(y + 6)/(c* = ¥8),
thereby 1imi£ing wave propagation to a discrete spectrum of guided modes.
In addition, it can be shown [1l] that the waveguide also supports a con-
tinuous spectrum of radiation modes, which form a complete orthonormal
set together with the discrete modes. The pfopagation vector of the
guided wave has the magnitude
] B = hm'ksji'nﬁ Qm | (2.4)

along the direction of propagation, where 6 is the angle between ¥ and y.

Examination of equation (2.3) reveals that y becomes imaginary
when B < nék; as a result, the guided mode becomes radiative andacon—
finement is no longer possible. Thus, vy = 0 is the cutoff condition for

wave guidance. The equation
tan(ch) = §/x (2.5)



~can then be used to detefmine the minimum thickness»dC that.will support
Laiparticular-guidedlmodg. It is interesting to note that a symmetrical
waveguide (na = ns) always hgs at least one gﬁided mode [1]. As Fh¢ J
gguiding layer becomes thinner, proportionately more ﬁower is cafried by
.the evanescent fields.

A more intuitive treatment of wave guidanée is based on a ray-
‘optic approach to light propagation in the Waveguide; Consider a wave - -
in the guiding layer incident on the aif—waveguide interface at an angle

6 L
m

a
na
nm R
Q.18, o Nk
nS

Fig. 2.2 Zig-~Zag Wave Propagétion.

Snell's law is
n_ sing = n_ sind .
m m . a a
When n sinam >mn, critical internal reflection occurs and the wave
cannot egcape from the waveguide. At the lower interface, the equivalent
condition is
n_ sinf_ > n ..
m m s
Since n_>mn., satisfaction of the second inequality implies
satisfaction of the first. Thus, three kinds of propagating modes are

obtained:



(1) air modes, when n_ sinf < n_,
m m a
(2) substrate modes, whenn_ > n_ sinf_ > n ,
s m m a
and (3) guided modes when n_ sin®_ > n .
m m s

Propagation of guided modes is possible only when the multiple reflections
of plane waves from the waveguide surfaces are in phase. This imposes

the eigenvalue condition

2knmd cosem - 2¢ms»_ 2¢ma = 2m7T , (2.6)

where ¢ms and ¢ma are the phase shifts on reflection at the air and sub-
strate interfaces, respectively. The vertical component of the guided
mode forms a standing wave bgtween the waveguide boundaries, so that pro-
pagation appears to be in the horizontal direction only.

For a limited Waveéuide thickness d, only a limited number of
integer values of m will satisfy the phase matching condition (2.6). In
fact, when the appropriate expressions for ¢ms and ¢ma are substituted

into (2.6), the eigenvalue equation (2.3) is obtained.

2.2 Modes in Graded Index Waveguides

Diffusion is a convenient technique for making high quality
optical surface waveguides. It is particularly advantageous for acousto-
optic devices, since a high degree of overlap between the acoustic sur-
face wave ;nd optical fields is possible. However, the description of
guided modes is considerably more difficult, owing to the non-uniform
refractive index profile obtained. As a result of either in- or out-
diffusion, the refractive index near the surface takes the form

n(y) = n_ + An £(y) 2.7)

where n_ is the substrate index, An = no-n is the change in index at

the surface, and the exact form of f(y) depends on the details of the



diffusion process. Waveguides with Gaussian [3], erfc [3,4] and Fermi
. function refractive index profiles have been reported. In general, the.

"solution for the electric field of a graded index waveguide takes the form

3 - t
E(y,2z,t) = E_(y) eI (Bzut) o (2.8)
Substitution into the one-dimensional wave equation gives
dZEx P
___.._2 + K (y) E = 0’ . (2.9)
x _
- dy :

where Kz(y) =.n2(y)k2 - Bi.

For most index profiles of interest, solution in terms.df known
functions is not possible. Eiact.sblutions have been obtained for an
exponential permittivity profile by Conwell Bﬂ and a ﬁiecewise-linéar

permittivity profile by Marcuse [ﬂ . Otherwise, it is expedient to

‘'solve instead the equation
2

dE_ , dz 1
—E & [k2(y)- ) S~ E. = 0,
dy” a? Koy *

solutions of which closely approximate the exact solutions under approQ
priate conditions. This is the WKB method of Quantum Mechanics, for

which the following solutions for TE guided modes [7,9] are obtained:

E, = A exp(yy) ) y<0 B (2.10)
Ek = B/E;ﬁZ?;T A cos (d(y) - w/4&) yﬁ >y >0 .(Z.Ii)
B, = g KR A enlfLxm]ay) w2y >y, (2.12)
Im .
where. C ' Y2 = si- kz, ' - - (2.13)
<2 = nikz - 62, | (2.14)



v

Kz(y) = nz(y)kz, - Bi s (2.15)
Im
o(y) = [® x(y)dy , (2.16)
‘ v .

A and B are constants, k is the wavevé@ctor in free space, no_is the sur-
face index and Bm is the z-component of the propagétion vector of the
TEm mode. The solution is oscillatory over the interval (O,ym) and
decays to zero on\either side.

The-turning point of the mth mode is Y2 defined by K(ym) = 0; it
marks the division between oscillatory and exponential behaviour.

The WKB method is only usable (Schiff [8]) if «(y) changes

slowly with y. The condition for this may be written as
' /

l% <k (2.17)
At the turning point (ym), this condition is violated, and the solutioné
(2.12) have validity only in an asymptotic sense within several wave-
lengths of Yo This restricts the accuracy of solution, particularly
for lower order modes. Conwell, however has stated that evern in this
case the solutions obtained are often of reasonable accuracy. For higher
order modes, good accuracy is obtainable.{scSpecial itechniques must be
ysed instheevicind tpcof ythe iturning jpointswherethere is a pole in E_
Hocker and Burns [10] have shown that the modes of diffused
waveguides can be described by just two quantities, an effective diffus-
ion depth which can conveniently be chosen to be Voo and an effective
mode index,
n =8 /k. | (2.18)
Marcuse [9] has analysed the TE modes of graded index slab

waveguides with the WKB method and a piecewise-linear approximation of
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Fig. 2.4 Zig-Zag Wave Propagation in . .Graded Index Waveguides.

‘the index profile. The solutions were found to be in close agfeement

with exact solutions of the piecewise-linear permittivity profile, and -

-less cumbersome mathematically: (fig. 2.3).

Comparison of eqs. (2.10)—(2.16) with the TE modes of a uni-
form slab waveguide reveals the greater mathematical_complexity of thé
graded-index solutions. Numerical methdds of analysis are usually
required. The ray-optic picture of wave guidance is also more difficult
to apply, since the "reflection" from the bottom waveguide surface is,
gradual rather than.instantaneous.(Fig. 2.4). Tien et al [5] have shown

that the phase shift on reflection is very nearly u/4 at Y, and /2 at
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y = 0. Using this, White and Heidrich developed a method of determin-
ing the turning points Yo of the WKB method, given the mode indices
Ny Myoeee I Equation (2.16) then takes the form ﬁi]
Zy,
0 2 2,1/2 bm - 1
Qé.l.: [ @%@ - nm) / dz = _E_g__
0
where m = 1, 2 ,.. M, and where Z = y/A. Use of the piecewise-linear

approximation gives the following solution for the turning points Zm of

the mth guided mode:
n_ + 3n1

z, =»1%--£LE;———9'1/2(n0 - nl)“l/z, (m = 1) (2.19)
B 301 v 10 “1/2. , 4m-1, 2 "1
Ty Ty Y ) eyt ) -5 )
n +'n Z, -2 _
(Ko ka2 By o - 03 ey - 03,
k-1 - Mk ‘
m=2,3...M (2.20)

where Zo = 0 and no = n(0). Note that m = 1 for the zeroth order mode}
These equations require an estimate of the surface index n. as well as
the mode indices n o, so that successive Z's may be calculated by
iteration.

In order tb dgtermine whether the estimaté of n_ is reasonable,

the sum of squares of the second differences,

k2 T "kl Pl T

2 M2l 2o~ %y Zpn T

Zevr T Bl Y

5 -

(2.21)

is calculated. The minimum in r2 corresponds to the smoothest index pro-
file, and the correspon&ing value of n_ was somewhat arbitrarily selected

by White and Heidrich to-be the best one.
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The index profile obtained can then be used with (2.10) to
(2.16) to calculate the electriclfield distributions of the modes,
either by assuming a piecewise-linear profile or by fitting a function

(i.e., erfc) to the points obtained.

-

2.3 Coupling to Optical Waveguides

Coupling to guided optical modes presents some difficulty,
owing principally to the small (often less than 10 um) dimensions of
optical waveguides. Initially, lenses (Fig. 2.5) were used to reduce
.thehdiameter of light beams.- Low coupling efficiency and a lack of
sélectivity in exciting guided modes made this an unsatisfactory method,

The prism coupler, announced by Tien and also Harris and
Schubert in 1969, overcame these limitations. In Fig. 2.6, light enters
a prism with refractive index np, where nP > n s at an angle 'y such that
it is critically intefnally reflected at the prism base. If the spacing
between prism and the optical waveguide is about A/2 or less, coupling of
light energy into the waveguide is possible, through overlap of the

N
evanescent fields of the reflected light outside the prism base and
guided modes of the film. Mathematically, this mechanism of energy
transfer,resemblés.the’@pantum mech;nical tunneling of a particle through
a potential barrier; consequently, it is frequently called optical tunnel-
ing. Coupling can only occur if the horizontal electric field component
of light at the prism base matches that of a guided mode. This may be

expressed by the phase matching condition for the mth guided mode:

By = ko sing, (2.22)

where Bm is the horizontal component of the guided wavevector. The mode

index n_ is
m
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g™

n =
m

= nP siné . (2.23)

Thus, it is possiblé to selectively excite any one particular
guided mode by varying the angle of incidence .6 of light on the prism
base, provided that the indices of adjacent modes are sufficiently
different. A number of theoretical treatﬁents of coupling efficiency
have been published [2,9,16,17]. Most of these deal with the special '
case of a uniform or Gaussian light beam intensity profile coupling into
a uniform dielectric slab waveguide, in which case the maximum attain-
able coupling efficiency is about 80%. By altering the beam profile and/
or tapering the gap between waveguide and prism, 100%Z efficiéncy is
theoretically possible, and over 907 has been achieved experimentally.
Marcuse [9] gives a method of estimating the coupling efficiency to a
graded-index slab waveguide. TFor high coupling efficiency, the mode and
prism index must be very closely matched.

In practice, the prism is held in close proximity to the wave-
guide by the use of an adjustable clamp. Because of nonuqiformities in
the mechanical contact between prism and guide, coupling efficiencies of
over 25% are difficult to achieve, particﬁlarly for light beams more than
1 mm in diameter.

A number of otherssuccegsful optical couplers have been deve-
loped. Dakss et al [18] announced the grating coupler (Fig. 2.7) in
1970. An optical grating of periodicit? 0.67 um was formed in photo-
resist on the waveguide surface by exposure in a laser interferometer.

A more recent fabrication technique employs sputter etching of the resist
pattern, thus etching the grating into the waveguide itself. The phase
matching condition for grating couplers is ¥

Bm = k sinf + 2mn/d, (2.24)



Fig. 2.5 Lens Coupler.

2134

"Fig. 2.7 Grating Coupler.

Fig. 2.8 Generalized Leaky Wave Coupler.
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where d is the grating period and & the angle of incidence. Seléctivé
mode coupling is again possible. The maximum efficiency observed by
Dakss et al was 40%; with suitable techniques, 1007 is:theoretically
possible.

The grating coupler is mechanically more stable than the prism
coupler, and'coupling over larger areas is easy to achieve. Prism
couplers, however, have the advantage that they are not attached to the
waveguide and can easily be moved to different orientations.

At the OSA meeting on Integrated Optics in 1972, Tamir and
Bertoni presented a unified theory of coupling to optical waveguides.

If the medium adjacent to the waveguide surface has suitable structure,
an optical waveguide is capable of supporting the propagation of either
a guided wave or a 1ea£y surface wave. The leaky wave .propagates with

a field variation exp(if' - o)z, where o is an attenuation constant

- denoting the loss of energy to regions adjacent to the guide. If o is
suitable, this leakage will give rise to a beam of light propagating out
of the guide at an angle 6, determined by a phase matching condition
similar to (2.23) or (2.24), depending on details of the structure
adjacent to the guide. Because the leaky wave decays exponentially, the
emerging beam has a non-uniform intensity profile, as illustrated in
Fig. 2.8. 1In general, the leaky wave can be supported by either multi-
layered (i.e., ptism) or periodic (i.e., grating) structures. By reci-
procity, light can be coupled into the waveguide by reversing the propa-
gation direction; however, for maximum coupling efficiency, the incident
beam intensity profile must have the shape illustrated in Fig. 2.8.
Thus, for optimal coupling from a Gaussian'or uniform beam profile, it is
necessary to taper o along the direction of guided mode propagation such

that the required input beam profile is symmetric,
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2.4 Prism Coupler Design

Prisms suitable for coupling to Ni/LiNb0O, diffused waveguides

3
were designed and made of rutile (crystalline TiOZ),-one of the few

materials with higher refractive indices than LiNbO Rutile is bire-

3’ _
fringent (uniaxial positive), with the crystal dptic axis -coincident
with the crystallographic ¢ axis. The highest possible mode index anti-
cipated was 2.4, based on Kaminow and Schmidt's results [3]. The indices
of rutile are n, = 2.582 and n, = 2(86 [9,19], so ecoupling is possible
with any relative orientation of the prism and substrate crystal axes.,
Rutile has a hardness of 6 to 6.5 on the Mohs scale, sufficient to resist
sc;atching.by most common materials.

Threeffactors must be .considered in prism coupler design:
the relative crystallographic orientation of prism and substrate, the

magnitude of the prism angle, and the coupling efficiency. For the

prism illustrated in Fig. 2.9, the phase velocity matching condition
B

m
n =

m -k - np s1neu, (2.23)

must be satisfied before coupling to guided modes can occur. The angles

&5 Vs iandrior Im(triangle ABC dre related by the equation

O=a+y, (2.24)
where o 1is the prism angle. At the upper air-prism interface, Snell's

law is

sinpy = np siny

so that

=}
[

nP sinf[a + arcsin(giEHﬁ]
P

cosa siny + Vni'— sinzu sino (2.25)

It is more useful to write this with p as the independent

variable,
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Fig. 2.9 Prism Coupler Geometry.

Fig. 2.10 Broadening of the Input Light Beam

o= érqsin[nm coso -'?hz - ni sina]. - V(2;26)'
' If we know the prism index and haveran estimate of the guided mode index
'nm, we can use this equation to calcuiate the range of prism angles.a
over which coupling is possible. This range is such that —?g <‘u.k %-,
although angles of incidence near the limits + 1/2 are not usable because
broadening of the input light beam reduces the coupling efficiency. From

Fig. 2.10, we see that the ffaction of the light incident on the active

coupling region of length % is

_ % _ _fcosOcosy . o _
W Weosy - (2.27)

n
oW
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where W is the incident beam thickneés. Usually a lenélof long (>20 cm)
focal length is used to focus the laser beam to a small spot onithe
_prism base. The degree of beam convergence is usually small over the
diménsions of fhe prism (typically v 0.5 cm), so it may be neglected in
(2.27).. In Fig. 2.11, ng is plétted as a function of prism angle for

the case 2/W =1, np = 2,582 and 2.86, and n = 2.23. ' If maximum coup-

"ling efficiency is desired, it is necessary that the coupling length ¢

‘be greater than the projection of the light beam diameter in the prism.

1 I ! l L
30° 40° 50° 60 70 - 80
(o4 .

Fig. 2.11 Effect of Beam Broadening on Couﬁling'
Efficiency (assumes &/W = 1, n = 2.23).
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The overall coupling efficiency is

A, =n, n_=n _Lcosbcosy o

t c c - Wecosy P

or | ng=n, | oM<, 1 (2.28)
where n. is a factor dependent‘on prism, gap and wéveguide parameters.
For coupling across a qniform gap of width D into TE médes df a graded-
index optical Qaveguide (OWG) , Marcuse [9] obtained tHe radiation—-loss

. amplitude coefficient‘- o

lAlsz o 72 Ki o

a = o — s (2.29)
7 2wp P{I(x _o-y")sinh(YD)]" + [y(o+k )cosh(yD)]}

where y and ko are given by (2.13) and (2.14), 02 = k2(n§ - ni? and

IA[ZBZ (ZwuoP) is determined by the mode normalization integral,
B © .

m ' . |
*
2wu° f_m Ex ey dy (2'30),

The parameter P is thé.power per unit width carried by the mode. Marcuse
' normalizes the electric field by setting /Pwuo =1 V/m for each guided

mode. The coupling efficiency n. is then given by

"nc =1 - exp(—ack) ' - . (2.31)

.in the derivationaéf (2.29),_Marcusé assumed that the electrié__,
fiéld in the gap consisted of plage waves, and fhét-the inpuf beam in- |
tensity profile was reétangular, The firsf assuﬁption is‘less accurate
for lower order modes, whilst the second 1e$ds to o&ereétiﬁatibn of o

for Gaussian'beams. The effect of changing the prism index in (2.29) can

be seen more clearly if we take D = 0. Then |

: ) |
o . | C(2.32)
2uwu P otk ) '

a8 o

o
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The prism index enters this expression through o = k ni - ni . Differ-

entiation with respect to ¢ reveals that aé has a maximum when np =1
the OWG surface index of refraction. When a choice of prism index
exists (as in the case of rutile), the lower index will give a higher
coupling efficiency, provided, of course, that np > n_.

In diffused waveguides, there is usually little difference
between the indices of modes of adjacent order. Consequently, the coup-
ling angles p are close together, making the observation of individual
modes and accurate determination of the mode indices more difficult.

The derivative of y_ with respect to no provides a measure of the

NS

separability of indiwidual guided modes,

2 -
du . ¢osa + nm(n2 - nm) l/zsinOL
Fa 2 . : (2.33)
m [1 - (nm cosa - Vni - ni sinoc)?']l/2

This expression is plotted in Fig. 2.12 as a function of o for rutile,
with n_ = 2.23. The minima of Fig. 2.12 coincide with the maxima of
Fig. 2.11; that is, the mode separability is least when the coupling
efficiency due to beam broadening is greatest.

In Fig. 2.13, the limiting prism angles are plotted against
mode index for the prism indices 2.582 and 2.86. Equation (2.27) was
solved for a by Newton's method for sinp = *1. The upper curves are
for an angle of incidence u{v= m/2; the lower, for W, = -v/2. From [3],
we expect 2.15 < n < 2.5; then the limits to the prism angle are given
by 41° < o < 86° for n, = 2.582 and 34° < o < 74° for n, = 2.86.

In order to simplify the calculation of mode indices, it is

desirable to select the crystallographic orientation in such a way that

light in the prism propagates with either ng or n_, the extreme value

’

* In the rest of this section, n,

refers to the ordinary rather than the
surface index of refraction. ‘ C
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 Fig. 2.12 Mode Separability vs. Prism Angle for n = 2.23.

‘of the extraordinary index. When the extraordinary ray axis lies along
the back corner of the prism (Fig. 2.14), TE waves propagate with the
index_né and M with‘no. This can be shown by making the substitutions

= 2.582

L ) )
g =n, = 2.86

and Vz = 0 in the phase velocity determinant (Appendix II) to obtain

2, .2 2 4,2
v +-Vy = ne‘V /¢ (TE)
_ (2.34)
2 2 2 4,2
VetV =m v [c™ (1)
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‘Fig. 2.13 Limiting Mode Indices vs. Prism Angle for Rutile.

The phase ﬁelocity surface is used here (rather than the ray velocity
surface) because it is the phase of light incident at the prisﬁ base
that determines whether coupling takes place. Since both equations
(2.34) represent circles, the index of prépagation doeé.not vary with
the angle of incidence. This.thenvis the preferred orientation when
both TE and TM modes are té be excited.

In Fig. é.lS;‘ the c‘axis is vertical. The substitutions

n; =n =n

m._=n
Z e
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Fig. 2.14 Phase Velocity Surface for Rutile with c Axis Horizontal.

jc axis

22.

1

Fig. 2.15. c¢ Axis Vertical.
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and V_ = 0 give
X

V2 + v = n? v ()
y z (o
(2.35)
2.2, 2.2 2 2 4, 2
and n, Vy tng Vo =n n Vi/e (™)

for the projections 6f the phase velocity surface on the yz plane. Thus,
TE modes propagate with the ordihary index. However, the index for TM
waves varies with the angle of light propagation in the pr{sm. In the
acoustooptic experiments described in Chapter 4, only TE modes weré used,
so this orientation was satisfactory. It provides a somewhat higher

degree of mode separability and coupling efficiency.

2.5 Coupler Fabrication

Initially, an attempt was made to construct grating couplers
by the method of simultanepus exposure and development, using Gaf PR-102
positive photoresist. This technique, which gives reduced exposure times
and deeper grooves with sharper ridges than conventional methods, was
first usedbby Tsang and Wang in 1974 EMa*IOamakgzhigh quality’ submicron
gratings with Shipley AZ-1350 positive photoresist. In Fig. 2.16, light
from an argon laser is split into two beams which are individually
spatially filtered, then passed through an optical flat to interfere at
the photoresist-coated substfate. It can be shewn that the grating

period is

X/Qan cos(arcsin(sinei/nd)bg‘ (2.36)

A=
gs
where n, is the developer index of refraction and Gi the angle of inci-
dence on the optical flat.

Before use, the developer was diluted 1:3 with deionized water

and passed through a .45 um filter to reduce light scattering. The

photoresist, diluted 1:1 with reagent grade methyl ethyl ketone, was
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Fig. 2.16 Photoresist Ekposure for Grating Coupler Fabrication.

24.
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spin coated at 4000 RPM for 1Q seconds. The coatings were measured to
be about 2000 A° thick with a Sloan Angstrometer. After drying in air
for 15 minutes, the photoresist was baked at 65°C for half an hour.

During exposure, the light intensity was measured to be about
60 mW/cmz. A series of test exposures were undertaken with times rang-
ing from 10 seconds to 10 minutes., Three minutes was found to give
good results. The gratings were rinsed and blown dry with nitrogen
before examination in a scanning electron microscope. A grating period
of 5400 A° was obtained. TFig. 2.17 shows the shallow ridges of an
underexposed portion, and Fig. 2.18 shows a correctly exposed area at
lower magnification.

Unfortunately, usable gratings were not obtained, primarily due
to a lack of adhesion of the photoresist when development of the grooves
was carried through to the substrate (Fig. 2.19).  This problem could
not be overcome by variation of process parameters, so a rutile crystal
was ordered from NL Industries in New Jersey. The crystal was about
2% ém x 1% cm diameter and had a very pale yellow colour, although the
transmittance was quite higﬁ.

A'number of prisms were made with the c¢ axis vertical. First,
several 5 mm slices were cut with a fine diamond saw. The crystal was
held in place with a thermoplastic cément. Caution was required during
heating and cooling to avoid cracking. The slices were remounted flat
on the holder and diced into 5 mm cubes. The crystal orientation was
marked on the top, which was not ground until last. A succession of
wetted emery paper grades was used to shape the prisms, with 600 grit
being the last for surfaces requiring polishing. During this process,

it was found best to hold the prisms by hand (Fig. 2.20).
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Fig. 2.17 Underexposed Grating.

Fig. 2.18 Correctly Exposed
Grating.

Fig. 2.19 Result of Insufficient
‘ Photoresist Adhesion.
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Fig. 2.20 Rutile Coupling Prism (@SX).

Frequent examination for large scratches was necessary, as these were
more easily removed with coarser grades of emery paper.

After considerable grinding with 600 grit paper, the crystals
were washed and dried. A variety of polishing techniques were attempted
before a successful method was found. Five micron diamond paste lubri-
cated with a light oil on a napless polishing cloth revolving at 250 RPM
gave good results. After prolonged polishing, the crystal faces became
clear and polishing was completed with 1 pym diamond paste. After'clean—
ing, the vertical back surface was painted black to prevent light from
passing directly through to the optical waveguide. Prisms with angles
between 55° and 82° were made; for most coupling experiments, a pair of

68° prisms were used.



2,6 Optical Waveguide Fabrication

Several techniques were tried for fabrication of optical
waveguides, including thermal oxidation, reactive sputtering gnd diffus-
ion. Because the ultimate objective was to study acoustooptic inter-
actions in LiNb03, it was necessary to use a material with higher refrac-

N
tive index than 2.214., Again, TiO, was one of the few suitable materials.

2

Initially, the thermal oxidation of 1 um thick Ti films was.
tried, at 800°C with an oxygen flow rate of 1 2/min. Even prolonged
treatment, however, did not give films with low optical absorption, so
this approach was abandoned.

Better films were obtained by reactively sputtering Ti in an-
argon—-oxygen mixture at pressures of .0l and .002 torr, respectively.
(Sputtering in pufe oxygen gave brownish films similar in appearance to
thermally oxidized titanium.) A series of films of different thicknesses
was deposited on a silicon slice in order to measure the oxide thickness
by ellipsometry. Comparison between the experimental ¢, A curve (Fig.
2.21) and calculated tables gave a refractive index of 2.15 at 632.8 nm. -
This surprisingly low value was most likely caused by the presence of
seve?al oxides of titanium in the film. Annealing overnight in oxygen
at 500°C increased the index to about 2.25, as did sputtering at slightly
higher oxygen concentrations. Sputtering onto a heated substrate would
likely have increased it further, but this was not feasible in the
exitsting sputtering system. Even the best films appeared to be somewhat
lossy, however, so subsequent experiments were aimed at the fabrication
of waveguides by diffusion.

Coupling to guided modes of a 1 um thick TiO, film on glass

2

was observed. The film absorption appeared to be quite high, since the
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-

bright streak characteristic of guided waves was strongly attenuated
over a distance of less than one centimeter. The dynamic range of the
human eye is about 27 dB, so the film probably had losses in excess of

30 dB/cm D].

2.7 Diffused Optical.Waveguides in'LiNb03 v ’

Lithium niobate has an unusual combination of physical proper-
ties (Appendix I), It is birefringent (uniaxial negative) and ferro-
electric, with a Curie temperature between 1100 and 1080°C, depending on
stoichiometry. It has relatively large electrooptic, acoustooptic and
non-linear optical coefficients, as well as high transgissivity in the
visible spectrum. Thesé characteristics make it a very desirable mater-
ial for the fabrication of optical waveguides, since their propagation
characteristics may be altered by electric fields, acoustic surface
waves or non-linear effects to provide modulation, switching, deflection,
and mode coupling of guided waves. /

The first diffused waveguides in this material were reported
by Kaminow and Carruthers in 1973 [4,21]. Lithium niobate crystals ex- -
hibit -variable stoichiometny .of the form (L%ZQQAQN§295%11a’ where
0.48 < a < .50. The degree of non-stoichiometry was found to affect the
magnitude of the extraordinary ray index of refraction. By holding
crystals at a temperature of 1100°C and a pressure of 6 x 10—6t0rr for
times ranging between 21 and 64 hours, the index in a surface layer was
reduced sufficiently by lithium outdiffusion to produce excellent wave-
guides. Discoloration of the crystals resulting from this treatment was

~N ~
corrected by further heating in air for two hours before cooling. These

waveguides had an error function diffusion profile, with guided modes that

extended as much as 100 um or more into the substrate.
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In 1974, Kaminow and Schmidt' reported that the indiffusion of
transition metals also produced excellent waveguides in LiNbO3. vDiffus—
ion times were much shorter (as little as a few hours), and greater con-
trol was possible over the shape of the diffusion profile, which could
be varied from complementary error function to Gaussian, depending on
whether all the metal was diffused in from the substrate surface. Their
results indicated that nickel diffusion in-LiNbO3 was particularly rapid,
so that waveguiding layers several microns deep could be made at 800° in
a few hours.

Even better optical waveguides have been made [5] from solid-
solution LiNb0,-LiTa0O, films grown on LiTaO

3 3 3

epitaxy [12]. A steeper Fermi function diffusion profile was obtained.

substrates by liquid phase:

The difference between mode and substrate indices was greater than with
diffused waveguides (An N 0,07 compared with An n 0.01). As a result,

the individual guided modes have better angular separation when excited
with prism or grating couplers. These waveguides havevthe disadvantage,
however, that the LiTaOé must be repoled, since its Curie temperature is

only 600°C. -

2.8 Ti/LiNbO. Diffusion

3

Sputtered Ti films 500 A° thick were deposited on 2 inch dia-
meter YZ LiNbO3 slices obtained from Crystal Technology, Inc., of Mountain

View, California. The crystals had been grown from a congruent melt, and

were specified to have the following impurity concentration by the

manufacturer.
Cr 2.8 ppm
, Fe 18 ppm
Ni 3.7 ppm

Cu 2.6 ppm .
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The diffusion process outlined by Kaminow and Schmidt was
followed. The substrates were cleaned by a method similar to that re-
commended by Brandt et al [24] for the fabrication of low—loss optical
waveguides. Ultrasonic cleéning for 10 . minutes in-a .01% Alconox solu-
tion in deionized (DI) water was followed by three DI water rinses and
one hour in a DI cascade washer. Before deposition, the LiNbO3 slices

were blown dry with nitrogen and .treated with a Zerostat anti-static gun

(LiNbO., being pyroelectric, tends to develop polarization charges which

3’
attract dust)., After deposition, the Zerostat was again used before

insertion of the substrate into the quartz tube of a cold diffusion fur-

nace. Argon gas (99.995%) with the following impurity contentaasa

0, < 10 ppm H201210 ppm
H2 < 2 ppm 7 002 < .5 ppm
N2 < 23 ppm CH4'<.5 ppm

was passed through the furnace tube at a rate of 2 &/min. After a 6-
hour diffusion at 960°C, the furnace was turned off and allowed to cool
for 12 hours while oxygen was passed through at a rate of 1 2/min. This
step was used by Kaminqw to reoxidize the LiNbO3, which tends to become
brownish from oxygen loss during the diffusion. On removal from the
furnace, the substrate was coated with an oxide layer; this was removed
by lightly polishing by hand with 1 ﬁm,diamond paste on.a napless nylon
cloth.

'LfAtfémﬁtS‘to couple to guided modes with a 68° rutile prism
were unsuccessful, even though Kaminow and Schmidt had observed 6 guided
modes in similarly treated samples. The diffusion profile (Fig. 2.22)
was determined by examination of a 10° taper section of the substrate in
“~an electron microprobe. 'The effective diameter of the x-ray source was

estimated using [22]
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s =.033(v"7 - v ha/(oz) +D, (2.37)

‘where S is the source diameter in um, V is the accelerating potential,
Vk = 5kV. for the Ti Ka line and D is the electron beam diameter. Using
V=110 kV,p = 7.45 g/ce Wighﬂéhe'units indicated, D =_l$gﬁéAand”ah

average value for the-atomic. number Z and atomic weight A,

S~ 1.4 pm.
The taper section increased the apparent diffusion depth from 2 to
11.5 um, so reasonable accuracy was possible. The profile is approxi-

mately fitted by
R = erfc(y/1.05), (2.38)

where R is the Ti to surface Ti count ratio, and y is inuum. The value
1.05 closely matches Kaminow and Schmidt's value of 1.1, so the diffus-
ion attained the correct depth. It was concluded that either the coup-
ling prism did not work as expected, or the Ti concentration was consi-
derably less than required.

A sputtered glass waveguide, provided by Dr. G. Mitchell of
the University of Washington, Electrical Engineering Department, was used
to verify that the prisms worked (Fig. 2.235. Calculations showed that
the prism should have been able to couple to mode indices ranging from
1.9 to 2.6, so it was concluded that the Ti concentration in the guide
was low. This may have been caused by formation of an oxide. or nitride
of titanium early in the diffusion, which reduced the number of Ti atoms.
available.
‘ The substrates were not restored to their original transparency,
even after prolonged treatment in 02 at 700°C. However, this absorption ’

was insufficient to prevent guided modes from being observed, since sub-

strate modes were clearly visible in the coupling attempts.



T/Tiurfacg COUNT RATIO

D

—t

\ measured

erfc(g/l.OS) “““““

@
|
-

(o))

1

3

Fig. 2.22 Ti/LiNbO3 Diffusion Profile.

Fig. 2.23 Coupling to a Glass Sputtered OWG.
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The most likely cause of difficulty was presumed to be the

0,, N, and H,0 impurity concentration in the argon gas. From Fig. (6.13)

22 72 2

of [26], it can be inferred that a 500 A° layer of Ti would oxidize in
seconds or less at 960° in 02 at atmospheric pressure. At the very low
partial pressure of oxygen encountered during diffusion, the raté'of
oxidation is difficult to estimate, but samples heated briefly to 960°C
and cooled in argon were also observed to have an oxide layer. Since
TiO2 is a very stable compound with a lafge free energy of oxidation
(-162 .kcal/mole), this explanation seems qﬁite plausible.

2.9 Ni/LiNbO3 Diffusion-

In subsequerit experiments, nickel was used rather than titanium

because of its higher diffusivity in LiNbO An effort was made to remove

3°
02, N2 and H20 from the argon gas. Pascard and Fabre [25] have shown
that a Ti-Zr mixture (50% atomic) is effective for oxygen and nitrogen
removal from argon at temperatures in excess of 800°C. To implement
this, a Ti-Zr sponge mixture was inserted into a 3 cm quartz tube and
held in place with Ti strips cut from:sheet metal. The furnace connec-
tions are shown in Fig. 2.24. Water was removed with silica gel.

The Perkin-Elmer sputtering system was calibrated so that thin
(< 500 A°) layers of Ni could be made repeatably. Six depositions of
different thicknesses were made on a clean glass slide with an rf forward
power of 100 watts and an argon pressure of 1.2 x lO_ztorr. A thin
nickel layer was then deposited over the entire slide, in order to make

all the steps easily visible in a Sloan Angstrometer. The results

are summarized below in Table 2.1.
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Fig. 2.24. Gas Flow Connections for Ni/LiNbO, OWG Diffusion.
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Table 2,1 Ni Sputtering Calibration.

t (min) S a@®) r = d/t(A°/min)
2 196 + 100 | 98 + 50
4 245 + 41 61 + 10
4 236+ 59 59 % 15
6 - 384 + 64 54 + 10
8 | 433+ 43 54 % 5
10 575 + 72 . 57.5 + 7
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Neglecting the 2 minute result, the average sputtering rate is

f=4d/t =59,1% 3.3 A°/min,

where the probable error 3.3 was calculated from

n — 9 .
P.E. = 0.67 z (r. - r) /n . S

. 1

i=1

A vital step in each nickel deposition was the preliminary
removal of any residual target oxide layer by sputtering onto the shutter
at maximum power (v 400 W) for several minutes. Only then was the sput-
tering rate stable enough to give predictable results.

The Ti-Zr sponge furnace was turned on (with an argon flow
réte of 2 2/min) one hour before commencement of the LiNbO3 diffusion in
order to reach the operating temperature of 900°C., A series of tests
were made to determine the effect of argon purification on the quantity
of nickel diffused into the substrate by x-ray fluorescence. The magni-
tude of the Ni Kd to Nb Kd line count ratio was taken as an estimate of
the nickel concentration in the top (5 10 ym) [22] layer of the specimen.
Table 2.2 summarizes the results. The Ni/Nb ratios tabulated are to be
regarded as proportional only to the atomic Ni/Nb ratio.

Some interesting conclusions can be drawn from Table 2.2. 1In
each case, including the 6 hour diffusion at 950°C, most of the nickel
remained on the surface in the form of an oxide or possibly nitride
resi&ue. Also, the effect of argon purificatio;.on the quantity of in-
diffused nickel is seen to be considerable.

All of the substrates were pale brownish-grey in color, with
the sample diffused at 950°C being the most discolored. Measurement of

the 6ptical absorption of LiNbO, substrates was made in a Carey dual

3
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Table 2.2 X-Ray Fluorescence of Ni/LiNbO

3
No. Description of Sample Ni/Nb Ratio
1 LiNbO3 Substrate. )
2 500 A° Ni deposited on LiNb0,. 0.278
3 500 A° Ni diffused into LiNbO3 @ 800°C for 0.210
3% hr. in treated Ar.
4 No. 3 polished to remove oxide residue. 0.05
5 Same 'as no. 3 except diffused at 950°C for | 0.230
6 hr. .
6 No. 5 polished. 0.036
7 Same as no. 3, but Ar not treated. 0.226
8 No. 7 polished. 0;01

beam spectrophotometer, and the results plotted in Fig. 2.25., New sub-
strates had little absorption in the Visiblé épectrum and appeared per-
fectly clear to the eye. All substrates heated in argon and cooled in
oxygen had an absorption peak around 450 nm. Substrates heated to
950°C were conspicuously absorbing. A létter from Crystal Technology,

Inc., suggested baking the crystals at 1000°C in O, for 2-3 days. This

2
was not feasible, since the nickel would havé'diffused too deeply and
eliminated the waveguide. The absorption may be the same as that
observed at 482 nm by Ballman and Gernand [27], who attributed the dis-
coloration to Nb4+ ions formed when oxygen is lost from the crystal
lattice. The absorption could also be due to Niz+“(as suggested by
Crystal Technology, Inc.), or Fe2+ (Staebler and Philips [33]). The

small (® 18 ppm) iron impurity level in the crystals makes the latter

possibility less likely.
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Fig. 2.25 Absorbance of LiNbO

3 Waveguide Substrates.

There is doubt 'also regarding the exact compoéition df the
residue left after diffusion., Lithium atoms diffuse rapidly in.LiNbO3,
so they are likely to be present. Nickel oxide (NiO) is a p-type semi-
conductor for which lithium is an excellent dopant [28]. The doped
oxide»appears black [29], although the lithium concentration may not
have been great enough for this degree of discoioration, which was not
~observed. A number of nitrides of nickel are stable compounds, but

most of these are formed only at higher temperatures. 'Ni3

N is”formed at
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500°C, but is black ‘and a conductor [30]. When lithium is present,

however, nickel and nitrogen react at 550°C with Li_N to form (Li,Ni)sN

3
[31]. TUnfortunately, neither x-ray fluorescence nor microprobe analy-

sis are suited to the detection of elements of low atomic number, so a

direct test of the residue composition could not be made by these methods.

2.10 Properties of Ni/LiNbO3 Waveguides

Several Ni/LiNbO, diffused optical waveguides were made by the

3

following process. A 350 A° layer of nickel was sputtered onto a clean
YZ LiNbO3 substrate, which was thén inserted into\; diffusion furnace:
Argon, purified with Ti-Zr sponge at 900°C was passed through at a rate
of 2 %/min. The furnace was turned on to 850°C, and one hour later the
temperature had stabilized. After a total of 6% hours, the temperature
was reduced to 600°C and oxygen introduced with a 1 %/min flow rate.

This step increased the re-oxidation of the LiNbO,.~ At 8} hours total

3¢
elapsed time, the furnace was shut off and allowed to cool slowly to
room temperature. The substrate was removed from the furnace when cool,
and the residue polished off. The resulting 6-mode optical wéveguides
were excellent, although. .the substrate remained a pale brownish color.
Figure 2.26 shows the diffusion profile obtained by electron
microprobe analysis. The nickel to surface nickel ratio is fitted
reasonably well by erfe(y/11.5), as was expected from the noticeable
nickel oxide or nitride residue, which apparently acted as a constant
diffusion source. An accurate quantitative microprobe analysis of

Ni/LiNbO, is difficult, since lithium was not detectable in the micro-

3

probe used, and oxygen counts tended to be inaccurate.
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'Figdré 2,27 shows the stage used in the optical coupling and-
acoustooptic experiments. Five degrees of freedom of movement were
possible, and the substraté could easily be positioned for coupling to
guided modes. On the stage.were two adjustable arms for clamping prisms-
to the waveguide. The coupling procedure was as follows, The prism was
positioned on the waveguide and the clamp adjusted until a brownish spot
became visible on the bottom. This area was then close enough to the
OWG surface for coupling to take place. Caution was required, as the
substrates were easily cracked by excessive pressure. Light from a
He-Ne Spectra-Physics 155 laser was focussed on this spot by means of a
25 cm lens. The stage was rotated about a horizontal axis until the
angle of critical internal reflection at the prism bottom was found.
Coupling was then attained by small rotational and translational adjust-
ments until a bright streak was obtained. A scale attached to the sub-
‘strate table was used to measure the coupling angles within 1/2 minute
of arc.

Figure 2,28 shows coupling to the TEO and TMo modes of a two
mode Ni/LiNbO3 optical waveguide. The beam stops at a surface scratch,
from which it radiates brightly. The periodic variations in streak
brightness are caused by spatial mode beating. In Fig. 2.29, the guided
wave is coupled out as well, and the bright spot to the right is the
TE, guided mode. The line passing through the spot is due 'to scattering
of light into guided modes not collinear with the initial direction of
propagation. Most of this écattering is probably due to fine surface
scratches sustained while polishing off the diffusion residue. The
direction of polarization was tested with a piece of ordinary plastic
polaréid. Its direction was checked by examining light reflected from

a smooth surface; the minimum in transmittance on rotation of the polariod

{
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Fig. 2.27 Stage for Coupling to Optical Waveguides

Fig. 2.28 Two Mode Ni-Diffused Guide Showing Mode
Beating between the TEo & TMo Modes.
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corresponded to the direction of transmittance of TE waves.

Propagation losses were measured by placing the output coup-
ling prism at several points along the path of wave propagation. Light
output was maximized each time by adjusting the output prism clamp, and
the output power was measured with an Alphametrics dcl010 lightmeter.
Use of the relation Pzz = le exp[-0(z2 - z1)] gave loss coeffiéients of’
1 db/cm or less.

Figure 2.30 shows the modes coupled out of the 6-mode Ni/LiNbO,
waveguides used for acoustooptic experiments. The direction of light
propagation in the crystal was 24.4° from the crystal X axis. The three

spots on the right are the TEo’ TEl and TE, modes, and the weaker spots

2
on the left are the corresponding TM modes. The input light beam was
unpolarized, so both TE and TM modes were excited. By careful adjustment
of the prism aﬁd angle of light incidence, it was possible to excite just
one mode at ‘a time, The prism pressure was reduced to a minimal value,
and the coupling angles n, were measured for the TE modes. The prism
angle was found to be 68° 12' * 1! by reflecting the incident light back
on itself from both the substrate and prism face.

The mode indices were calculated from the coupling angles using
(2.26), with nP = 2.582. Equations (2.19) and (2.20) were solved for the
turning points of the TE modes according to the piecewise-linear WKB

* ,
approximation. The estimated value of the surface index was varied until

the rms second differences (2.21) were minimized, thereby giving the

smoothest profile. The results are summarized in Table (2-3). The

surface index used was 2.2377, which gave an rms deviation of 6.8X10_5.

*The electric OGW field component along the propagation direction was
ignored. A simple calculation shows that E = .024 E .,
z X



Fig. 2.29 Coupling in and out (TEO mode) .

Fig. 2.30 Modes of QWG's Used in Acoustooptic Experiments.
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Table 2.3 TE Modes a of Ni/LiNbO. OWG.

3
Mode : "

Number unl(ilv) nm (£.0004) ym (um)

o _ : :=
TEo 21 3;' nl =2.235 _ Y1 3.23

(8] —_ =
TEl . 217 45! _ n2 =2.233 Yo 5.78

: 510 B = | =
| TEZ 217 56 ng 2.2316 BL 8.41

These measurements were made with an angle of light propaga-

3 in the Y-cut plane. This

direction was chosen so the light would intersect at the Bragg angle

tion of 21.4° from the X axis of LiNbO

(4°) with a 165 MHz acoustic surface wave propagating in the Z - 21.8°

direction, as discussed in Chapter 4., The substrate index for TE

polarization along this direction can be found as follows.

‘ Vz
Vo)

o=24"

Fig. 2.31 Coordinate Rotation in Phase Velocity Space.

46.
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Consider a coordinate rotation -in the X-Z plane of the crystal
phase velocity space,

VX = VxI cosb - VZl sind

<Vz x1

I

\Y sing +V cosH
“zl

For plane wave propagation along x1, we have V = Vxl and Vzi = Vy = 0.

Then V., =V _ cosfd and V. = V__ sinB. Substitution into the phase
. X x1. z x1
- velocity surface determinant (Appendix II) and multiplication by
4 _ hob
n, =c¢ /Vxl gives

2 2. .22 2,02 2. 2 2. .
(ny - nxl) [nxnz - nxl(nx cos 6 - n, sin 9)] = 0:‘

so that either

P T ny my or

2 1/2

2 ., 2 2
ny = nxnz/(nZ sin”6 + n_  cos 8)

x1 (2.39)

for TE waves. Using p,=mn, = 2;214, n,=n_ = 2.294 [4] and 6 = 21.40,

the substrate index of propagation for TE waves is n, = 2.224.  The
‘waveguide index profile (Fig. 2.32) was fitted quite well by
n(y) = 2.2286 + 0.0091 erfc (y/11.5), ' (2.40)

with y in ym. The agfeement between the index and diffusion profiles,

and between the calculated and fitted substrate index,is reasonable.
The electric field distribution of the TE modes was calculated :

by the WKB method, using equations (2;10)—(2.16). To check whether this

method was in fact appliéable to the problem; the index profile |

n(y) = n + Aﬁ erfc (y/b)

was differentiated to obtain

dK‘= _ 2ken(y)-An

A Y n(y) %02

exp(-y’/b%) (2.41)



2.238}
2.237
niy)
2.236}
2.235]
2.224
2.223
2.222
2.22)

2.220

2.229

2.228
: 0

Fig. 2.32 Ni/LiNbO

10
Yl

3 OWG Index Profile.

48.




49,

Substitution of the values An = .0091, b = 11.5 ym, A = .6328 ym, y = O,

o

n, = 2.2286, and‘nm :2.233 (TE1 mode) - gave

ldK{dyl

014k and . k/A = .23k,

so that inequality (2.i7)@}sﬂs§tisfiqd. .

In the region y < 0, the exact solution of the wave equation
was used, and the constant A was chosen to match the solution for y = 0
at the waveguide surface. For y > 0 and up to Yo? the last zero 6f Ex’
(2.11) was used. The integrals were evaluated numerically by the trape-
zoidal rule.

For y > Yo the usual approach in the WKB method is to make a

linear approximation [34] of the index profile, setting
. v
n(y) vo +n (y-y)

where n is the index at the turning point and

=}
i

Idn(y)/dyly=
" 2An
Vo

n

exp(-y2/b2) (2.43)

for the case of an erfc profile. Neglecting terms 6f second order in
An, k(y) becomes
«2(9) = 2%n 07 (Y = v O (2.44)
) o=k gy YT y

In the region of the turning point, the wave equation is then approxi-

mated by
g
s m X
dy:
wherepg.=a2k%nmn&1_i‘
~ 1/3
The change of variable zZ =8 O - y) (2.46)
gives
d2EX
-ZE_=0 (2.47)
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The solution of this equation can be expressed in terms of
fractional order Bessel or Hankel functions, or, more conveniently, in
terms of the Airy function Ai‘(i). The problem is to match the solution

of (2.47) to the WKB solutions on either side. Marcuse gives
£ = (B/29) (e r(y, v 19 expan/ DY (0) + exp(ni/ i o)1,
(2.48)

where ¢ = (2/3)"z'3/2

, in the vicinity of the turning point. Use of the
identity [36]

AL(-%) = (1/2)V%/3 [exp('frj/s)ﬂuJ (z) + exp(—nj/a)n‘z) (x)1 (2.49)

1/3 1/3
gives
B () = (a8/g" *)m aa(-D)
= (AB/gl/6)VKOw Al [g1/3(y -yl (2.50)

The Airy function has the convenient property that Z = 0 at

the turning point, where

372/3

AL(0) = /T(2/3)

0.35502

Thus, the electric field at the turning point is
E (y) = AB/»Q—ﬁ/gcgl/6ri(2/,3):32/3)’ (2.51)

This differs from Marcuse's expression [9], which appears to under-
estimate the magnitude of the electric field. .,
To calculate the electric field in the vicinity of the turning

A point, the Airy function was generated with the series representation [36]

Ai(Z) = ¢y £(%) + c, 2(%), (2.52)
where 5
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” ~ 2 b 2.5 .7 2.5.8 .10 ‘
.g(z) = Z 4+ a7 2 + 77 z -+ 10T 2 + ...
with €y = Ai(0)
“and - e, =

~dAi(0)/d¥ = 0.25881

Figure 2.33 shows this function for -8 < % < 4. Since our interest was
only in the vicinity of the final maximum of the function, where |2| < 3,

8 terms of the series were adequate for five decimal place accuracy.

5

Ai6)

.25

—25

wf”5 —

- Fig. 2.33 The Airy Function.

In the region‘y > Yo the WKB solution was fognd to agree
very closely with the Airy function solution, so the latter was used .
exclusively for y > Yor Fér the TE0 modé, most of the solution is in
the vicinity of the turning point, so the Airy function was used

entirely for y > 0. TFor higher order modes, the Airy function deviates
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from the correct solution when y < Y,» SO the WKB method (2.11) was used
for 0 £y < Yo+ In Fig. 2.34, a comparison is made between the Airy

function and WKB solutionsvfor the TE1 mode..

"
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Flg. 2.34 Comparison of Alry Function and WKB Solutlons for TE1 Mode

of 6~Mode Nl/LleO3 ouG.

'To summarize, the best approach seems to be as follows:

E_=Aexp(-yy), y<0, (2.53)

| y L ' :
E, = ABYc Jc() cos(n/d = [ x(dy), 0<ysy, (2.56)
4 .
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and

/6)

= a/g O m Py -yl oy sy <o @59)

o
Solutions of these equations for the three TE modes of the 6-mode

Ni/LiNbO, waveguides studied are shown in Fig. 2+35 for propagation in

3

the X + 211.4° direction of Y cut LiNbO The modes have been normalized

3¢
so that each carries a power of 1 watt/meter. These electric field dis-
tributions are used later &ﬁgptiénx4l6>;‘to calculate the acoustooptic
overlap integrals, as discussed in Chapter 4.

Tﬂe value of the normalization integral was used in (2.30) to
estimate thé coupling efficiency of the rutile prism used. All three
TE modes had a maximum coupling efficiency of about 557 for a 1 mm
coupling length. In Fig. 2.36, the coupling efficiency n. is plotted

as a function of gap thickness for the TE, mode, using the values

2
W=2 =1 mm, np = 2,582, o = 68° 12', u = 22° 45', which corresponded
approximately to the experimental situation. The maximum coupling
efficiency actually observed was 10-15%. Since N does not include the
light loss on reflection from the prism face (& 25%), the agreement
between theory and experiment is quite reasonable. The pressure
required to attain this degree of coupling efficiency cracked the sub-
strate, so further experiments were conducted with 5% efficiency or less.
A quick estimate of the maximum value of o, can be obtained by

1

approximating the index profile with a constant, so that
k(y) ~ (1/2) Ky

The value of the normalization integral is small outside the range

0 Ly < Y,® SO We can write
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Fig. 2.35 TE Modes of a Ni/LiNb0O, OWG.
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Y. Y. ’
2A2B2 f n cosz(f " (K°/2)dy - 7w/4)dy
o

(2]

*

E
[m Ex xdy !

AZBZ[ym + (/) cos(Koym)]

The second term is smaller than the first, particularly for higher modes,

for which it can be heglected. Setting D = 0 in (2.30) gives

-2

1/2 (2.56)

CRI y;1<n§/ni-1)?/2[1 + (a2/nl-1)

2,2 ..-1/2
(no/nm—l) ]
This expression appears ‘to be accurate within about 10%. For example,
for the case discussed earlier, (2.56) givesﬂ(ac)max X 0.88 mm.—1 rather

than the correct value of 0.79. Use of the épproximate value gives the.

maximum coupling efficiency as 27% rather than 25.5%.

0 ] L ]
0 .025 05 075 Jd 125 g5
o) '

Fig. 2.36 Prism Coupler Efficiency.
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3. PROPAGATION AND GENERATION OF ACOUSTIC SURFACE WAVES

3.1 Introduction

Elastic surface waves have been studied since their prediction
by Lord Rayleigh in 1887. At the free surface of a solid medium,
sbuﬁd,WéVeé'prqugqﬁéfwigh:éwreduceduphase velocity and are guided in a
layer about one wavelength deep. Particle motion is elliptical, with
components normal and parallel to the surface, and an exponential decay
in amplitude away from the surface.

These waves found their first application in the study of
seismic phenomena, and were later used for flaw testing in materials.
They were not seriously considered for electronic signal processing
applications until 1965, when White and Voltmer [37] demonstrated a
simple and efficient method of direct coupling to Furface acoustic waves
(SAW's) by means of an interdigital electrode array on the surface of a
piezoelectric solid. Since that time, SAW devices have found applica-
tiron in high performance delay lines and filters, and promise the reali-
zation of more complex circuit functions, such as real-time convolution
of two signals. Tn this.chépﬁef, the,propagatioﬂ”and~generation.char—
acteristics ofESAW'S:on anisotropic;ﬁiezoelectric.materiaLS'is reviewed,
with particular emphasis on LiNbO3 as the acoustic medium. Experiments
with an 85 MHz SAW delay line are described, and measurements are com~

pared with predictions of an equivalent circuit model.

3.2 Surface Waves in Piezoelectrics

Consider an infinite slab of piezoelectric material as illus-

trated in Fig. 3.1.
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Fig. 3.1 SAW Propagatiom.

An acoustic surface wave of wavevector K and wavelength A
propagates ‘along the Xq coordinate axis: The slab is assumed to be
many wavelengths thick, so that the lower boundary has no effect on wave
-proﬁagation. Let v, represent the excursion from the equilibfium point>
X of a parficle in the solid. The elastic strain tensor is defined as
[38]

Skz.= %'(“k,z + UK o - @G.D
. where the gymbols A dénoﬁe partial differentiation with respect to
x,. Ina piezoelectric material the relation between stress and strain

L

involves the piezoelectric constitutive relations, which can be written

as {éﬂ -

E .
= S5k Ske T %kijg Tk S € B

[N
.

D, =

S
1 %xe Ske T ofik By (3.3)

.. . S .
where Tij is the stress tensor, and €4 are the elastic

stiffness tensor (at constant electric field), the piezoelectric tensor,

€15k’ €ike

and the dielectric tensor (at constant strain), respectively.
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In a stationary solid not subject to external body forces, con-
sideration of an infinitesimal volume element centered at X gives the

particle equation of motion,

puj = Tij,i . / (3.4)
where p is the density and "-" denotes differentiation with respect to
time.

Use of the relations

B == 8 (3.5)
D, .= 0, (3.6)

and substitution of (3.2) into (3.4) gives the SAW equations of motion,

.. _ E |
Uy = Cikn Yk,01 T Ckij ki (3.7)
and _ s
T Cikp Yk,ei T ik Sk (3.8)
Strictly speaking, (3.5) is approximate.  Howeverj since the

propagation velocity of surface waves is some five orders of magnitude
less than the velocity of light, the electrostatic form of Maxwell's
equations can be used with very little loss in accuracy.

Solutioné to (3.7) and (3.8) have the form [40]

Bk exp(ﬂxsz)expj(Qt - Kx3) , k=1, 2, 3 (3.9)

U.k

and o)

84 exp(ﬁxsz)expj(Qt - Kx3) (3.10)

for wave propagation in the Xq direction., Substitution into (3.7) and

(3.8) gives a linear homogeneous system in the unknowns Bk, k=1, 4,
For a non-trivial solutiog, the determinant of coefficients

must be zero, giving an ,eighth-degree polynomial equation in o. Since

the fields are bounded, only solutions with non-negative real parts can
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be used. 1In general, four complex roots can be found which are satis-
factory. Each value of o can then be substituted back into the homogene-
ous equations in Bk, giving four (generally complex) values of Bk.
Using the other boundary conditions the partial field amplitudes
(those corresponding to each value of «a) caﬁ)be found by numerical
methods to complete the solution.

The problem can only be solved by iterative computer techniques.
The first such solutions for SAW's on LiNbO3 were obtained by Campbell
and Jones [41] in 1968. They calculated SAW velocities in different
propagation directions for both free and metallized surfaces. The dif-
ference between the two velocities is an importaﬁt parameter indicating
the strength of interaction between SAW's and electric fields generated
by-means of surface electrodes. This will be discussed further in the
section on interdigital transducers.

The complete description of YZ (Y cut, Z propagating) SAW's
on EiNbO3 is given by Spaight and Koerber [42]. Fourteen complex coeffic-
ients are required to describe the essentially exponential SAW decay
with depth. Solutions for this and other major crystal cuts are given
in the Microwave Acoustics Handbook [40].

To summarize, the description of acoustic surface waves on
LiNbO? and similar materials is quite complex. In general, the waves
have both displacement and electric field components normal and perpen-
dicular to the surface. Outsidg the material, the electric fields

decay exponentially; inside, all fields exhibit a slower oscillatory

decay. The solutions may be written in the form

uk(§,t) = BE expj(Qt - Kx3) (3.11)
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where 3

m -

Bk = 2 Akq exp(uq sz)

q=1

_ 9 _ oE . _
and Ek = 3;; Bk expj (Rt Kx3) (3.12)
where 3

E _

B = qzl B exp(aq Kx,) .

The time average power flow in the SAW is the sum of two parts

[75], one due to the mechanical displacement'field,

=]

_,_]; ) 5 ‘:*
. Ppam 7 IR [y 39 Ty vy dx, (3.13)
and the other due to the SAW electric field,
1 = %
Po= 7 lRe [, 32 § D} dx, , (3.14)

1

where D: is the complex conjugate of the ith component of the electric

displacement vector. The Akq and B coefficients are usually norma-

kq

lized so that the total power is one watt/m.

3.3 Diffraction of Surface Waves

The diffraction of elastic surface waves may be treated by
methods similar to those used for electromagneticAwaves. In aniso-
tropic crystals, the situation is complicated by the fact that the
phase and group velocities of propaéation are non-collinear with the
exception of a few symmetry (pure-mode) axes. Cohen [43] studied the
diffraction of bulk ultrasoniclwaves in a number of anisotropic
materials. He used a parabolic fit to the crystal phase velocity

surface,

v(e) = v_(1 - be*) , (3.15)
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_in the vicinity of pure—modé axes. He found excellent agreement be tween
calculations based on the above appfoximation and experiments in a num-—
ber of.materials. | _ o

Weglein et al [44] applied this approximation to the spreading
of 100 MHz surface waves propagating in'the Z and Z + 21.8° directions
in Y-cut LiNbOB. »Exaét agreement between theory and experiment was not

obtained. Analytic expressions for the far-field beam divergence half-

angle wl/z and the Fresnel distance r, have been obtained by Crabb et

£
al [45],
_ A (1 + d¢/de)

. wl/Z W secd (3.16)

S Wz sec) o

Tt T TA(L + d¢7d0) (3.17)
where W is the source width and tan¢ = %-g%-. Use of the parabolic’
approximation gives

A ' :

Yy = (L - 2b) ; (3.18)
| b | 2 - -
and ) : .or, = S - (3.19)

£ 4A(1 - 2b) °
for small angles 6 about the'pure mode axis. Except for the factor
(1 - 2b), these equations are identical with those applicable to iso-
tropic diffraction. The walk-off angle ¢ between the phase and groﬁp
velocities is given by
$ = -2b8. - (3.20)

Szabo and Slobodnik [46] give an excellent review of surface
wave diffraction on'anisotropic substrates; They compare isotropic,
parabolic and exact theoretical calculations with experiﬁental obser-

vation (the exact calculations were done by Kharusi and Farnell [47]).
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For propagation in the Z direction on YZ LiNbOB, the parabolic thgory
does not give accurate results, The reason for this is that 1 + d¢/d6ﬂlo
in this case, so that the value of b must be very accurately known.

This is not possible at the present time because the material constants
have not been determined with sufficient accuracy.

However, for propagation in the Z + 21.8° direction (where
1+ d¢/de n 1.37) good accuracy is obtainable, as demonstrated by
Wilkinson et al [48].

In Table 3.1, the anisotropy parameter is given for these two
propagation directions. For YZ waves, beam spreading is much less than
in the case of isotrobic diffraction; hence, this cut is useful for SAW
delay lines. For Z *+ 21.8° propagation, beam spreading is greater than

in the isotropic case. This property makes this cut useful for beam—

steered light deflectors.

Table 3.1 Anisotropy Parameter b.

Propagation
Cut Direction b [44]
Y z i 0.54
Y Z + 21.8° -0.187-

3.4 SAW Generation; the Interdigital Transducer

Consider the idealized interdigital transducer (IDT) in
Fig. 3.3. A grid of infinitely long electrodes on an infinite piezo-
electric slab are alternately connectéd to an r.f. generator. The
material thickness is assumed to be much greater than the electrode

spacing. s
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el

Fig. 3.3 Section of an Idealized IDT.

The problem is to develop an equivalent circuit model. To
make the calculation at all reasomable, it is necéssary to make a
number of assump;ions:
(1) the electrodes are massless, perfectly conducting and
infinitely,lbng (so that the problem becomes two—dimenéional),
(2). the quasi-static approximation is assuméd, i.e.,'ﬁ = ;-VQ,
(3) the piezoelectric is assumed to have né.non—linearity, and
(4) the driving voltage and the SAW's have the time dependence
_ ejgt. ;
‘The equations of state of a linear piezoelectric, (3.1)-(3.6),

were discussed in section 3.2. Since the actual problem to be solved
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is essentially two-dimensional, these relations can be reduced to the

following [Y) , using reduced matrik notation:

'

2

of uy + Tl,l + T5,3 =0 (3.21)
2
pf u3 + TS,l f T3,3 = 0
where
Ty = cgl 51 * °§3 53~ ey B3
Ty = €y Sy * chy Sy = ey By
Ty = 4 S5 = 235 By
517 91,1
537 3,3
55 =up,3t U3,
By =%,
Iand E3 =-¢’3 .
Using Gauss' Law,
Dy, +Dy 3 =0,

7

and making the indicated substitutions gives three partial differential

equations in terms of u, u and §:

3

E

2 E E
puy +oeqq Uy gy F Gy Yy a3

E ’ _
13 F C4p)uy 13+ (g5 eg )@ 5= 0
(3.23)

+ (

E

E 2
(eyg + cplup 13+ 0

B E _
37 %4 U311 7 €33 93,33V €15 8 17 Feg38 33 =0
| (3.24)
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s s _
(e15 + e3p)uy 13+ €q5U3 97 T e33 U3 93 = €73 & 49 “ €358 330
(3.25)
The mechanical boundary conditions are
T3 = 0 at x3 =0
(3.26)

T5 =0 at- x3v= 0.

Most frequently, the electrical boundary conditions have been

chosen to be

Y
]
<
)
t
»
it
o
A
»

(3.27)

The second condition is an approximation, since it ignores
the electric field outside the crystal where the sufface is not metal-
lized. This is quite accurate in high permittivity materials, such as
LiNb03.

Equations (3.23)-(3.27) constitute a statement of the problem,
which is to find the coupled electrical and mechanical fields when an
alternating voltage is applied. A variety of solutions have been
attempted. No exact analytic solution is possible. Usually, the weak
coupling approximation (which means ignoring the piezoelectric terms
ekij Ek in the constitutive relatiop%) is made. This is equivalent to
ignoring the coupling between electrical and mechanical SAW fields.

In the literature, the problem has been treated as either entirely
mechanical [39,50], or the solution of the electrical fields (through
Laplace's equation) has been considered independent of the acoustic
strain fields [51,52,53]. As pointed out by Milsom and Redwood [49],

-neither. approach is entirely satisfactory, since accufacy and information
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are lost. They solved (3.23)-(3.27) with variational techniques, which
appear to give very accurate solutions over extended frequency ranges.
Unfortunately, their solution is not convenient to apply in design pro-
blems, since it does not lead to a simple equivalent circuit.

Campbell and Jones suggested that Av, the change in SAW velo-
city when a conducting sheet was applied to the piezoelectric surface,
could be used as a measure of coupling strength between the SAW electri-
cal and mechanical fields, and hence between the transducer and a sur-
face wave. Figure 3.4 shows the surface wave velocity and Av/v for Y
cut LiNb03. They found a large Av/v value for YZ propagation, implying
that high coupling efficiency was possible. This was verified by
Collins et al [54].

A number of authors [39,51,53,55,56] have shown that the phy-
sical description can lead to an equivalent circuit model when suitable
simplifying assumptions are made. A more empirical approach was taken
by Smith et al [57], who used a circuit model formulated by Mason for
each finger pair. They proceeded to find an admittance matrix for the
transducer as a whole by cascading sections. Two cases wére treated,
which give differing equivalent circuits:

(1) the in-line model assumes surface wave generation is by
compressional excitation, resulting in a series equivalent
circuit, and

(2) the crossed-field model, having a shunt equivalent circuit,
which assumes SAW generation by shear excitation.

Generally, transducers generate surface waves by both methods
simul taneously, but frequently one mechanism predominates. The actual

model applicable may be determined by calculating the relative power in
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the shear and compressional wavé components, be YZ LiNb03% Smith et
‘al calculated that the shear component is one order of magnitude greater,
so that a sBunt model is more apprépriate. .Howéver, if certain condi-
tions are met (for e#ample, i1f the IDT has few fingers) the two models
may bevconsidered equivalent.
Smith et al's model was modified slightly by Auld and Kino
[531], th solved the physical problem by means of a pérturbed normal

mode expansion technique and the weak coupling approximation. They used
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Engan's [52] expression for transducer static capacitance,

CT = WCS
=WN(e, + e JR(D/K' (@) (3.28)
‘where W is the transducer width,

N is the number of finger pairs,
epfis the relevant dielectric constant,

q = cos[g-(l - a)], where a = A/L,

and K and K' are complementary elliptic integrals of the first kind.
This expression takes into account the effect of the ratio fa"df
metallized to free surface under the transducer, which Smith et al's

model does not. The shunt model has the equivalent circuit

O

— B | GO
Gr T |

o
- Fig. 3.5 1IDT Shunt Model Equivalent Circuit.

. g ' onV
The radiation conductance at the center frequency Qo_='yi~

_ QoCT. Nﬁ»A
o K(q) K'(q)

is

G (3.29)

where A = Av/v is the change in wave velocity when the surface is

metallized. When the frequency deviation is small (& 20%),

o 2 )
xGa(Q) Go sinc™x (3.30)

and B (@ =g et - 2%, | (3.31)
.4 2x% :



where x =‘NnAQ/Qo = NwAf/fo and sinc x = sinx/x.

It is usually more convenient to use the series model, which -

has the following circuit.

G
o- - { { XG(Q)'

R.(Q)

Fig. 3.6 Series Equivalent Circuit.

Here, the radiation resistance at resondnce is

: 2
_ N7 A _ . »
fo "0 C K@ K@ | (3.32)

For the two models to be equivalent at resonance, we require that

1 é 1
o jncC ¢+ iaC

T
This implies that

.o. GZ + QZCZ
(] T

From (3.28) and (3.29), with a = 0.5 so K = K' = 1,854,
' 2
G.
o - .g.24 na? .
2C2
o T

Y)

(Smith et al's equivalent-expressibn is 5.1 NZAZ).
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Thus, when

8.24 N2A% << 1, (3.33)
6
R A 2, , (3.34)
Q°C
o T

and the two models are equivalent. For example, for 3 finger pairs and
propagation in the Z + 21.8° direction, 8.24 N2A2 = ,024 << 1, so the
equivalence is wvalid. It is interesting to note that GJ*NZ,but RO is

independent of N,

The frequency dependence of R and X is then given by
R () =R sinczx (3.35)
a" )

sin(2x) - 2x

) .
2x2

(3.36)

Xa(ﬂ) =R (

Usually, the transducer bandwidth is taken to be 2/N, half
the relative frequency difference between the zeros of the central
radiation lobe. More useful is the -3 dB bandwidth, where sinczx = %-,

or x = 1.392. Then the acoustic bandwidth is given by

. : (3.37)

In order to reduce the insertion loss, a series inductor is
usually added to the circuit of Fig. 3. The inductance is selected so
that it is resonant with CT at the center frequency (since X(QO) = 0),

that is,

L o= i (3.38)

s 2
- QoCT
It is possible to make a number of extensions to this circuit
model to increase its accuracy and frequency range. Emtage [56] has

shown that an interdigital transducer produces surface waves at the

frequencies
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fn = (2n + l)f0 , n=1, 2 ... . (3.39)

Bahr and Lee [58] obtained expressions for the radiation conductance of
the pth harmonic of the fundamental resonance, where p = 2n + 1,

n=1,2 ... . They found

2 .
; Pl/Z(p—l) [COS('n‘a)]

- -2
G(Qp) = QpCTNﬂ‘A

(3.40)
K(q) K'(q)

where P is a Legendre polynomial.

This expression shows reasonable agreement with experimental
results by Weglein [59] and ﬁarshall [60] for YZ_LiNbO3.

Bulk acoustic wave generation is not predicted by the circuit
model, although it does occur. . Schmidt [61] estimated that as much as
10% of the input power goes into bulk wave generation in YZ_LiNbO3 at
112 MHz. However, Milsom and Redwood's calculations, which are prbbably
more accurate, predict only 1.6% for this configuration. They show a
lbulk resonance at 2fo, which was observed by Daniel and 'Emtage [62]f In
later use of the circﬁit model here, bulk effects are ignored. -

A useful addition to the model has been made by Lakin [63],

who determined the effect of finger resistance on transducer impedance,

The additional series resistance is

_. 8
Re_A'3A psneW (3.41)
where ps is the electrode sheet resistivity,

W dis the electrode width_inrmetexs,

and

~

sinh(Wdf)/WQr - sin(Wdi)/quA}. (3.42)

=3
e = 3% {1+

e cosh(arW) - cos(aiW)

Lakin inconveniently gives many of his variables in units of

wavelengths or ohm-wavelengths (for example, his radiation resistance
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is given in Q+A). 1In terms of MKS units, the phase factor o for LiNbO3

may be approximated by
: __8ApsCSf2
o= o+ oy = (o)

12014 5 (3.43)

For example, consider an aluminum transducer of thickness

t = 0.1 ym exciting surface waves in the Z + 21,8° direction on Y cut

LiNb03. Assuming the bulk resistivity of aluminum, Ppg = 2,83 x lO—BQ—m,

and using N = 3, A = 0,018, f = 200 MHz, W= 1 cm, v = 3427 m/sec,

a = 0.5 and sp = 56 €y We obtain from (3.28) and (3.43) Wur = Wai = 0.269.

Then (3.42) gives ng = 1.0 to five figure accuracy, so we may use

This expression only applies to a metallization factor of a = 0.5 and
one finger pair. The effect of N finger pairs will be to connect N

resistors Re in parallel, so for N finger pairs,

8 p W
R = oo,
e 3 NA "

If the metallization factor is increased to some value greater than 0.5,
we expect the resistance to decrease by the factor a/.5 = 2a. Using
the definition of sheet resistivity Py = p/t, the expression for finger

resistance then becomes

_ 4pW
R = 3Nath \

(3.44)
The dielectric permitt_ivity,-,\,'e,p which appears. in the equation for

static capacitance, (3.28) is given by Auld and Kino [53] to be

e = ( 2 )1/2 (3.45)

€ € - €
P yy 2z yz

for Z propagation in the Y plane of LiNbO They state that ap varies

3

only slightly for the major crystal cuts, and that the stress—free
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.. T . . ; . V .
permittivity e is the most appropriate. Switching to tensor notation,

with (1,2,3)

1

(x,y,2), Warner et al [64] give

T T T

ey T fgx T €11 T 84 €
T - T _

€., = €33 7 30 €,

-0,

yz :

4

Thds, for YZ propagation,

t-:.P = 50.2 €y

For Z *+ 21,8° propagation, we must use the second rank tensor

“transformation rule,

1 —
€15 7 %k %50 Fre

21.8°

o €33

Fig. 3.7. Permittivity Transformation.

2 2

' =
Thus, €33 = 837 €17 F 835 €43

2

1

11

I

37.45 € .
o .

€,, sin"21.8° + ¢

o, )
33 cos 21.8




/2 =56.1¢ .
o

1
v - '
Hence, € Sell €34)

In Table 3.2 beiow, the properties of LiNbO3 required for IDT

~calculations are summarized for several crystal cuts.

Table 3.2 Constants for LiNbO3 [40]

, Propagation _
Cut Direction V(m/s) Av_ Av/v&‘ E:P
X oz 3483.092 0.02598 50.2 ¢
Y z | 3487.762 0.02409 50.2 €
Y Z + 21.8° 3427.641 0.01727 56.1 ¢

The complete circuit model, with matching series inductor, is

00— 0000 — H X (Q)
| .CT

Fig. 3.8. Series Circuit Model.

To.summarize, the equations for the circuit elements are as
follows:
= ‘ ‘Al ‘
Cp = WN(e_ + sp) K(q) /K" (q)

_ 4pW

e 3NatA
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2
R Nt A

o~ 2, C, K(q) K'(q)

R =R SinCZX
a o

X =R (81n(2x) - 2x) (3.47)
a o 2X2

X = NmAf/f
o

When a voltage /E-Wo eJQt is @applied to this circuit, the

P = ViR, (3.48)

a a'"a
where V = VoRa/lzLand the factor of 2 arises from the bidirectional
radiation characteristic of the IDT,

The efficiency with which surface waves are generated in the

forward direction,- relative to the electrical power Peo dissipated when

f=f , is ) . 4o -
© P: P R (R + R )
-a = “a - - _a o e
PIr .2 sey 2
€o \ : 217
o/ R+ K |z

so that the power insertion loss is

. 2
R.L.L. = -10 log.(R (R +R%)/2[z[")
where

(3.49)

12 2 1 2
|z “ = (R (D) + R)™+ (@ = ——QCT + xa(sz)) .
3 dB.

At resonance, with Re = 0, we see that the minimum insertion loss is

The Q of the electrical equivalent circuit is
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Q = l/QoC(RO + Re) . ' (3.50)

From equation (3.37), the acoustic Q is

n v N
Q n 5.78 v ‘3 (3.51)

In order to achieve the greatest device bandwidth, it is
necessary that
Q, Q3 (3.52)
otherwise, the bandwidth will be limited by Qe' It is possible to
achieve greater bandwidth at the expense of insertion loss if Qe > Qa

and Ls is detuned, so that the acoustic and electrical resonant fre-

quencies differ.

3.5 Experimental Work

In order to check the validity of the circuit models and gain
some experience in working with surface waves, an 85 MHz SAW delay line
was made on an XZ LiNbO3 substrate. Artwork for é 10-finger pair
transducer was cut on rubylith and sent to Shaw Photogrammetrics in
Ottawa, Ont., for photographic reduction by 100 X, The resulting photo-
mask had fingers 2.05 mm Qide and a periodicity of 41 um. The fingers
were considerably thicker than the spaces between them, presumably
because of a loss in resolution in the photographic process. In order
to obtain satisfaqtory transducers, it was necessary to reduce the
finger width by means of overexposure of the photoresist.

Transducers were made 2 cm apart of 0.25 um thick aluminum
using Gaf PR-102 positive photoresist and an alkaline ferricyanide

etchant. (More details on photolithographic processing are given in

Chapter 5.) Electrical connection was made with fine gold wire and
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silver paint. Tests on an aluminum film revealed that the silver paint

gave a contact resistance of no more than a few ohms.

' Transducer impedance measurements were made over a 10-250 MHz

frequency range with a Boontom 250 A RX meter. Correction was made.fpr1

the lem-long leads to the bridge terminals by balancing the meter with

only the wires connected. The effect of acoustic reflections was mini-

mized by covering the ends of the substrate with vinyl electrical tape.
- Fig. 3.9 shows the conductance and susceptance of a typical

transducer. The first maximum corresponds to SAW generation at the

50 100 150
f(MHz)

Fig. 3.9 Transducer Conductance and Susceptance.

200 250




fundamental resonant ffequency fo = 84.5.MHz. According to Reilly et al
t65], the second resonance at about 165 MHz is due to the generation of
bulk shear waves.

The shunt circuit model was used in calculations, because
Smith et al [57] indicate it is more appropriate for XZ substrates.
The simple equivalence (3.34) between shunt and series models does not
apply to this transducer, since

2

8.24 Na% ~ .5,

so thét (3.33) is not satisfied. Figure 3.10 shows the transducer admit-
tance iﬁ the vicinity of fo. The circled points are experimental and
the curves are calculated from the shunt model using (3.28)-(3.31) and
the relevant parameters for XZ LiNbO3 from Table 3.2. Microscopic
examination of the IDT revealed that the metallization factor a was 0.6.
The experimental values CT = 10.9 pf and G0 = 4,20 millimhos compare
favourably with the calculated values, 10.74 and 4.173. By comparing
the magnitude of Ro and Re in the series model, it can be shown that
finger resistance effects were negligible in this transducer (the series
model, although inaccurate, is adequate for a rough comparison).

A substrate with tramnsducers 1.8 cm apart was connected as a
delay line, Both IDI's were connected with 3.3 pH slug~tuned inductors
in parallel.

These cancelled the capacitive transducer susceptance at the
resonant frequency fo’ thereby reducing the insertion loss for SAW
generation. A grounded aluminum shield was connected across the center
of the delay line to minimize stray rf coupling between input and output.

The input transducer was driven with a 50 Q rf power amplifier, and the

output was detected with a low capacitance oscilloscope probe. Use of
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pulse excitation and a storage oscilloscope gave a propagation delay

of 5 us, in close agreement with the predicted value of 5.17 ps. With

sine-wave excitation at the center frequency, the measured power in-

~sertion loss at the center frequency was 26 dB. Both transducers were

[

matched with parallel inductors. The equivalent drive and IDT circuit

is shown in fig 3.11. The electrical power into the device is given by

Pe = Po(l - |p;|2), where.P0 is the forward power oﬁ a matched trans-
mission liné, and the réflection coefficient isAgiven by‘pr=(chY)/(Yc+Y)',

Yc is the characteristic line impedance, and Y is the IDT equivalent .

circuit admittance.

50 OHM

\
COAXIA L
| cABLE . S
A ' L_. B E% . (36
\ P c |

Fig. 3.11 Radiating IDT Equivalent Circuit
The acoustic power in the forward direction is half of Pe.. The ratio
of acoustic forward power to matched electrical power is thus_given by

P S 2Y G

_a . ca . 71.(3.53)
Po (Y + G )2 + (B + QC_ + 1/(SL ))2-
e a a T P

The power insertion loss is then given by

I.L. = ~10 lpg(Pa/PO). » N - (3.54)

At the center frequency , with Yé = Ga’ the minimum insertion
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Fig. 3.12 Power Insertion Loss.

loss would be 3 dB. The calculated insertion loss of the input trans-
ducer of the experimental delay line is shown in fig. 3.12 as a function
of frequency. At the center frequency, the insertion loss is 5.4 dB. Thg
large overall loss observed experimentally was due to impedance mismatch
of the output transducer and probably also due to a lack of accurate

alignment between the input and output transducers.
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. SAW wavelength and amplitude measurements wére made by diffrac-—
ting llght from propagatlng waves. In the 11m1t of small deflectlon

angles, the Raman-Nath theory [66] of light diffraction gives [67]

14

#

IoJl(ZAK)

ee

IO(AK)Z" (3.55)

for the deflected light intensity. The approximation is_valid for

small amplitudes A of the sound wave,

Fig. 3.13 Raman-Nath Diffraction of Light by Surface Waves.

With reference to Fig. 3.13, Raman-Nath theory gives [67]

A

. o
" T coss  x (3.36)

for small angles. The experimental values d = 3.3 + .1 cm,
x =154.8 * .5 cm, ¢ = 45° and A = .6328 um, give

A=42 + 1.5 ym ,
for the sound wavelength. This agrees well with the measured IDT finger

spacing of 20.5 pm.
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When the input rf power was increased to a certaiﬁ point, the
transducer was destroyed, apparently by arcing between the fingers. The
maximum wave amplitude was found to be

ALax = 1.89 nm
.'by meésuring the ratio of deflected to incident light intensity. _Figure

3.14 shows the I/Ib'ratio plotted against the square of the driving

_voltage. As expected from (3.55), a straight line is obtained.

301
I 5|
—X10
1, g
201
']O'f
o l ’_ 1
0 o 100 200

V. (volts?)

Fig. 3.14 Relative Deflected Light Intensity vs. Vi.
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In spite of -the approximations used to obtain an equivalent
circuit model for interdigital transducers, the disagreement between
theory and experiment is less than 5%. This is better than the 10%
claimed by Smith et al, possibly because Auld and Kino's expressions
for Ga and Ra’ and Engan's CT take into account variation of the trans-
ducer metallization factor. |

In the next chapter, the series equivalent circuit modelddeve-
loped in section 3.4 will be used for»the‘éﬁélysisfdfiinterdigi—

tal arrays in acoustooptic light deflectors.
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~ 4. BRAGG BEAM-STEERED SURFACE WAVE ACOUSTO-OPTIC LIGHT DEFLECTORS

4.1 Introduction

The phenomenon of light diffraction by ultrasonic bulk
waves was first predicted by Brillouin [68] in 1922, and experimentally
confirmed ten years later by Debye and Sears [69]. Since that time, a
great deal of theoretical and experimental work has been done. More
recently, advances in acoustic wave generation techniques, development
of the optical laser, and the discovery of new materials have spurred
the development of optical modulators, frequency shifters and deflectors.,
In particular, since the demonstration of efficient interaction between
acoustic surface waves and guided optical surface waves by Kuhn et al
in 1970 [70], the possibility of fabricating high-performance acousto-
optic surface wave devices has become a topic of interest.

The surface-wave acoﬁsto—optic interaction has a number of
advantages over the corresponding bulk interaction. In the latter case,
ultrasonic waves are generated by applying rf voltages across thinly
ground piezoelectric crystals bonded to the acousto-optic medium.

Stepped bulk transducer arrays are difficult to make, and beam diffraction
limits the usable acousto-optic interaction length. In the case of
surface-wave devices, interdigital transducers are more easily made,

using a photolithography process. The tight confinement of acoustic

and optical fields allows long interaction lengths to be used. Efficient
deflectors can be made even in materials with unexceptional acousto-

optic figures of merit. For example, Schmidt and Kaminow [71] in 1975
reported 70% light deflection with only 50 mW of electrical drive power

in a Ti/LiNbO3 diffused OWG.



87.

In this chapter, the improvement in deflector performance
obtained when acoustic surface waves are generated by a beam-steering
IDT array is ipvestigated. A model of the device is developed which
takes into account the IDT equivalent circuit parameters and the nature
of the acoustic and optical fields, and predictions of this model are

compared with experimental observation.

4.2 Theory of the Surface-Wave Acousto-Optic Interaction

The problem of diffraction of a guided optical wave by a sur-
face acoustic wave has received the attention of several workers in
recent years [72-76]. A treatment applicable to non-uniform waveguides
in anisotropic piezoelectrics will be given here which combines features
of the above references.

Consider a light wave’ propagating in the mth guided mode inci-
dent on an acoustic surface wave of width L and wavelength A. Let emo
be the angle of incidence between the light wavevector ﬁﬁo and the
planes of constant phase of the sound wave, which produces a phase dif-
fraction grating in the solid by means of a periodic perturbation of the
refractive index. When a suitable phase matching condition is met, the

lightwwill in general be deflected into a diffracted beam of order %

. The interaction

propagating in the nth guided mode at an angle 6n2

may be regarded as a collision where conservation of energy and momentum

obey the relations

| wz = wo + 2Q
- > > -
. = +
and kn2 kmO + 2K . (4.1)

Here Wy and Emo refer to the incident light wave, and $ and K are the

sound wave angular frequency and wavevector, respectively.
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L

4
Fig. 4.1 Deflection of an OWG by a SAW. .

In the discussion to follow, a Cartesian coordinate system (x,y,2z)
will be used; however, when tensor properties of the acousto-optic
l,x2,x3).

The diffraction problem can be solved either by integral or

medium are needed, this is to be considered equivalent to (x

differential equations [77]. Solution of the wave equation in the
periodically modulated medium gives the greatest insight into the prob-
lem, so this apprbach will be taken‘here.

In a non-magnetic, non-conducting medium with dielectric

. . A . cL C -
permittivity tensor €(X,t)£b,, Maxwell's.Equationscare .,

@ ‘*aﬁ
VEE= -y 3¢

vxa=22 (4.2)
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<
oy =

> ~ > >
Use of the relation D = €0e(x,t).E and elimination of H from the first two

equations gives

> 2 . :
VXVXE=- —%z ;—3%2— (£ (x,t) .B) R )

In the isotropic case, use of V X V X E = V(V.E) - Vv2E and v.D = 0 =

> >
EOVE.E + eoeV.E gives

1_ o ‘ 1 32 |
( P’ Ve+E) - VZE = = 2 T5¢2 (¢ E) . (4.4)

j
It can be shown [78] that the first term on the left is of the order of

Se.

n - times the second term. In LiNb03, for example, a 200 MHz SAW gives

. approximately 107> for this factor, so the first term in (4.4) may be

ignored. The wave equation is then

> 192 - " -
VE = =5 57 (0.5 . (4.5)

In the interaction region, the permittivity is
. A ~ ~ ->
g = eS+ Ae (x,t) ,

where €5 is the unperturbed value. In an anisotropic, piezoelectric
solid, the SAW consists of a mechanical strain wave with up to six cbmr,
ponents and an associated electric field with up to three components.

In general, perturbation of the permittivity may be treated as the

bsum of three parts: one due to the SAW electric field (linear electro-

optic effect), another by the SAW strain field (photoelastic effect) and
the third due to surface cor:ugation’df the waveguide. Lean [73] has

shown the latter contribution to be small with respect to the other

i



+ neP (4.6)

where the superscripts refer to. the electrooptic and photoelastic
effects; respectively. The change in permittivity may be evaluated by

use of the inverse dielectric permittivity tensor B, which is defined

by
‘§5€ =1

~

A

Taking differentials and multiplying by & gives ‘

m>

K& = — &€ AB

In subscript notation, this relation is

Ae = -

is eij ABjk CHP 4.7

Consideration of equations (3.1), (3.9) and (3.10) enables us

to write the real part of the elastic strain and electric SAW fields in

the form
~Y -> T .
Sij(x’t) = Sij(y) cos(Qt - Kz) (4.8)
and E] (x,t) = E] (y) cos(ot - Ka) , , (4.9)

where Ei(y) = Ré{Ei(y)}

The change in the inverse permittivity tensor due to the SAW strain field

is [75,79]
P _ T
BBy = Pizka Ske o
Wheré-pijkl are the photoelastic constants at constant E. Similarly,

the change due to the ;lineam'electroopticlefféctvisw

e ~r
ABij = rijk Ek ,
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where r, .

ijk are the linear electrooptic coefficients at constant strain.

The change in permittivity due to the SAW is therefore

Aein&,t) = g, cos(ft - Kz) (4.10)

where ) Se (4.11)

r r
in = %13 PikenSom ¥ Tike Ep) fkn

Since the acoustic angular frequency Q is much less than the optical fre-
L 2
quency w, the time derivatives_.of -AE(x,t).mayebe neglected, and -the:

wave equation becomes

Cot s meGo %R
E=T) 7
at c ot”

m>

2
(M% - (4.12)

v4

“nl
N

For the permittivity function given in (4.10), this is a form
of Mathieu's equation. The right-hand term may be regarded as a source
of the guided modes described by the expression on the left. Solutions
are given by Chu and Tamir [80] for the similar problem of diffraction
of a plane electromagnetic wave by acoustic microwaves. The TEm mode

of a graded-index OWG propagating in the xz plane may be written as

> , A .
Em(x,t) = Um(y)expj(wt - kmxx = kmzz) (4.13)

where only the real part is assumed to have physical significance.
Foilowing Chu and Tamir, we may write solutions of the wave -equation
€4.12) in terms of an infinite set of coupled diffraction modes,

M o

E(x,g,t) = mZo gz_m ¢2(x)Um2(y)expj(w2t - km%xx - kmlzz) (4.14)

where w, = w, + 22 ,
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% is the diffraction order, and ¢2(x) is a coupling constant dependent on
6€ and the width of the interaction regionm.
Since the waveguide permittivity has a modulation of periodi-

city A, the transverse wavenumber in isotropic materials satisfies

ky, =k, + K, L =0, £1, 2 ...  (4.16)

by the Floquet Theorem [80], where the guided-mode subscript m has been

dropped. The longitudinal wavenumber is

2 _.2 .2
glx - k0 kzz
2 2
P (koz + KT . . (4.17)

Figure (4.2) shows the acousto-optic dispersion curves implied by this

relation, for the case 6& = 0. Only the incident (& = 0) mode propagates;

Fig. 4.2. 1Isotropic Acousto-Optic Dispersion Curves for AT = 0.



however, the other modes may still be regarded as part of the solution
even though their amplitude is zero. The rigorous éolution of Mathieu's
.equation shows that a non-zero Ariving term in the wave equafion intro-
:duces stop bands into the dispersion curves at their interséction points,
which now become the Bragg regimes wheré coupling between diffraction

modes is possible. TFor example, when k., = K/2, coupling is strong

0z

between the incident and first diffracted modes. 1In general, where
ka = F 2K/2, energy is coupled from the incident to the #th order dif-

fraction mode. These modes propagate at the angles

/k. = sind _ + zK/k0 - (4.18)

-sinez =k 0 0

Lz

When the acoustic fréquency is well below the microwave region,

the circles in the dispersion diagram are close together. 1f the angle

t

|

Koz

| hﬁ{xl

J

Fig. 4.3. Isotropic Acoﬁsto—Optic Dispersion Curves in a Modulated Medium.
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of incidence is near zero, weak coupling occurs between many adjacent
modes [77]. This is the Raman-Nath (or thin grating) limit. Strong
coupling is possible only at‘the Bragg regimes, where 60 = 62 = eb,
the Bragg angle. Then

siné, = RK/(2ky) = 21/ (2nA) (4.19)

where A 1is the vacuum wavelength of light and n is the refractive index.
In anisotropic materials, the situation is further complicated

by the fact that the incident and‘diffracted rays propagate with different

indices of refraction. For Bragg diffraction into the first order,

Dixon [82] gives

2
, _ A AT L2 2 B
81n60 iy (1 + 3 (n0 = nl)) (4+20)

0 X

A A2 2 2
and sine1 = 5o A’(l - 75-(n0 - ni)) ) (4.21) ]

1 A
for the angles of incidence and diffraction. 1In L:‘LNbO3 metal-diffused
waveguides, n, and ny typically differ by 1% or less, so the diffraction

may be treated as isotropic with little loss of accﬁracy.

For the strongest possible coupling into the first diffraction
order, it is essential that the acoustic phase grating be thick enough
to suppress diffraction into higher orders. The condition for this given
by Alphonse [27] is

L > nA2/x O (4.22)

. (frequently L-> SnAZ/(ﬁA) is used instead). In the following discussion,

it is assumed that (4.22) is satisfied, so that deflector operation is

—

in the first-order Bragg regime. Only two terms remain in the solution

(4.14) of the wave equation: the incident wave,
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By (%, t) = oy (x) Uy (y)expd (uyt - k% = ky 2) (4.23)

and the diffracted wave,
-> ) .
El(x,t) = ¢1(X)Ul(y)exp3(wlt - klxx - klzz) (4.24)

We require the coefficients ¢O(x) and ¢l(x), which describe
continuous coupling between the waves in the interaction region. The
acoustic surface wave is assumed to be propagating along the z coordi-
nate axis. In the following derivation, guided-mode subscripts are
omitted for brevity, and alphabetic rather than numerical coordinate
axis subséripts are used for clarity., The functions Ui(y) describe the
electric field variation of TE optical guided modes with depth. They

are normalized by the integral
kK o
i 2
El f Ui(y)dy =1 . (4.25)

Since E0 and E1 are also solutions of the unperturbed (Ge'= 0)

wave equation, it follows that

n2 wz
2 270 70 _
kOx + koz+ cz = 0 (4.26)
and 2 .wz
2 2 1--71 _
klx + klz + ————cz_ =0 (4.27)

In general, the two waves will propagate in different directions, and

may be in different guided modes, so the unperturbed permittivities

2 . , . ) ooy .-
ng'.\and e will differ. ((Substifutionofii(4ni23) Jand (4. 24) into the

wave, equatien (4.12)73uch:that.edthxwaveﬁis7regandpdﬂashthe source of

- -

the other gives . i egd a- che Y -+ ¢c.h

"

t
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. " I, - 1 . - - _ =
(6gUo — 23k Updplexpi(uyt - ko x = kq 2)
ol
- :5 A5U1¢1 expj(wlt - klxx - klzz) (4.28)
and
1" - . i . -— - =
(¢1Ul ZJkle1¢1)epr(wlt klxx klzz)
w5
_ - . _ _
CZ'A€U0¢O expj(wot | koxx kozz) (4.29)

-

The ‘primes denote differentiation with respect to x. The second deriva-
tives may be neglected, if we assume that ¢(x) varies slowly. When the
cos (@t - Kz) factor in Aé is written as the sum of exponentials, it
becomes clear that these equations describe diffraction intovboth the

2 =1 and & = -1 orders. 1If deflector operation is well in the Bragg
regime, it is possible to deflect light into only one of these at a
time, so the £ = -1 order may be dropped. Multiplying (4.28) by U0 and
(4.29) by Ul’ integrating over aljly, and using (4.11) and (4.255 gi;es

twofcoupled—mode equatioh; in ¢y and ¢y,

¢6 = - Jogéy exp(jB) (4.30)
and o L (—iB) | (4.30)
\ ¢ = = Jaq9q exp(-JB) , .
where
B =k x + (k- K)z = (du - DE,
" with 2 r
R
0 8c cose0
2 _x 2
. - T w- T
and o, = o1 _ 10 (4.32)

8c2 cose1 802 cosel
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In full subscript notation the overlap integrél POl is

<]

- *
T onl j_’w Umopsepq U1 dy , (4.33)

where the subscripts of U, from left to right, refer to the TE guided
mode number, the diffraction order, and the Cartesian coordinate axkis.
Equations (4.32) were obtained by use of the fact that wg N w; =W (since

usually Q@ << w), and the relation kzx = kz cosez. For reasons discussed

earlier, coupling occurs only in the vicinity of Akz =K.” and Ae = Q.
Differentiation of (4.30) with respect to x and substitution

for ¢i and ¢l from (4.31) and (4.30) gives the uncoupled equation

1 1t =
¢0 - 23P¢0 + OLOO"ld)d‘ 7»0,,‘ (4.34)

where p = Ak%/Z.
Similarly, it can be shown that
7 +-2jp¢1 + aoq@i-ato. (4.35)

If we assume solutions of the form exp(jBix), substitution gives quadra-

tic equations in BO and Bl,

2 -
BO - 2pB0 e 0 (4.36)
2 ‘ :
and By * ZpB1 e 0, _ (4.37)

from (4.34) and (4.35), respectively.

Setting q = sz + 0,0, , we obtain the solutions

071
BO =p+tq (4.38)
~ and Bl = —-(p = q) . (4.39)
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Solutions for ¢0 and ¢l are

9o(x) = A} exp (§x(ptq)) + A, exp (ix(p=q)) (4<40)

$1(x) = Ay exp(-3x(p+q)) + A, exp(~jx(p-q)) (4.41)

The boundary conditions to be satisfied are-

4@ =1,
$(0) =0,
40 =0,
and $1(0) = -ja; , (4.42)

where the last two are obtained by applying the first two to (4.30) and
(4.31). Use of these boundary conditions with (4.40) and (4.41} gives

the constants A1 through A4. Then

90(x) = exp(jpx) (coslqy) - j%;‘ ‘sin(qx)) (4.43)
and ‘
*1

91 (x) =] T exp(-jpx) sin(qx) . (4.44)

In a lossless medium (a reasonable approximation for EiNb03);

the deflector diffraction efficiency is given by

* *
= ¢1¢1 =1 _¢Q¢0

3
[

]

Ao L2 sincqu . (4.45)

where sinc x = sinx/x and L is the acousto-optic interaction length.
When the angle of light incidence deviates slightly from the Bragg angles
by an amount A8,

Ny N kae , (4.46)

Ve
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as can be inferred from the mementum conservation diagram (Fig. 4.4).

(Usually, n ~on » So that k Nk s and the triangle in Fig, 4.4 is
270 1 0 1

nearly isosceles.)

Fig. 4.4 Momentum Conservation in Anisotropic Bragg Diffraction. -

If we regard the SAW normalized in the sense discussed at the
end of section 3.2, then the expressions obtained so far are for an
acoustic power of 1 watt/meter. For an acoustic beam L meters wide with
an acoustic power Pa’ the permittivity change 82 must be multiplied by
/5;7f » the change in SAW amplitude. Using this, along with (4.46) and

the definition of q, the diffraction efficiency becomes

n = glsinc’[g? + (RaoL/2)211/2 (4.47)
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with 42
9 ™ T PaL -
g =-OL00L1P L = . (4.48)

a 4
4 ) cose0 cose1

For light incident at the Bragg angle, A6 = 0, so (4.47) becomes

ng = sin’g . (4.49)

Whe g = w/2, 100% diffraction efficiency is obtained. The acoustic power

required for this is approximately

P = i, (4.50)

since usually coseo " cose1 n 1.

The deflection angle is altered by varying the acoustic fre-
quency f. The diffractioﬁ efficiency falls off, since light is no longer
incident at the Bragg angle. The usable limits will be set by either the
angular spread of the sound beam, or by.the limited bandwidth of the
interdigital transducer. In either case, the half-power points of (4.47)
are obtained when the argument of the sinc2 changes by 1.3916 away from
the central maximum. Usually the Bragg angle is of the order of one
degree, so the change in deflection angle as a function of frequency

change Af is obtained from (4.19)

AAE :
A8y= 55 ) (4.51)
Thus,
KAOL TALEAE -
- = ooy = 1.3916

at the half-power points. Deflectors are usually transducer bandwidth
limited, so this equation gives half the maxifam ‘usable interaction:léngth

as a function of deflector bandwidth,
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Thus, L _ 1.8 nv

gai —‘AfoAf : (4.52)

s

As pointed out by Gordon [83], both spatial and temporal
coherence are preserved when light undergoes acousto-optic deflection,
provided that the angular spread A6 of the sound beam is much greater.
than the corresponding spread A¢ of the light bgam. Since the angle of
deflection is twice‘the Bragg angle, the number of resolvable spots to
which light can be focussed is-

N_ = 248/A¢ (4.53)

For light emerging from an aperture of width A, the optical beam spread
is
. _ A
he = nA

for a rectangular beam intensity profile and the Rayleigh criterion of

spot resolution [77]. Use of (4.51) gives

N = 0f Alv = Af_ T, (4.54)

where 1 is the transit time of the acoustic wave across the light beam- and
Afm is the half-power bandwidth. N

In the expressions derived so far, it was assﬁmed that the
acoustic beam has a rectangular intensity ﬁrofile in the interactiomn
region. In the next section, the effects of acoustic beam diffraction

and techniques for increasing deflector bandwidth will be discussed.

4.3 Acoustic Beam Steering

Acoustic beam steering has been in use for some time as a
means of improving the performance of bulk acousto-optic deflectors.

One of the earliest applications was by Korpel et al [84], who worked
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with- 20 MHz ultrasonic waves in water. ‘The undeflying principle consists
of varying the direétion of sound wave propagation as the acoustic fre-
quency is altered, so as to track the Bragg angle and thereby increase
the usable deflector baﬁdwidth. o |
Consider the propagation of acoustic surface waves generated

by a stepped interdigital transducer arfay'(Fig. 4.5). Each transducer
section has a radiating aperture of width D and an overall width G.
' Generation of surface waves is equivalent to normal incidence of a plane
wave on the array, except for a factqr of i/2 &ue to the bidirectional
-radiation from interdigital transducers. The step heights are an inte-

ger (P) multiple of AO/Z, where waves with A = A_ will propagate stréight

0

ahead after excitation by the array. If the transducers are driven out

of phase, P must be odd; if they are in phase, P is even.

i

Fig. 4.5 Beam Steering Transducer.
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In the far radiation field, the sound wave amplitude is given

- by the Fresnel-Kirchoff integral [85],

. Me o
S(¢) = [ expj(Kx sinp - y(x)) dx (4.55)
"0

with y(x) being a phase faétor to account for the tfansdﬁcer steps and
MG being the overall width of an M—section-ﬁransducer.. Usually, the Bragg
deflection of light occurs in the near radiation field, because the
Fresnel distance is -excessively long, However, the analysis is done
‘in the far radiatioﬂ field for convenience.

Consi&er the effect of one of the steps (Fig. 4.6).v The phase

change across each aperture is Kx sing & Ké¢x for small angles.‘

Fig. 4.6 Phase Change across One Step.

The phase change between corresponding'points on wavefronts from adjacent

"apertures is

K(P %-— H»@os¢ N E% (h = Ay) ;= Pr(l - k/Kb)
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for small angles ¢. Thus, the diffraction integral becomes

M~-1 nD+G
5(9) = § [ = expj(R¢x - nPr(l - K/Ky)) dx
n=0 nD
M-1
_ exp(jK¢G) = 1 . _ _
) nZo expjn[K¢D .- Pr(1 K/KO)]
1 .,siﬁ{%-M [KD$ - Pn(l - k/KO)]}
= Sosinc(E-KG¢) — ?
M sin{i-[KD¢ - Pr(l - K/KO)]}
where S . is a constant. (4.56)

0

The sound wave intensity is
() = s2(¢) = 1A 9B (e) : (4.56)

where I0 is a constant, A(¢) = sinc(%-KG¢) is the aperture function, and
B(¢) is the array function.
The principal maximum of the array function is at the angle

oq> determined by

1
5 M [KD¢O - Pr(1l - K/KO)] =0,

or % = 7p (F - ) (4.58)

sin[o2 (6 = ¢,)]

B(9) = \ (4.59)

. KD
M sin[~5 (4 - §,)]
The maxima are at the angles

_ A
¢Bmax - ¢0 tq D’ (4.60)



where q is an integer. The minima of A(é) are at

KSR ke
"Figt..\re 4l.7 shows the array and aperture finctions where

A= AO and G & D. The latter condition i; desirable, since most of the

transducer width is then utilized for SAW generation. This gives a

 longer acousto-optic interaction length and higher deflector-vefficiency

(4.50).. Furfhermore, the secondary maxima of B(¢)~then occur near the

zeros of A(¢), so little acoustic power is carried outside the central

peak. When A # Ao, the maximum of B(¢) shifts away from the maximum

of A(¢), and it decreases in amplitude (Fig. 4.8).

° ¢

- Fig. 4.7 The Aperture and Array Functions for A = AO and D n G.
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Fig. 4.8 The Aperture and Array Functions for A;ﬁAO.

In anisotropic,matérials, the direction of power flow is not in
general collinear with the propagation vector. If the angieé in (4.56)
.are all changed by a factor of a = (1 - 2b), wﬁere b is the ﬁarabolic
constant defiﬁed in 3.15, we obtain the disribution of acoustic power

for anisotropic propagation,

. 2 MKDa
2 KGag, S5 (0 - 4’0)] .
Ln(9) = Igsine "(57) 5—50me
| Mosin [ 326 - 4o)

an

- (4.62)

The maximum power in the SAW is in the vicinity of the central
maximum of the array function B, where ¢ = ¢0. Thus, the peak inten-

sity of the SAW varies with ¢ according to the eqﬁation
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= i 2 -!; A | 4.63
Ian 1031nc (2 KGa¢) . ( )

To apply these resultS'fo'Bragg deflectors, we require that
the Bragg angle be matched at two frequencies, fz and fh (Fig. 4.9).
The steering angle (4.58) is a hyperbolic function of frequency, and

the Bragg angle with respect to an arbitrary direction is [85] .

Gy e -, - (4.64)
where ¢ is a constant. (The angle of SAW propagation relevant to the
Bragg.interagtion is ¢O~(4‘58)’ even for‘anisotropic materials, since it
is the sound wavevectdr ratheér than the power flow direction that_matters.)

Since the Bragg angle is satisfied at fz and fh’ and‘qbb is a

linear function of £,

e
o

Fig. 4.9. Bragg-Angle Trackiﬁg.
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Cbp by by — by (E)

— = — (4.65)
fh fZ fh f
Using-(4.58), we obtain
Pv ,1 1 1 - £
¢b(f) =5 (?"F"'?"—_f . (4.66)

n o fo fo R

N
The angle of intersection of light and sound waves deviates

from the Bragg angle by the steering error,

26 = ¢, (£) - ¢4(D) (4.67)

Let us define an. ‘array frequency f1 such that Ae(fl) is a maximum. The
condition

d

T (a6) =0 (4.68)
givés

2 -f £ . (4.69)

1 2 "h

This differs from Pinnow's [86] result f. = %-(fl + fh), which was

1

obtained by use of an arbitrary adjustable parameter to optimize trans-
ducer performance, rather than the more natural condition (4.68). Using

(4.69), the steering error becomes

+E-F- ) . (4.70)
1

Equating the slopes in equations (4.64) and (4.66) fixes the P/D ratio,
kai

=——'_2— o« (4-71)
nv

SIG:
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4.4 Diffraction Efficiency of Beam-Steered Trarsducers

It is now possible to write expressions for the diffraction
efficiency of a beam-steered deflector as a function of SAW frequency.

With reference to equation (4.47), define

_KaeL _7PLE 1 .1 1 f. :
h = 2 2D (f * f 2)° (4.72)
h 2 £]

The amplitude of the central maximum of the array function is
sinc(%-KGa¢0) from (4.63), so the SAW acoustic power must include the
spatial variation sincz(%-KGa¢0). If an interdigital transducer to which
the series model applies is used for SAW generation, the acoustic power
is given by (3.48),

P, = R V°/(247|?)

for a driving voltage V. Thus, g2 (4.48) becomes

#T°P L )
= : sinc” (wfGag./v) ,
4y 0
. %‘ cose0 cosel

2
8b1

where ¢0 is given by (4.58). The anisotropy parameter o enters into this
expression, although it is not in (4.72), since diffraction is from the
planes of constant phase of the SAW.

The diffraction efficiency of a beam-steered deflector is

therefore
2 . 2,2 2.1/2
ny, = &, sinc (gb + h7) /2 , (4.73)
where .
£ - f
_mPLf |1 1 "%
h = 7D fz 3 + ————-f2 s (4.74)
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and
42 :
T"P.L
X w L. 2
gy = ———— sinc [T2% (1 - £/£)] , (4.75)
32¢c cosO, cos6
0 1
with
V2Ra
Pa = 5 5 (4.76)
2[(1Ra + Re) + (QLS - l/(QCT) +'xa) ]
and
2
R =R, sinc'x ,
a 0
2
Xa = RO_[sin(Zx) - 2x]1/(2x7) ,

where x = Nn(f - fo)/fo. The'IDT array circuit elements R;, Re’ LS and
CT are obtained from the appropriate series/parallel combination of the
individual transducer sections.

These equations for the acoustic power Pa apply when a voltage
Vejgt is applied to the series equivalent circuit (Fig. 3.8) representa-
tion of the beam-steering transducer. If the device is driven by a
coaxial transmission line of characteristic impedance Zc’ the equations
take ‘a different form. We will assume that the rf generator is isolated
from the load, and that there are no significant multiple reflections on
the line. Then the electrical power dissipated in the IDT with impedance
Z =R+ jX is given by

5 |2
Pyl

P =P (1 - )
e o

where P_ = V%/Zc is the power that would be dissipated if the line were

matched and V. is the forward r.m.s._voltage on the line. The refleection

f

coefficient p};is given by
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. Z -7
p. = <
T 7241z
c
After some algebra, we obtain 4V2R
P = .

—2
(R+2)" + x>

e
“The current flowing in the series equivalent circuit is given

.2 ' '
by Pe = i R. The usable acoustic power is half the power dissipated in

the IDT radiation resistance, that is,

2 o 2 Ve Ry 4.77)
5 - 1 2 | |
 [(Ra + Re f Zc>' +_(QLS + Xa - 56—) ] SRR

4.5 Acousto-Optic Overlap Integral Calculation

The overlap'integral (4.33) was evaluated for the TE guided
modes shown in Fig. 2.35 interacting with a Z * 21.8° propagating SAﬂ
on Y-cut LiNbOB.v The permiftivity, electro-optic and photoelastic .
tensors are given in Appendix I in matrix form for the principal axes
system‘(X;Y,Z); To caiculate fhese in the system‘(xl,xz,x3),»which ié

rotated by 21.8° about the Y = x, axis, it is preferable to revert to
y p

2

tensor notation in order to use the usual transformation laws [88],

€, . = a, a. €
ij im jn “mn
1 = :
rijk aim ajn akp rmnp _(4°78)
e | _—
Pijke = Z%im *in %ko 22p Punop
The transformation matrix is
cosf 0 sin@
= o 1 o, (4.79)

a..
1] !

-sind o cos6
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with 6 = 21.8°. The direction of OGW propagation was only about:1° off
the xi axis, so little accuracy is lost by assuming it to be'along x{

exactly. 1In the experiments, no mode conversion was observed, so the

overlap integral reduces to

_ ® 2 1
r = {w Um03(y) 6833 dy (4.80)

The rotated permittivity, electro-optic and photoelastic tensors are

given in Appendix I, along with the permittivity change factors Ge;j

)
€31 Pijrg €53 and

€31 Tiik 633'

The necessary SAW parameters for the complete evaluation of
5853 were obtained from reference [40]. Unfortunately, this reference
does not give full analytic solutions, in that the BE coefficients of
équations (3.11) and (3.12) are missing. However, it is possible to

‘ *
find the acoustic strain and electric fields using

Ei = - B.X_ (4.81)
1
1 Bui ou,
and Sij = E (Ex—' +'—-laxi) (4.82)

with plots of the magnitude of the SAW mechanical displacements u;
(Fig. 4.10) and electric potential |®| (Fig. 4.11) [40]. The quantities
shown have been normalized to remove the frequency dependence; for a

mechanical power flow component P along Xqs the actual magnitudes are

3M

N

/%

oy = oy 11178

o = gy 1211,

*The primes are omitted in the rest of this section. All quantities are
in the rotated coordinate system.
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1

and

where N indicates the normalized values.,

it is clear from (3.11) and

that the operator identification 5/9x

|E.
1
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R e
jl_ P |Sij| ’
| = @ =l (4.81)

For SAW propagation along X35
(3.12) that there is no x

1 variation, and

+ jQ/v can be made. Differentia-

3

tion with respect to X, must be done numerically; since only the magni-

tudes of the fields are plotted, complex phase factors C

defined by

and

are missing. The magnitude
in reference [40] at y = 0,

For example,

537 7
-1
2
At y =0,
W) (0) =
and 523(0) =
Only the real parts of

6333, so we have

9 and CZi?
8|u.| ou,
C 1 =-—£
21 sz sz
(4.82)
c "BBQ =~3©
2 x2 sz

and phase of the normalized fields are given

so these factors can be evaluated there.

8u2 3u3
(Bx + 9x )
3 2
Alu,|
Y 3
(-3 ;'uz + C32 sz ) . (4.83)

2.656 x 10_6(.0366 + .9993)
-12 .
3.22 x 10 ~“(-.606 + .7957) .

the strain and electric fields contribute to
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N N
N 1 qui _ Alu3| 4 84)
X
2
at y = 0. This gives C23 = 1.102. The equations obtained in this
manner for the real parts of the strain and electric fields are
81050 "
r /§Alu2|
Re 822 = 822 = ,0593 TN .
X
2
313'3 =0,
~1 N N
Alu3 1'\\12
si. = - Y% (1.102 + )
23 A N v
X
2
N
r N lull
813 = -,352 vQ =
: 214y
5y, = -0583 ) —
)
T A|®N
E, = .256 v 5
sz
r '¢N
and E; =-.293 81— .. (4.85)

In Fig. 4.12, the real parts of the acoustic strains are shown
as a function of depth for an acoustic frequency of 165 MHz, and in
Fig. 4.13 the corresponding electric fields are shown. Better accuracy
would have been obtained by solving equation (14) of reference [40] for
the BE coefficients, since the displacement and potential fields could
not be measured with great precision near X, = 0. The permittivity

change d¢ is-given by

33
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Fig. 4.12 Real Part of the Acoustic Strains vs. Depth for f = 165 Miz.
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r_'

Fig. 4.13 Real Part of Electric Fields vs. Depth for £ = 165 MHz.
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- _ T _ oeet o 59g9ef 4 r , -9 r . . -8 r.
6833 ~3.96822 0.425812 .279S23 +.63S13 +1.29x10 E2 -7.15%x10 Eg
(4.86)

The principal strain components are S and 813, and the principal

23
électric field component is E3. Figure 4.14 shows the relative contri-
butions with depth to the overlap integral by the photoelastic and
electro-optic parts for a TE guided wave with a constant electric field.
Comparison with Fig. 4.10 shows that the maximum in the photoelastic

5|, where dluﬁl/dxg = 0.

This is at about one-fifth the acoustic wavelength, Similarly, the

contribution corresponds to the minimum in lu

minimum in the electro—bptic part is at about A/2, since I@I has a

minimum there, and |E3[ is proportional to [@

These results are similar to those obtained by Tsai et al
[74]; except that these authors appear to have scaled the electric
field incorrectly (in fig. 4) by a factor: 6f:.2 .as .a function of depth. This
could lead to considerable error in I', particularly for guided optical
modes propagating very near the surface.

In Fig. 4.15, the factor g is plotted for P3M = 1 watt and
L = 1 meter for the three guided TE modes of the OWG.‘ At low acoustic
frequencies, only a small fraction of the acoustic power flow overlaps
the shallow guided optical waves, and the diffraction efficiency is low.
Above about 200 MHz, however,.particularly for the higher order modes,
the factor g is flat with frequency. This is a desirable characteristic
for device applications, since it gives a flatter deflector frequency
response. In calculations, it is expedient to write equatiomns in terms
of the total acoustic power Pa’ rather than P3Mf For Y - Z + 21.8°

propagation on LiNbO Pa = 1.05 Pqy [40], so the factor g must be divided

3’
by ¥1.05 in this case.
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4.6 Experimental Work

Several beam-steered light deflectors were made. The devices
were fabricated on the 6-mode Ni/LiNbO3 diffused OWG characterized in
Chapter 2.

The first deflector tested was made before the beam steering
theory of Sections 4.3 and 4.4 had been completed, so its design was far
from optimal. It consisted of a 2-section phased IDT array with P = 1
(Fig. 4.16). Each section was 1.55 mm wide and had 2 1/2 finger pairs.
Transducers with a center frequency of 155 MHz were made by photolitho-
graphy of vacuum deposited aluminum 0.3 pm thick. (See Chapter 5 for
details). The device was oriénted so that surface waves propagated at

an angle of 21.8° from the Z axis of Y-cut LiNbO With the two trans-

3¢
ducer sections counected in parallel and driven out of phase, impedance

measurements at the center frequency gave Cp= 4 pF, and Ro + Re = 40 Q.

Fig. 4.16 20X Enlargement of Transducer Photolithography Mask.
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Vinyl electrical tape was used to minimize acoustic reflections. These
values are in reasonable agreement with the parameters of the IDT series

equivalent circuit, which are C_, = 3.46 pF, Ro = 38.6 Q and Re = 4.9 Q

T
for a metallization factor of 0.4.

Fig. 4.17 shows the assemtledzacousto—optic deflector. The
IDT is on the right, and SAW propagation is from right to left. Electrical
connection was made by thin wires connected with silver conductive paint.
~ Coupling to the optical waveguide was by means of rutile coupling prisms;
in the photograph, the deflector output beam can be seen as a bright spot
on the base of the lower prism. Electrical tape was used to absorb the

surface waves and hold the substrate in placé. The prism clamps were

adjusted to give reasonable coupling efficiency.

Fig. 4-17 Acousto-Optic Deflector (Actual Size).
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Some difficulty was experienced before satisfacfory deflector
operation was obtgined, owing partly to the difficulty of finding a suit-
able tuning inductor. (ﬁithout this inductor, the SAW generation effic--
iencj is very low). fhe correct value was obtained by trial and error
to be 0.19 1H rather than the anticipated 0.31 pH required to resonate
with CT' The difference can be accounted for by the inductance of the
lead wires and possibly by additional stray capacitance.

Attempts to observe the surface waves by Raman-Nath diffraction

of light from the LiNbO, surface were successful; however, the high r.f.

3
drive power needed (¢ 1 watt) before the diffracted beams became easily
discernible resulted in a number of burnt-out transducers. Figs. 4.18
and 4.19 show two typical failure modes; the first was probably caused

by arcing between fingers, and the second by overheating due to finger

resistance.

Fig. 4.18 Transducer failure
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Fig. 4.19

When the device was first connected as shown in Fig. 4.17, the
Bragg angle of light propagation in the surface waveguide was hard to
find, owing to the delicate adjustments required. The measured -3 dB
deflector bandwidth was about 26 MHz; as a result, the angular range
over which the interaction was visible was only about 12 minutes of arc,
as calculated with eq. 4.51. At angles of incidence nearly normal to the
acoustic wavevector, the Raman-Nath diffraction regime was clearly visible
(Fig. 4.20). The diffraction efficiency was very low, as anticipated.

Figs. 4.21 and 4.22 show Bragg diffraction of the TEo and TM0
guided modes with the rf drive off (upper photo) and on (lower photo).
The TEo mode appears on the left, surrounded by scattered light. The
diffraction efficiency of the TE mode was about 407%.

The device was driven by a GR 1215-B oscillator followed by a

Boonton 230 A rf power amplifier capable of delivering 5 watts into a
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Fig. 4.20 Raman-Nath Diffraction of a Guided TE
wave (the upper and lower spots on the
left are the diffracted beams; the large
spot is the undiffracted TE mode, and
the small spot on the right is a TM mode)

50 Q load. Measurement of the diffraction efficiency frequency response
was complicated by multiple reflections on the line and the difficulty
of obtaining reliable high-impedance rf voltage measurements. These
problems were overcome by connecting a resistive voltage divider across
the device and measuring the voltage at the matching inductor with a
low capacitance probe on a high-speed oscilloscope.

Fig. 4.23 shows a comparison of the measured and calculated
response. The inductor was tuned to give maximum diffraction efficiency

at 165 MHz with the Bragg angle matched at that frequency. The response

]

was calculated using equations (4.73) - (4.76) with the values P 1,

163.4 MHz,

L=31mm, D=1.55mm, G= 1.9 mm, o = 1.374, fl = v(nP/AD)ll2

Ro = 38.6 Q, Re =4.,9 Q, C, = 3.16 pF and LS = 0.31 pH. The experimental

T
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Fig. 4.21 Undiffracted TEo (left) and TM0 Modes

Fig. 4.22 Same with rf Drive Switched On (n " 0.4)
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points are the average of several runs, andare for all three TE modes.
The prism coupler was adjusted for optimal coupling of the TE1 mode, so
the overlap integral of this mode was used in the calculations. Within
about 2%; gi can be approximated by

2 . 2 TP Ga

g, = 0.040 Y P_L sinc” | %5 (1 - f/fo)] (4.87)
In the calculation, it was found that the magnitude of the measured rms
drive voltage had to be increased by almost 20% in order to matth the mag-
nitude of the theoretical curve to the experimental results. Either
SAW propagation losses or inaccuracy in the voltage measurements could have
been the-source of the disagreement. Fig. 4.24 shows the response when
the inductor is detuned to a high frequency and the Bragg angle matched
at a frequency below 100 MHz. The bandwidth is considerably greater, at
the expense of diffraction efficiency. The bandwidth in Fig. 4.23 is
limited by the electrical bandﬁidth of the transducer equivalent circuit,
about 24 MHz. 1In Fig. 4.24 , the IDT acoustic bandwidth of 39 MHz is the
limiting factor. The bandwidth of the Bragg interaction itself (4.52) is
146 MHz, so it is clearly the interdigital transducer that limits the
overall deflector performance. For a light beam 2 mm wide, the antici-
pated number of resolvable spots is NS = A £ 1 =15, which is rather a
small number. It could be increased by using a wider light beam at the
expense of speed and greater difficulty in coupling to the OWG.

According to the condition (4.22), deflector operation was within
the Bragg regime by a factor of 1.7. The second order diffracted beam was
clearly visible at higher drive power, and accounted for up to 4% of the

diffracted light.
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Fig. 4.24

The diffraction efficiency was measured as a function of drive
voltage at 165 MHz. When the voltage is corrected by the same amount as

before, good agreement is found between experiment and theory. (Fig. 4.25)

The small discrepancy that exists may be due to diffraction into the second

order beam. The acoustic drive power was calculated on the basis of the-
IDT equivalent circuit. The maximum diffraction efficiencyvinto the first
order beam was 70% at a corrected electrical drive power of 1.35 watts,

which corresponds to Pa = 600 mW. At higher voltage, the device burnt out.
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Beam steeting was not clearly observable with this device. It
is most‘likely that the response obtained in Fig. 4.24 is fhe result of
_acoﬁstic beam steering, but the experimental errors were sufficiently
great'that no. firm conclusion was possible.

On the basis of these experimental findings, tﬁe beam-steered
déflector theory of Sectioné 4.3 and 4.4 was put in its final form. An
improved transducer with a 200 MHz center_fréquency Qas designéd using

the theory. A higher frequency device would have been desirable (since
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greater bandwidth could have been obtained), but 4 ﬁm linewidghs were con-
sidered to be the resblution limit of the photolithography mask making pro-
cess used. Since the finest lines that could be ruled on rubylith artwork
material were found to be 0.5 mm, the maximum photoreduction ratio was
125:1. The maximum width of artwork that could be handled was about 1.25
meters, owing to the difficu}ty of cutting and uniformly illuminating
greater widths. Consequently, the maxifum width of the transducer was
about lcm., On the basié of frequency response calculations, it was con-
cluded that the greatest bandwidth was obtainable when the array frequency
fl was greater than the IDT center frequency fo, so the selection fl = 205
MHz was made. This fixed the P/D ratio of the transducer array (4.71).
For reasons discussed in Section 4.3, the ratio D/G was chosen to be 0.9.
A minimum of four transducer sections were required so that the approximate
diffraction theory would be reasonably accurate. The final requirement in
the design was a transducer impedance near 50 Q. For a series of integer
values of P,. the width and impedance of each transducer section were cal-
culated, and.various series/parallel combinations were tried untillisuitable
values were found. The final design parameters were P = 2, D = 2.54 mm,
L = 10.2 mm (4 sections) and RO + Re = 50 Q. The total resistance was
forced to 50 Q by selecting suitable values of the aluminum electrode
thickness and metallization factor a. Control of the fofmer was difficult
with the photolithography process used, but the latter could be varied
at will.

Three functional devices were fabricated using techniques
described in the next chapter. All had similar characteristics.
The remainder of this section describes experiments carried out on one

device.
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Figure 4.26 shows an enlargement of the photolithography mask

used. The transducer had three finger pairs and four sections, which were

Fig. 4.26 Beam Steering IDT Mask (10X).

connected series-parallel and driven in phase. High-frequency impedance

measurements with a Boonton 250A RX meter gave C_ = 5.7 pf and R = 59 Q.

T
Examination of the transducer in a scanning electron microscope showed an
average metallization factor of about 0.45 and an aluminum thickness of
0.4 ym. Four-point probe measurements indicated an aluminum resistivity
of 4.5 x 10_8 Q-m, about 1.6X the bulk value. The transducer had the
dimensions D = 2.54 mm and G = 2.83 mm. Comparison with the mask artwork
gave a reduction ratio of 1:118.2, which implied that Ao =17.19 um and

fo = 199.4 MHz for propagation along the Z-21.8° direction on Y-cut

LiNb03. The calculated parameters of the equivalent series circuit model
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are CT = 3,55 pF, Ra = 33.2  and Re = 16.5 Q. The discrepancy between
these and the measured values can be accounted for approximately when fhe '
aluminum conductors and contact pads of fhe device aré taken into account
(Fig. 4.26). These had an estimated resistance of 4.5 ohms as weil as

a capacitance of about 2 pf to the ground plane of the impedance bridge,
through the LiNbOB,_which has a low-frequency permittivity of about'SS. The
extra capacitance appears in parallel with fhe transducer; because the

Q is reasonably high, the tofal equivalent series capacitance would be
expected to be.comparable in magnitude to the sum of the parallelvcapaci—
tances. In addition, the’silver paint gave a measured contact resiétance.'
of 3 © at 200 MHz, so the différences are accounted for.

For the acousto-optic experiments, a plexiglass substrate stage

"was used in order to minimize stray capacitance. Figure 4.27 shows the

circuit used to drive the device. A 10 dB power attenuator was used to

.reduce reflections on the transmission line. SWR measurements were made

0sC.

500 MHz LOW HP 230 AMP 10 dB ATTEN.
-PASS FILTER . ,

DEVICE | LOCAL

ADAPTOR.

BNC

GR874~-1.BA SLOTTED LINE

GR1216A
IF AMP

0scC.

Fig. 4.27 Acousto-Optic Deflector Drive Circuit.
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at 200 MHz with a variety of small hand-wound inductors -connected in series
with the IDT until an optimal match was found. This inductor had 3% turns
and was approximately 4 mm in diameter, with a measured inductance of
0.057 yH. Additional. inductance was provided with the conmnecting leads.
This could not be measured directly, but a piece of wire of about the
same  total length had a measured inductance of .035 yH.

The minimum SWR obtained at 200 MHz was about 2.2; it was sub-
sequently discovered that the GR to BNC adaptor and the BNC connector
had an SWR of 2, so the transducer was apparently matched.“However, it
was necessary to consider the effect of standing waves on the transmission
line between the connector and the IDT. . An SWR of 2 corresponds to a
reflection coefficient of magnitudelpl|= (2-1)/(2+1) = 0.33.- At the light
deflector half-power points, the magnitude of the reflection coefficient
Py at the load calculated from.the matched IDT equivalent'circuit was less
than 0.5. Using P = Po(l —Idz) to find the forward power, it can be shown:
(Fig. 4.28) that neglect of the multiple reflections leads to é maximum
.error. of only a few percent.

Figure 4.29 shows a scan across.the three guided TE modes of
the deflected light beam, using.a Gamma Scientific Model 2900 Scanning
Auto-Photometer. At an acoustic frequency of 200 MHz, comparison with
the undiffracted beam intensities indicated that all three modes had com—
parable diffraction efficiency, with the TEdjmode being somewhat more .
efficient. This is in agreement with the calculated relative magnitudes
of the overlap integrals forr the three modes.

When the beam-steering IDT was designed, the anisotropy para-
meter o was erroneouslyvincorporated into (4.71). As a result, the cal-

culated érray frequency was actually 180.4 MHz rather than the 205 MHz
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Fig. 4.29 TE Modes of the Deflected Beam.
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expected. Figure 4.30 shows -the frequency response of the diffraction

| CTHEORY  —e— m o o
_ ' E XPERIMENT © A a
BTG ol £ or § 160 250 270
_._6_.
_.9 -
~12}
, ’ : A
150 200 f(vHz) - 250

. Fig. 4.30 Diffraction Efficiency vs. Frequenéy.

‘efficiency for three values of fz or fh’ the frequency at which the Bragg

angle is matched. The theoretical curves were calculated with (4.73)-

(4.75) and (4.78), using the values C, = 3.55pF, L =1.8uH, R = 33.2 @,

R =320,V = 177 MHz, D = 2.54 mm, G = 2.83 mm,

e O f 1 .
L=10.16 mm, P =2, Z = 53 Q, n = 2.23 and A\ = .6328 ym. The forward

= 3.8 Virms, £

voltage on the line was measured with the meter in the rf power amplifiér,
which was calibrated with an HP 430-C Microwave Power Meter using the
477B thermistor head. The equivalent circuit parameters are within 107 of

the best estimates available for the total equivalent impedance of the
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transducer, electrodes and matching circuit. Additional series resistance
is due to the skin effect in the connecting wires, and additional induc-
tance aerives from the wires and feedthroughs ( estimated to be'.l uH) .
The lower value of fl used (27 below the calculated value) gave a better
fit to the data. The difference could be due to small non-uniformities
in the transducer geometry. The exact value of inductance used gave the
best fit to the observed frequency response. This approach permits a
better comparison. between theory and experiment,  Variations of + 10% in
the circuit parameters would have given similar results, with minor
differences in diffraction efficiency, bandwidth and overall response
shape.

The effects of beam steering are clearly evident in Fig. 4.30.
When the difference between f1 and the Bragg frequency is large, beam
steering becomes more pronounced; the deflector bandwidth increases from
51 MHz when f2 = 160 MHz to 68 MHz when fh = 270 MHz. This increase
is at the expense of diffraction efficiency, which drops from 0.34 to .04
at the IDT center frequency. Figure 4,31 shows the diffraction efficiency
at £ = 200 MHz as a function of the Bragg frequency, and Fig. 4.32 shows
deflector bandwidth vs. Bragg frequency. These are combined in Fig. 4.33,
which illustrates the inherent tradeoff between diffraction efficiency
and bandwidth. These characteristics are all predictable from Fig. 4.9.

Increasing f. or decreasing fz has the effect of raiéing the ¢b curve,

h
which increases the frequency range over which acoustic beam steering is
effective,

Figure 4.34 gives a comparison between the calculated response

of a conventional and a beam-steered deflector. The latter has the Bragg

frequency matched at 160 MHz and the former at 200 MHz. The drive voltage
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Fig. 4.32 Deflector Bandwidth vs. Bragg Frequency with V_ = 3.8 V rms.
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is 8 V rms, giving a maximum diffraction efficiency of 0.93. The unsteered
deflector diffraction efficiency was found with (4.74) and (4.77), using
modified versions of (4775) and (4.76). The angular deviation from the

Bragg angle is

Aeb = T Af
Rao L
so that hc === 2 fAfL . (4.88)

In (4.76), the factor

. 2 .7PGa
sinc [—Eﬁ— a - f/fo)]

must be replaced by the diffraction pattern of the stepless array, which

can be shown to be

sincz(KAebL/4) - sincz(hc/c) , (4.89)

when fb = fo.

The bandwidth of the beam-steered deflector is almost twice as
great. The acoustic power (Fig. 4.35) is the same for both devices. The
principal reason for the different bandwidths is evident in Fig. 4.36,
which shows the Bragg-angle deviation vs. frequency. This limits the
bandwidth of the unsteered deflector through h in (4.74). Of lesser
importance is the factor sincz(hc/Z), which falls off somewhat more
rapidly on either side of the IDT center frequency.

Calculations indicate that greater bandwidths could have been
achieved if f1 had been close to fo' For example, a six-section trans-
ducer with D = 2,18 mm, P = 2 and f1 = 195 MHz is capable of giving a
78-MHz bandwidth a maximum diffraction efficiency of 0.5 with a drive

voltage of 8 V rms when fl = 150 MHz. The bandwidth i#s also greater at
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higher drive voltages, as shown in Fig. 4.37 for the device mode. With

an rf forward voltage of 10 V rms on the line (Pa = 465 nW) and fl = 15Q MHz,

. 1 | L .
150 200 - fMHD) . 250

Fig. 4.37 Diffraction Efficiency vs. £ for Several Drive Voltages.
(f2 = 150 MHz). _ , ‘

1007 diffraction into the first order beam was observed. The deflector

was somewhat unstable at such high input power, due to thermal expansion

of the substrate which altered the coupling efficiency into the optical
waveguide., The £ = -1 and & = +2 . diffracted beams were dbservable,
although less than 17 of fhe total light was diffracted into these orders.
Figure 4.38 shows the dependencé of diffraction efficiency on drive

voltage when fg = 150 MHz and f = 200 MHz.
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The deflector light beam profiles are shown in Fig. 4.39 for
an rms forward voltage of 8 V at 200 MHz. The range of angular deflection
over a 61 MHz deflector bandwidth is 2Aeb =5,05 x 10-—3 radians. Using
the Rayleigh criterion, the number of resolvable spots is NS = 2A6b/A¢ = 43,
The maximum number obtainable at either high drive voltage or reduced
diffraction efficiency (due to beam steering) is over 50. Optical coup-

ling was effected without a lens over the entire v 2.5 mm width of the

input coupling prism. The theoretical number of resolvable épots is

for a bandwidth of 61 MHz, in good agreement with the observed number.
The access time is limited by T, which is .7 usec. With a light beam
diameter of l:imm, the device is usable as a modulator with a bandwidth of
3.4 MHz.

The theory of beam-steered deflectors developed in Sections
4,2-4,4 appears to agree within about 10% with‘the observed characteris-
tics of the device tested. In further experiments, i#-would be desirable
to compare the device impedance obtained from reflection coefficient
measurements on the transmission line to the anticipated values based on
the IDT equivalent circuit model, matchingvinductor and connecting wires.
Experiments at higher frequency would be a better test of the acoustic
diffraction theory, since beam steering would be over a greater angular
range.

Better pérformance could be obtained at higher frequencies,
since the IDT bandwidth would be greater. For example, a beam-steered
transducer with a center frequency of 500 MHz would give in excess of

500 resolvable spots with a light beam 1 cmuwide. Wide bandwidth is likely
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to be more easily -obtained by using several beam-steered transducérs with
different center frequencies in parallel, or possibly one transducer with

different center frequericies in adjacent sections,
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5. SAW TRANSDUCER FABRICATION

In this chapter, a brief summary of the procedures used for
interdigital SAW transducer fabrication are given.

Photolithography masks were made on Kodak 649-F 35 mm holography
film by the following process. First, the artwork pattern was generated
on cut and strip Stabilene film, using the improvised ruling apparatus
shown in Fig. 5.1, Linewidths as small as 0.5 mm could be accurately
drawn By controlling the straightedge position with verniers, which were
adjustable within 0.001 inch. The cutter used is shown in Fig. 5.2. The
completed artwork was taped to a sheet of translucent white plexiglass
and illuminated from the rear with five 600 W quartz-halogen floodlamps.
The level of illumination had to be very uniform across the artwork
because both the film and photoresist used were very high contrast
materials. The maximum variation tolerable was about 10%. The photo-
reduction was done with a Canon FTb, using a 28 mm £/2.8 Canon lens.

The reduction ratio of a lens of focai length F with a distance x between
subject and lems is given by R = x/F-—- 1. The use of a wideangle lens
permitted large photoreductions to be made with reasonably small subject
to camera separation.

Kodak 649-F film has a panchromatic.emulsion, whereas the orange
Stabilene film of the artwork was designed for uses with orthochromatic
materials. To obtain better contrast, a green filter with strong absorp-
tion .at. wavelengths.greater than .55 pm was used during exposure.

A seriés of time exposures was made and the developed images
were examined microscopically for uniformity, contrast and an absence of
fog in the clear areas. Best results were obtained with an exposure time

of 6 minutes at £/4.5. Vibration due to the building air conditioning -
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Fig. 5.2.
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proved to be a problem, so it was necessary to work at night with all
machinery shut off.

The film was developed in Kodak D-19 for 7 minutes at 20°C in
a spiral tank with constant agitation. This was followed by a 30 second
deionized water rinse and immersion for 45 seconds in a fixing bath.
After a five minute wash in flowing water, the film was rinsed with a
wetting agent and hung up to dry.

No special problems were encountered with the masks made for
the 2-section IDT. Gaf PR-102 positive photoresist was used according
to the manufacturers recommendations. Lifting of the photoresist was

encountered in acid etchants (Fig. 5.3) or alkaline etchants with strong

Fig. 5.3 Lifting of Photoresist.
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gas evolution. Good results were obtained in an alkaline ferricyanide =
etchant made with 7%g,K3 Ee(CN)G,Z% g NaOH and 200 ml deionized water.
The photoresist was exposed under a high-pressure mercury vapour lamp.
The optimal exposure and development times were found by trial and error.
For the second beam-steered transducer, the artwork was about
1.3 meters wide and had 0.5 mm linewidths. These dimensions were reduced
118X to about 11 mm and 4.3 um respectively. Because of the large over-
all width and the narrow linewidth required, usable masks proved difficult
to make. Although the resolving power of the léns was very high, there
was a small loss in image contrast 5 mm from the center of the negative.
This was sufficient to prevent the photolithography from working. The
negative contrast was increased by intensification. Chromium intensifier
was tried first, but this actually reduced the image density. The most
likely reason was a loss of silver during redevelopment in D-19 by the
solvent action of sodium sulfite on the thin (6 ﬁm) film emulsion.
Excellent results were obtained with Ansco 331. intensifier [90]. Re-
development was for 15 seconds; if this step was carried too far, the
image density could easily be reduced in a 5% hypo solution. Cautién in
handling was required with this intensifier, since it contained mercuric
chloride and potassium cyanide. Although the intensified masks appeared
to have very high contrast, problems were still encountered near the ends
of the transducer, probably on account of a faint residual optical density
there?between fingers in the photomask. Figure 5.4 shows the typical
result in an etched transducer. Increasing the etching time resulted in
open fingers before all the aluminum islands dissolved. Figure 5.5
shows the clean photoresist pattern obtained near the center of the mask,

where no problems were encountered, The difficulty was finally solved by
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Fig. 5.4 Shorted Transducer.

Fig. 5.5 Photoresist Pattern near IDT Center.
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adding a 10 minute bake at 100°C between the exposure and development of
the photoresist [91]. This had the effect of smoothing out the inhibitor
concentration in the exposed areas of thé photoresist, thereby increasing
the rate and uniformity of development in these areas. This is particu-
larly true near the highly reflective aluminum surface, where standing
waves during exposure result in a maximum in inhibitor concentration.
Figure 5.6 shows a photograph (taken in a scanning electron microscope)

of the excellent results obtained.

Fig. 5.6 Portion of Beam Steering Transducer used in the Experiments

(2000%) .

To make this device, Hunt Chemicals LSI 395 Waycoat positive
photoresist was used because of its superior adhesion during etching in
Transene aluminum etchant type A. Use of this etchant rather than the
alkaline ferricyanide resulted in less undercutting of the fingers. The

complete procedure was as follows.
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(1) The substrate was cleaned ultrasonically in chromic acid, boiled
in reagent grade methyl ethyl ketone and blown dry with nitrogen. Figure
5.7 shows the aluminum film 1ifting during etching on account of inadequate

cleaning of the substrate.

Fig. 5.7 Lifting of Aluminum Film.

(2) A layer of aluminum a few tenths of a micron thick was deposited
in a Veeco vacuum system using a tungsten éoil as the evaporation source.
The thickness was monitored with an Ificon 321 quartz crystal film thick-
ness monitor.

(3) The freshly deposited aluminum film was coated with a 1 um
coating of photresist by spinning at 5000 rpm for 20 seconds.

(4) The photoresist was baked for 90°C for 30 minutes in a convec-
tion oven.

(5) The substrate was placed in a vacuum holder designed to assure
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close contact between mask and substrate during exposure of the photo-
resist. The alignment of the transducer with respect to the substrate
crystal axes was done by mounting the holder on a microscope stage

(Fig. 5.8) and aligning a square grid in the eyepiece with the straight

e €
e e e e L mc et by

b
‘ﬁ"‘ 322

s

26 00
e

Fig. 5.8 Photolithography Station in Laminar Flow Hood.

edge of the substrate, which was normal to the crystal Z axis. The mask
was moved by hand until it was aligned in the appropriate direction
(Fig. 5.9), at which time the vacuum was turned on.

(6) An exposure of 41 seconds was given at a distance of 10 cm
from a high pressure mercury vapor lamp. The lamp required 10 minutes
of operating time to reach a stable output level.

(7) The sample was baked for 10 minutes at 100°C.

(8) The sample was developed in Waycoat Positive LSI developer

diluted 1:1 with deionized water at 24°C for 60 seconds.
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Fig. 5.9 Correct Mask Alignment for Z-21.8° SAW Propagation
(tan 21.8° = .4). :
(9) A postbake of 30 minutes at 100°C Qas given.
(10) The aluminum was etched in Transene aluminum etchant (type A)
at full strength with constant agitation to remove small bubbles.
(11) The device was rinsed in deionized water, blown dry and examined
by microscope.
(12) The photoresist was stripped in methyl ethyl ketone and the

finished transducer was blown dry with nitrogen gas.
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6. CONCLUSIONS

Acoustic beam steering has been found effective in improving
the bandwidth and diffraction efficiency of planar acousto-optic light
deflectors. A viable device model has been proposed. The effects of
anisotropic acoustic diffraction were taken into account through the
parabolic velocity surface approximation. Auld and Kino's equations [53]
for the series IDT equivalent circuit model were used so that variations
in the electrode metallization factor could be taken into account. The
IDT loss resistance was calculated using a modified form of Lakin's
theory [63]. Equations for the acoustic power as a function of trans-
mission line and equivalent circuit parameters were developed. A rigor-
ous treatment of the acousto-optic interaction was. given, and the dif-
fraction efficiency was calculated using the known and measured proper-
ties of LiNbO3 and the SAW and OGW fields. Addition of a modified theory
of acoustic beam steering suitable for the analysis of IDT arrays com-
pleted the device model. Good agreement was found between theory and
experiments. As pointed out in Chapter 4, better performance could have
been obtained at higher acoustic frequencies. The fine linewidths re-
quired above 500 MHz could be obtained with electron beam lithography.

The indiffusion of nickel was found to be an excellent method
for making high quality optical surface waveguides with losses below
1 dB/cm. Longer diffusion times at higher temperatures were found to
increase optical absorption, an effect that was not entirely reversible
by subsequent baking in oxygen. Small quantities of O2 or N2 in the
argon gas needed to provide an inert diffusion atmosphere were found to

reduce the impurity concentration considerably, probably due to the

formation of oxides or nitrides of nickel on the LiNbO3 surface. -
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The primary limitation in device performance stems from the
limited bandwidth of interdigital transducers. It may be possible to
improve this by mechanically loading the LiNbO3 surface. Alternatively,
if adjacent sections in the beam-steering IDT had different center fre-
quencies, improved performance could probably be obtained. At widely
separated frequencies, different parts of the array would radiate surface
waves. Before these devices become commercially viable the problem of
stable, efficient coupling to the OWG must be solved. Use of grating
couplers should improve the performance in this regard. If a laser diode
could be used as the light source, it could be permanently fixed to have
the correct orientation with respect to the coupler and a small, rugged

device would be obtained.
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APPENDIX I

In this appendix, a brief summary is given of the properties

of LiNbO3 used in the calculations.

There is some variation in the published values of the refrac-
tive indices. At A = 0.6328 um, Kaminow and Carruthers [4] give
n, = 2,214 -and n = 2.294., These values give the best agreement between

experiment and theory. The dielectric permittivity tensor used is

therefore
5 42624 0 0 —1
€,. = 00 5. 2623} 0
1]
0 0 4.9018.

For the electrooptic tensor, Turner's values [93] were used.

In matrix form, these are

0 -3.4 8.6

0 -3.4 8.6

0 0 30.8

r?. = X 10—12 m/V .

1] 0 28 0
28
-3.4

| .

in the principal axes system.

used is _ -
2036 .072 .092 .055 0 0
.072 .036 .092 -.055 0 0
.178 .178 .088 0 0 0
pij =

.155 -.155 0 .019 0 0

0 0 0 0] .019 A1

0 0 0 0 .31 .048

The matrix form of the elastooptic tensor
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Most of these are Dixon and Cohen's values [93]. However, these authors
do not give P14> Py and Pgg> S° Kludzin's numbers were used for these
[93]. On the next three pages, the dielectric permittivity, electrooptic
and elastooptic tensors are given in coordinate systems rotated about the
crystal , axis. The rotatidén by 21.8° corresponds to the values used in
the overlap integral calculation. The permittivity change factors for

acousticcsgﬁarm,'€3jpjklmekn , and for the SAW electric fleld,

©35%3k1%k3?
are also given. They are called DEPSS(L,M) and DEPSE(L), respectively.
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APPENDIX II

WAVE PROPAGATION IN ANISOTROPIC MEDIA

An anisotropic, non-absorbing medium is characterized by the

dielectric tensor

€11 0 0
£ = 0 €50 0 : €,
0 0 €33
L- —

in the principal axes system.

The wave equation has the form

1 3%
c2 atz

VX (VXE)=- (1I1.1)

> >
For plane harmonic waves of the type, eJ(k'r - wt) the following opera-

tor identification can be made:

v - jﬁ
© 3 .
T
The wave equation then becomes
> > > wZ ->
kX (k XE)+ — D= o, (11.2)
c

which can only be satisfied if the wavevector k is perpendicular to the
. ) . > .

electric displacement vector 3, and if 3, E and ¥ are in the same plane.

Expansion of the triple cross product and use of E-D =0 gives

> ¥ w2 2 v2 2
E.D= ED cos6 = " D= T D7, (1I.3)
ke - c

where v = % is the phasevvelocitonf-the wave. - Since. the power flow

direction is given By the Poynting vector
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g = %-ﬁ X B*, -
we see that planes of constént phase propagate at an angle 6 to the
- direction of power flow, andrthat (3, ﬁ, i) as well asA(E, ﬁ, g) consti—
- tute a mutually orthogonal triad of vectors.’ Thié is illustrated in
- Fig. II.1. The ray velocity (defined as the velocity of power flow) is

then given by

u = v/cose . (11.4)

The princiﬁal indices of refraction are defined by

n, = ve . - (IL.5)

}

Tl
v}

Fig. II.1

When equation (II.2) is written in Cartesien components, three
homogeneous linear equations in E*, E and Ez result. A nontrivial

solution exists only if the determinant of coefficients[éﬂ



k k
vy X

k k
z X

[(ay0/0) 2okl

k k
Xy

[(nzw/c)z—ki-ki]

k k
zy

k k
X z

k k
y z

[(ag0/e) K] ]
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= 0, (II+6)

L

where the substitution (II.5) has been made. This determinant represents

—).
a three-dimensional figure in k space., In all directions but those
along the optic axes of the medium, the surface is double-valued. It
>
can then be shown that two k vectors can exist, corresponding to two

mutually orthogonal directions of wave polarization.

If the substitution

is made ‘in (I1.6), the determinant assumes the form

[n2v4/c2—v2—v2] V.V vxv i
1 y VA Xy i&z
24,2 2 2
- — =0 II.
vyvx [nzv /c v z]‘ Vsz 0, (II1.7)
‘24,2 2 2

vzvx vzvy [n3v /c —Vx—vy]
. -

which represents the double-sheeted phase velocity surface. Two values
of phase velocity are possible for orthogonally polarized waves travel-

ling in the same direction.

.
When D is expressed in terms of its projections along E and

ey

D

>
u —
2
u

(I1.8)

Writing this in terms of Cartesian components and setting the determinant

of coefficients equal to zero gives



2,2 2
{c /n]-u —uz} quy uu
e 2,2 2 2
u u, {c /n= <0 uu,
uu uu '{cz/nz—uz
z X zy 3 x
L

the equation for the ray velocity surface.:
These equations may be utilized as follow
for example, in the xy plane, setting k,, v, and u,

sets of equations:

2 2 N2
kz = 0: kx + ky = (n3m[L)
2 2 2 2
k/(pu/e)™ + k /(nyw/e)” = 1
v, = 0: v +v =c¢ /n3
2,2 2,2 4, 2
vx/n2 + vy/n1 =v /c
2 2, 2
u, = 0: ug + uy = c /n3
nzu2 + n2 2 _ 2
2'x luy =¢

which describe the

>
Waves with E

—>
E

n1 and n2.
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0, (I1-8)

—u’}
y

—

s. If propagation is,

equal te zero gives three

propagation characteristics of waves in the xy plane.
>
Ezz propagate with refractive index n3, whilst waves with

- -
Exx + Eyy propagate with a refractive index with magnitude between
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