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Abstract

The Okanagan Indians classify their folkloreAinto three
states: (1) animals only in the area (2) animals and humans
living harmoniously (3) animals. and humans hunt and kill
each other, Word counts were domne on 55 stories and
distance and oiher coefficients were calculated between
pairs of stories. Cluster analyzes on the matrix of
distances attempted to determine if the classifications
could be arrived at methodologically. Analyzes - used were
Factor Analysis, Smallest Space Analysis, and Hierarchical
Clustering. Results were mixed, and some technigues of
Hierarchical Clustering separated the stories into the three

categories.
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Introduction

Informants among +the Okanagan Indians claim that when
the world was first c¢reated there existed only animals
living on the earth. As the folklore traces the develcpment
of +the world, it tells of the transition from this state to
a later state where animals and ©people exist as enenmies.
This transition goes from that first state, to a state where
animals and people exist as friends, and finally to the
present time where people (humans) and animals hunt and kill

one another.

As in most «cultures, the folklore of the Okanaganv
Indians can be interpretted as fulfilling many functions of
their culture. These interpretations cculd specify that the
myths explain the history of the society, account for social
custons, relate dreams of 1individuals, or even form the

bases of ritual and religions,

Previous work (Maranda, Taylor, and Flynn, 1972)
attempted to separate the folklore of this society into two
distinct divisions of "pyth" and "legend®. It was
hypothesized that the category "myth" told of stories which
could not possibly be true and that they corresponded to

fairy tales. Stories which were "legends" were thought to



have had basis in fact and history.

While some informants o¢f the Okanagan Indians had
initiated these two classifications, other informants felt
that this <categorization of their folklore was both naive
and erroneous. They pointed out that a number of "legends"
could never occurred. and that they were simply Indian
adaptations of *"white mant's" stories, Thus although a
methodological analysis was successful in partitioning the
folklore intc these two divisions, the arguments above cast
a serious doubt on its validity, and the tarm "stories®" is

now used.

It has been stated that nyth is timeless because
although it always Ttefers to events which happened in the
past, these events are not related to specific historical
happenings (lLevi-Strauss, 1967, p.205) . Later in the same
work, Levi-Strauss claims that although the meaning of myth
cannoct be found by simply examining isolated elements, myth

is in fact made up of constituent units.

The three temporal divisions of the folklore of
Okanagan Indians do not correspond to specific historical
events, However, they do represent three different periods.
Furthermore, within each of these periods, the «characters
that appear in +the stories are strictly limited. Thus by

examining the occurrences of these characters which adhere



to the strict definitions of each temporal division, this
thesis will methodclogically partition the folklore of the

Okanagan Indians into three temporal statess.



Methodology

The stories were punched on computer cards with normal

grammatical punctuation and spacing.

One of the problems faced in the analysis of any text

is the "ambiguity" inherent in natural language.

For example, consider the words "animal®" and "people®.
' These words are used in the stories such that their meanings
are obvious, However, there are times when "people” does
not refer to human beings and "animal" does not refer to its
normal definition. Consider instead a phrase that has both
words, "Animal people” would refer not to human beings, but
instéad to animals collectively as a cchesive and distinct
group. Furthermore, the phrase, as used in these stcries,
implies a group of animals displaying characteristics

similar to those of humans,

The first step in the analysis was to disambiguate the
stories., That is, all words which had more than one meaning
were tagged with a numerical suffix which separated the
different meanings. The disambiguation?! was performed using
a computer programme ( Maranda, Taylor, and Flynn, 1872 ).
1 Given the phrase "the animals went to the area" the
programme would scan the word immediately after "animal" for
the wcrd “people®, If Ypeople" is present, "animal" will be
tagged with the numerical suffix 2 and become "animal2",

otherwise this +tag will be 1. = "animal® was the only
disambiguated word included in this analysis. .



Each story was then processed by a conputer programme (
Flynn and Coulthard, 1973 ) which yielded a 1list of all
unique words in each story, and the rate per thousand words
of each word within its own story. If, for example, a word
occurred ten times in a story, and the total number of words
in +that story was four hundred, then the rate per thousand
words for that wcrd in that partidular story wculd have been
{ 10 x 1000) , 400 = 25, The reason for the use of the rate
per thousand words rather than percentages 1s that the
stories contained in excess of 55,000 words, and a word with
a low fregquency would have been expressed as a very low

percentage rate.

The use of word counting for the analysis of content
has grown greatly in the recent past (Mosteller and Wallace,

1964), and this technique shall be utilized here.

The actual process of obtaining word counts for each
story of the corpus was relatively simple, but the basic
problem of methodology enters when one considers the problenm
of how to compare stories once the word counts have been

obtained.

The next step in this process was to form a large table
incorporating the cccurrences of all the words throughout
all the stories, Therefore, for each unique word thrcughout

-

all of the stories, there was tabled a rate per thousand



words for each of the stories. 1In all of the stories there

were more than 3000 unigue words.

This table?2 +then represented the total occurrences of
all words in all the stories, It was from this table that a
sub-table was formed by removing those words which belonged

to the group which was to be examined.

Since the three states of the folklore refer to animals
and people, it was decided to select from the table of total
occurrences only those words that explicitly referred either

to animals cr to people. .

There were 92 words which could refer either to animals
or tc humans. Of these, 59 were terms of relationship, such
as father, mother, and brother. These words had rvelatively
low word counts and to delete them from the analysis' would
not change the overall structure of the relationships
between the stories, but would in fact remove -words which

would serve to distort the distinctions between the stories.,

2 This is an example of the table.,

Bear 0.0 0.0 0.0 0.0 0.0
0.0 0,0 0.0 0.0 0.0
8.5106 10.1010 0.0 0.0 0.0
0.0 13,2345 0.0 3.0864 0.0
3.1250 0.0 0.0 0.0 0.0
0.0 0.0 33.6700 0.4160 3.3223
0.0 0.7524 0.3751 0.0 0.0
0.0 0.0 0.0 0.0 0.0
7.7855 0.0 10.0223 0.0 7.7519

17.5953 0,0 0.0 4.5714 0.0
0.0 0.0 0.0 0.0 0.0



Because the disambiguation of the corpus (Maranda, Taylor,
and Flynn, 1972) did not take into account the
differentiation for these 92 words, they were eliminated
from this analysis. A list of those 198 words which were
included in the final table is given in Appendix I, The
rates per thousand words of each word of the final table for

each story are presented in Appendix II,

This table which contains the rate per thousand words
for each of 198 words for each of the 55 stories 1is the
final data base from which the groupings or clusters of

stories %will be calculated.

Because it was desired to group these stories, it then
became necessary to calculate some measure which would
indicate a relationship between <each and every story.
Measures of both similarity and dissimilarity between pairs

of stcries were evaluated and calculated.

Oonce these coefficients had been computed, the final
analysis was to evaluate the different techniques of

grouping or clustering the stories,

Three different modes of grouping were considered. The
first technique was to calculate the Pearson R Correlation
Coefficient {(Kendall and Stuart, 1961) and then to perforn

Factor Analysis (Barman, 1960).



For the other techniques, the Euclidean Distance
(Jardine and Sibson, 1961) was used to measure the

relationships between stories.

The second technique was to exanina and test non-
hierarchical <clustering, and this included non-metric

analysis (Guttman, 1968). .

The +third and final technique, hierarchical clustering
{Anderberg, 1973), is actually a group of techniques since
there are a variety of ways to measure the criteria for one
story to be grouped or clustered with another story or

stories.



The Okapagan Indians and their Folklore

Okanagan is one of seven languages of the Interior
Salish lingustic grouping. Although classified as a member
of the "Southern" group of four languages (which also
includes Columbia, Kalispel, and Couer D'Alene), Okanagan
serves as a "transition" between this group and the
"Northgrn" group o¢f the Thompson, 1illost, and Shuswap

languages.

The Okanagan Indians have inhabited the northern
portion of the State of Washington and the southern portion
of British Columbia, Their area forms a rectangle, with the
four corners at Vernon, Nelson, the <confluence c¢f the
Spokane and Columbia Rivers, and the <confluence of the

Okanagan and Columbia Rivers.,

The Okanagans 1live in an area of great topographical
diversity, ranging froﬁ a desert-like valley to raip-
drenched mountains, They have usually dwelled in the
lowlands, and have ventured into the mountainous areas
mainly for the purposes of hunting and gathering berries.
The society has an informal social organization with class
and rank of members exerting little influence. They tend to
live in extended family groups, and construct large pit

houses in the lowlands for winter dwelling,

Within the Okanagan there are two linquistic
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territcries, the "East" and the "Hest®, The corpus3
contains stories which are representative of both groups.
Furthermore, it dincludes a fair representation of the
features and aspects of the folklore of the people. These
stories are recognized as eing longer and more comprehensive
than earlier editions and include all aspects of earlier

collections,

Before proceeding further, it must be stated that the
stories of the corpus do not fall completely into cne of
these simple temporal states, Because there are different
stafes, some stories must encompass two or more of these
states, and other stories will relate events which tell of

the transiticn from one state to another.

Thus although each story has bzen arbitrarily
classified by the informants as belonging tc one of the
three original states, it may contain elements of two or
more states simultaneously, or function as a transitional

story from one state to another.
The best example of a story being in a transitional

3 The <corpus analyzed consisted of fifty five Okanagan
Indian stories tape-recorded during 1966-1971 by Larry
Pierre, and Okanagan Indian from Penticton, and Randy
Bouchard of the B.C., Indian Language Project im Victoria.
These stories, translated into English by Pierre and
Bouchard, were made available in 1971 by the B.C. Indian
Language Project through Dr. Pierre Maranda of the
Department of Anthropology and Sociology at the University
of British Cclumbia,



11

state occurs in a myth where we encounter animals cnly, but
they are 1living in a society which can be described as
similar to the structure of that of +the Okanagan Indianmns.,
Thus, though the story exists as animals 1living in a
harmecnious state, there exists the implicit +though not-

stated influence of humanity.
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There exist 1literally dozens (perhaps hundreds) of
coefficients of similarity and dissimilarity. To consider

them all would constitute years of work.

However, +these coefficients fall into the three levels
of interval, ordinal, and nominal. The coefficients which
have been discussed here are all of the interval or highest
level, To employ a measure of the ordinal 1level would
result in a 1loss of information., To use a measure of the
nominal level would involve an even greater loss of

information.

Finally, there are a number of interval level measures,
but- the Pearson R Correlation Coefficient and the Euclidean
Distance Coefficient represent the two measures that are
undoubtedly used well in excess of 99% of the time for

interval level data.

{1) Pearson R Correlation Coefficient

Given two variables x and vy, the formula for the
Pearscn R Correlation (Steel and Torrie, 1960) between these

two variables is

m -— -~
S (x;=x) (y¢-y)

Lzl

m - M - Yo
lil(.X;-X)Z,z(yé-y)a %
H L=
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where n 1is the number of observations, X is the mean of
variable x over the n observations and ; 'is the nmean of
variable y over the n observations. This measure is widely
used in most fields of physical, natural, and social
sciences . and the literature describing it 1is gquite
extensive. ( Kendall and Stuart, 1961). For any story
(variable) in +the <corpus approximately 90% of the entries
are 0.0, If one considers the numerator of the <correlation

coefficient which reduces to

L4 - - -
ZX{ ¥ ~n¥X*Y
=
the ternm -n*§*§ is negligible and has almost no influence on

the coeff}cient.

Essentially, the 1large number of correSpohding 0.0
values severely limits the range of this coefficient, and
thus makes the value of its use guestionable. Furthermore,
if two stories have a common major character occurring often
they will also have a very high correlation coéfficient

(Appendix III ).

(2) Modified Pearscn R Correlation Coefficient
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This modified correlaticn coefficient is calculated in
the same manner as the Pearscn R Correlaticn Coefficient but
when common observations of both the variables being
considered are both 0,0 they are considered missing data and
omitted from the calculations. This coefficient has several

basic flaws and prcblems.

The most serious objection to this coefficient is that
it obtains its results from different samples of the data
base, For example, the coefficient obtained for stories one
and two uses different (non-missing data ) observations than
does the <coefficient between stories two and three, 1In
addition, these two coefficients are based on different
numbers of observations. Thus this cocefficient uses only a
small proportion of the cobservations from each story, and
furthermore it does not necessarily use the sane

observations from story to story.

This coefficient is also inflated, élthough not nmearly
as badly as the original Fearson R. In addition this
coefficient fails to account for values of 0.0 c¢n tvwo
stories which are themselves important in that they signify

the absence of a particular character or word in a story.

(3) Volume Coefficient
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Since the data base consists of fifty five stories or
variables, with each story having 198 entries, one then can
conceptualize the stories as variables in a 198 dimensional
space. It then becomes a simple matter to calculate the
joint space of two stories in this space as a proportion of
the potential common "volume® that wight be occupied by

these stories in the 198 dimensional space. .

This coefficient ﬁnfortunately has a few +theoretical
and practical problens, The coefficient is calculated in
the following manner: for any particular word calculate the
fraction of the minimum of the two stories under
consideration over the maximum of the two. Now the most
basic. problem occurs when one or even both of the stories
have a value of 0.0 on a given dimension., If both are 0.0
then the fraction is undefined. If one is 0.0 and the other
is mot 0.0 then the proportion calculated becomes 0.0, To
calculate the space it is necessary to find the product of
these 198 proportions, Obviously 1if one or more of the
proportions is 0.0 the joint product will itself be 0.0. To
avoid this possibility it was decided that if ~one of the
stories on any particular word is 0.0 thenm the propcrtion
for that particular word is arbitrarily defined as 1.0.
Alternatively one may simply avoid words where 0.0 occurs on
either of the two stories. Unfortunately, if this is done,

what one is then in fact doing is <comparing different



cogfficients which are based on

For example,

story two may be the product

Vbecause 183 of the proportions were 0.0 or

the volume coefficient between

16

different sized dimensions.

story one and

of only fifteen proportions

undefined. The

coefficient between story 10 and story 11 might in fact use
30 proportions. ©Essentially then what we are doing is
comparing two coefficients based on different numbers of
dimensions,

Arguments for and against using this coefficient

on the preceeding discussion

mathematicians consulted by the author have been divided

the issus=,

based

can be nmnade, In fact,

on

Another basic problem is that since we are using

the minimum divided by the maximum and finding the product

of these proportions for any two

larger the number of dimensions

will be the coefficient, In

largest coefficient was in the

the smallest coefficient was

However, if a smaller numnber

coefficients become much larger,

these coefficients is open to

vectors or variables, the

or observations the smaller

this particular case the

general area of 10E-7 while

in the area of 10E-16.

of dimensions are used the
The

interpretability of

question when one considers

the minimum and maximum sizes and their ranges.

It is interesting to note however, that the 1485

coefficients obtained

were to take the natural logarithm of each coefficient

are lognormally distributed.

If cone

then
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these new coefficients would be normally distributed. Since
this coefficient is +the invention of the author, little
subsequent work has been done to explore its characteristics
and performances. Those aspects which should be examined
include (1) the further theoretical implications of zero
products (2) the great variability in the sizes o0f the
coefficients (3) the implications of the 1lognormal

distribution of the coefficients.

(4) The Distance Coefficient

This coefficient also considers each story or variable
as a point in a 198 dimensiocnal space. However, using the
standard Euclidean formula for distances between two points,
the standard distance can be calculated between each stoxy
"and every other story. This is probably the best method for
measuring the differences behind the stories but there are
conceptual arguments to be considered. The smallest wvalue
calculated was approximately 16 and the largest value

approximately 80 (Appendix IV).

The basic protlem for this coefficient .is similar to
the problems of the Volume Coefficient. In the third
chapter the methed for selecting the data base was
discussed. It was reported that word counts were run omn

each of the individual stories, and from this computer
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programme the rate per thousand words was calculated for
each word in each story. Then a table was cconstructed in
which the variables were +the fifty five stories, and the

observations were the rates for certain selected words.

The basic problem is that one could guestion the
validity cf representing the stories as points in a
multidimensional space. For this space, each story has as
its dimensions the \selected words., In addition, for any

dimension the distance of a story from the origin (or 0.0

coordinate) is the rate calculated for that particular word.

The problem is minor when compared to the following
advantages of this measure: (1) it removes the high measure
of similarity experienced with some of the measures already
discussed in this chapter; (2) it provides a measure of' a
relationship between stories that can be wused for

sophisticated cluster analysis technigques,

The only methodological problem involved will occur
during cluster analysis when it will become necessary to
make arbitrary decisions as to what distance constitutes
"pnearness", This problem, however, is a weakness of the

clustering techniques, not of the distance coefficient,

Finally, one might ask if +the relationships between
stories can be expressed by a linear measure such as the

Euclidean Distance, It is possible that the distance
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between two stories is not a straight line, but is inde=d a
complex winding curve, or even a complex hyperplane. The
thought itself is horrifying, for the calculation of such a
function would be so difficult and tedious that it might as

well be impossible,
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e i e i i e et S e e i St i i
»

If one were to have a large number of variables which
were intercorrelated, cne would expect the
interrelationships between the various variables to be due
to one or mcre underlying factors. Factor Analysis 1is a
methodological technique for determining those variables
which have common factors., Thus cne could make the
assumption that high intercorrelation within a cluster of
variables is due to the presence of a single factor for any

particular variable in that cluster.

The most elementary confiqguraticn would result if each
variable were to have a unique factor, If this were to
happen, then +there would be the same number of factors as

there were variables.

Mathematically, this technigue measures three different
types of variance.
(1) common variance measures the proportion of the total
variance that correlates with cther variables
(2) specific variance, which doesn't correlate with other
variables

(3) error variance

This technique specifically measures the COmMMmMOn

variance between variables,
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Despite the failure of +the data base to meet the
standards and assumptions of normality necessary for Factor
Analysis, this technique was employed simply to examine the
results it would produce. The matrix of Pearson R
correlation - coefficients .was submitted to a comphtér
programme (Bjerring) which performed Factor Apnalysis with
varimax rotatiomn. The number of factors was equal to the
number of eigenvalues?® which were equal to or greater than a

value of one (1.0).

In Appendix V, the major characters of each story ( in
terms of the number of occurrences ) are presented, and the
character common to each story of a particular factor is

underlined.

For 44 of these stories, Factor BAnalysis has selected
the character which cccurs most often in a story as the
principal factor for tha% story., In an additional ten
stories, theré are two major characters which cccur with a
large frequency. For these stories Factor Analysis has
selected the second major character as the factor, Finally,
story number 22 was the only story for which Factor Analysis
did not select either the main character or one of the two

main characters in a story.

4 Find a number.A and an n-dimensional vector x#0 such that
RX = AX. Any number A\ that satifies this equation is
called an eigenvalue of R. (Harman, 1960)
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Wwhen the Factor Analysis was done with the limitation
that only thres factors were to be calculated, the results
obtained were totally heterogensous and no worthwile

interpretation could be made,

As was mentioned in the discussion of +the Pearson R
correlation coefficient, for any two stories that have a
major character occurring with high frequency in both of
them, the correlation coefficient would be greatly inflated,
and this relationship would be expressed in Factor Analysis

by both stories being included in the same factor.,



23

Guttman-lLingoes_Smallest_Space Analysis_(MINISSA)

The techniques of Factor Analysis and hierarchical
clustering wusually rely cn the metric value of a measure of

similarity or dissimilarity tc make decisicns regarding the

grouping or clustering of selected variables,

In contrast +to this, Smallest Space Analysis, one
technique of the Guttman-lLingoces Non-Metric Analysis systen,
considers only the relative distance or proximity of

variables (Guttman, 1968) .

Given a matrix of similarity or dissimilarity
coefficients which are assumed to be informative of order
only, determine a Euclidean space for which the distances
among the points have the same rank crder (or are minimally

discrepant from that order) in as few dimension as possible.

consider the following two hypothetical matrices which

show correlation between four variables,

1 2 3 4 1 2 3 4
1 1. 00 1 1.00
2 0.90 1.00 2 0.99 1.00
3 0.60 0.70 1.00 3 0.386 0.97 1.00
4 0.40 0.50 0.80 1.00 4 0.94 0.95 0.98 1.00

For the purpose of calculating ccordinates in a two
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dimensional space, the relations between the variables are
identical for the two matrices when one considers the crders
of the coefficients. That 1is, the éorrelation between
variables one and two has the largest magnitude and the
correlation between one and four the smallest. Thus
Smallest Space Analysis will yield the sanme soluticn.for

both the matrices of coefficients,

Definition 1: P is a r-element. array of similarity or
dissimilarity indeces or coefficients betwsen all possible
pairs of n objects, and contains the entities pgj, where
i=1,.4.,0n-1 and J=i+1,.¢.,n) where i#3j and pij=pji .
Furthermore r=n{n-1)/2

definition 2: S is a r-~element vecter or array c¢f real
numbers with elements si;, where siy=f (P ) such that
Sij <sgy (semi-strong monotonicity when some P are tied and
strong mwmonotonicity when there are no ties) for all i,j,k,
and 1 where i#j and k#1. Thus the S vector is a monotonic
transformation of the P vector.

Definition 3: X is a N by M matrix of rectangular co-
ordinates for M dimensions.

Definition 4: D is a r-element vector of distance when the
elements of D, d;j, are calculated by

Vo

m
2(}(' X.Q,)‘
=1 Q Y

Thus, given P, some initial configuration X, a fixed m,
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and the distances (dij) calculated as above, the problem is
the minimization of a function of the two sets of wunknowuns,

D and S .

Cne solution 1is to normalize a least squares o©r loss
function L, where y
2

L= .szdij -sij )2/ 24y

Furthermore, define the following as a measure of raw

fito

2
ﬁ
"where d+ are the derived distances between the points.

pr= 2 (diy -=d¥
tj

Furthermore,

+ =2d;;
%du %‘dL3

+. . 2= 2.

( ;§d(‘, ) zch

and

d*ﬁi<dkl if qu<gg£-(dissimilarity coefficients)
3 =1~ L, B 2

then if @=1 %dtJdLJ/%aU

a coefficient 7f alienaticn is defined as

Y2

K= |1-(1-p) 2

The coefficient or alienation is then an indication of
how well a solution represents the original order of the
data (Guttman 1968). When considering this coefficient, two
aspects must be examined to determine whether a solution is

acceptable in a given number of dimensions (m).

The most important consideration of the coefficient of
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alienation is, of course, the size of this coefficient., For
any scluticn in a given m dimensions, the coefficient of
alienation should ideally be less than or egqual to .10,
however any solution that yields a fit less than .15 is

considered to be adequate,

In conjunction with the size of the «coefficient, one
must also consider the changes in the sizes of the
coefficient when going from one dimension to a higher
dimension as, for example, when <changing from a two
dimensional soluticn to three dimensional solution. If the
fit for one dimension was .40, the fit for two dimensions
.12, and the fit for three dimensions .09, obviously the
decrease ih sizé of‘thé coefficient from one dimension to
two diﬁensions is considerably greater than the change from
two +to three dimensions. In this particular situation the

solution in two dimensions would be used.

Theoretically, for a problem with n variables, there
will be a perfect fit (coefficignt of aliemation = 0.0 ) in
n-2 dimensions ({Lingoes 1569). One aspect of this
particular package of programmes is that the Smallest Space
Analysis computer programme will determine the number of
dimensions for which the best solution can be obtained for a

particular set of data.

For the matrix of distance coefficients, the best
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solution obtained was in a ten dimensional space (Appendix
VII) with a coefficient of alienation of .05192 and
Kruskal's Stress of .04868. 1In two dimensions, however, the
fit obtained was as bigh as .21, énd for three dimensions
the result fell to only .18. This wculd suggest that this
technique has determined that this corpus of stories does
not form a simple triplex, but is instead a complex systen
involving many more aspects +than was suggested by the
introduction, A preliminary examination of the output for
ten dimensions yielded the observation that of the many
facets that dictate the structure of the corpus, a few can

be identified.

For those stories which have only animals 1living in
harmony, the great majority have coyote as the principal
character. Coyote represents "Gecd" on earth to the Okanagan
Indians., He was placed in that area to rid it of ‘"Ypeople
eaters", and to provide food for future generaticns of

"people”,

Although he had great powers and performed numerous
magical transformations to make the Okanagan area liveable,
coyote had a mischievous nature and was continually getting
in trouble, As a result, cne story of the corpus tells us
that when he had finished his work, he was placed in a canoe
and shipped out to sea, never to return again as a powerful

creature,
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The first dimension of +the MINISSA ocutput sharply
partitions the corpus into two distinct divisicns. On one
side of the dividing line are all stories which have coyote
as =2ither +the main character or as the second major
character in a story., Because coyote had left the area
before any humans appeared, this distinction separates
twenty stories which all belond to the first state of only

animals living in the area.

0f the other stories, the first dimension also
separates out a pair of stories which have grizzly bear as
the main character. | Furthermore, thess two stcries,
although <close on the first dimension to the other non-
coyote stories of the corpus, are a distinct entity between
these and the coyote stories. In addition, these two
stories describe animals only, but animals that are 1living

in a society that is human structured.

It is interesting toc note that grizzly bear is the one
character +that appears in all temporal states of the
stories. Grizzly bear d4is alsc unigue in that =she is
regarded as being the most "powerful" animal on the earth,

even more %“powerful" than coyote.

The =second of the ten dimensions has two stories

located at a great distance from the other £f£ifty three.
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These . two stories are versions of the same story, and
although they again represent the state of animals only,
they contain two major characters ( owl and chipmunk) which

are not major characters in any other stories.

Similarily, the fourth dimension separates from the

other stories two which have weolf as the main character.

The other dimensions represent heterogeneous results,

witth complete mingling of all categories or states.

Thus for +this particular set of data, one could
conclude that while there is a partial categorization of the
data as indicated- by the divisions along the first
dimension, the structure is much more complex than was first

stated.
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Hisrarchical clustering

Although it is perhaps the technigue used most often
for «cluster analysis and also the technique that is most
widely discussed, dissected, and analyzed, hierarchical
clustering remains essentially a <collection of ad-hoc

techniques.

As the name hierarchical implies, this technique
functions by first grouping points, objacts, variables or
observations which are "closest" together, then it combines
these facets and repeats the procedure until there remains

but one item or cluster (Jardine and Sibson, 1971) .

The previous sentence has employed a number of terms to
indicate that which has been grouped or clustered. Indeed,
there is widespread dektate as to whether grouping or
clustering should be used to describe this technique. For
this discussion, the term "cluster™ will be arbitrarily
used., Also, although hierarchical cluster analysis can be
used for many types of data, we are only concerned here with
analyzing variables, the fifty five stories of the Okanagan

Indians.

A very general description of hierarchical cluster
analysis would be that given N clusters (or points or
variables or objects), and N(N-1)/2 relationships between

these points, begin by clustering the +two which are
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"closest” to one another, and define this as a new cluster.

Continue this clustering until only one cluster remains.

For the original N variables, the relationships betwéen
them can be a measure of distance (Ball, 1965) or a’measure
of similarity or dissimilarity (Johnson, 1967). Here we
will wuse only the Fuclidean distance between each story and

every other story as the measure of relation.

There exist a large number of criteria for determining
when +two <clusters are "ansar" each other (Ball,1965). For
this work, five of what might be considered to be popular
methods will be examined, These techniques are (1) Nearest
Neighbour (2) Furthest Neighbour (3) Average (4) Centroid

and (5) Ward Technigue.

Throughout the analyzes of the <five technigues,
reference will be made to clusters of stories with the total
output., An important gdestion that must be asked would
inquire how one determines clusters within the hierarchical

schene.

This problem is not only relevant to this work, but is
one that has been widely discussed and debated. Although
there are methods for separating clusters, these invariably
violate basic statistical principles. Thus for this task
the user nust make ad-hoc decisions abcut the determination

and identification of clusters. .
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Within the =spirit of this problem, clusters in this
work have been determined by visuwal exawminations of the
levels of the merging of clusters, Thus, if a series of
clusters join together with small increments in the measure
pf clustering {cr small increments or decrements fcr the
Centroid methcd) and then there is a large jump is the size
of these measurement, the cluster which existed before the

large change would be categorized as separate clusters.

After an examination of this problem, perhags a

solution might procede from the fcllowing observations,

If one has a sufficiently large number of points (more
than ten) within the total system then the distributicn of
all possible inter;cluster distances (we are considering
only Euclidean distances Letween variables for this

argument) will approximate a normal distributioan.

An examination of randomly generated points has
confirmed this statement., Also examined was a system of ten
points with twc clusters of five highly packed points. The
distance between the two clusters was set to an arbitrary
distance of ten thousand times the distance of that for two
points within the same cluster, The distribution of the
distances for all clusters maintained a normal distribution.

The basic reason for this is that with only ten points there



33

are in excess of one million ©possible distances, and for

fifty points this number rises toc more than one billion..

A proposed test might encompass the following. Once
the-hierarchical technique has determined a cluster by
merging twc previous clusters, one would generate a randon
cluster from the total data base with the same number of
elements as the new cluster to be tested. Thus one would
have two comparable clugters, one <calculated by the

technique, and one generated at random,

after this is done, a comparison bould be made to see
if the calculated cluster is significantly more compact than

the generated cluster.

Crie problenm fof this test would be that one might state
that a randomly generated cluster might not be
representative of the data set, One Eethod of correcting
this fault would be to generate inter-point distances rather
than points themselves, and these distances would be
generated by a probability function which would not yield a

configuration with a low probability of occurrence.

Once one has the two clusters for comparison, then a
test can be implemented which would <check for a
statistically significant difference between the two

clusters.
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The formulation of such a test is not a simple matter
because the cluster generated by "the hierarchical schene
does not represent a series of independent points. However,
the author feels that this conceptualization has interesting
possibilities, and will endeavour to more fully explore then

in the future.

The matrix of 1485 coefficients was submitted to a
computer programme (#ood, 1974) and the results for the five
techniques were analyzed. The resulting dendograms are in

Appendix VI.

The Nearest Neighbour techniqgue specifies that the
criterion for for the joining of any +two <clusters is the
shortest distance Letween any point in the first cluster and
any point in the other <cluster, This technique has the
decided mathematical advantage that it is invariant under
monctone transformations on +the original data. However,
Nearest Neighbour tends to produce a chaining effect, with

long drawn out strings of points (Sokal, 1974).

An examination of the results from this method
indicated partial success in the attempt to define the
hypothesized three states of the folklore of the Okanagan

Indians.

There were what can be classified as three sections in

the output, The first section was a large cluster of
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seventeen stories which all referred to the state when
animals only 1lived on the sarth, Furthermore, all cf the

stories have the Coyote as the main character.

The second cluaster was 1less tightly grouped and
contained seventeen stories also. 0f these, one story
referred to the same state as the first main cluster, and
"the cther sixteen were a heterogeneous mixture of the second

and third states.

Finally, +there were twenty one stories which were

loosely interconnected and could not be grouped as clusters.

For the Furthest Neighbour, also known as the conmplete
linkage technique, the <criterion is to compare those two
points that are the furthest apart in two adjacent clusters.
This technique is also monotone-invariant and it results in

tight ball-shaped clusters (Sokal, 1974).

An examinaticn of the output of this method yields a
result which 1is the <closest to proving the original
hypothesis +than any of the previous techniques in this

-

paper.

There occurred four different groupings or divisicns

for this technique.

The first cluster consisted of ten stories bound close

together. Of these ten, eight referred to the last state of
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the hypothesis when Indians and Humans exist in total
distrust and hatred. The other two stories in this cluster
refer to the period when animals and humans 1lived together

in harmony,

The second cluster consisted of seven e2lements tightly
grouped together, Of these seven, six referred to the
second state when animals and humans co-2xisted, and the
seventh story to the third state that describes the

separation of the two groups.

The +third <cluster was not as tightly packed as the
first two, but it ccnsisted of twenty two stories which all
referred to the first state when only animals lived in the

ared.

Finally, there are sixteen stories which could not be
classed into distinct <clusters, with the exception cf the
two stories about chipmunk and owl, which were extremely

close to each other.

As might be implied by its name, the Average technigque
uses as its «criterion the average distance between all
points in one cluster to all points in an adjacent cluster

{Anderberg, 1973) .

The results of this technique were similar to those of

t+he Furthest Neighbour method, but were not as well defined.
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Again, there were four classifications. The first
consisted of nine points, of which seven referred to the

third state of the hypothesis, and two to the second state.
e

The second group was a cluster of seven variables, of
which six stories referred to the state of harmony between

animals and humans, and the seventh was of the third state.

A third cluster of nineteen variables was formed for

which all of the stories were of the first state,

0f +the remaining twenty stories, there were two
clusters of two stories each, but the remaining variables

showed no propensity to form defininitive clusters.

The Centroid, or centre of cluster method, measures the
distance between the geometric «centres of two adjacent
clusters as the criterion for Jjoining. For most of the
techniques of hierarchical clustering, the distance between
clusters increases as further clustering proceeds. The
Centroid method is one technique for which this statement
does not necessarily hold true. Since the criterion is to
-measure the distance between the centres of clusters, once a
cluster has been enlarged by having two clusters. become a
single one, then in all probability the geometric centre of
the new cluster will be at a location different from the

original gecmetric centres of its twoc component clusters.
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Thus it becomes possible that although at the +time of
amalgamation these two <clusters were the ones closest
together, the new cluster @ay in fact be a shorter distance
from a ihird adjoining cluster, This phenomenom is kncwn as

“reversing" {Wood, 1%74),

The results from this technique vielded only two
definite clusters. The first cluster consisted of nine
stories which were of the animals only-state the second
cluster of thirteen stories contained a mixture of stories
belonging tc both +the second and third states. The
remaining stories did not exhibit any appareat clustering or

grouping,

The final technique (Ward) determines the proximity of
two clusters by forming new cluster groups, and calculating
the sum of the squares of all distances from one point to
another with the new cluster. The clustering which

minimizes this sum of sguares is the one chosen.

The results of this technique were unique to this study
in that there were only twc of the fifty five stories which

did noct belong to a clearly defined cluster.

The stories which referred to the first state of
animals only divided into three clusters, The largest
cluster contained nineteen stories which have coyote as the

main character. The seccnd cluster of four stories all
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involved the <character grizzly bear, and ths third cluster
of six stories contained stories with other principal
characters, There was a cluster of eight variables of which

seven of the stories related to the third and last state.

Finally, a cluster of fifteen variables was formed of
which nine stories wuwere of the seccnd state and six of the

third state.
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Conclusions

o s i O S ot e o

Although the results of the analysis vary with the
technigue used, the fifty five ~stories have been
successfully separated into the hypothesized three states in
relation to the presence of animals and humans witﬁin the

stories.,

Because each story had a large number of words with no
occurrences, the use of the Pearson R correlation
coefficient became inappropriate, Furthermore, due to ‘the
“affect of this coefficient, PFactor Analysis produced
thirteen factors. For all but one story, the main factor
for each story corresponded to either the main character (in

terms of frequency ) or the second of two main characters.

The results from smallest space analysis (MINISSA)
showed an improvement when the number cof dimensions reguired
for a solution decreasad to ten, However, only one
dimension was fully interpretable with three other
dimensions having some recognizable distinctions. The
remaining six dimensions were totally heterogeneous and

analyzes of them were impossible,.

It is with the use of hierarchical clustering that
final success 1is achieved. Although the Centroid method
produced‘an cutput of 1little use, the results from the

Average and Nearest Neighbour algorithms showed well defined
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and interpretable clusters correspcnding to the hypothesized
states, However, even here there were a number of stories
which could not_be soc categorized. The technique involving
clustering of the Furthest Neighbour yielded even better a

solution, but again there were uncategorized stories.

Finally, the hierarchical cluster analysis employing
the wWard technique was abkle to classify all but two of the
stories into distinct clusters for which all could be
labelled as belonging to one of the three hypothesized

states.

This work illustrates many of thé problems faced by the
social scientist in quantitative research. Such prcblens
include the gquestion of how to measure the relationships
between variables being considered for analysis. The
choices are many, and the analyst must be careful to match a
technique with his or her particular type of data set. Once
the relationships between the variables have been
established, there are many techniques of cluster analysis

which can lead to vastly different results.

Finally, once one has employed a technique such as
cluster analysis, the results must be carefully considered,
for a variety of conclusicns can be deduced from a single

output.

In conclusion, although the methodological analysis bas
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involved varied techniques with mixed results, the stories
have been partitioned into three distinct tepporal
categories., Thus although the stories do not referance
specific historical events, the analysis of characters which
logically define the three temporal states of the stories
has yielded clear methocdological divisions of the folklore

of the Okanagan Indians.
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aeneas
animal?2
badger
bears
bird
blackfoots
boy
buffalo
bulls
cha/atlmx
chipmunk
crab
creature
deer

2
doe
e#vwé#ilhwelh
elk
faun
fisher
frogs
grasshopper

grizzly

\

APPENDIX I

KEYHORDS FORMING DATA BASE

aksts'w#in
ants

baldy
beave;
birds
blue-grouse
boys

bull

cat
chickadee
cougar
crane
creatures
doctor
dog

eagle
enemies
fawns

fox

girl
grasshoppers

grouse

4e6

animall
baby

bear
peavers
blackfoot
blue-jay
buék
bull-frog
ch#iwchu
chinook
coyote
cranes
cubs
doctors
dogs
eagles
eskimos
fish

frog
girls
grizzlies

half-human



half-sasquatch
human

indians
joseph

kids
kinikinick
kla/7pilxkn
kwaw7#ikw-kw
lefty

magpies

men

moles
mountain-goat
mouse
nighthawk
okanagan

owl

paul
people-eaters
ponies
rabbits

raven
sasquatch
sheep
skysaTu7sk/in7kst

skwant

horse

humans
inkameep
ksw'ast#inek
kingfisher
kinnickinnick
kts'atstaskvwa’?
kwi#lstn

lynx

man

mice

monster
mountain—-goats
muskrat
nkw'a7kw?!7ikn7
okanagans
ptaszk/wlk/w?
people

person

priest

rats

rebin
sasquatches
shuswap
sk'lhpletl'n#itk

gha-sna—-sha

horses

indian

insects
k*iyawtk/n
kings
kitl-ti-ta-lal-o
kwaw7/ikw

lady

magpie
meadow-lark
mole
mosguitoes
mountain-sheep
nhithetwel?x
nxwuyalnp#itx
osprey
pak/mk/n
people-eater
persons

rabbit

rattlesnake's

salmon
seagull
shuswaps
skunk

snake
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snakes
snk'nch#inax
sockeye
spider
stawn7k/na7kst
sum#ix
swallows
swa7w#ilh
tet'ak/#ina?
ts'ak/w'ma’
turtles
watch-birds
water-monster
whitefish
wolverine
women
woodcutter

yir-ki-natl-pow-

snk/wa7lhk/nilhx
snwimn
spaniards
squirrel
stum'kst
su7yalbhts'a?
swan
sxwel#n#ulaxw
tmskwast
tstska/kna7
warrior
water-bird
whale
willow-grouse
wolves
wood-tick
woodpecker

7a/nn?

snkt#lip
snx/elm#ina
sparrow-hawk
squirrels
sucker
swallow

swWwans
sxwel'm/ulaxw
trout |
turtle
warriors
water-insects
whippor-will
wolf

woman
wood-worms
WOrms

7ihnk!?

L8



APPENDIX II
NON ZERG GCCURRENCES OF

. KEYWORDS IN THE STORIES

STORY NUMBER 1

animal? «9718
frog 25.2672
frogs  9,7182
people : 12.6336
person .9718
suallow 5.8309
svallows 2.9154
women .9718

STORY NUMBER 2

animal? 1.8605
coyote | 39.0698
deer 13,9535
mice .9302
moles : 1.8605

person . 9302
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rats

wood-tick

STORY NUMBER 3

coyote
crab
frog
people
turtle

turtles

STORY NUMBER 4

blackfoot

buffalo
bull
bulls
coyotse
enemies
indians
lady
man

okanagan

9302

19.5349

29,0323
20,4301
19.3549
2.1505
13.9785
5.3763

. 6570
11.8266
22.3350

«6570
32.8515

. 6570

1.3141
5.2562
1.3741

1.9711
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people 1.3141
su7yalhts'a? 4.5992
warrior . 6570
woman 6570

STORY NUMBER 5

coyote 33.2226
eagle 19.9336
fox 6.,6445

STORY NUMBER 6

animal? 10,1733

animal? 1.8839
baby .3768
beaver . 5.6519
blue-jay } 6.7822
boy » 1536
buck : 5.2751
cat ‘ .3768
coyote 29.0128
deer 3.7679

doctor 1.8839
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faun 3.7678
indian 1.5072
lynx 1.8839
man .3768
pole 1.5072
pecple 6.7822
person 4,.,8983
woman : ' . 7536

STORY NUMBER 7
bird 31.6206

fish 27.6680

STORY NUMEBER 8

boy 1.5886
coyote 22.6370
fish , 2.3828
fox 18.2684
frog , 7. 1485
indian ¢ 7943
indians » 3971

nonster . 3971
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people 11,9142
people-eater 1. 1914
people—-caters +3971
person « 3971
tﬁrtle 6.7513
water-monster 11.9142
woman 7.5456

STORY NUMBER 9

‘animal? 1.1905
animal?2 1. 1905
birds 1.1905
coyote 33.3333
deer 2.3810
girl 5.9524
girls : 9.5238.
magpies 2.3810
people 2.3810
raven 2.3810
woman : 1. 1905
women 1.1905
WOLmS 4.7619

7asnn' 2.3810
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STORY NUMBER 10

animal?2
keaver
birds
buck
coyote
creature
deer

N
doctor
doe
dog
enemies
fish

fox

kingfisher

lady
man
mocle

people

people~-eater

rabbit
rabbits

woman

wood=-tick

1.3581
2.7162
3.6215
3.6216
36,6682
L4527
5.4323
. 4527
2.2635
2.7162
. 9054
1.8108
14. 4862
4.5269
1.8108
4.5269
2.2635
4.9796
1.3581
2.2635
1.3581
1.3581

1.3581
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STORY
animal?
animal2
baby
bear
bears
chaszatlnx
coyote
deer
fish
fox
girl
grizzly
indian
indians
man
people
person
raven
weman
women
woodpecker

WOorms

NUMBER 11
. 3868
1.5474
1.5474
8.5106
. 3868
7737
12,7659
.3868
.3868
1.5474
. 3868
30.1741
. 3868
. 3868
3.0947
2.3211
. 3868
« 1737
6.1896
. 3868
.3868

1.1605
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STORY NUMBER 12

‘bear
coyote
girl

‘grizzly
lady
man
men
mole
muskrat

woman

10.1010
18.1818
3.0303
25,2525
20.2020
5.0505
4,0404
1.0101
10.1010

6,0606

STORY NUMBER 13

blackfoot
coyote

fish

fox

okanagan
people
people-ecater
salmon
shuswvap
trout

vhale

1.8382
25,7352
5.5147
18.3823
1.8382
16. 5441
3.6765
3.6765
1.8382
9.1912

27.5735
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woman

1.8382

STORY NUMBER 14

animal2

baby

bears
blue-ijay

boys

coyote
creatures
girl

grizzly

men
mountain-goat
mountain-goats
people
rattlesnake’s

woman

1.3514
2.7027
1.3514
4.0541
1.3514

28.3784
1.3514
9.4595
1.3514

12,7027
9.4595
5. 4054
1,354
1.3514

2.7027

STORY NUMBER 15

coyote

fox

33.5570

6.7114
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people
people-caters

snakes

STORY NUMBER

aksts'w#in
animal2

boy

boys
bull-frog
coyote
e#w#ilhwelh
eagles

fish

girl

girls
insects
lady

man

men
mosguitoes
people
people-caters

person

2.2371
4,4743

24.6085

16

L4070
L4070
8. 1400
61050
2.0350
24,4200
L4070
. 8140
6.9190
L4070
12,8490
1.2210
. 4070
6.9190
. 4070
<4070
8. 1400
« 4070

3.6630
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salmon

shuswap
sk?*lhptetl'm#itk
skwant
snk'mch#inax
snx/elm#ina
swa7w#ilh

woman

women

«.8140
.4070
4070
4070
. 4070
»4070
«8140
2.4420

4070

STORY NUMBER 17

animal?
bear
bears
beaver
beaveré
birds
coyote
deer
kids
magpie
magpies
mole

people

. 5294
13,2345
«5294
7.9407
1.0588
. 5294
33.8804
10.0581
5294
21.7046
1.0588
3.1763

5.8232
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swan 2.1175

svwans 5,8232

STORY NUMBER 18

birds L4810
boy 7.2150
buck . 4810
coyote ‘ 39,4420
crane . 4810
cranes 4.8100
deer 19.7210
doctor 9620
enemies 1. 9240
kitl-ti-ta-lal-o 4810
man +4810
mole 4,3230
people 3.3670
woman 77,2150
yir-ki-natl-pow- L4810

STORY NUMBER 19

animal? . 1.5432
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badger 4,6296
bear 3.0804
coyote 46,2963
doe 4.6296
fawns 1.5432
fox 24,6913
girl 4.6296
monster 18.5185
rabbit 3.0864

STORY NUMBER 20

animal? 2.0661
animal?2 4,1322
coyote 33.0578
dog 12.3967
fish 10,3306
fox 37,1901
people 6.1983

STORY NUMBER 21
bear 33,1250

deer 1. 5625
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grizzly 28. 1250
people 3.1250
wolf 35,9375
wolverine 7.8125
wolves 3.1250
woman : 3., 1250

STORY NUMBER 22

animal1 : 2,2745
animal?2 3.0326
chipmunk 5,3071
deer . 7582
fisher 15.9212
girl 1.5163
girls 11,3723
lady 1.5163
man .7582
plta/k/u'k/w? 4,5489
people 4,5489
raven 1.5163
skunk 31,8423
squirrel 6.8234

women 1.5163
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STORY NUMBER 23

bird 2.1598
humans 2.1598
nice 2.1598
mouse 36.7171
people 4.3197
ts'ska/kna’ 6,4795
woman 2,.,1598

STORY NUMBER 24

grasshopper 20,9204
grasshoppers 4,1841
sheep 25,1045

STORY NUMBER 25

animal?2 1.8703
baldy « 5234
bird 1.2469
coyote .+ 6234
fish 4.8875
girl .6234

girls 1.2468
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man . 6234
men 6234
mouse 6.2344
osprey 4,9875
owl 1.2469
peorple 6, 8579
salmon 3.1172
snake 8,7282
sockeye 28,6783
trout 5.6110
water-bird 5.6110
whippor-will 1.2469
whitefish 3.7406
wolf 4.3641
wclves 1. 2469
woman 5.6110

STORY NUMBER 26

coyote 29,7398
okanagan 7.4349
people ' 14,8699
woman 14,8699

women 7.4349
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STORY NUMBER 27

bird

eskimos

fish

man

monster
nighthawk
reople
rattlesnake's
water-monster
woman

women

7ihnk?

.9615

9615

L9615

18.2692
12.5000
9615
6.7308
.9615
2., 8846
7.6923
.9615

1.9231

STORY NUMBER 28

animal?l
animal?
bear
fish

people

6,7340
3.3670
33.6700
16.8350

26,9360

STORY NUMBER 29
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animal? 3.,7438
bear » 4160
bird . 4160
blue~grouse 1.,2479
chickadee 13.7271
coyote 23, 2945
dog 3.3278
fox 5.8236
girl 1.2479
grizzly . 8319
grouse 7.0715
kinikinick .4160
people 6.6556
person « 4160
suéker 3.7437

STORY NUMBER 30

bear 3.3223
birds 3.3223
bull-frog 19,9336
deer 3.3223
grizzly 3.3223
man . 3.3223

people 9.9668
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person 9.9668
wolf 19,9336
woman 16.6113
women 6,6445

STORY NUMBER 31

birds 1.3699
boy 5.4795
deer 2.0548
lady 16. 4384
nan 16. 4384
meadow-lark 2.0548
monster 4,1096
pecople-eater 8.9041
sparrow-hawk 2.0548
watch-birds 1.3699

STORY NUMBER 32

animal? | .7524
baby A 7.5245
bear . 7524

bird ' .7524
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boy

coyote

crane

deer

girl'

grizzly
grouse
insects

lady

lynx

magpie

man

men
mountaih—sheep
nxwuyalnp#itx
owl

people

rabbit

raven

robin
water-insects
woman

wood=-worms

15.0489
.7524
.7524

4.5147
11.2867
« 7524
L7524
L7524
3.0098
13.5440
3.7622

.7524
3.7622
1.5049

. 7524
13.5440
9.0293
2.2573
1.5048
1.5049

L7524
3.0098

« 7524
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STORY NUMBER 33

animal? ) « 3751
animal2 - 7502
baby 4.1260
bear «3751
boy 10.8777
coyote «3751
deer 3.7509
e#w#ilhwelh 7.8770
girl 4,8762
girls ’ ' 1.5004
grizzly « 3751
grouse . 7502
insects « 3751
lady 3.7509
lynx 8.6272
magpie 3.7509
man 2,2506
men . 7502
owl 6.7517
people 2,6257
person -« 1502
rabbit 1.8755
raven 3.3758
robin - 7502

seagull 4,501
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sheep
squirrel
tetvak/#ina?
water-insects
willow~grouse
woman

vood-worms

« 3751

L3751

« 7502
« 3751
« 3751
1.1253

« 3751

STORY NUMBER 34

bird
chipmunk
deer

girl
kwaw7#ikw-kw
lady

owl

pak/nk/n
pecple
pecple~eater
Tabbit
sna-sna-sna
sxwel#mdulaxw

whippor-will

1.5106
30.2115
1.5106
3.0211
1.5106
3.0211
40,7854
1.5106
3.0211
3.0211
12.0846
4.5317
1.5106

3.0211
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STORY NUMBER 35

bird 2.9528
chipmunk 22.6378
girl 1.9685
girls .9843
indian » 9843
kinnickinnick 9843
kwaw7/1ikw 1.9685
lady 2.9528
meadow-lark 2.9528
owl 24,6063
people .9843
rabbit 17.7166
sSna-sna-sna 1.9685
sxwel'm/ulaxw . 9843
whippor-will .9843

STORY NUMBER 36

animal?2 5.0000
cougar 1. 2500
coyote 27.5000
fox 3.7500
ks/wlasté#inek 1,2500

kwi#lstn 3.7500
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man

people
people-eaters
person
snk'#lip

wolf

18,7500
7.5000
2.5000
1.2500
2.5000

1.2500

STORY NUMBER 37

animal2
ch#iwchu
coyote
people

person

16.7364
4.1841
25.1046
16, 73064

4, 1841

STORY NUMBER 38

bird

deer

indians

man
nhithetwel'x

people

31.9410

2.4570
2.4570
17.1990
2.4570

2.,4570
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STORY NUMBER 39

aeneas
doctor
human
indian
indians
joseph
kla/7pilxkn
lady

man

men
okanagans
paul

people

people-caters

person
shuswap
shuswaps
sucker
warriors

women

1.0977
1.0977
2.195&
33,2931
2.1954
1.0977
2. 1954
6.5862
4.3908
2., 1954
1.0977
1.0977
13.1723
1.0977
1.0877
1.0977
7.6839
1.0977
2.1954

1.0977

STORY NUMBER 40

birds

1.9157
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eagle 5.7471
eagles 26,8199
indian 1.9157
indians 1.9157
man 22,9885
people 3.8314
woman 1.9157
STORY NUMBER 41
animal? » 8651
bear 7.7855
bears 7.7855
blackfoot . 8651
buffalo 5.1903
cubs . 8651
elk . 8651
girls 2,5952
grizzlies . 8651
grizzly 11. 2457
human +« 8651
indian 3.4603
indians 1.7301
lady 10, 3806
man 12,1107
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men , 1.7301
okanagan . 8651
people 4,3253
people-caters 1.7301
person 1.7301

STORY NUMBER 42

fish 2.1186
indians - 2.1186
man 4,2373
nen 4.,2373
ckanagan 2.,1186
okanagans 21,1864
people 6.3559
shuswaps: 23,3050

STORY NUMBER 43

bear 10.0223
bears - 1.1136
boy 6.6815
fish 1.1136

grizzly 11. 1359
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indians 1.1136
lady 1.1136
man 15.5902
men 5.,5679
people 7.7951
woman 1.1136

STORY NUMBER 44

boy 17.6470
boys 5.8824
doctor 5.8824
indian 11,7647
man 11.7647

STORY NUMBER 45

ants 1.5504
baby 3,17008
bear 7.7519
boy 7.7519
girl 1.5504
grizzly 9.3023

humans 1.5504
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kinikinick 1.5504

man 13.9535
people 10.8527
sasquatch 13.9535
squirrels : 1.5504
woman 9.3023
wemen 1;5500

N

STORY NOUMBER 46

animal? 2.9326
bear 17.5353
bears ’ | 13. 1964
boy 19.7948
chipmunk 1,4663
cubs 5.1320
deer | . 7331
doctors . 7331
fish 1.4663
grizziy 5.1320
human 2.9326
humans . 7331
indian . 7331
lady 1.4663

man 11,7302
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people

people-ecaters

5.8651

. 1331

STORY NUMBER 47

animal?
boy
deer

ha1f4human

half-sasquatch

horse
humans
indian

indians

sasquatch
sasquatches
squirrels
woman

women

1.0267
8.2136
2.0534
1.0267
1.0267
1.0267
3.0801
4.1068
1.0267
3.0801
8.2136
21.5606
5.1335
1.0267
15. 4004

1.0267

STORY NUMBER 48
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chinook

deer

doctor

indian

indians

man
nkw'a7kw?7ikn7
people

person

wolf

3.1153
9.3458
3.1153
3.1153
3.1153
6.2305
21.8068
3.1153
9., 3458

9,.,3458

STORY NUMBER 49

bear
enemnies
frog'
grizzly‘
humans
indian .
indians
inkameep
ktstatsva/kwa’
lefty
men

people

4.5714
1. 1429
1. 1429
5.7143
1. 1429
1. 1429
4.5714
1.1429
1. 1429

25, 1428
2.2857

5.7143
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person
shuswaps
warriors
wolf

Wwolves

2.,2857
2.2857
1. 1429
3.4286

2.2857

STORY NUMBER 50

animal?l
birds
blackfoot
buffalo
doctors
girl
horse
horses
indian
indians
lady

man

men
okanagan
okanagans
people

person

1.9639
1.1783
3.9278

.3928
.3928
. 7855
.3928
1.5711
1.1783
.3928
4.3205

19,2459
2.3566
3.9277

.7856
5.4988

» 7855

80



ponies . 3928
snk/wa7lhk/nilhx 6.2844
warrior .3928
warriors 3.9277
woman : 8,6410
women . 7855

STORY NUMBER 51

blackfoot 12,0192
blackfoots 9.6153
buffalo 3.6058
dogs 1. 2019
horse 1. 2019
hoxses 20,4327
indians 4,8077
k*iyawtk/n 18,0288
lady 3.6058
man 2.4038
ockanagans 6.0096
people ' 4,8077

spaniards 1.2019
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STORY NUMBER 52

animpal? + 4953
boy 18.8212
boys / 3.4671
dog 3.9624
dogs 1. 4859
fish 1.9812
girl 9,.4106
horse 4;&577
horses ' » 4953
lady 3.4671
nan - 13,8683
monster 8.9153
people 1.9812
people-ecater 1. 4859
person . 4953
spider 1.9812
woman » 4953
woodcutter | 2.4765

STORY NUMBER 53
animal? 3.2154
kings 3,2154

people 3.2154
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persons 3.2154
sk/a7u7lsk/in7kst 3.2154
stawn7k/najkst 3.2154
stum'kst 3.2154
tmskwast 3.2154
tstak/w'ma?l 3.2154

STORY NUMBER 54

animal ' » 9242
animal?2 4.6211
coyote 1.8484
doctor 2.7726
doctors : 4.6211
human . 9242
humans .9242
indian 9,2421
indians 7.3937
man _ 1,8484
okanagan « 9242
people 14,7874
person 4.6211
snvimn « 9242

sum#ix ‘ «9242
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STORY NUMBER 55

chinocok
deer
indians
man
priest

woman

2.1368
4,2735
8.5470
17.0940
17.0940

4,2735
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APPENDIX III
PEARSON R COEFFICIENTS

1 2 3 4 5 6 7 8

b

1.0000

2 -0.,0165 1.0000

3 0.3778 0.5639 1.0000

4 -0,0072 0.6564 0.5150 1.0000

5 -0,0151 0.7148 0.5618 0.6534 1.0000

6 0.0649 0.7669 0.5699 0.6603 0.7144 1.0000
7 -0.0140 -0.,0124 -0,0152 -0.0148 -0.0110 -0.0186 1.0000
8 0.2830 0.5254 0.5782 0,4908 0.6116 0.5948 0.,0256 1.0000

1 2 3 4 5 6 7 8
9 0.,0102 0.8055 0.6181 0.,7184 0,7798 0.8157 -0.0144 0,6017
10 0.0271 0,.,8015 0.58%5 0.6942 0.8037 0.8139 0.0;14 0.7763
11 0.,0090 0.3032 0,2328 0.2780 0.3066 0.3209 -0.0080 0.2944
12 -0.0253 0.3650 0.2802 0.3991 0,3647 0.3631 -0.0184 0.2875
13 0.1244 0.4564 0.,3709 o.uzad 0.5233 0.5228 0.0610 0.6703
14 -0.0040 0.7347 0.5768 0.6726 0.7314 0.7702 -0.0165 0.5654
15 0,0053 0.6672 0.5260 0.6110 0.690§ 0.6764 -0.0122 0.5884

16 0.0929 0.6891 0.5488 0.6438 0.6841 0.7662 0.1359 0.6351

9 10 11 12 13 14 15 16
9 1.0000

10 0.8362 1.0000



11
12

13

15

16

17
18
19
20

21
22
23

24

17
18
19
20
21
22
23

24

0.3468
0.4149
0.5224
0.8572
0.7313

0.7987

1
0.0308
0.010¢9

-0.0199
0.0320
0.00¢8
0.0290
0.0331

-Oc0151

9
0.7130
0.8311
0.7687
0.5823

-0,0098
0.0785
-0.0055

-0.0155%

0,3494
0.4160
0,6638
0,7709
0.7559

0.7837

2
0.6991
0.8584
0.6934
0.5249

-0.,0059
-0.0127
-0.0119

-0.0134

10
0.7148
0.8346
0.8825
0.8346

-0.0085
-0.0070
-0.0030

-0,0194

1.0000
0.7927
C.2304
0.3662
0.2878

0.3377

3
0.4978
0.5723
0.5421
0.4139

-0.0164
-0.0199
-0.0102

-0.0164

11
0.3414
0.3396
0.3205
0.2587
0.5460

-0.0104
0.0018

-0.0167

1.00C0
0.2258
0.4384
0.3382

0.3911

4
0.5776
0.6681
0.6316
0.u800

-0.0161

-0,.0159

-0.0110

-0.0160

12
0.3880
0.3941
0.3689
0.2596
0.3844

-0.0061
-0.0107

-0.0188

1.0000
0.4813
0.5058

0.5619

5
0.6277
0.7222
0.7642
0.6421

-0.0143
-0.0188
-0.0116

-0.0118

13
0.4407
0.4920
0.6138
0.6769
0.0030
0.0112
0.0243

-0.0198

1.0000
0.6843

0.7323

6
0.7107
0.8013
0.6980
0.5595

-0.0055
0.0167
0.0049

-0.0202

14
0.5u84
0.7578
0.7313
0.5414
0.0123

-0.0084
-0.0078

-0,01789

1.0000

0.6533

7
-0.0174
-0.0145
-0.0144

0.1162
-0,0133
-0.0173

0.0328

-0.0110

15
0.5917
0.6777
0.7131
0.6051

-0.0123

-0.0145

-0.0067

-0.,0132
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1.0000

8
0.4984
0.5946
0.7358
0.7977
0.0123
0.0074
0.0310

-0.0205

16
0.6336
0.7721
0.6608
0.5763

-0.0015
0.,0348
0.0158

-0.0213



17
18
19
20
21
22
23

24

25
26
21
28
29
30
31

32

25

27
28

29

17
1.0000
0.7498
0.6220
0.4720
0.0138

-0.0088
-0.0033

-0.0188

1
0.0574
0.1518
0.0935
0.2251
0.0740
0.1018

-0.0231

0.0917

9
0.0213
0.7674
0,0071
0.0269

0.737¢

18

1.0000
0.6988
0.5363
0.0114
-0.0072

0.,0024

-0.0157

2
-0,0101
0.6612
-0.0200
-0.0106
0.6528
0.008¢6
0,0039

0.0385

10
0.0200
0.7472
0.0998
0.0653

0.7839

19

1.0000
0.8181
-0.0152
-0.0197
-0.0152

-0.0156

3
-0.0088
0.5375
-0.0105
0.0091
0.5203
-0.,0155
-0.0250

-0000u8

1"
0.0243
0.3727
0.1186
0.2068

0.3239

20

1.0000
-0.0108
~0.0021
-0.0016

-0.0156

4
-0.0067
0.6312
0.0134
-0.0014
0.6012
-0.0099
0.0760

0.0082

12
0.0007
0.3924
0.1119
0.1577

0.3486

21

1.0000
-0.,0140
-0.0024

-0.0144

5
-0,0072
0.6582
-0.,0176
-0.0146
0.6835
-0.0212
-0.0181

-0.,0055

13
0.1103
0.5833
0.0869
0.2273

0.5676

22

1.0000
-0.00“7

-0.0187

6
0.0252
0.7473
0.0411
0.1402
0.,7023
0.0810

-0.0099

0.1040

14
0.0136
0.7250
0.0130
0.0054

0.6933

23

1.0000

-0.0116

7
0.10u8
-0.0142
0.0395
0.2262
-0.0069
-0.0197
-0.0167

-0.0059

15
0,0001
0.6349

-0.0050
0.0146

0.6489

87

24

1.0000

8
0.0863
0.6987
0.1777
0.1945
0.6u486
0.1565

-0.0083

0,1157

16
0.0909
0.7749
0.2563
0.,2202

0.6852



30
31

32

25
26
27
28
29
30
31
32

25
26
27
28

29

- 30

31

32

33

0.02M
-0.0166

0.0865

17
0.0051
0.6299
0.0081
0.2687
0.6035
0.0512

-0.0100

0.1192

25
1.0000
0.1317
0.0956
o.§u75
0.0321
0.1638

-0.0232

0.0544

1
0.0175

0.0443
0.0961

0.0504

18
0.0276
0.759%6
0.0550
0.0237
0.6746
0.1066
0.0518

0.1711

26

1.0000
0.2189
0.2107
0.6879
0.2987
-0.0234

0,1450

2
0.0397

0.1883
0.0328

0.05%4

19
-0.0133
C.6364
0.1464
0.0248
0.7185
-0.0229
/0.0290

0.0231

27

1.0000
0.1523
0.0343
0.2638
0.5316

0.0949

3

’O. 0231

0.12%4
0.3703

0,0988

20
0.0393
0.5271
0.0172
0.1324
0.6751
0.00u46

-0.0238

0.0174

28

1.0000
0.1264
0.1992
-0.0222

0.1642

0.0053

0.0815
-0.0026

0.0820

21
0.1002
0.0349
0.0184
0.0703
0.0103
0.5141

-0,0192

0.0167

29

1.0000

0.0355

-0.0289

0.0683

-0,0148

0.0218 -0,0090
-0.,0273 -0,0201

0.1468 0.0063

22 23
0.0042 0.1937
0.0303 0.0534
0.0208 10,0348
0.05395 00,0524
0.0082 0.,0082
0.0096 0.0371
0.0106 -0.0176

0.0189 0.0158

30 31

1.0000
0.0381 1.0000

0.1018 0.1586

6 7

0.0652 -0.,0284

88
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0.0121
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0.0260

9
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0.0245

-0.0249

22
0.0434
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0.0073
0.0073

-0.0071

-0.0150
-0.0218
0.0094

-0.0188

-0.0182"

15
-0.0108
-0.0069
-0.0050
-0.,0178
-0.0055
-0.0123
-0.0079

-0.0159

23
-0.0038
0.0072
0.0201
-0.0158
0.0438
0.0006
0.0478

-0.0065

91

0.0137
0.1728
0;0532
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0.1782
0.3580
0.2044
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1
0.0999
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0.0346
0.0019
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9
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0.0555
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0.0498
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51.80
49.83
43.81
51.99
39.61

46,57
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45.66
51.06
52.05
44, 34
51.80
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0.0
41.32
36.38
32.58
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48.09
48.59
47.86
30.98
35,94
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APPENDIX IV

DISTANCE COEFFICIENTS

0.0
41.58
38.47
36.28
60.24

36.43

34.83
37.90
48.20
49.77
49,88
35.71
41.32

36.20
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0.0-
33.77
31.91
59.53

39.28

29.59
32.33

46.11

- 44,93

47.13
31.16
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0.0
27.99
57.54
33.06
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25.29
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42,20
26.91
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31.07

21,13
23.77
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31.47
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64,20
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48.49
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42,93
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27.60
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62.06
56.45
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50.82
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40.83
48.58
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63.52
58.15
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"
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55.49
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39.88
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0.0
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48.30
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57.23

0.0
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57.38
50.77
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47.45
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34,16
29.76
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44,23
56.11
50.53
49.69

46.37
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61.72
62,24
70.35
63.16
62.85
57.@7
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53.39
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43.04
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38.29
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49.50
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47.48
64.54
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34.56
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28.52
45,59
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73.14
68.56
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46,45
61.19
28.69
53.98
47,20

49.39

13
53.98
39.01
50.40
57.55

38.20

22

0.0
54,09

51.21

46.96
25,57
40.76

53.39

- 24,68

42,58

42.55

14
46.31
26,33
40.18
56.41

24.32

23

0.0
50.13

50,94
56.59
47.58
55.07
51.40
55.98
49.48

51.60

15
53.98
34.30
48.82
62.29

32.14
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24

46.68
28.40
39.33
52.65
27.717
46,55
44,00

43,55

16
42.69
23.73
33.13
49,24

23.43
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32

25
26
27
28
29
30
31

32

25
26
27
28
29
30
31

32

33

34

50,37
44,33

44.44

17 -
55.72
35.96
50.77
55.09
35,72
56.02
51.81

50.58

25 -

0.0

39.79
53. 24
44,17
45. 30
42.98

43.76

36. 16

60,51

53.45
46.27

49. 37

18
55.82
29.74
50.56
64,23
33.59
55.07
51.12

49.92

26

0.0
40.08
53.25
27.51
43,78
46.05

44.48

49.14

69.78

45.10
42,31

44.22

18
65.61
43,22
57.73
71.80
40,35
67.32
60.95

62,72

27

49.16
37.74
38.17
24,33

36.87

47.64

68,20

50.68
39.01

47.63

20
61.12
45.64
57.49
65.25
39. 11
63.57
58.98

59.80

28

0.0
51.87
52.98
53.69

50.96

46. 24

67.37

56.28
52.98

52.78

21
54.50
58.62
52.03
63.29
54,74
41.68
53.49

54.71

29

0.0
he.07

39.82

40.63

44,26

65.92

48.04
41,81

40.61

22
51. 16
53.08
45.36
58.66
48.51
52.78
46.29

48.38

30

43.81

44,59

38.03

62.56

55. 91
49,85

51.53

23
45,45
51.69
44.09
58.26
47.66
51.36
45. 94

47.72

31

39

42.65
35.39

37.06

24
47.65
50.23
41.20
57.31
44,59
49.54
42.05

45,05

32

0.0

40.02

63.37



35
36
37
38
39

40

33
34
35
36
37
38
39

40

33

34

3
36
37
38
39

40

48,87
44,41
41,23
47.07
30. 71

46.38

39.63
63.54
52.19
25.50
26.97
51. 11
39.65

50.78

17
46.67
69.13
59.23
36. 39
36.82
57.50
47.25

57.51

59.90
34.60
36.99
58.17
49.52

58.50

10
44,94
66,35
55.66
23.99
29.92
53.44
43,24

52.61

18
46.65
69.48
59. 81
33.26
35.22
57.60
48.53

57.80

57.75
38.35
39.49
56.51
46.36

56.19

11
39.28
63.19
51.76
39.56
40.77
49,28
38.19

48,31

19
59.40
76.69
67.32
41.09
&5.66
67.26
59.38

67.04

56,74
33.74
36,20
55,32
44,71

54.87

12
42,95
65.79
54.89
41.42
44,52
53.25
41.03

52.19

20

56.30 -

74.55
65.26
42.43

44.90

64,08

54,54

63.71

54.96
30.07
33.21
53.72
43.44

51.25

13
50.18
69.77
60.27
40.30
39.61
58.72
45.74

58.02

21
50.65
70.44
60.45
57.31
57.SQ
59.18
49.45

58.82

51.24
25.68
24.57
49.41
36.08

48,97

14
36.71
61.64
50.00
26.57
27.84
48.97
36.87

48.52

22

43.15

63.00

52.22
51.44
50,09
53.176
41.59

52.71

55.26
54.78
54.69
32.95
45.91

55.46

15
46.94
67.73
57.21
32.95
35.60
55.95
45.55

55.63

23

42.88

64.77

53.68

50.98
50.08
51.07
40.69

51.93
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' 52,39

31.09
31.33
50.74
36.25

49.80

16
32,15
60.37
48.47
19.88
24,12
44,29
30.80

42.14

24
38.80
62.33
50.60
48.18
48.07
49,25
37.78

48.94
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34
35
36
37
38
39

40

33
34
35
36
37
38
39

40

41

42

43 .

44

25
39.26
61.86
50.70
47.23
45.68
48.89
36.58

48.91

33
0.0

50.63
38.29
39.00,
39,07
40,87
25.25
40. 26

37.53
43,12
36.76

39.94

26
41.74
64,40
53.70
28.54
25.92
52.00
37.03

50.76

34

0.0
20.09
63.17
62,64
63.41
54.98

63.93

51.86
56.52
52,18

52.63

27
30.27
58.04
45.48
32.59
40.15
35.06
24,79

31.64

35

0.0
51.93
51.65
51.21
41.79

52.67

49,28

- 54,02

49,40

50.21

28
49.61
69.54
60,18
54,75
49.10
58,37
42.80

57.47

36

25.53
43.52
34,75
40.33

45,58
53.09

48.07

49.04

29
35.49
60.45
48.56
25.99
24.64
46.73
32.57

46.50

37

0.0
49.83
33.43

49,07

46,14
51.25
46,43

46.93

30
40.72
64,02
53.15
47.49
46.66
50.29
37.18

48.72

38

38.16

42.79

40.46
46.406
40.58

41.60

31
28.11
57.65
45.27
36.09
43.69
38.05
25.78

35.10

39

0.0

36.45

48.47
52.25
48.10

49,22
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32
17.12
49.27
39.86
44, 4y
42.78
46. 30
31.40

46,25

40

42,02
47.04
40.92

43.33



45
46
47

48

41
42
43
44
45
46
47

48

41
42
43
4y
45
4o
w7

48

38.54
43.77
40,48

40.81

42.51
48. 44
43.19
B4.19
44,99
48.82
46.00
45,40

17 -
48.61
55. 24
47.93
51.98
50.37

53.08"

54.19
56.63
54,42

51.57

10
46.00
51.92
45,86
47.63
47.83
51.64
49.60

48.54

18
51.49
56.06
50.38
49,88
50.99
53.56
50.39

50. 31

51.40
S54.45
52.34

51.72

11
29.59
47.26
28.79
42.26
32.83
40.16
43.20

44.31

18
60.97
65.31
61.09
61.98
62.82
64.75
63.97

63.32

50.25
53.32
51.34

50.70

12
31.18
51.71
35,40
46.99
40,05
44.76
48,60
49.31

20
57.64
61.28
57.33
58.77
59.04
61.71
60.01

59.85

48.68

51.69

49,56

- 48.68

13

51.22

55.04
50.25
53.36
51.19
55.73
52.6%
53.96

21
45,39
56.81
45.28
53.32
48.08
53.61
54,24

47.85

42,48
45,90
43,35

41.96

14
39.70
45.89
39.81
41.31
41.69
46.11
43.24

43,37

22
44,37
50.55
45,27
46.66
47.25
50.58
48.56

48.07

50.89
53.02
51.73

50.89

15
48.u48
53.43
48.75
49,59
50.77
53.81
51.73

51.11

23
44.43
49.54
44,33
45.66
45,95
50.00
46.77

47.17
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41.18
47.01
41.76

45.06

16
34,73

42,26

32.12

32.17
34,35
37.73
37.74

38.97

24
40.85
46.55
41.18
41.75
43.70
47.03
44,68

43.71



“1
42
43
44
45
46
47

48

41
42
43
44
45
46
47

48

41
42
43
44
45

46

25
41.05
46. 34
40,47
42.75
41.67
46,92
42.50

43.33

33:
28. 97
38.23
27.52
25.68
30.01
31.87
32.60

33.69

"y
0.0
38.50
16.69
29.58
25.42

26.90

26
43,35
47.94
42.22
45.77
40.49
48, 88
40. 38

46.58

34
57.40
61.99
57.93
58.80
59.58
61.57
60.45

59.81

42

37.47
40,49
40.62

45,04

27
26.36
38.07
22.99
28.98
25.19
35.05
32.57

34.17

35
44,47
50.44
45.43
45,93
47.67
50.14
48.60

47.83

43

25.79
18.53

22.63

28
44,88

53.55

53.45
43.78
41.67
51.51

53.45

36
35.88
45.43
33.83
38.11
37.07
u2.7s
43.68

41.64

4y

0.0
29.66

28.14

29
37.45
43.59
37.18
39.50
39.44
43.91
41.28

40.97

37
40.62
45,77

39.68

43.39.

41.07
46.43
43.14

43,22

45

0.0

28.62

30

40.31
47.91
39,27
44.14
37.96
46.31
39.45

38.33

38
38.44
47.27
37.02
39.91
40,39
45,06
45.71

43.29

46

0.0

31
22.96
40.32
25.90
27.57
31.05
34.00
37.34

35.56

39
22.79
28,05
23,79
28.39
27.47
34,24
31.24

31.13

47
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32

36.42
43.28
33.20
32.45
33.99
36.02
36.64

40.24

40
35.83
46.26
33.69
37.17
37.07
43.01
44,02

42,44

48



47

48

49

50 -

51
52
53
54

55

49
50
51
52
53
54

55

49
50

51

36. 26

34,15

38.89
37.33
43.75

41.04

30.71.

31.44

40.45

45,27
42.75
48.69
44,37
36.95
39.13

44.31

17 -
51.36
50.76

55.55

43.10

42.44

53.75
51.97
56.66
53.92
46.96
48,97

51.88

10
49,45
45,21
52.33
48.26
42.13
43.02

47.00

18 -

53.35%

50.24

56.31

33.92

50.75
49.38
54.23
51.51
44,08
46.21

50.62

11
39.18
39.40
47.62
43,56
35.76
38.65

41.72

19
62.74
61,39

65.44

33.30

35.01

50.31
47. 14
52.01
49.97
43.16
45.08

49.03

12

45.29

C 42,07

50.96

46.08

41.98

45.01

46. 30

20
59,21

61.92

20.96

37.52

Qé.23
46.29
51.41
48.40
40.48
43,18

47.37

13
52.74
50.45
55.54
53.73
46.65
45.21

53.60

21
48.16
51.91

57.03

39.04

41.84

42,94
40.13
4e6.87
43,39
34.69
34,35

42.58

14
42,46
39.66
46.36
40.83
33.77
36.74

41.71

22
47.61
45,05

50.77

39.70

50.46

48.61

53.51.

49.53
43.11
46.99

439,64

15
50.57
48.73
53.65
50.90
43,36
45,32

50.00

23
46.41
44,05

49.84

104

43.77
40.35
47.69
44,24
36.21
35.73

43,84

16
39.61
32.96
43.39
32.86
30.62
30.78

36.61

24
43.20
41.03

46.73



52
53
54

55

49
50
51
52

53

54

55

49
50
51
52
53
54
55

49

50

53,09
45.79
46,74

51.54

.25 ..
43.00
39.78
47.05
43.60
34.85
37.45

42,59

33
34.28
29,25
38. 38
25.18

22.59

27.92

31.92

41
32.80

23.16

50.99
46.68
47.94

50.59

26
45,26
39.30
48.91
46.49
37.88
36.28

44,82

34 .

59.55

57.74°

62.02
59.15
53.60
56.15

59.04

42
40.56

37.08

59.69

57.25
58.76

62.31

27
36.28
17.27
39.46
25.34
25,73
28.07

24.91

35
47.36
45.07
50.42
47.03
39.52
43.25

46.63

43
32.37

21.59

58.55
53.13
53.717

59,12

28
48.63
49.74
55,12
53.07
45.80
42.45

53.83

36
43,78
32,06
46,60
38.50
35.34
35.04

35.96

4y
37.57

27.83

54.47
47.52
50,35

53.32

29
39.91
37.75
44.01
40.30
30.48
32.00

40.02

37
42.38
40.41
46.50
44.19
33.22
29.78
43.86

45
36.07

24.50

47.48
3%9.77
42.55

46.94

30
42.25
37.52
48.53
44,81
37.38
37.58

42,23

38
45.50
35.31
48.04
40.63
37.65
40.13

37.25

46
40,22

34.38

46.97
38.64
41.689

45.91

31
38.26
22.42
39.79
24.59

27.86

32.63

28,32

39
29.83
22.96
34.79
30.31
18.72
16.29

29.21

47

39.65

31.88
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43.39
34,33
39.09

42,24

32
39.87
36.02
43.93
29.69
31.29
33.36

39.41

40
45.01
30.62
47.35
38.12
37.13
38.61

34. 26

48
37.79

33.53



51
52
53
.54

55

49
50
51
52
53
54
55

37. 84
30. 88
25.47
27. 26

28.96

49

35.87
42.19
39.42
28. 94
30.70

37.44

42.70
41.57
33.67
35.85

39.99

50

0.0
36.65
27.90
25.60
27.52
23.62

39.23
26.07
25.55
27.35

27.33

51

0.0
41.84
34.06
36.31

40.40

41.22
20.58
27.40
28.40

30.88

52

0.0
29.63

33.54

41.84
29.36
29,12
29.86

31.09

53

000

20.27

28.14

45,84

28.49
34.38
36.33

37.65

54

0.0
30.85

43.62

35.44

30.84
31.63

36.57

55

0.0
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42,81
37.79
29.97
30.7“

34.12
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APPENDIX V
FACTORS

Main Characters

coyote, girls
coyote, fox-
9919221 deer
coyote, animall
coyote, girl
coyote, wood-tick
coyote, eagle
coyote, boy
coyote, fox
coyote, people
coyote, chickadee
coyote, man
coyote, snakes
coyote, bull
coyote, magpie
coyote, people
coyote, fox

whale, coyote
man, woman

‘man, monster
‘man, priest

eagles, man
han, lady :

boy, bear

boy, man

boy, man

boy, owl,lynx

boy, lynx
owl,chipmunk
owl,chipmunk

skunk, fisher, ... people
bear, people

people, persons
pegople, indian
sasguatch, man
sasguatch, woman
nkw'a7kw?'7ikn7, wolf
wolf, bull-frog



10

1
12
13

21

51

39
42
38

24

25
23

wolf, grizzly
horses, k'iyawtk/n
people, shuswaps
shuswaps, okanagans
bird, man

bird fish

sheep, grasshopper
frecg, people
sockeye, mouse
nouse

108
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AFPENDIX VI

DENDOGRAMS
Code Category
A1 animals only
AE animals and humans in harmony
E3 animals and humans as enenmies
Story Code ~ Story = Code
1 a1 29 a1
2 A1 30 a1
3 21 31 AP
4 a1 32 AP
5 A1 33 AP
6 A1 34 A1
7 21 35 a1
8 A 36 A1
S A1 37 ' a1
10 a1 38 P3
11 A1 39 P3
12 A1 | 40 AP
13 Al 41 AP
14 A1 ‘ 42 P3
15 A1 43 ~ P3
16 a1 | | 44 p3
17 a1 | 45 AP
18 A1 46 AP
19 A1 47 AP
20 A1 48 B3
21 21 49 3
22 A1 | 50  p3
23 I 51 P3
24 A1 52 AP
25 Al 53 . P3
26 31 54 - P3
27 AP 55  P3

[
o

AP
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Consider this example of a dendogram:

.

O SN E W -

(1) a. point 4 joins with point 5
b. point 6 joins with point 7
{(2) point 1 joins with point 2
{3) points 6, 7 join with pecint 8
(4) points 1,2 join with pecint 3
(5) points 1,2,3 join with points 4, 5
(6) points 1,2,3,4,5 join with points 6,7,8
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14
16
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10
36
37
26
27
39
54
53

31

43
50
45
31
33
44
52
55

47

- 32

46
48
49
11

18

15

12
17
42
40
51

25
30
38
24
13

23

22
34
35

19
20
21

A1
A1
A1
A1
A
A1
a1
A1
A1
A1
AP
P3
P3
P3
AP
P3
P3
AP
AP
Ap
P3
AP
P3
a1
AP
AP
AP
P3
P3
Al
a1
A1
a1
A1
A1
A1
A1
P3
AP
P3
A1
A1
a1
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a1
a1
A1l
a1
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Al
AP
A1
A1
A1
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115

39
54

49
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42
51
24
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27
50
31
55
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33
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L6
44
52
45
u7
1
12
21
30
34
35

18
17

15
10

14
16
36
29
37
26

20
19
13

a1
P3
P3
P3
P3
P3
P3
P3
a1
A1
a1l
A1
AP
a1
P3
AP
P3
AP
P3
AP
AP
AP
AP
P3
AP
P3
AP
AP
AP
a1
A1
a1
21
Al
a1
a1
A1
a1
a1
A1
a1
A1
A1
A1
A1
A1
A1
A1
A1
A1
a1
a1
A1
A1
a1



Story

b
OWHOJOUTE WK -

11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
43
50

1
0.72
-0.56
-0.21
-0.32
-0.36
0.12
0.82
-0,09
-0.24
-0.42
0.41
O.44
-0.26
0.12
-0.36
0.12
-0.27
-0.40
-1.00
-0.61
0. 94
0.83
0.83
0.80
0. 80
-0.15
0.71
0.80
0.12
0.83
0.7S
0.73
0.70
1. 00
0.89
-0.02
~0.04
0.85
0.67
0.87
0.77
0,82
0.82
0.79
0.81
0.85
0.77
0,78
0.75
0.74

2
-0.51
-0.36
-0.38
-0. 40
-0.49
-0.50
-0.60
-0.60
-0.42
-0.53
-0.74
-0.65
-0.59
-0. 35
-0.44
-0.56
-0.56
-OO 148
-0. 46
-0.67
-0.89
-0.32
-0.59
-0.48
-0.56
-0, 65
-0.64
-1. 00
‘0052
-0.89
"'Oo ‘ug
-0.21
-0.31

0.89
0.46
-0.64
-0.64
-0.61
-0.56
~0.79
-0.67
-0.58
-0.82
-0.52
-0.79
-0,72
-0.68
-0.56
-0.58
-0. 64

3
"Oo 26
-0.74
-0.55
-0.81
-0.52
-0' ’45

0.23
-0.17
-0.56
-0.40
-0.72
-0.98

0.21
-0.55
-0.63
-0. 44
-0.52
-0.68
-0.35

0.11
-1.00
-0.35
-0.35
-0.56
-0.09
-0.49
'—Oo Uli

0.20
-0.40
-0.63
-0.64
-0.37
-0.45
-0.37
-0.39
-0.51
-0.27
-0.31
-0. 34
-0.64
-0.63
-0.12
-0,53
"0. 50
-0.51
-0.46
-0.41
-0.66
-0.,43
-0.51

APPENDIX VII
MINISSA COGRDINATES

FOR 10 DIMENSIONS

4

-0.u8
-0.45
-0.60
=0.71
-0.61
-0.46
-0.65
-0.37
-0.48
-0.49
-0.10
-0.17
-0.13
-0.42
-0.53
-0.53
-0.34
'-0.45
-0.50
~-0.42
0.40
-0.57
-0.75
-0.76
-0.25
-0.30
-0.58
-0.03
~0.45
0,04
-0.71
-0.34
-0.45
-0.11
-0.26
-0.66
-0.42
-0.86
-0.47
-1.00
-0.’42
"006“
-0.47
-0.77
-0.38
-0.45
-0.39
-0.47
-0.32
~0.61

5
-0.45
-0.33
-0.28
-0026
-0.07
-0.33

0.13
-0.08
-0.24
-0.06

0.01

0.22
-0.06
-0.20
-0.25
-0.11
-0.16
"00 22

0.02

0.16
-0.13
~0.61
-1.00
-0.37
-0.47
-0031
-0.08
-0.12
-0.18
’00-3“

0.09
-0.13
-0.14

0.08

0.01
-0,03
-0.41

0.13
-0.19

0.23

0.00
-0.07

0.10
-0.02
-0.02

0.10
-0.20
-0.30
-0.33
-0.06

6
-0.63
-0. 21
-0.55
-0.72
-0.24
-00 3“

0.38
~-0.52
-0.42
-0.42
-0,35
-0.48
-0.77
-0.35
-0.38
-0.47
-0.35
-0,39
-0.41
-0.31
-0,04
-0.,42
-00 18
-0.18
-0.34
-0.65
-0.49
-0.67
-0.45
-0.52
-0.53
-0.51
-0.44
-0.52
-0.47
-0.51
-0,59
-0.06
-0.55
-0.73
-0.48
-Oa 75
-0.49
-0.45
-0.61
"Oo 53
-0.68
‘-Oc 13
-0. 34
-0.55

7
-0.u7
-0.54
-0.51
-0.30
-0.57
-0.50
-0.47
-0.75
-0.50
-0.58
-0.,37
-0.25
-0.75
'0.52
~0.62
-0.52
-0.02
-0.55
-0.61
-0.82
-0.73

0.07
-0.51
-0.59
-0.76
-0.65
-0.66
-0.01
-0.54
-1,00
-0.50
-0.48
-0.51
-0.61
-0.59
-0.58
=-0.,41
-0.61
-0.54
-0.75
"'0-38
-0.72
-0.35
-0.,50
-0.55
-0.13
-0.77
-1.00
-0.46
'006“

8 9
~0.59 -0.68
-0.78 -0.24
-0.52 ~-0.74
-0.54 -0.01
-0.43 -0.14
-0.,57 -0.33
-0.54 -0.27
'0.50 ’0.44
-0.58 -0.25
-0.57 -0.26
-0.46 -0,27
-0.45 -0.19
-0.46 0,01
-0.51 =-0.27
-0.,20 -0.43
-0.62 -0,28
-0,75 -0.49
-0.84 -0,37
-0.49 -0.24
-0.,31 -0.22
-0.28 -0.13
-0,10 0.33
-0.95 -0.23
-0,02 -1,00
-1.00 0.16
-0,73 -0.33
-0,64 -0,26
-0.63 -0.53
-0.,52 -0.28
-0.68 -0.36
-0.55 -0.14
-0.67 -0.38
-0.59 -0.34
-0.67 -0.33
-0.61 -0.31
-0.62 -0,22
-0.56 ~-0,27
-0.64 -0,18
-0.47 -0.29
-0.81 -0.17
~0,49 -0.21
-0,00 -0,28
-0.57 -0.30
-0.62 -0.34
-0.75.-0.40
-0.67 -0.,36
-0.84 -0.56
"0.’41 -0.21
-0.26 -0,35
-0.60 -0.21

116

10
-0.82
-0.52
-1.00
-0.37
-0.54
-0.39
-0.55
-0.34
-0.43
-0.32
-0.39
-0.47
-0.38
-0.38
-0.12
-0.35
-0.37
-0.32
-0.25
-0.00
-0. 38
-0.38
-0.05
-0.13
-0.55
-0.42
-0.41
-0.38
-0.38
"Oc ’47
-0.37
-0.21
-0.26
-0.38
-0.40
-0.41

-0.55
-0, 44
-0.64
=0.42
-0.72
-0.35
~0.04
-0.22
"O-s 15
-0.06
"00 140
-0.49
=0.42



51
52
53
54

55 .

0.80 -0.50
0.78 -0.48
0.63 -0.49
0.62 -0.60
0.79 -0,64

-0.52 -0.62

-0.,48 -0.72
'-00 140 ‘0.&8
"Oc 26 ’00 u5

-0.71 -0.84

-0.43

0.08
-0.24
-0.33
-0.16

-1.00
""00 ‘49
-0.42
"Oo 53
-0.39

-0.78
-0,49
-0.56
-0.56
-0.66

-0.12 -0.08
-0.66 -0.29
-0,49 -0.29
-0.51 -0.31

-0.61 -0.19

117

-0. 14
-0.10
-0, 39
"0' 40
-0.48



