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ABSTRACT

This thesis explores some of the limitations and implications of
using multiple regression analysis in transportation models. Specifically
it:investigates how the problem of multlcollinearity, which resultévfrom
using intercorréléted variablgs in trip generation models, adversely

)‘affects the validation of hypotheses, discovéry of underlying relationsh;ps
: :and prédiction. |
| The résearch mgthodology consists of a review of the literature on
trip generation analysis and a theoretical exposition on multicollinearity.
Secondly, trip generation data for Greater Vancouver (1968) is used for
’-empirical analysis, Factor analysis and multiple regression tgchniques
are employed.

The results demonstrate that multicollinearity is both an explanatory
and prediction problem which can be overcome by a‘cbmbined factor analytic
i and iegression'method. Tgis method 1is also cépable'of identifying and
incorporating causal relationshibs between land use and trip generation
into a single model. It 1s concluded that the distinction between the
explanatory, analytic-and predictive abilities of a regression model is
artificial, and that'grgater emphasis on theorizing in model-conspruction is

1

neéded. R fﬁ, f  ' .“i@' &. )




. TABLE OF CONTENTS

PRELIMINARY PAGES

Abstract..‘....Q.‘....O...................‘......‘....

Table of Contents.......'......................‘......

t

ACknOWledgements-aoaoooooa90.00oooo{oooo.ooooo-oo‘oooo

* CHAPTER

L. INTRODUCTION««seseesesensesoncesnsnncssnsnnesenss
. 1.1 Justification for ResearCh.cesccscceccsccses
1.2 The Problem and General HypothesiS..eeeeicee
1.3 POStUlateS.eeesocescascecsasscccssssnsassnsne
1.4 MethOodOlOgYeeesooosrsosscasosssccscssscscscss
" 1.5 Source of Dat@.ececccsssossssosscenncccassnre
1.6 Limitation of Data....;........;............
: 1.7 Organiza;ion of the Chapters to Follow ....e.e
1.8 DefinitionSeeceececcsvecccesccossacsassscasas

II, 'TRIP GENERATION ANALYSIS' - AN OVERVIEW

2,1 Trip Generation in the Transportation
Planning PrOCeSSoc-o.c.oocooocooo.ogcoooo-o-

2,2 Factors Influencing Trip GeneratioNeceecccee
2.3 Approaches to Trip Generation Analysis......

2.4 Some Considerations in Using Multiple
Regression Analysis....:.......l............

© III 'THEORETICAL EXPOSITION OF MULTICOLLINEARITY AS AN
. .- EXPLANATORY AND ANALYTICAL PROBLEM '

| 3-1 Model Attributesooo0...%0.-ooooooooo(.o.o-oo‘

' 3.2 A Non-mathematical Summéry of the Theoretical
. Implications of Multicollinearityssescsseces.

11

PAGE

ii

vi

(0] (o )RR ) | v w

11

11

21

21

23

26
33

39
39

42



iii
PAGE
" 3.3 A Statistical Exposition of Multicollinearity..... 43
3.4 CONCLUSION.eesesssesessenssssescessasssasscssacoss 57
IV, EMPIRICAL VERIFICATION OF HYPOTHESES - 60.
| 4.1 Summary of Empirical FIndingSe.eeeeececscsceccenee 60
4,2 Formulation of Three Operational HypotheseS....... 61
:4.3 Validation of ﬁypothesis l......................;. 62
4.4 Validation of HypothesSisS 2.eeesecccescccscsssecsss 0B
' 4.5'Validation of Hypothesis 3......;................. 79
4.6 CONCIUSION . secsesenosssssocssssssssssssosanssense ‘91
V. TRANSPORTATION MODELS - A PERSPECTIVE VIEW . o4
- 5.1 Summary of Research Findings......................4.94
5.2 Utility of Transportation ModelS.eeeesecscesseesss 97 -

\ 5.3 Implications for Model Building in Transportation
studies ..'Q......O.I....O..D....O...00.0.'...“..0‘ 101

5-4 Conclusion............Q.....0..................... 103
BIBLIOGRA'P}{Y...QQ...\?..0...................;.‘.'....‘Q.Q.O..l...'4 108 .

APPENDICES
© APPENDIX A. A list of Variables Used in This Sﬁudy....,.;..... 118
. _APPENDIX B, Statistical Test of Autocorrelation for |
‘Model 2 by Using the "Contiguity Measure )
for k-Color Maps'" TechniQUe..ceesesecscvrecccsessee 119 -
V APPENDIX C; Mephod of_Using Mode1\3 for Predictioneecececsceceess 123
APPENDIX D.'Input Data andvThe Correlation Matrix
APPENDIX E. Multiple Regression OQutputs of Model 1.
'APPENDIX F. Factor' Analysis Outputs for the Trip Generation Data
APPENDIX G. Mulﬁiple Regre#sion Outputs‘of Model 2., _

APPENDIX H. Multiple Regression Outputs of Model 3.



LIST OF TABLES

TABLE I.

TRIPS PER DWELLING UNIT CROSS-CLASSIFIED WITH
'HOUSEHOLD SIZE AND AUTO-OWNERSHIP,
TABLE II.  EXAMPLES OF MULTIPLE CORRELATIONS IN A THREE-
VARIABLE PROBLEM WHEN INTERCORRELATIONS VARY.
" TABLE III. SIMPLE AND PARTIAL CORRELATIONS OF MODEL 1.
"-fj TABLE Iv. SIMPLE AND PARTIAL CORRELATIONS OF MODEL 2.

.. TABLE V., LOSS AND GAIN OF COMMUNALITIES IN MODEL 2
- COMPARED WITH MODEL 1.

TABLE VI. . A LIST OF POSSIBLE EXPLANATORY FACTORS OMITTED
o BY MODEL 2.

S

iv.
PAGE
29

25
64

77

78



~ FIGURE

- FIGURE
FIGURE
" FIGURE

FIGURE
*" FIGURE

" . FIGURE

. FIGURE

" FIGURE

_ FIGURE
. FIGURE
FIGURE

. FIGURE
- FIGURE

' FIGURE

'10.

1.

12.
13.

14,

‘15.

LIST OF ILLUSTRATIONS '
PAGE

.TRAFFIC DISTRICTS OF GREATER VANCOUVER 7

GEOMETRIC INTERPRETATION OF MULTIPLE REGRESSION
IN A THREE VARIABLE PROBLEM WITH NO INTERCORRELATION
BETWEEN INDEPENDENT VARIABLES Ly

GEOMETRIC INTERPRETATION OF MULTIPLE REGRESSION
IN A THREE VARIABLE PROBLEM WITH INTERCORREIATION

- BETWEEN INDEPENDENT" VARIABLES _ _ 45 -

“GEOMETRIC INTERPRETATION OF MUDTIPLE REGRESSION

IN A THREE VARIABLE PROBLEM WITH NEAR-PERFECT

INTERCORRELATION BETWEEN INDEPENDENT VARIABIES = 47
GRAPH SHOWING MULTIPLE R2 1.23 AS A FUNCTION .
L OF 1,5 56
COMPOSITION OF SEVEN MAJOR FACTORS OUT OF 29
VARIABLES. . 70
LOCATION OF THE FIRST AND SECOND COMPONENT
VECTORS FOR THE VARIABLES IN TWO-DIMENSIONAL
SPACE. 73
LOCATION OF THE SECOND AND THIRD COMPONENT
 VECTORS FOR THE VARIABLES IN A TWO-DIMENSIONAL
- SPACE. , L 75
LOCATTON OF THE THIRD AND. FOURTH COMPONENT
VECTORS FOR THE VARIABLES IN A TWO-DIMENSIONAL
SPACE. _ 76
OBSERVED AND CALCULATED VALUE OF Y FOR MODEL 1 = 80

OBSERVED AND CALCULATED VALUE OF Y FOR MODEL 2 81
MAP SHOWING DISTRIBUTION OF RESIDUALS.FOR MODEL 2 83

FACTOR SCORE DISTRIBUTION FOR FACTOR II

_(EMPLOYMENT) _ , . . 8

FACTOR SCORE DISTRIBUTION FOR FACTOR III (DENSITY) 86
/

,'OBSERVED AND CALCULATED VALUE OF Y FOR MODEL 3. 89



vi

ACKNOWLEDGEMENTS

Thanks are due to Professor.P. 0. Roer for advice and

"?, supervision in the preparation of this thesis, I am also

" much indebted to Dr. N. d. Cherukupalle for inspiration and

encouragements,

In addition, I am grateful to N, D, Iea & Assoclates,
Vancouver, for permissionltoiuse.part of their Burnaby
Transportation Study data. Financial assistance from the
Mellon Foundation is acknowledged. |

Finally, speéiél words of thanks must be extended to
my colleague, How-Yin Leung for his criticisms and help in

proof—feading the manuscript.



* CHAPTER I
INTRODUCTION

Multiple regression is one of the most widely used techniques in -~
data analysis and model building; it 1s often abused due to a lack of

understanding of its basic assumptions. This chapter introduces the

e problem of multicollinearity which results from violation of the

- . assumption that predictors in the regression equation'are independent.
- The discussioﬁ is conducted within the conﬁext of transportation

‘models.

[y
Y
W

. ~1.,1 Justification. for Research

Estimation of travel demand is an important and 1ntegrai part of
‘the transportation planning process. Among its various phases, trip
generation and modal split procedures have generally relied heavily on

"':statistical methodology such as multiple regression; These procedures

i - require a souhd knbwledge of the structural relationship contained in

- the basic data set. Yet a survey of the literature in this field’
'+ indicates that ma jor éffprt has so far been in the direction of
'-.statisticai efficiency and selection of optimél;relationships between

i
O S
. ;; § .




variables, Little effort has been devoted to understanding the
inferences concerning travel behavioﬁr that are implicit in these
procedures.l Stated simply, most model-builders are overly concerned
' with obtaining a high correlation coefficient, and henée a good fit
of data, and less attention has been paid to the analytical and
explanatory powers of the model. The general view held is that
prediction is not neqessarily dependent‘on explanation. To ﬁhe extent
"that the function of a model is purely predictive, as opposed to those
models that seek to expiain certgin phenomena or to establish causal
relationéhip, a high correlation is seen as an end in itself.

Reacting to the above attitude, Muller and Robertson2 cautioned
that multiplé‘regression equations with a high correlation coefficient,
but containing 11logical relationships,are statisticaily unstable,
This is self-evident as regression, and other mathematical models fér
that matter, is only as accurafe and as useful as the Qalidity of the.
assumption; thaf are Qade and the statiétical significance of the
resﬁlt obtained. It is entirely poss££1? td produce results meeting
all of the various stafistical criteria and yet offer no explanation |
" of the éausative relationships., In order to forecast, such a causal
relationship is essential.

The use of intercorrelated variab}es in regréssion is increasingly

5

. 4 '
being recognized, by Alonso and Harris” among others, as a problem

e obscuring the causative relationships. Unfortunately variables in

the urban context used for tran5porta£ion models are more often than
not spatially distributed in a correlated fashion, e.g. car ownership
is correlated with.income, income with density, density with distance -

-,

from C.B.D., ete. Thus, if all these?iﬁtercorrelated variables were -
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used in the model, it becomes:eXtremély difficult to determine which -
are the causal factors related to urban travel. In other words, it
ié not known then whether trips are a function of all these yériables
working independently or whether they are interacting and in effect
overlapping. Moreover, the existence of collinearity among variables
casts many doubts on conventional statistical analyses and creates

severe operating problems. It is felt therefore, that as trans-
portation planners are more and more relying on regression as a tooi-

for planning, it is perhaps timely to place in perspéctive'this issue
which bears on the reliability of the model as an explanatory and |

, predictive device..

1.2 The Problem and General Hypothesis

The multiple regression model usually takes the form of

Y = a + b]ixl + b2x2 + b3X3 + oo...oo.o’,oooooo +bmxm

]

In specifying the model in this form, it is assumed that the.

. various independent variables make independent and additive contribu-

: tiéns to the prediction of the variances observed in the dependent

vafiable Y. If the assumption of iﬁdependence is violated, then the.
ﬁroblem of collinearity is 1ntroduged? (in the case of two correlated
indepeﬁdent variables), or multicoilinearity (in the case of three or
more correlated variables). : | o

/' .
The term nulticollinearity is the name given to the general

'

problem which arises when some or all of the explanatory variables in

an equation are so high1y correlated;that it becomes very difficult,
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- 1f not iméossibye;.to sépafa£e their individual influences and obtain -
a reasonably precise e.stimate-o.f‘th_eir'effects.8 Secondly, since the

" variables are‘highly correlated, they-réinfOrce each other's relation-
ship with the criterion, orisuppress thé true contribution of other
"variables in the eéuation. In the former case, the tendency is
towards distorting the value of the mulﬁiple correlation coefficient
beyond its true proportion; 16 the létter, some variables of
‘explanatory value may never be able to eﬁter the equation due to the
pfedominance of collinear sefs.

A$ previously stated, this problem is particularly prevalent'in
transportation models due to the type of variables employed. The
_‘6bjective of this study, therefore, is to investigate howAmulti-
collinearity affects the performance of transportation models, in
.respect to validation of hypotheses, discovery of underlying relation-
‘ships and prediction., Methods for overcoming the problem will be
suggested'in the cou;Se pf investigation., Moreover, the implications
- of prediction versus explanation in model-building will be discussed.

The following general hypo;hesis is developed as a focus for the
research: \

;'Whén collinearity exists 1n‘é regression mbdel, éxplanatory
~and ahalytical powers afe deéreésed, despite the: apparenily
| good predictivé power sﬁown by}é high multiple correlation

1

coefficient." /.



1.3 Postulates

The investigation is based on the following assumptions:

0

2)

- 'coefficient.

3)

A good statistical fit does‘not assure a<gqod predictive
mode1.9 A.model's strength-1ies.essent1a11y in the sound-
ness of its theoretical base.
Only variables that cenvbe supported by intuitively sound
arguments should be.usedAin feéreesibn,anaiysis. It makes
littie‘sense to throw all pessible variables into the pot in
a shotgun approach merely ﬁo obtain.a'high correlation

T , ,
Multiple regression models are basicaliyﬁeoncerned with
postnla;es of cause and effeci. Hence their validit& as -

, : 11
forecasting tools must rely on causative relationships.

1.4 Methodology .

A twofoid»stfategy'{s‘édopted. Firstly, a theoretical exposition

‘on collinearity or multicollinear;ty based on literature research is

~given.

Hopefully this will throw light on why and how collinearity

affects the validity and utility of the model. Secondly, the general

Ahypothesis is to be verified empirically by:

1) Using multiple regression analysis to examine, in depth a

typical example of transportation models on trip generation,

f.‘with special emphasis on the undesirable prqperties‘associated

with collinearity. .



2) Factor analysis of the data to extract underlying dimensions, and
_to see if the model has incorporated the significant factors

into the equatibn.*

3)vFormuléting a new multiple féérg;gidﬁQmpééi}fo:éiiminate collinéaf
sets and compére ;esults. ' | " | _
Data analysis is carried out by UBC IEM 360 digital cémputef."TheT'
computer programs used afe the TRI?le and FACTO13 packages, the fofmér

for regression analysis and the latter for facﬁdr analysis.

1.5 Source of Data

The trip generation model studied here and its associated data
'has been obtained through the cgqrtesy of N. D. Lea & Associates,
‘Vancouver. The. data wasléqllégted farithirtyftwo traffic districts of -
Greater Vancouver in 1968, pgrtly thfough a téieﬁﬁghe survey and partly'
from census information (SeeAFigure 1). A total of twenty;nine
variables are.uséd for computatiqnlin fhis thesis and all variables
‘are measured on interval sgales.14 | |
It should be pointed out fhat tbe.original data from N. D. lea &
~ Associates consisted 6f ten-dependent variablés and sixty-nine
'independént variables. The former is a‘finer breakdown of the nature

15

of trips. The sixty-nine independent variables include the twenty-

1Y .

‘ ' 16 .
nine variables selected. in this study, the rest being complex or

" transgenerated Qariabléé.17“;By step regression, a total of about forty
equations were developed and finally nine were selected, one for each



NORTH/ VANCOUVER

{ : — »
~ WEST ‘
VANCOUVER / <:> <:>

N | N |
- /‘ OSC?LEZMiles @)’ v N

BURNAB

2

RICHMOND

=
77 @

©1®

O )
D e

€
//

N £81

- COQUITLAM

PORT MOODY

PORT COQUITLAM

<

WHALLEY

7

NEWTON

CLOVERDALE

SURREY

J

fFK31 TRAFFIC DISTRICTS OF GREATER VANCOUVER



8
deﬁendent.variéble ekcept total trip production. The model develpped
for total trip generatioh (total persons trips excluding walk trips
i_ pef day) is selected for detailed examination here for two reasons:

. 1) It is representative of transportation models for trip
generation. - Hence findings will generally be applicable to
other hodels in the field. |

2) It is a convenient exémple because data is available 1ocaliy.
Familiarity with local conditions facilitates interpretation
and visualization of the issues involved,

»

o !
1,6 Limitation of the Data

Since this is areal data, i.e. all information is grouped on the
basis of geographical units, three limitations are recognized:
| a) The préblem of.autocorrelation, i.e. measurements obtained in
one area are.nOt entirely independent of those obtained in other
' éreas._ Certain population and land use characteristics between
contiguous areas may exhibit‘greatér similarity than non-contiguous
areas, If this is indeed so, thén one of the assumptions of
correlation‘analysis; that residuals from régression are mutually .
independent random vériables will be ;iolated. Statistical .
‘tests are carried out on the fesidpal distribﬁtion of Model 2
(See Figure 12) using the‘"contisuity measures for ' k-colour
maps techniqué";18 The result reveals that there is no
-significant.auﬁpcorpelation4iﬂ thés set of data. lComputations

can be found 16:Appendix*B;ff




.b)

The ttaffic’diStricts,are'nbt uniform in size. This gives rise

to the problem in identifying or eliminating differences in

‘ parameters which may be attributed merely to differences'iﬁ

size of areai units from those differences which are owing to

"truly different” relationships. 9 For example, when comparing

two districts of equal size, the absolute number of people

.residing within them reflects the intensity of residential use.

However, for districts of unequal sizes, there is no real basis

<. for comparison unless rate variables are used. As can be seen

later on in this Setﬂof data, the variable "Area" is found to
explain a significantjémount of variation in trip generation

(See page 67). This'reveals that the analysis units for this

' study are divided in such a way that the small districts are

found within the urban areas with the large districts at the
metropolitan friﬁge; "Area" in effect becomes a'proxy for
distance from C.B.D. and to some extent reflects degreeAéf
urbaniiation of the district. Hénce additional care must be -
exercise& in interpreting outputs under these circumstances,

The highly aggregated data on a district basis for this

set poses séme problems of interpretation and application.

In general, geographical aggregation of data is not as efficient

20

as it may be. As Fleet and Robertsoﬁ pointed out, the

underlying assumption of areal aggregation is that contiguous
. B . // ] ‘
households exhiblt some similarity in family and travel

characteristics.' The degree to-which'these units are not

L
t
1
|
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homogenous results in a loss ofAdisaggregated detail. An
example of a detailed household characteristic that does not
"show up" in explaining the zonal trip generation is family
income, which intuitively would directly reflect differences
in househq}d characteristics and in particulér, differences in

'trip-making;-.However,_whgn‘this_information is averaged for

an areal unit composed éf ééﬁﬁmbepgbf'509$éh01ds‘and related'

to the numbef éfvtrips.generatéd by‘tﬁaf'unit,»aimosp all

A these differences are lost, This has resulted in the seemingly
"weak " relafionships.' Therefore there is an inherentAdaﬁger in
making statistical iInference from highly aggregated data
épncerning disaggregated relationships.

lSimilarly, because frip'generation daté for this study has been
collected at the traffic district level, the apﬁarently good
results of ahalysi; (the extremely high correlation coefficients

| qbtéined) are miéleadfﬁé.;'Thisjislinguitively obvious since .

the largef the ﬁnit; the more tofallﬁariation will be lost
within_the units. Little of the total va?iation is agtually
left:to explain between the units,‘thus.allowing a high'propor—.
tion of the between—group-yariancé to be uﬁaccouﬁted for.. As
'such it is staﬂistically %ncorrect to use equaﬁions develqped
atAthe‘distridt level to cé;cqlate trips generated.at tﬁe

_ smaller zoﬁél level because aﬁother set df variablgs may’do'

S ' /
a better Jjob at this level.
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‘Since the primary interest of this study is to investigate trip
generation characteristics at an areal'levei, the inferenhes
drawn will not be applicable to individual and household travel

‘behaviour.

1.7 Organization of the Chapters to Follow

Chapter II presents an overview of current practices and develop-
‘ments in trip generation analysis based on literature research. Chapter
IITI contains a‘discussion'on model attributes and a statistical
exposition on the problem of multicollinearity. Chapter IV attempﬁs
to validate, empirically, the general hypothesis through the.testing
‘of three operafional hypothéses and the development of an alternative
model, Finally, Chapter V déals'with the planning implications of the -
_‘findings and concludes with a summary and suggestions for future |

)

research,

1.8 Definitions

The foilowing is a brief resume of the terms used in the text.
More rigbrous and technical expositions on regression and factor

analysis can be found in standard textbooks on these subjects.

Linear Multiple‘Regression Analysis21

Using the least-squares principle, multipie régression is a technique
for measuring the influence of some independent variables (gredictors)

on a dependent variable (criterion). In the context of this study,

b
|
1
1o
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the aim of linear multiple regression is to obtain from land use,
- traffic and population data an equation of the form:
& Y=2a + DyX) + bpX, + b3x3 e e e e e e e * bnxn‘
' where Y is the zonal measure of travel, All the x's are the independent
zonal land use and population factors, each of which has a separate
influence on Y with per unit effects given by bl’ b2, b3, étc. Since
not all of the numbers of trips per. zone may be explained by the x's

in the equation, 'a'

is a number put in to represent the unexplained
part of the value of Y, It is often referred to as the 'constgg}f of

" the equation. A large constant for this reason is undesirable as it

indicates the possibility of presence of other explanatory variables

not taken into account., The b-coefficients are called regression

coefficients which in the case of staﬁdardized variables are called

B coefficients. Beta coefficients indicate the relative weights of

the different independent\variables.

Standardized Variabies

', Variable values are transformed into standard or Z scores rather than
in raw scores., The Z score expresses the measurement of a variable'fpr

an individual in terms of its deviation from the mean value of the .

-

distribution. The formula is Z = X - x
“ N ».7'5"7‘
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" F Probability

A measure of whether the regression coefficient is significant to the
regreésion equation. Generally when'the F Procability is greater'than

) 0.05 the regression coefficient is not-significant at the 5% level..

Standard Erron of Estimate (ReeiduaI'Standard Deviation or Root
| Mean Square Error) »
It is usnally denoted'by %melt is a summary of all the squared ais-
- crepencies of actual measurements from the predicted measurements. A
.generalvmeasure of thelvalue‘of'a regression equation is the standard
errof_of estinate as e‘pefcentage of the mean value of the dependent
yariable; a good equation haS»a eméil_standard error of estimate'which ‘

is a small percentage of_the mean; and vice'verSa.

Correlation Coefficient
It is possible to measure the degree of association between two

variables by means of a statistic known as coefficient of simple

correlation, It isugenerally repreSented by 'z}, which can assume
vvalues in‘the range *1 only. The cioser"r' is to +1, the stronger
_ the relationship between the two variables. As a measure of correla-
'.f.tion between one dependentbvariable and more than one independent

variable, the statistic is known as coefficient of multiple correlation

or 'R'.
There is a further property of the coefficient of correlation which is
useful in 1nterpreting the results given/by the regression equation.

. The percentage.ofrthe total variationAin thevdependent variable which

is 'explained' by an independent variable is approximately equal to
A e ) o ‘ o
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one hundred times the square of 'r'. This statistic is known as thé
coefficient of determination or g?
B? for multiple correlation, It.should be noted that the tendency for -

in case of simple correlation, and

- one variable to vary with another, as shown by its 'r', is no evidence
of any causal felationship, since it may be that both variables are

~influenced by other variabie(s) not examined. -

' Fisher's Transformation

A metbod to transform the value of the correlation coefficient of a
-‘regressinn equation into a statistic known as - - Fisher's 'z' so
- that the testing of whether 'r' is significantly different fron zero
| or to compare the difference between two r's can be carried out by

't' test. The principle involves approximating 'r' into a normal

sampling population regardless of the size of sample and population.

Partial and Simple Correlations22

A simpie correlation expresses the relationship between two variables
'under‘consideration, not holding constant any other variables. There-~
- fore, if there is any collinearity between the explanatory variable
and other independent variables, then the'simple 'r' will incorporate
this relationship also. The partial 'r' expresses the relationship
between the 1ndependen£ variable»unden'consideration and the dependent':

~ variable, holding the efféct.ofwnéhérr;nerendént»variables constant.

{
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Factor Analysis

A generic term for a variety of Prdcedures deuelcne&”for the analysis
cf intercorrelations within a set of variables.' The mcst conmcn type
of factor analysis is principal component analysis; it coliapses

~ large masses of data into basic underlying dimensions, and is capable
of eliminating collinear sets of.variables.within a set of data to.

produce an underlying set of independent or orthogonal factors.

Factor Loading

.. The square root of the total variance of a variable ~accounted for by
- the factors. In other words, it is the correlation coefficient between -

the variable'under consideration and the‘factors.

Communality

The proportion of common: variance of a variable accounted for by a’
2

factor. It can be regarded as the R Dbetween the variable under

consideration and a factor.

Factor Score

The score that an individual obtains for a particular factor. It is
calculated from the scores the individual gets in a set of variables
contributing to that factor by.regression, Usually it is standardized
~and orthOgonaliged.' (See AppendiXEC)i,' - |

Model

An experimental design based on a thecry. Being a simplified
representation of reality, it is frequently truncated theories,

23

sacrificing.richness and compieteness for operational purposes.
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Trip Generation

" A term commonly used to describe the number of trips starting or ending

in a particular area in relation to the land use and/or socio-economic

characteristics of that area.

Total Trips Generated in a.Zone o

~+It is the number of'person or vehicle trips, by all modes of transport,

made by residents to and from a zone. It does not include walk trips'bv

~and trips by taxi and trucks.

Total Trips Attracted to a Zone.

Refers to the number of person or vehilcle trips, by all modes of trans- .
port, but excluding walk trips and trips by taxi and trucks, ending in

a zone,

Prediction

_.Conditional statements about future developments - statements which are

3
|

‘ ! 2
conditioned by varying assumptions of policy and external conditions.
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Measurement and Specification Errors

Two general categories of error can be distinguished in any experi-

" mental design. The first is measurement error. It includes data

collection errors, errors of scaling and sampling errors. For the

most part, the model-builder is unable to control these errors unless

- he is responsible for the design of the data collection survey. -

/
/

Specification error arises from a misunderstanding or a purposeful

,simplificatioh in the model of the phenomenon we are trying to

‘&
‘\
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represeﬁt e.g. the representation of a non-linear'relation By a linear

expression, omission of significant variables, inclusion of inter-

correlated variables as well as the failure to correctly evaluate a - .
2 . : ' : S

model. 3 These can be{more easily controlled with a good research = .-

design.
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An interval-scale deals with quantative measurements in equality
of units, which means the same numerical distance is associated
with the same empirical distance on some real continuum such as
length and weight.

l .
5The ten dependent variables for the N, D. Lea Burnaby Transportation

Study are: home-based work attraction, home-based other attraction,
non-home-based destinations, total attraction, home-based work
production, home-based other production, non-home-based production,

non-home-based origins, total production and total trip generation.
16 ' '
" See Appendix A.
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Basic Variables. a?e variables collected in the survey. Complex

and transgenerated variables are, those obtained by combining basic

variables in various manner, .g. additlon, suotraction multiplica-

- tion and div151on, logarithm, cosine, and 51ne, etc., e.g. 1n
density is derived from 1n (total population/area)

18
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CHAPTER II

TRIP GENERATION ANALYSIS - AN_OVERVIEW

This chapter provides an overview of current practices and . .
developments in trip generation analysis., Particular reference is
being made to consideration and limitations in using the multiple

fegression technique.

2.1 Trip Generation In The Transportation Planning Process

Decisions on transportation facilities in urban areas are made
'everyday. Each decision has complex implications for the entire urban
: community.- To aid in making these decisions, effective and accurate
forecests of travel»demands are necessary.v These forecasts are
" generally made within the framework-of an uroén transpoftation study
- which is a systematic pnocess éerving asAa basis on which to plan,
design and evaluaﬁe transportation systems. Thevfransportation>
: 'planning process is generally conéidered‘to consist of the following::
population and economic studies,'lénd use7studies,'trip generation,
trip distribution, modal split traffic assignment and system

evaluation.1
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Trip generation is the term commonly used to denote the study of
amounts of peréon and vehicular travel, This phase is intended to
prepare fprecasts of travel demand, usually by small areas called
tréffic zones, The result is, in essence, a spatial distribution on
‘frequency of trip-making, defined at one end of the trip and stratified' ~
by the types of trips being made}2 The traditiopal Iihkage between land
use and travel is introduced in this phase when the number of tripsA
that begin or end in a given zone can be related to the activitiés
and socio-economic characteristics of that zone. The generated trip
ends form the measure of 'trip production’' and 'trip attraction' used
in trip distribution and modal split models. .The resulting travel
patterns are‘then assigned to the highway or transit network in the
traffic assignment stage. Many alternative plans of both land use
and transportation systéms caﬁ then be evaluated in the system analysis
.phase.3

It can be seen that)the trip generation phase is a crucial step in
bridging the gap between land use and travel., Also, apart from producing
the number of trips per zone as inputs for subsequent analysis in the
transportation planning.process, it holds the key to én understanding
of the varied interacting relationship between travel and the surround;

ing environment. An insight is-a‘prepequ;site to the determination of
. i

\ .

transportation and land use policies.
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. 2.2 Pactors Influencing Trip Generation

Travel is uniquely human and subject to all the complexities and
variations in human behaviour. The basic trip-making unit is the
individual, whose behavlour'is conditioned by his own characteristics
and by those of the household in which he lives. Therefore, trip-
making 6n a person dr household basis is governed by the socio-economic
factors of the home. Throughout the years, many transportation
studies have consistently found that variables such as car ownership
per_hoﬁsehold, family slze, income per dwellingvﬁnit and occupation of
the head of household are capable of explaining trip generation
‘ satisfactorily. The general conclusion is that high indome families,
who are also often multi-car families, make more trips than low income
families, which, on the other hand, often own no car .and must rely on
public transportaiion and thus generate fewer automobile trips.

S. T. Wong5 in a trip generation analysis of Chicago data, found that
total daily residential trips per occupied dwelling unit are dependent
on such’household charaateristics-as aar ownership, choice of mode, trip
'purpose( age of tpfp—makep'and distance from C.B.D. M. A. laylor came

to similar conclusion inkhis?aﬁal&slsiof G1oucester, Northampton and

Reading data. He found that the trip-raté:per-befson, or per household,
is related to the socio-economic index, as well as travel time to the
town centre. Recent studies have indicated that household size is

emerging as a more important variable than car ownership.7 This is highly
, 2 ‘ (
. ;.
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probable in view of the fact that automobile ownership is becoming more
ubicuitous in North America.

More often than not, trip generation estimates are conducted at
an areal level., The geographic level of aggregation is generally the
traffic zone, or the traffic district. This is necessary for the trip
distribution and assignment processes. Due to the process of aggrega-
tion, household characteristics are no longer the significant variables

in explaining total trips generated from a zone, as much of the

variation is lost by grouping heterogeneous households together. The
higher the level of aggregation, the less likelihood of detailed
information at the individual or household level being significant
(see earlier discussion on pp.9-10). 'I‘aylor'8 further asserted that

measures of trip generation in the form of total number of trips

produced per zone or per district cannot be expected to be correlated

with socio~economic characteristics of the household since they are not
dimensionally compatible. They are more logically dependent on
population and land use factors which measure the gross amount of
human activity within the analysis unit. In the maln, three factors
are considered important in determining the total number of trips
generated at the zonal or district level:
a) All measures relative to the size of population in the tract,
e.g. total population, total number of cars, total labour force,
total number of dwelling units, etc.
b) Characteristics and intensity of land use - the amount of

activities to be found in a unit is also an explanatory factor
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. for trip generation. It is usually stated in terms of density

variables such as dwelling units per acre or employees per
acre, Variations in intensity have distinct impact on the
number and type of trips that are produced. 1In addition, the
type of land use activity, be it residential, commercial,
industrial or institutional, gives*rise to different trip
rates, e.g. it was found in Chicago that residential use

accounted for over 50% of'all trips generated, followed by
9 .

'commercial and manufacturing uses._ The number of employees

in each activ1t& or commer01al floor area are typical measures»'
of_this factor. | |

Location of 1and.use activities:

This factor refers to the spatial distribution‘of-land uses
within the study area, e.g. an area of mixed land uses‘will_
generate more walking trips and less'vehicle trips, whereas a ;_
predominantly residential‘area with no'shopping‘facilities

nearby will generate more vehicle trips. A study of traffic

1
»characteristics in suburban residential areas in Washington 0

: found that areas w1th exten31ve sbopping facilities nearby

generated four times more pedestrian trips than a strlctly

residential neighbourhood. However, the latter generates

'slightly more vehicle trips than the former area. Distance

from C,B.D. is one of the measuresiof:this'factor.'

,
/
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» In.conducting comparative‘studies between cities, which is an

. even higher 1evel of aggregation than the traffic district,
factors such as size of popolation and area, urban form and
density, and the economic level of the average resident, as
manifested by car ownership, are the major explanatory variables; “
Findings from 0,D. data,invthirteen citles (Chicago, Detroit,

 Washington, Pitﬁsbung,.sf. Louis; Houston, Kansas City,
Phoenix, Nashville, St. Landerdale, Chattanooga, Chariotte

and Reno) substantiated this.]‘_l

The result also revealed
that asidenSity increases.there is an increase in total
person-trips, a decrease in person;trips“in vehicles and an

'incfease in transit trips. Compactness of an urban area

could therefore be construed as a means of minimizing urban

~travel.

In conclusion, trip genenation is dependentvon population,‘land~
use and socio—economic:factors;. However, it is emphasized that the
. 'relationships developed fronvgrouped data are sensitive to the size
“.of the zones and the degree of internal homogeneity.achieved in drawing
their boundaries. Undoubtedly this is an important factor in explaining |
why different variables become significant at various level of zonal

AN

aggregation. - ‘ . : o

2;3 Approaches to Trip Generation Analysis

Throughout the history of transportation planning, various

techniques, each with increasing sophistication, have been employed to
. _ _ l , R _



quantify and analyze travel pattefns of urban dwellers. Al1~the
techniques developed are essentially based on the assumption that
.people are predictable,zi.e. therehis é logiqal and orderly pattern
such that mathematical formulae cab_bé déVel9ped to.express travel
behaviour. Another impértant concept inhefeh; iﬁvthese'procedures
 18 that travel Qccurs:oniy as the_cohsequence of persOns.being unaﬁlé‘ :
to fulfill all desifes at a éommon iocation,:i,e,‘whén all functions
' cannot‘be incorporated into.a_single 10cat16n; Different functions,
or land uses, which are‘spaﬁially separated initiate persoﬁ trip;.lg
A third assumption is-tbat the relationship between trips and land
use and socio-economic variables is stable over time. Below is a

.brief resume of the techniques used in this field:

~1) Growth Factor Method -

It was much used pfiér to 1950 to obtain an estimate of the
future trip generation of .a zdne,: Sﬁe present number of trips
is multiplied bywa growth factor, representing the ?roduct of
the ratios between the future andifhe present population, car .
density and car utilization.l3 In essence it is an extra-
polation technique. -

2) Land Area Trip Rate Analysis

- Since early 1950, analyticalvtecbniques have been used 1in an
attempt to quantify urban trip volumes in terms of the 1énd
uses associated with trip ends. Existing land uses are

- categorized by type of activity;/location and intensity of
use, such as residential, manufaéthfing, commercial,‘

i

.
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transportation, public bgilding and public open épace, etc. -
Trip rates are calculated relating observed number of trips
per acre of land'tovthé'land;uge categories. In othér words, -
landiu§e claséificétidns éfeAugedvéSiéﬁ'enq'or classifactory
variéble. Ahothér set of generation figures.may be obtained' -
by felating the number of trips to the floor areé. Many |
European’studies have estimated futufé tpip generatioh from . -
the pumﬁer of residehts and employees in the zones.- This
.may be regarded as a special case of the land use ﬁethod-
with only two.land use éatégories beihg éonsidered, namely
residential and employment'activities. Projections for the
future are obtained by applying these'trip geﬁefétion‘rétes'»j
per unit of aféafinléjgiven periocd of iime to thé future
land use pattérn.lg":

: 1
Cross Classification Analysis 2

Much of the earl& work on this waszundertaken by the Puget .
Sound Regional Transportation Study. It is a non-parametric

or distribution-free technique. Essentially, 'n' number of

. variables are stratified intb two or more appropriate groups,

creating an 'n' dimensional matrix. Observations on the
dependeht variable are then éilocated to the various cells

of the matrix, based on the values of the several indepéndent 
variables, and then averaged to thain the trip rate per
dWelling unit with certain soéio;economic characteristics.

The following table is produced by this technique.



" TABLE 1

TRIPS PER DWELLING UNIT CROSS-CLASSIFIED WITH HOUSEHOLD

SIZE AND AUTO OWNERSHIP

29

Average Total Person Trips Per d.u.

No. of No. of autos owned per d.u. Weighted
Persons |
Per d.u. 0 1 2 3 & Over Average.

1 - 1.03 | 2.68 4,37 - 1.72

2 1.52  5.13 7.0k 2.00 C u38

3 3.08 7.6  9.26 10.47 7.46

4 3.16 7.98 11.56 12.75 9.10

5 3.46  8.54 12.36 0 17.73 | 10.16

6-7 | 7.1 '9.82 12.62  16.77 11.00

8 & Over T7.00 - 9.66 17.29 22.00 12.24
Weighted | |
Average 1.60 6.62 10.53 13.68 6.58 ‘

Source 1962 0.D. data by the Madison Area Transportation

Study, Madison, Wisconsin.
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- Similarly, trips per dwelling unit may be cross-classified
with other variebles considered by the analyst to be possible
indicators of travel demand, e.g. family income, stage in
family life-cycle, etc. >Onée the important'indicators of
household travel are isolated, forecasts of dwelling units
by caf ownership and family size characteristics are applied"
to the base year trip rate matrix above. A straightforward
approach would involve estimatiﬁg percentages of the total
future number of dwelling units, by zone, that are expected
to fall info each cell in the matrix. Total trip production
for a zone would then be determined by applying the approﬁriate .
trip rate to the number of dwelling units and_summing individual
trip estimates. For example, if a zone is expected to contain
500 dwelling‘units in the design year with 50% having a family
of'three and‘owning one automobile, their shére of the total
‘person trip production estimate would be:

7.16 trips/d.u. X 250 d.u. = 1,790 trips

‘The remaining 50% of households would be apportioned among
the appropriate trip rate cells of the matrix iu a similar way.
The grand total would give the design yearlestimate of zonal
trip productions, The same technique could be used for trip
production estimates by purpose.,
This method has the edvantage.of being able to detect

_ 7/ -
 ecurvilinear relationship. Since it need not assume normality
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in the data, nominal and ordinal data can be handled as well.

- The approach 1is somewhat tedious and more detailed than the ]

. reliability of the data or the statistical validity of the

relationship would warrant. Moreover, the finer the

~ stratification, the larger the sample required. Further,

4)

there is no simple way of measuring the amount of variation
in the dependent variable explained by the independent variable
under consideration.

Multiple Regression Analysis

Multiple regression is by far the most popular technique
currently emp;pyed in trip generation analysis. With the aid

of computers;Ethe devei9pmgpF‘Qf_trip generation models bécomes
é.relatively fast 'pfe—péékéé;ai?jroQgséL>_By this process future
trip seneration'ié determined~from:a'reéréSéion equation using

such explanatory variables as car density, distance from C.B.D.,

. residential deﬁsity, income, etc. With a proper combination of

variables, it is often possible to develop from the survey

data an expression for trip geheration which is correlated

significantly, in a statistical sense, with the observed
16

number of trips. In most applications of regression analysis,

the assumptions of linearity,,normality and homogeneity of

' variance of a giVeh éet-of'data«are;accepted without statistical

: 1 > v o N
verification. 7’I‘he different procedures used to develop an

estimating equation are enumerated'below:



'a) Earlier model-builders attempted to search for independent
variables that were individually correlated with the
dependent variable. Multiple régression equations were

then established consisting of various-combinations and
permeations of these variables, Those'finally.Selectgd
were more often than not those having the highest_ |
correlation coefficient. Another method is the hanual :
"tear-down." method where all variables and combinatiéns
bf variables are included initially and then eliminated
by inspection of their simple correlation ccefficients.
One of the variables in a highly correlated pair is
eliminated and the regression calculations are then
repeated; the F-ratios with and without the eliminated
variable are compared as-a check on the variable's
significance,

b) The former methods are now replaped by step regression.
Two types.of step regression programs are available, Thel
first is the 'build-up' method, i.e. a battery of
independent variables, whether basic, complex or trans-
generated, are fed into the computer which selects the -
variable best correlated with the criterion, one at a:
time, and adds_it‘to the eéuation, with the object of
obtaining the highest R. The stepwiée addition of(variables
continues until the specifieé F-ratio of remaining variables

is no longer significant for inclusion.

!
1
1
i



33
The second method which is less widely used is called the
'tear-down' method, it successively deletes variables fromf
an equafion that at first contains all possible variabies.
The specified F ratio is the criterion used at each step.for

dropping out a variable.

2.4 Some Considerations in Using Multiple Régression'Analysis

- Due to the fact that multiple regression analysis is invariably
performed with the computer using prepacked programs, there is an
inherent danger for the analyst to.become more and more dissociated
from the data he is analyzing. Consequently it is emphasized that the
first task in analysis must be to establish a theoretical framework
through conceptualization of the relationships to be investigated.
Careful formulation of the problem aﬁd hypothesis enables the analyst
to completely control thg process, instead of leaving the job of finding
relationship;lentirely i; the hands of the computer. Identifying and |
defining relationship;gbetween,travel demand and the urbén enVironment
not only aséists in tﬁe'selegtionfpfﬁ;ﬁerendent variables consistent
with the hypothesis pﬁt quard, buf.élégﬁgéiﬁs?éiiminaﬁé those associaﬁed
with the dependent vafiable simply by @hanée. The uéémof intercorrelated
indejendent variables sbould be reviewed éfitically prior.to comﬁgtétion.
The implication of this will be dealt with at length in Chapters IIT

!

and IV. S /
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Another point worthy of note is that the analyst should have an
idea before-hand of the degree to which the equation produced can be
expected to fit the data. -In other words, the amount of accuracy
achievable by improving the multiple R and‘tbe standard error of
estimate (Sy.x) is governed by tae standard error of the mean (S- =:%% )
of the criterion., This statistic Whlch indlcates the sampllng accuracy
of the data’ being 'fitted' sets an upper limlt to which the analyst
should attempt to improve the S of the regression equatlon. For

X

S to be pushed.to greater accuracy than S- is spurious. Therefore,
Y.x .

"when S < is approaching or equal to the value of S- the regression
analysz; can be terminated as further ’fine tuning only results in
false precision; | .

when computation is completed; the models developed should be
evaluated both statistically and ahalytically. The forﬁer invclves
examining statistical measures of reliability‘and §a11dity of the
equation‘such-as coefficiehtfef'multiple correiation and determination,
standard error of estimate},fStandard error of the regression _
coefficients and the distribution of res;duais. Section 1.8 in Chapter

I gives a detailed‘non-mathematical account of the meaning of these |

_terms. Note that allAfour shoeld be used'simultaneously as each
provides a measure of different aspects of the estiﬁating equation.

The traditional over-emphasis‘oh the coefficient of multiple ccfrelation

should be avoided. | ,

The satisfactioalof all these sﬁatistical tests does not eliminate

the need to evaluate the equation for reasonableness, iAs mentioned
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before, equations are likely to be valid if formulated on a reasoned
hypothesis.19 Those exhibiting no causal or an illogical relationship
should be discardedvin favour of the ones with good explanatory and
analytical powers. The supporting arguments for this are:

il) Multiple regression models are essentially predictive in
fﬁhction. Therefore, they must be eapable of reflecting both =
real world phenomena and to specify a causél sequence among
variables. The very formvof the equation (e.g. oné unit'of
change in X will cause say, two units of changé in Y) dictates
_causality as a necessary condition for it to have any validity.

2) Regression models assume stability of relationship over £ime.
The model is a valid forecasting tool only if the relation-
ship on which it is based caﬁ be shown to be stable. Whether

or not these parameters can be expected to exhibit secular

stability depends largely on the extent to which the model
20

includes structural relationships, Put in another way, the
relationships are more likely to be stable if the variables
cover those basic motivating factors of urban travel that -
are not likely to.change with time ér from one city to another.21
In the process of predicting the value of the dependent variable
in some design year, the forecasting og independent variables, ushally
from other sources, is a pre-requisite. .The model should be evaluated
in terms of whether the variables used are éasy te project. Those
. y

whose future estimates are not available or cannot be forecasted

should be omitted.
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A common dilehma'facinggﬁhe analyst is the question of whether

the improvement to the'equation by'édding another variable is enough

to offset the additional effort_ih forecaSting it. This is largely a

trade-off situation. On the one hand, ovef-simplified models, though .

- operationally feasible;'may be theoretically so crude that they have
little validitj. On the other haﬁd, over—complicated models based

Qn obscure variébles can be equaliy‘hazafdous. What strategy'to
adopt will have to be resolved on an.individual basis, aithough it is

often advisable to choose somewhere between the two extremes,



37

Footnotes

lChristopher R. Fleet and Sydney R. Robertson, "Trip Generation in v
The Transportation Planning Process'", Highway Research Record, No. 240 .
(1968), p.12. ' '

21pia.

3U. S. Department of Transportation/Federal Highway Administratioh,
Bureau of Public Roads: Guideline for Trip Generation'Analysis,
(June 1967), p.k. '

4Loc. cit., p.B.

5S. T, Wong, "A Multivariate Analysis of Urban Travel Behaviour in
Chicago", Transportation Research, Volume 3 (1969), p.36.

6M. A, Taylor, Studies of Travel in Gloucester, Northampton and Reading,

Road Research Laboratory Report, IR 141, (Ministry of Transport,
Great Britain, 1968), pp.153-155.

7K. Rask Overgaard, "Urban Transportation Planning: Traffic Estimation",

Traffic Quarterly (April 1967), p.203.
8

M. A. Taylor, op. cit., pp.153-155.

9U. S. Department of Trap5portation/Federa1‘Highway Administrétion,
Bureau of Public Roads, op. cit., p.l17.

©y, 1. Mertz, "A Study.of Traffic Characteristics in Suburban

Residential Areas", Public Roads, Volume 29 (August 1957), p.210.

11Herbert S. Levinson and F. Houston Wynn, "Some Aspects of Future

Transportation in Urban Areas", Highway Research Board Bulletin,
No. 326 (1962), p.16. :

2 » .
Louis E. Keefer, Pittsburg Transportation Research letter ', Volumes
2-4 (May 1960), pp.l2-13.

l3K. Rask Overgaard, og. cit., p.201.

/



38

14
U. S. Department of Transportation/Federal Highway Administration,

Bureau of Public Roads: op. cit., p.l.

lsIbid, p.19. Data of Table I is based on 1962 0.D. survey data
supplied by the Madison Area Transportation Study, Madison,
Wisconsin. ‘ :

16K. Rask Overgaard, op. cit., p.202.

17w. R. Jefferies and E. C, Carter, "Simplified Techniques for Developing
Transportation Plans - Trip Generation in Small Urban Areas", Highway-
Research Record, No. 240 (1968), .73.

l8Chrlstopher R. Fleet and Sydney R. Robertson, op. cit., p.19.

19, a. Taylor, OPp. cit., p 165.--

2OJ.-H. Niedercorn and J. F. Khin,.'BubufbéniZQtioﬁ;Qf Employment and
Population 1948-1975", Highway Research Recorq;'No.‘38-(1963), p.37.

21T "B, Deen, W. L. Mertz and N. A, Irwin,."Application of a Modal

Split Model to Travel Time Estimates for the Washington Area" ’
Highway Research Record, No. 38 (1963), p.98. :

y



39
CHAPTER IIT

THEORETICAL EXPOSITION OF MULTICOLLINEARITY

AS AN EXPLANATORY AND ANALYTICAL PROBLEM

This‘chapter puts foward the idea that a regression model should
have three necessary attributes. Within the framework of these
attributes the theoretical implications of multicollinearity to model-
building is examined. Due to the mathematical nature of the exposition,
a2 brief summary is provided in Section 3.2 for the non-mathematical
reader. Those interested in pursuing the statistical proofs and theories
. can turn to Section 3.3 for detalls. Empirical examples will be

represented in Chapter IV,

3.1 Model Attributes

Before proceeding onto the verification of the geuneral hypothesis,
it is necessary.to discuss the meaning of analytical, explanatory and
predictive pbwer of the model.

Christl enumerated sevefal desirable pfoperties which a model

/
should possess. They are: relevance, simplicity, accuracy of coefficients,
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ltheoretical plausibility, explanatory ability and forecasting ability.
In fact relevance and accuracy are implied in its explanatory and‘
forecasting abilities. In sum, a model should possess three attributes:v
explanatory, analytical and predictive powers.

Explanatory abiliﬁy means that a model should be able to explainA
the bebaviouf of variables under examination. Consistency and
relevancy are the main ingrgdients in this because they aim at
eliminating redundant variables that do not contribute to the explana-
fion of a given phenomenon, but are included only because of high
correiation to the criterién.' An equation is considered beiter; other
things Being equal, the wider the range of data it can explain.2
Therefore, a model is a better explanatory model if it is able to
extract the pertinent.underlying dimensionalities of the available
data.

Analytical power means that a model should.be able to establish
causal relationships, where possible, and enable the testing of specifid
hypofhesis through déductive reasoning. A model after all is no more

' than avformal statémeh%_of:the‘égpcome_éf analysis by which theories

" can be conceptualized and formulated; -

Planning is future-ofiented, thereforé, thé énaly$t wants models
that can forecast the future; The predictive ability of a regréééion

model is a function of:'.
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1) Its.ability to fit the data (as shown by R and Sy.x)’

2) Its theoretical plausibility,

3) Ease in obtaining reliable forecast of independent variables.

" The prinpiple.of theoreticél plausibility may urge the analyst to
build a model based on a comprehensive theory, thus more often than
not resulting in a complex model. On the other hand, the last principle
calls for simple models. Simplicity may refer either to the functional
form or the number of explanatory variables included in the relation-
ship.  Although simplicity itself is a desirable feature, the model
must also be a plausible one.3 Bearing in mind'that a complek model
minimizes specifiéation error due to omission of variables, but
increases measurement error, and that a simple model does the exact
opposite,4 an optimal combination must exist. It-is possible, up to a
point, to gain advantage of specification without substantially
increasing the measurement error. Therefore, in detefmining thé
‘projectiqp implication of'the model, the analyst must scrupulously.
examine not merely the statistical measures applied to calibration, but
also the model structure itself to discover possible inconsistencies
and contradictions. It is possible that, by reformulating a model,
it$ R2 may be lowered for the period of calibration, but that this;.
.for theoretical reasohs; will increase‘the confidence in its predictive

5

accuracye.
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3.2 A Non-Mathematical Summary of the Theoretical Implications of

Multicollinearity.

Multicollinearity has the following undesirable effects on the

regression model:

1) Collinearity causes deterioration in the least-square estimating

~procedure in the regression system, When two independent

variables are intercorrelated, one of them is superfluous.

(See Sections 4.3 and 4.4), Such redundancy is contrary to

_the properties 6f consistency'and relevancy in the model

. construct,

2)

3)

Gollineafity is a source for compounding errors of the data
sef, both during the sampling and forecasting periods, Large‘
standafd errors of the beta coefficients usually result. Since
the values of the beta coéfficients-become extremely unstable

and highly susceptible to sampling error, conflicting con~-

clusions regardfhg the behaviour<of a variable from different

samples of the same population can be drawn. This is hazardous

to hypothesls testing. This is demonstrated empirically in

Section 4.3.
Collinearity tends to make the value of R and R2 very unreliable

and indeterminate. Hence,va~Qegnee of fit obtained under this
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condition often amounts to false precision and self-delusion.

(See Section 4.4)

3.3 Problem of Multicollinearity - A Statistical Exposition

Using the three attriﬁutes as criteria for assessing tne utility
of models, a discussion on the theoretical impliéatidns'underlying the
problgm of multicollinearity is in order here. The following will show
how and why multicollingarity Qiolates.the properties‘of a good model

construct.

1) Fitting A Line Instead of A Plane -

In the case of simple regressioﬁ, statisti;al fiiiing df-data
points amounts to drawing a least-square line through the
scatter. For multiple regression models of 'n' variabies,
this amounts to fitting a n-dimensional regression surface to
all the data poin?s. Geometrigaily, in the three vériable case,
Y =~f(Xﬁ7X2) and Qgen Xl and X2 are not correlated, the data
points will be‘widely scaﬁtered 6n the X1X2 plane. A 99%
equiprobability<élli§se‘Will_ﬁhen become a circle. The
resultaht-regression_surfééé ﬁiii.be.é thrgéHdiménsiona1 plane
through the scattéf.v (See,Figure 2)f Howevéf, when Xl‘and XE
- are correlated, then the regressios plahe becomes an ellipsé,
flattened-in'one of its diﬁensiopé.j (See.piggre:3). When Xl_

:

./--
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and X2 are near perfectly correlated, i.e. a linear function

exists between them. Therefore,

Y=a + blxl j— b2x2

X1= ¢ + d.X2

The geometric interpretation of léast square fitting in this
case is interesting and revealing. It means that the scatter

of points in the X X_ plane must lie exclusively on the straight

12

line Xl =c + dXé; the Y value then gives rise merely to a
vertical scatter of points (i.e. in the Y direction) above
and below a éingle straight line in a three dimensional space.
~An attempi to fit an equation to the data involves inserting a
plane in a three dimensioﬁal scatter of points, bﬁt in this case,
vthe scatter is really only two dimensional, for the complete lack
»of scatter in the X1X2 plane means that all the sample points

lie in a plane parallel to the Y—afis and which contains the -
1line Xl =c + dXe. The regression plane then becomes a line.
(See Figure 4)

Frisch6 termed this phenomenon as "p-fold flattened" regression
when such clustering occurs in a n—dimensional regression surface
() 2). In the case quoted above, n = 3, p = 1. Tﬁerefore, the
regressioﬁ is "one-fold flattened". It is not a true three

Vafiable multiple regression problem but should be a two variable

or simple regression problem. Thevvériable Xl has nothing to
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do in the linear regression system. Frdm'the standpoint of
"linear regression it is a superfluous variable drawn into

observation and the whole system of regression coefficients

can in fact be considered artificial.
The significance of this lies in that inclusion of collinear

sets 1is contrary to the properties of consistency and relevancy

‘that are desirablé in the model construct. This is obvious as

" the resulting model includes redundant variables that do not

2)

'explain' variation in the criterion. Moreover, their presence
may preclude the inclusion of relevant variables that have been

overlooked.

Indeterminacy of Beta Coefficients Usually Accompanied by a

Large Standard Error

When the correlation between the independent variables is high,

- the sampling error of the partial slopes and partial correlations

will be quite large. As a result there will be a number of

different combinations of regression coefficients, and hence

partial correlations; which gives almost equally good fits

to the empirical data. The following example will serve to

indicate the problem involved.7

o y=a obx 4 + o
Let - Y a lX bez .el
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Suppose X and Z are perfectly reiated according to the equation
X=c¢c 4+ 4z
Puttingvin numerical values for the coefficients, for a = 6,

b, =5, by =3, ¢c=1and d =2, we have

Yy=6 + 5X + 32 + B v o e e e e (1)

X=1 + 22 ' S ¢-)

67 S )|

1]
W
+

(2) X 33X

(1) - 3) v=3 + & -32+el. o e e & e ',(l")

Eqn. (1') is therefore mathematically the same as eqn. (1).

But there ére obviously an infinitely large number of such

equations that gives equally good fitting to the data. Theré-
- fore there is no way of determining #he coefficiénts uniquely.

However, if an error term e, were to be added to eqn. (2), a

2

unique solution with least squares can then be obtained as

eqn. .(4) now is mathematically distinct from eqn. (1):

Yy =6 -+' 5k + 3Z + e, - e e e e e . (O

X=1+ 2z *oe, .. . e e . (2).
(') X 3' 3X =3 + 62 + 3e, e e e e e o« o« (3M
(1) - (3)Y=3+ 8 -32 + e - N O

But such a solution will not render the regression mode 1

A desirable properties. This is intuitively obvious as the
: _ /
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entire estimate of parameters hinges on the error term e2
which means that with slight modifications of the magnitude
thatlcould ea;ily be due to sampling or measuremént érror,

one might obtain estimates which differ considerably from the J
original set.8 This may lead to erroneous conclusions about
the hypotheses to be tested.

Examination of the formula for standard error of beta
‘coefficients shows that the higher thelcorrelation between

independent variables, the greater the standard error of

the coefficient.

5 B12 l"R 1-234ooooooo-m

'23..........-.-...111

(1=R2 2 34.,...m) (N - m)

where m = number of variables in the equation
N = number of cobservations
2 .
R = multiple coefficient of determination: .

In thé three variable case:

. - : N 2
2 : 1-R .
6 “Byp 3 _— 1.23

.(14R22‘3)‘ (N - m)

/
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When variable 2 and 3 are highly correlated the denominétor

of the equation becomes very small and hence the standard error
will increase considerably.

» When one considers the correlation‘matrix of variables, one

can in fact thlnk of them as variances and covariances matrix

for the same set of, varlables when they are standardized. The

1ntercorrelat10n of 1ndependent%variables is none other than
their covarlance. The covarlance indicateeAthe‘degnee to which
two varilables are likely to err in the same or differenﬁz
directions because of sanpling fluctuations. If covariance Qf
two yariabies is positive, this means that an overestimate of
one will lead to an overestimate of the other, and the same
for underestimates. It theif covariance is negative, the
overestimate of one Will be accompanied ny an underestimate

of another, and vice versa. If'their covariance 1s near zero,
then- there is no correlation between the varlables,.the -over-—
estlmate or. underestimate of one bears ne reflection on the

- other,

1

correlated variables that have been incinded in the model, the

" The impbrtance of this concept is that if X, and X2 are two
change in X1 in the sampling period is always accompanied by
the change in X This being so, . one could never discpver
the coefflcient of either. X or X2, and all we could tell is

when Xl (and hence Xé) changes by one unit, Y usually changes,

say, by'0.8 Unit;inthe same direction. We could not rule out
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the'pqssibility that bl (the b coefficient for Xl) is 0 and b2
(the b coefficient for X,) is 0.8, or that their beta values
are respectively 0.8 and 0; or 0.4 and O.4. This problem cannot
be overcome even by taking large samples. The only recourse 1s
to choose_tbé correct model to begin with.9
One could argue that if the aim is not primarily to estimate
parameters in the regression equatiOn{ but insteaa to forecast
 the value of the depenéent variable, then the inability to
determine the true separate value for beta coetfficients will
4ﬁot be problematic. The answer is both yes and no. One must
realize that the wholé basis for prediction is the assumption
'that the felationship observed between independent‘and dependent
variables will remain constant. If the joint distribution of
the‘independent variables between themselves and also with the
dependent Variablé stays the'same in the forecasting peribd, then
there is ﬁo disadvantage in multicollinearity. 'This is; however,
éﬁbﬁeqt to the following qualifications;

1) That the standard error of the beta coefficient will
be great. This means that there is less faith in the
‘prediction, |

2) That the high correlaiion may yleld a higher multiple

| éQ than warranted. This will render the estimate

unrealistic.
, .

If the sampling relationship of the independent variables with

1

the criterion is much altered during the forecasting period,

i
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variation of one necessitates the variation of the other.
Hence the predicted value will have a greater margin of error.
However, if the independent variables are not significantly
correlated, the change in the relationship of one with the

ceriterion need not affect the others. In this way, the margin

of error is minimized and a more reliable prediction can be.

obtained.

Effect on Multiple Coefficient of Determination

There are two conflicting effects that multicollinearity has
on the multiple R2,.namely:
a) Multiple R2 increases as the siie of interrcorrelation
of independent variables decreases, _
b) Multiple R2 increases'when the intercorrelation of
independent variables is high
This .can be better understood by looking at the formula for

multiple coefflcient of determination inna three variable case.

2 2
2 r + r _ 2r_r r
l-1r 23
2 2

or '3123

r 12 '+'i r 13 y if tne intercorrelation-of

two 1ndependent variables is ‘Zero. ’ e e .. (6)
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If the correlation r23 is zero, the third term in the numerator
~ of egn. (5) is zero, which has a tendency to make R21.23 larger.

.Cn the other hand,:there is a distinct gzain in having r very

23

large, because of its role in the denominator. If r23
approaches 1.0, the denominator approaches zero. Even though
the numerator may become small, under these conditions R2 can
be quite large.b A large R2 is thus ébtainéd by having ré3
either very small or very large. This is because its role in
the numerator only decreases R2 in a linear manner, but its
~role in the dencminator increases R2 exponentially.lo

In order to visualize the effect of intercorrelatlon of the

2
predictors on multiple R . Figure 5 is plotted based on the

following table.
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EXAMPLES OF;MULTIPLE CORRELATIONS IN A THREE

VARIABLE PROBLEM WHEN INTERCORRELATIONS VARY

55

‘Example r

12

1 o
2 0.4
3 0.4
4 0.
5 0.4
6 0.4
7 0.4
8 0.4
9 0.4

13

0.4

0.4

0.4
0.2

0.2

0.2

0.0

0.0

0.0

23

0.0
0.4

0.9

0.0
o4

0.9

0.0
0.4

0.9

2
R

1.23

10.3200

0.2286

0.1684

" 0.2000

.0.1619

0.2947
0.1600

0.1905

0.8421

R1.23
0.57
0.48
0.41
0.45

0.40

0.54

0.40
0.4k

0.92

Source: J. R. Guilford, "Fundamental Statisties in Psychélogy :

and Education, (New York: McGraw Hill Inc., 1965), p.4O4.
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2

FIG. 5 GRAPH SHOWING MULTIPLE R 1.3

AS A FUNCTION OF f23

1.23

,<1) R as a.fgnctlon of ‘r23 whgnl r12 & r13 are the saTe (0.4).
/

. .. f t. - ] ) N ) ‘. l. .
(2) R 1.23 8s a function of Tyy when r12(0v4) a"é;.€13(o 2) are unequal.

2

(3) R 1'23 as a function of r23‘ when one variable is not correlated with

‘thg'gepéndent‘YAréab}e} ; rlz’; 9.4,‘ 13 5a9.9':1."
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From the graph it. can be seen that

1) When r _and r are the same, increase inr will
12 13 . 23 '

. 2
de se ltiple R .
crea mu ple 1.23

2) When rl2 and r_. are unequal, increase in r23 will

13

decrease multiple R

1.23 up t; a point, but once r2
is above 0.6, then multiple R 1.23 increases steadily.
3) When r and r13 are very unequal, especially if one
12

of them has no correlation with the criterion, then

increase in r23 up to 0.24 will decrease multiple

: 2
2 , once above that, R increases very rapidly

1.23 , 1.23
- towards unity.

R

Therefore, there is a distinct disadvantage in having‘
correlated independent variables because it tends to make the
value of R2 highly unreliable and indeterminate. By the same

token,a large Re%obtained by having r very small is a more

23

reliable estimate, than having r very large because of the

23

foregoing explanation.

3.4 Conclusion

The preceding attempts to show that prediction is not independent

of other model attributes.' Explanatory -and analytical ability can only

i

/
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be attained by é consiétent.and logical ﬁédéixé5h5£ruéﬁ; .Harris un-~
compromisingly favors ﬁhe analytic.apfrdach §f the&rizinéﬂin'mddel,
counstruction, enlighténed by an adequate inductive understandingll

and Blalock asserts that "understanding"” of the phenomenon undef examina-

tion is the kKey to accurate prediction%2 Both positions are well founded.
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CHAPTER IV

EMPIRICAL VERIFICATION OF HYPOTHESES

4.1 Summary of Empirical Findings

| This chapter verifies the general hypothesis through the testing
of three operationai.hypotheses. By first examining a trip genergtion
ﬁodel with colliﬁear variables (Model 1), it is shown that:

a) Within the collinear éet, one variable is.a 1ineér trans-~
formation of the other and is redundént.

b) The large standard error of the constant‘confirms that
collinearity is a source of compounding error. .

Ac) Simple and partial correlation coefficients exhibit rémark—
able discrepancies in the equation. Conflicting conclusions
can be reached for the relationships among variables.

d) The high R of this model implies greater accuracy than
Justified by the input data.n

Secoﬁdly, the data is subjected to factor analysis with a view

fo obtéining a set of orthogonal factors. When the reinforcing effect
of the colliﬁear variables in Model 1 is/eliminated, the R is

significantly lowered,as in Model 2 which incorporates basically the
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same factors. Collinearity makes R very unreliable and it loses..

| much of its value as a statistical measure of the strength of the
model. It is also noted that the orthogonal factors are more efficient
in detecting the traffic-land use relationships in the districts than
are the original variables, which are subject to the subtle influence
of many interacting factors.

) Thirdly, it is discovered that the omission of land use dimensions
have resu}ted in large residuals in Model 2. An alternate model is
developed. It incorporates land use factors that not only give the
mbdel a better theoretical construct, but which are also capable of
producing a géod fit of data. This finding appears to indicate tha;
fhére is no artificial distinction between a model's analytical,
explanatory and predictive functions. All three, in faci, mist go

hand-in-hand in order to produce an operational model.

4.2 Formulation of Three Operational Hypotheses

This section attempts‘to test, empirically, the General
.Hypothesis: |

"When collinearity exists in a regression‘modél, explanatory

and analytical power are deqreased, despite the. apparently good

predictive power shown by a high multiple corfeiation'coefficient."
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Three opefatiOnai hypbthéses.épe formulétéd-fqr this purpose,

namely: | | |

Hl: Whén collinearity e#ists, the true contribution of Some indepeﬁd-
ent variables may be exaggerated,-obséufed or sUppressed.

H_: Wﬁen highly corfelated.independent variaﬁles exist in a model,
the multiple R2 is an unreliable estimate of the true.relat;on—
sﬁip between‘the.predictors and the criterion.

H_: When highly correlated independent varisbles are included in a
model, othep significant explanatory variables may.be omitfed

‘due to the_predoﬁinénéé*of'collinear sets.

4.3 Validation of Hypothesis 1

To verify hypothesis 1, muitiple regression analysié is applied
to the trip generationlmodel derived by steb regression for Greater
Vancouver. This will he@ceforth be referrgd as Model 1. (Details of
this computer'output app;ar in Appehdiva) The.equation takes.tge

form:

Total Trips Generated = 338.7013 - 0.651 X (Labour Force)
(594.0954)  (0.1574)

+ 2.5415 X (Dwelling Units with Car)

(0 .2666)
- 79.4897 X (Area)
(26.5996)
R® = 0.9647, R=0.982, / S =184

E(The figures in parentheses denote standard errorsof regression

coefficients.) - _ . i

1
]
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The regression analysis reveals that 96% of the variance in
"Total Trips Generated" is explained by "Labour Force", "Dwelling
Units with Cér" and "Area". The inter&orrelation between "Labour
Force" ana "Iwelling Units with Car" is 0.9751, but there is no
significant correlation between Area and the other two independent
variables,
In view of the presence Qf a collinéar set in the model,‘a
-simple regression is performed which indicates that th¢ second
variable is merely a linear transformation of the first, as follows,
Labour Force = 1.6571 (D.U.W.C.) - 668.6074
r = 0.97%
The explanation is obvious as both variables deScribe aggregated
characterisfics of tﬁe household, and both are stable proportions
of tﬁe size of zonai inhabiténts. This anticipates the result of
the faétor analysis.7ﬁ_> s | |
A point.worthy of dote'isifhéfgigkgéugpénd?fd errprn(594.0954)
of the constant (338.7013). The.dobfidence iﬁté:&glifor the value
of the intercept at 95% level is 338.7013 + 664.24. Therefore, the
.value of the constant can be anywhere between -325.5387 and -1,002.9413.
The error is considered unusually large for an equation with a R2 -

of 0.9647. 1In fact it would be of,interQSt to compare the difference

[y

in results if the regression line is. forced through zero, i.e. with

the constant eliminated.
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Anofher point of interest is that the standard error of estimate

 for "Total Trips Generated" in this model is 1842, which is even less

" than the standard error of the mean of the sample.

is 32, and the- standard deviatlon is G314,

9314 - 1892).

wgen the estimating equation is pushed to greater accuracy than

(The sample size .

Therefore, S; =

Justified by the input data, this results in false precision.

2
the very high R obtained can be considered spurious because the

S
A

As prevxously pointed out in Section 2.4 (p.34),

Hence

degree of "fit" is closer to the tolerance limits than those associated:

with the input data.

Although the difference in magnitude is not big,

it demonstrates that this phenomenon can oceur by the inclusion of

collinear variables.

A comparison of the simple and partical correlation coefficients

3

of the dependent and independent variables is revealing. (See Table III)

TABLE III -

SIMPLE AND PARTIAL CORRELATIONS. OF MODEL 1.

Simple Correlation Partial Correlation Remarks
Variables > 5
r r T . r
Labour Force 0.9209 0.8481 -0.6158 | 0.3792 Partial r
~ changes
‘ sign*
DUWC 0.9700 0.9409° 0.8744 | 0.7645 Partial r
. _ lower®
“Area . ~0.0242 0.00059. - -0.4917 | 0.2419 Partial r
' ' - higher*

* Their differences are significant at 0.0l level.




65
The simple correlation coefficients represent the effects of

one independent variable on the dependent variable, with the effeéts

of other variables allowed to vary at the same time. Partial |

‘correlation coefficients repreéent the effects Qf one independent

variable on tHe dependent variable, holding constan£ the effects

of other variables. The cdnclusion to be drawn from the simple

correlatioﬁ coefficients ére:

1) "Labour Force" is very highly correlated with "Total Trips
Generated" in a positive direction. It explains about 85% of
the latter's vériahce.

2) "Dwelling unit with Car" is also very highly correlated with "Potal
Trips Generated" in a positive direction. It explains G4% of the
latter's variance. (Column 3 of Table III)

3) "Area" is slightly éorrelated with "Total Trips Generated" in a

positive direction. It explains practicaliy nothing of the

4
K

latter's. variance.
However, when the influence of other variables is being partialled
ouf, the conclusion t5 beidraWn from the partiai correlation coefficients

are:

1) "Labour Force' is moderately cOfreléted wighﬂngﬁ;L Trips Generated"
.in a negative direction; In other words, the larger.the_IABOQr
Force, the fewer the trips generated. The explanation seems to
lie in the fact that in this set of data, "Labour Force" is
negatively correlated with: "Cars pér Dwelling Unit", "Population
per Dweliing Unit", "Percentage of Dwelling'Units wiﬁh Car",

"Pime to C.B.D.", "Area" and "Income per Dwelling Unit'".
. 1
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This suggests that districts with a large labour force tend to'..
have 1owervcar ownership, lower income per dwelling unit, and
fewer persons per household. These districts are alsc close to the
C.B.D. and nave small'greas. These éharacteristics point to
districts with gigher density dwellings, lower sodio—economic
status, singleiﬁersén_housghql@?_apd,aregs bf mixed land uses.
Area of mixed land uses and ﬁiéhgééﬁéity:uédally'generates fewer
yehicle tfips because‘of availabilify of empibyment,-shopping
and entertainment facilities nearby;1 Thus, the negativel
relationship betﬁeen "Total Trips Generated" and "Labour Férce"
appears p1ausib1e. In addition, '"Labour Force" really does. not
explain very much of the variance of the criterion - only 37.92%
as opposed'to the somewhat exaggerated estiﬁate shown by the
simple correlation coefficient. The reason for the discrepancy
between the simple and»thg partial correlation coefficients is
that the strong pdsitife réiéfibnsﬁipﬁbetween "Labour Force" and
"Dwelling Unit Qith Cérs", which is éoéitiQély correlated with
"Motal Trips Generated", obscures the true negative relationship'

cited., Hence highly misleading conclusions can be drawn by

- examining simple correlation coefficients alone in a model with

collinear sets.

- Correlation of "Dwelling Units with Car" and "Total Trips'

Generated" is lowered when the reinforcing effect of "Labour

/

Force" is removed.
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"Area" is sbown te.explain a much 1a£gé;”pér£ioq:éf ppe veriance
of "Total Trips Generated" tﬁap werrapted bj.the simple eorrelaF
tion coefficients. This indlcates that its true effect on the.
criterion has earlier been suppressed due to the domlnance of
the collinear set. At first glance the outcome appears un-
reasonable because the absolute area ef a dist;ict has no
bearing on the number of trips generated. Boundaries are but
arbitpary lines on the map..AHowever, close examination reveals
that the traffic dlSuTictS are set up in such.a way that all
large tracts happen to be: rural areas’ out51de the City of .
Vancouver._ Therefore, "Area " becomes a.proxy for distance from
C.B.D, and to some extent represents the degree of urbanizatlon_
of the tract, ‘In the light of this, thevhlgherppartlal r2 then
appears plaﬁsible. o

Results of the multiple regression analysis indicates fhat Model 1

~ has a few undesirable preperties:

1y

2)

It does not expiain the underlying relationships among variables

in their true perspective, as evidenced by theldiserepancies in

.the simple apd pertfeljcdprelation coefficients. This makes the

testiﬁg of.hypotﬂeses e:difficult task. J

The high 1ntercorrelation of'"Labour Force' with "Dwelling Units

with Car" produces a- 'one- fold flattened' fegression system. One

of the two variables appears superfluous. ,
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3) There is a poséibility that'othéf important dimensions that
could explain trip generation have not been entered into the
model due to the prédominance of the collinear set.
This analysis, therefore, supports Hypothesis 1 which states
that:
"When collinearity exists, the true contribution
of some independent variables may be exaggerated,
obscured or suppressed,"
Under such circumstances, it is difficult to decide from the

model which are the causal factors for trip generation.

4.4 Validation of Hypothesis 2

A, Factor Analysis

In view,of the above findings, the set of data was subjected to
factor analysis by the principal component hethod.' Varimax roiatioﬁ
was employed to obtai; a simple structure.A Since frip generation
is a function of land use and socioéeconomic characteristics of the
population, it might be interesting to determine the underlying
dimensions that explains it. Principal component analysis is ideal
for handling such a problem, it eliminates all redundant factoré
within a set of variables and produceé and underlying sét of orthogonal
. factors.2 Out of a total of twenty-nine variables, facﬁor analysis
oniy produces seven major factors. The loadings of variables on the
factors are clear, i.e. each 'loads very highly on one ma jor factor '

alone, with no variable loading half-and-half on two factors. A

1
'
B
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diagrammatic representation of the composition of these seven major
factors is shown in Figure 6. (Detailed results of the factor

analysis are shown in Appendix F).

Factor I (Size): This factor accounts for 43% of the variance, it

is composed of variables‘descriptive of the size of population. As
expected, "Labour Force" and "Dwelling Units with Car” are collapsed
into this factor, meaning that they in fact explain the same dimension
in the data. All variables load positively on this factor. One

pbint of interest is that variables for single family dwellings are
picked up here whereas those for multiple family dWellings-are pipked
up in.Factor III (Density). This shows that single family dwelling
variables are good approximations of the total population since tbié
is the predominant Nbrth American way of 1ife. The same may not
apply to cities where apartment living is more prevalent, such as in

Asiatic cities. .

Factor II1 (Employment): All employment variables are collapsed into

this dimension accounting for 25% of the variénée. These variables
load positively on the factor with two exceptions: “Cars per Dwelling
Unit" and "Percentage of Dﬁelling Unit;withACar"; The explanation
lies in that commercial and 1ndustrial areas have lower Ear ownership

as a result of lack of residential units.
Y
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Pactor III (Densitv): This factor includes all variables for multiple

family dwellings and "Population Density", and accounts for 124 of
the variance. All variadles load negatively on this factor, this

means that tracts with positive loadings on it will be low density

areas wnereas those with negative loadings will have higher densities.

Factor IV (Income): This factor includes only one variable, "Income

ver Dwelling Unit", and accounts for 5,75 of the variance. Strangely
enough "'Gross Income™ is not picked up in this factor but in Factor I,
snowing that it is a oectter measure of slze than actual economic

status of the tract.

Factor V {Arez): This factor consists of "Time to C.B.D." and "Area'.

The Tormer variavle loads positively here because the larger the
arcal units, the longer time 1t takes to reach C.B.D. This factor

accounts for 4% of the variance.

Factor VI (Student): It is composed of only one variavle, "No. of

Students” in the district at 4-6 p.m. This factor accounts for 3% of

the variance.

Factor VII (Houschold Size): The only variable that loads in this

factor is "Population per Dwelling Unit". 2.7% of the variance is
Py (=]

expiained by this dimension.
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Three graphs have been prepared to illustrate the behaviour of
variables in one factor in justaposition with another. 1In doing so,
it is hop2d that relationships not otherwise revealed by multiple
regression analysis can ve discovered.

Figures 7, 8 and 9 show loadings of variables on Factor I versus
Factor II, Factor II versus Factor III and Factor IIX versus Factor Iv.
Each arrow represents a vector for a particular variable in & two-
dimensional space. The longer the arrow, the higher the loading.
Variables contributing heavily to one factor will lie close to the
axis of that factor. The closer the vectors are to one another, the
more collinear the variables sets are. If the angle between two
vectors approaches 900, the correlation between them approaches zero,
i.e. they are independent and orthogonal.

Figure 7 reveals that variables loading highly on Factor I lpad
very little on Factor II, and vice versa. This means there is nbt
much employment opportunity in residential areas. Variable 28
(Employment Density) further substantiates this fact because it loads
negatively on Factor I but positively on Factor II. Variables 14
(Cars per Dwelling Unit) and 16 (% of Dwelling Unit with Car) loads
negatively on Factor II, but positively on Factor I meaning that
employment areas have low car ownership but residential areas have
high car ownership. Variable 18 (Time to C.B.D.) loads negatively on
both of the two factors showing that the further away from C.B.D.,
the lower the population and employment opportunities. This land use
pattern is true for Vancouver but may not apply for citles such as

Boston.
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"FIG. 7 LOCATION OF THE FIHRST & SilCOND COMPONENT VECTORS
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Figure 8 shows the loading of variables on Factor II versus
Factor III. Variables loading highly positive on Factor II load
negatively on Factor III, meaning that in areas of high employment
opportunities, there are more multiple family dwelling units. This
factor manages to pick'up areas of mixed land uses.

Figure 9 shows the loadings of variables on Factor III versus
Factor IV. Note that variables loading negatively on Factor III also
load negatively on Factor IV, This implies high density areas
generally have lower income. Variable 19 (Gross Income) and 29
(Population Density) load negatively on Factor III but positively
on Factor IV showing that gross income diminishes with lower density
although Income per Dwelling Unit may likely be higher in the latter
areas, |

If the three graphs are superimposed, there is virtually no
overlap in the position of component vectors in the factor space.
This further confirms that the resultant factors are distinet and

uncorrelated dimensions of the data.

3. Regression on Two Factors: Size & Area

Results of the factor analysis indicates that the inclusion of
both "Labour Force" and "Dwelling Units with Car" in Model 1 is ‘
statistically and theoretically incorrect because they explain the
same thing. A new regression model (Model é) is formulated by
regressing Factor I (Size) and Factor V (Area) on "Total Trips

Generated". Now that these two factors are orthogonal, reinforcing
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FIG. 8 LOCATION OF DI SECOND & THIRD COMPONENT VICTORS
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FIG. 9 LOCATION OF TIis THIRD & FOURIH COMPONENT VECTORS
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effect of collinear sets is eliminated and the resultant estimate is
likely to ce more realistic. This can be seen in the lack of
significant difference between the simple and partial correlations

shown in Table IV below. The new model takes the form of :

Total Trips Generated Per Day
2

0.9157X(Size) - 0.0588X(Area)

R 0.8275 , R = 0.9097

TABLE IV

SIMPLE AND PARTIAL CORRELATIONS OF MODEL 2

7

Simple Correlation Partial Correlation Remarks
2 2
r. = 0.9078 |(r_, = 0.8241 r.. . = 0.9095 f|r = 0.8272 No signi-
12 - 12 12.3 - ‘ | 12.3 ficant
: difference
> ' > o between the
r = -0.0431 {r° = 0.0016 r = -0.1399 {r = 0.0195 simple and
13. 13 13.2 13.2 partial 'r's
at 0.05
level

Model 1 which essentially has only the same two dimensions as

2
Model 2 yields a much higher R of 0.9647 compared with 0.8275 for the

latter. The lowering of R is significant at 0.0l level. However, one
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2
may argue that the lowering of R™ 1s not attributed to elimination of

collinearity, but due to loss of information in the process of factor

analysis.

TABLE V

A table 1s therefore computed to find out if this is true.

1OSS AND GAIN OF COMMUNALITIES IN MODEL 2 COMPARED WITH MCDEL 1

Yariables in Factor I Factor V Commu - - Loss of InfoEma—
Model 1 (Size) (Area) nalities R tion 1 - R
4.Labour Force 0.82 0.0025 0.8225 0.1775
10.D.U.W.C. 0.91 - 0.91 0.09
21.Area 0.015 0.866 0.881 0.119
Gain of
Other Variables Information*
l.Pop.Total 0.93 - 0.93 0.93
2.Pop.S.F. 0.99 0.0006 0.9906 0.9906
5.Lab.Force S.F. | 0.98 0.0008 0.9808 0.9808
7.Dwelling Unit
Total 0.82 - 0.82 0.82

8.S.F.D.U. 0.99 0.001 0.991 0.991
11.8.7.D.U. with

Car 0.99 0.0016 0.9916 0.9916
13.Cars Total 0.91 0.0002 o.9i02 0.9102
18.Time to C.B.D. { 0.05 0.343 0.393 0.393
19.Gross Income 0.596 0.0006 0.5966 0.5966
20.Bus Miles 0.523 0.178 0.701 0.701

* Only those with high contributions are presented. -
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The above table shows that in fact the loss of information in
Model 2 compared with Model 1 is more than compensated by the
commuﬁalities contributed by other variables to the two factors in the
equation. Therefore, the 82 of 0.8275 is a liberal estimate of the
two dimensions that are present in Model 1.

Hence Hypothesis 2 which states that '"When highly correlated
independent varilables exist in a model, the multiple R2 is an unreliable
estimate of the true relationship between the predictors and the
ceriterion”, is validated by comparing the R? of Models 1 and 2. The

s 2
significance of this finding is that the high R in Model 1 is un-

reliable and implies a degree of fit not warranted by the data.

4,5 vValidation of Hypothesis 3

A, Search for Missing Factors

To find out if there are any missing dimensions in Models 1 and
2, their residuals are plotted (See Figures 10 and 1l). Residuals of
Model 1 gives slightly better fit of the data than Model 2 (See
Appendices E and G for residual values). This is attributable to the

hign R®

in the former. Both models give poor estimate of District 3
(Point Grey) and 30 (North Surrey). In addition, while residuals for
Districts 13 (North Vancouver City) and 29 (Newton) are relatively
large for Model 1, the same applies to Districts 2 (West End), 4

(Kitsilano, Fairview and Shaughnessy), 8 (South Vancouver) and 16

(New Westminster) for Model 2.
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FIG. 11 OBSERVED & CALCULAUED VALUL OF Y FOR MODEL 2
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The fesiduals for Model 2 are’again plotted on a'map (See Figure

12)., Their distribution reveais an interesting pattern. The west side
of Vancouver Clty (West of Cambie) and VWest Vancouver are consistently
being over- estimated whereas the east and south portions of the
metropolitan area are generally_belng underestimated, excepting New
Westminster, The large positive reSiduals are found at District 1
(C.B.D.), District 2 (West End), Distriet 3 (Point Grey), District 4
(Kitsilano{ Féirview‘and Shaughnessy); and District 16 (New Westmipster).
A possible explanation is that these are areas of ﬁiied land uses; |
the omission of Employment and Density Factors results in an over-~
estimate of vehicle trips generated oased only on the Size and Area
Factors., As previously pointed ouﬁ, employment opportunities and
higher density within the tracts decreases the nuﬁber of trips
generated because of the availability of jobs, shops and entertainment
‘ nearby. The largest negative residual occurs in District 30 (North
Surrey). One suspects that an underestlmate here can be explained by
the omission of the Density and Household Size Factors. First,
4families further away from the city tend to be lerger in size and
hence the higher frequency in trip-making. Also, in areas of lower
density, more trips per dwelling unit are generated because of more
extensive travel requirements to satisfy employment, shopping and

entertalnment needs.
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Since it is suspected that the inclusion of land use factors such

as employment and density will provide a better understanding and
estimate of trip generation, the scores of these two factors have bveen
mapped. (See Figures 13 and 14). The purpose is to see whether their
factot score distribution coincides with areas of poor estimate. A rule
of thumb in the search for additional explanatory factors is to look
for the ones with low or negétive scores fdr areas with large positive
res;duals, and thevoppgsite for areasvwith large negativé residuals., By
doing so it was hoped?that thé vg}uengfitpg res;duals of Model 2 could
be minimized. | N

3

After detailed ekamination of the factor score diStribution

, the
follbwing table was arrived at:
TABLE VI
A LIST OF POSSIBLE EXPLANATORY FACTORS OMITTED BY MODEL 2
Area of Poor Residuals ' Possible ' Factér Score
Estimate Explanatory Factors
District 1. | 0.6645 | "T:‘vix,':~. _ . -0.39595
' - o VI 0.13083
District 2 | 0.8767. . IIT | -4.20216
District 3 1.0566, 11 ' ;0.26552
District .4 0.8668 ' IIT | -2.82128
o _ IV 3 ‘ -0.41607
District 8 -0.6743 i I1I ' 1;00236
District 16 0}6391a  IIT ' -0.5523

District 30 -0, 5274¢ vVII 2.97536
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B. Development of an Alternate Model

Using the avove results as a guide, a numbér of regressioﬁ equationé
using both factors and variables were tried. The object was to develop
an alternative model capable of incorporating causative factors of
trip generation in addition to meeting all the statistical measures of

Mpredictive efficiency. It was found that while models developed by
-using variables only, in general, satisfied thé statistical tests, they
were incapable of explaining a wide range of dgta and to include thg
land use-travel relationships. Hence they were discarded in‘favour of
models developed from factors.

‘The folléwingkmodel, designated Model 3, is considered the most
satisfactory one. It shéws that trip generation is a positive function

of population size, intensity of land use activity (commercial, indus-

trial, institutional and school) and a negative function of density, i.e.

- Total Trips Génepatéd = 0.9904 x(Factor I - Size)

o (0.0478)*

+ 0.2675 x(Factor II - Employment)
(0.0603)

- 0.2718 x(Factor III - Density)
(0.0462) -

+0.1776 X(Factor VI - Student)
(0.0447) '

S _ = 0.248% . R=0.973° R =0.946

! y.X

¥Pigures in parentheses denote thie: standard errorsof regression

’
/

" coefficients,



88 -
Both the R and S (See Figure 15 and Appendix H) are significant
improvements ovez.;odel 2f Moreover, the relationship expressed is
logical and causative. The method of using this model for prediction
is in Appendix C.

‘ Up to the present, many transpoftation studies have postulated

that trip generation is a function of land use., Despite this, so far
few regression models have been developed to incorporate this
relationship in a qompgehensive mannef,lapart from the land-area trip
rate method which empibys.ignd‘usguaswfeng" vaniabies. One explanétion
being that modelfbuilders are conteﬁé.QEfﬁiségpﬁihg'a_high R using a
miniﬁum number of variables in order to make fh¢ modé1“opera£iong1,
so that the'theofetical structure is sacrificed._

In using factor anélysis to extract the "hidden dimensions” éf the
data, not only can a more intelligent selection of factors be mgde,
but the dangef of including collinear variables is also eliminated._
Therefore, Model 3 can be considered as a step towérds injecting a
stronger structural relationship into the equation rather thén being
satisfied merely with its abili?y to fit the data. 1In addition, the
~ land use factors are not'used_asi;éﬁqf;or exog§nous-variables but has
become»endogenous. The'modél is, therefore{ ﬁoféjdypamic‘andl

responsive to transportation-land use policy implications.
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In order to predict the fdture trip generation, forécasting
indepehdent variables éuch as car ownership for traditional regression
models has to be derived in two steps. Firstly land use activities
nave to be projected to the desigh year based upon which_population
estimates and hence the number of cars in a zone can be estimateq.

By making land use factors endogenous in Model 3, one step in the
forecasting process is eliminated as land ﬁse projections becomes the
direct input, thus minimizing some measurement errors. Despite the
fact that Model 3 has more variables, it is believed that it has
gained sufficient advantage in specification without introducing
significant additional measurement errors to the model. In additionm,
its better theofetical base coupled with statistical efficiency
ienables us to have more confidence in its predictive power. However,
at this stage it is unable to demonstrate quantitatively the relative
reduction or gain in the two types.of‘errors'introduced by the addéd
complexity ofbfactor analysis, It is fe}t that further research into
this issue may be of interest.

A compérison of Modelsl and 3 demonstrates that the former has
indeed omitfed some significant land use explanatory vafiables (such as
employment and dens;ty) in the estimating eduation.‘ Consequently
Hypothesis 3 which states that_’When bighly correlated variableé‘are
included in a model, other.significané explanatory variables may be

omitted due to the predominance of collinear set' is validated.
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4,6 Conclusion

Thisvchapter substantiéfes thé~£heme of the preceding chapter,
that multicollinearity is in faqt an explénétory and analytical problem
in model «construction. By rigorous statistical analysis'of the
empirical data collected in Vancouver, it is shown that the presence
of collinear sét of variables has a number of undesirable effects on

' tﬁe performance of the model, such as éxéggérating, obscuring and
suppréssing plausible felationships which make the testing of hypotheses
difficult. 1In addition, one has less faith in such a model as a
predictive tool because of the lack of logical theory in its construct.
Through the validation of the three operational hypotheses, the
generél hypothesis:“v’When collinearity exists in a regression model,

" explenatory and analytical powers are decréased, déspite the apparently
good predictive powers shown by a high multiple correlation |
coefficient”, can be accepted as generally applicable. Also, this

gfinding bears. truth on the philosophy that even for models that are
built for ﬁ;ediction,’they.must.also be concerned with explanation.
The popularly-held view of the dichotomy between.predictive and
explanatory models appears fallacious.

Another outcome of the data analysisvis the development of an 3
alternate model as a step towards giving trip generation models a .
more solid theoretical framework. In this process, it is found that
the total trips generated per areal unit is a direét function of
measures of population size, intensity aﬁd.characteristics of land use
in the‘tract, whereas socio-economic characteristics do not come into

play at the zonal level. The low correlation between "Total Trips
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Generated" and variables such as "Car Ownershié per Dwelling Unit"
(-0.0382), "Person§vper Dwelling ﬁnit"(—O.l#S?), A bwelling Unit with
car" (f0.0393) ana:"lncomé pep~Hqg§eh91d“_(O,O697) supply ample proof
of this statement. Hopefully §ﬁ£s ghégéstS Whéré:feSearch efforts
should be directed iﬁ building trip genératiob mode1s at.the_zonal

ievel.
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Footnotes

A. M. Voorhees, "Transportation Planning and Urban Development”, -
Plan: Canada, Volume 4, No. 3. (1965), p.101l.

2Shue Tuck Wong, "A Multivariate Statistical Model for Predicting

Mean Annual Flood in New England", Annals, Association of American
Geographers, Volume 53 (1963), pp.298-31l.

3

Factor scores for seven factors are in Appendix F.




CHAPTER V

TRANSPORTATION MODELS - A PERSPECTIVE VIEW

5.1 Summary of Research Findings

The foregoing investigatioﬁ,‘based both on statistical theory
'and empirical results, has shdwn_that:in formulating multiple
regression models for tfansportétiop fiéﬁniﬁg pup?éses; the use of
intercorrelated predictéfs‘not only gives rise to Specification error,
but also to spurious inférence; and to spuri&us-predictions.‘ This
renders the modél less éffective'as a predictive and analytic tool.
Onevof the possible ways toiqvercome_this probléﬁ‘is by subjecting all
input variaﬁles to a factqr analysis to determine the undérlying
dimensions of the data set as well as to_eliminate redundant or -
confounding variableé. By experimenting with trip generation data for
- Vancouver, thevresult is sufficiently promising £o warfant widér use
in the transporfatioﬁfplgnhihg'process. The‘more salient contributions
of this'approach can ‘be é?ﬁ@éfized‘as:

1) Multicollineafity is eliﬁinated.)

2) The sharp‘reduction of'variablegAinﬁolémaller ngmber of

factors assist in Qrgahizing hugé masses of data.intozmanage-'

able size for further analysis.
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3) The factors themselves form meaningful constructs that give
further insight into the trip—generation—land use relationship.,
4) The factor scores have more desirable statistical properties
(e.g. greater reliability) than those of single variables in
isolation. Asltbé factors combine information from Several
- variables, predictive accuracy tend to increase due to the
gain in specification. In addition, the explanatory and

analytic powers of the model are enhanced.

In the 1land area trip rate analysis, it is shown that different
land uses adequately isolate attributes which result in different
trip generation rates. 01 and Shouldiner, however, felt that the
absence of any statistical significance tests suggests caution in
accepting this assumption.l Tnis method is incapable of handling-
the effects of the interaction among different arrangements of land
uses on the number of tr?ps_generated, and its treatment of land use
- as a non—quantifiable exnlanatory variable is somewhat unsatisfaatory.
On the other hand, the regression technique thus far employed
emphasizes on prediction,‘hence often use a simple explanatory variable,.
" - such as car ownership, in the equation. These simple regressions=_
cannot be interpreted as neat causal relationships,' The intercorrela-
tions among alternative explanatory variables confound the parameter

estimates., The neglect of all but a single explanatory variable tends

to overstate its true effect because of ‘its aorrelations with other
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variables. However, even when other variables are'included, the
overall goodness of fit will not be éppreciably‘improved. This
- gives rise to the difficulty that even Qhen the analyst wants to
ipclude more dimensions into_the data, staﬁistical test of significance'
will not justify theiq;inclusion, although they may be vélid on
theoreticaligrounds.gn

As a cordllary to eliminate mgl%i;giiiﬁéarit?,fphis'investigation
indicates that the cémbihed factor analytié énd feg;éSSion‘solution
seeﬁs capable of overcoming the pitfalls of both approaches as
evidenced in the result.of Model 3. Unlike the trip rate method,
land use variables are used as explanatory rather than classificatory
variables. Interaction of different patterns of land use on trip
géneration is taken into account andvtests of significance are attached
to the results. Secondly, the pertinent causal relationshiés are

"included and the confounding_effect.of.correlated variables is ironed
out. All éxplanatory fgéto;s_aréifouﬁd fo‘be significant,

This anélysis shows thét in ah‘attemptvfo igolate causal relation-
- ships which conform to some theoretical fréméwork and'yetvsatisfyb
statistical critéfia, the model gainsvadditional strength as a
predictivé tool. It also demonstrates that ekplénatioﬁ and predicfion
can and should be combined iﬁ tbe samé analysis because it.yields more
fruitful resﬁlfs. |

The followihg séctions will place the significance of the findihgs‘
into the .larger framework of model-building in the transportation

planning process,
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| 5.2 Utility of{Transportatién Models

'in general, wide variation in the aVailability of resources and
data have led to an almost~equaliy wide variation in the scope,
coverage’and complexity of transportation studies., While a number of
combinations of techniques have been tfied, the generalvcriticism
"appears to be tﬁe inability of transportation models to move away frOm-
the turgid eﬁpiridism 5f;dété4fitting. The Rand Report3 observed that
even under the best of execufion qnd-circumstances, most transportation
étudies héve been remarkably mechanic‘in.cohception, especially in
establishing the relationéhip bétween landiuse and trip generation.

W. L. Garrison4 also remarked that: |

"I have serious reservations in my own mind with resvect

to the role of these models in (transportation) studies.
This is because 1 am unable to express a theory or even
provide a simple description of the choice behaviour
that these models represent.”

Such shortcomings largely result frqm the strong emphasis 6n
prediction of ﬁost fransportation models. The transPOftation planner
is often so engrossed with the number emerging from the model that his
real objective - to find out the hows»and whys'of interaction between
urban activities so that plans can be»formulated and evaluated - tend
to be lost sight of. \

At this juﬁcture, a clarification'of the utility of traunsportation

models in ibe planning process is in order. Essentially a transportation
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model is an experimental device to abstract travel demand and patterns
so that the fﬁnctiéhing of the urban system can be observed by varying
transportation and land use inputs. The knowledge gained will fofm a
systematic baéis whereby alternative policies and plans can be proposed
and evaluated.

To achieve this goal, the model should be capable of:
a) Prédicting what effect will occur over time if the existing

- situation is allowed to run on unaltered. By showing what modifying

effects can be produced by a particular &ecision or policy or

by a new arrangement of the elements affecting movement, it

enables us to Jjudge between alternmatives in the light of their

future consequences. |

In order to predict, dne of two kinds of knowledge is neéded.»vWe‘

méy>ﬁnderstand the dynamics of an eﬁent, which are the theories

that describe how it changes. Together with the initial condi-

tions, a knowledge pf the dynamics 1s sufficient to determine

" the future. This approach calls heavily on the planner's

ability'to understand urban development and to systematize his

knowledge. A second avenue is to project from past events. - In

this case, due to the lack of a theory, the entire prediction.

rests on the Quality of our knowlédge of the past, thus makiﬁg a

scrutiny of this quality an impoftant matter. The past must be

representative of the preéént and the future for the purposé of

;

prediction. No contingency can ve covered unless it has already
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occurred and been recorded.5 This method is often questioned
because the.rapid change that techﬁology and economy has brought
about render many past events irredevant.

Of the two ways, the first is favoured because firstly, if
prediction should succeed, we shall want to say why. Part of
the payoff of a good prediction is the insight if provides into
mechanism and-relations.6 Secondly, if Qe waﬁt to evaluate
policy alternativés, it is essential that the model can
adequately "explain' movements as they actually.oécur, and that
the process employed for prediction takes proper account of ali

the major factors involved in determining future movements,

“including land use with which planners are particularly

concerned.

In addition to predictioﬁ, models are importaﬁt educational and
research devices. Thelr formulation reveals the importance :6f
structural inferrelétionships which otherwise may pass unnoticed
or may not be given their due emphasis. 1In the construétion_of
a model, th¢ analyst becomes aware of the sensitive linkages in
the research scheme and he is therefore able to give attention
to these areas as rgquired. This sometimes results in re-
formulation of the proBlem as new thoughts are generated abéut
fundamental factors which ﬁight have gone unnotiéed except

8

for their discovery in the model-building process.
] . -/
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.In transportation studies, engineers énd planners are concerned
Aﬁith the behaviou; of‘househélds‘and business estabiishments in
making-use of tﬁ; transpbrtatiogjsygtemnand in making locatioﬁal
.decisions. _Such'behaviéur is éﬁe?QSﬁf6é pf5traye1:demand. If we
understand thordughly the whole.constéliatiOn 6f decision; made
bby individuals and firms, we could understand at the same time
the extent to whicﬁ‘various'urban arrangements satisfies their
needs. Such an understanding is vital to pfoducing plans and
policies best to serve the public interest.9 Sound analytic
models facilitate analysis of the context of policy,'by clarifying
the areas within which decisions must be ﬁade, thus making
possible more pointed crit;cisms of the postulates on which
present. policy is based;' Algb; éood_eXp;anafory and analytical
models are invaluable for basiévresearcﬁ, é&envif they do not
find pfa ctical application. 10
It is sometimes argued that'whilé planners are concerned with ‘
‘ deciéions, design and planning, 'academie'"researéhers ére
concerned with explanation and ﬁheory-building, and thét these
two sets éf activitiés are raiher différent; From the above if
is apparent that ﬁlanners need all the knowledge supplied by .
researchers in order to plan. ‘In fact it is the understanding
of the plahned'sys;ems which give planners techniques for
_prediction. AIndeed;7iﬁ_cah even be said that "understanding"
can be substituted for-"prédiétiqnm as being of more general

. " 11
~application.
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5.3 Implications for Model Building in the Transportation Planning

Process

In view éf impending urban growth a decision to plan the arrange-
ment and Intensity of land use activities is an iméortant one. The
transportation element is not only a prime variable in the achievement
of a desired plan, but is also a major cost component of urban growth,
a cost which depends significantly on the form of the land use plan
itself. However, the satisfactory integration of transportation :
into the land use plans wiil require much more technical expertisé
and understanding than has hitherto been demonstrated. In particular,
a change in the attitude towards the development and refinement of
transportation models in relationship to land use is called for.
Forcing the construgt of transportation models into some larger view
of theory-building rather than using them ﬁurely for statistical
predictioﬁ will. most likely turn out to be an advanfage.

Tﬁe légic behind this is put forward most succintly by Aionso.12
. He‘felt that In an explanatory model, we are asking what are the
relations among the measured variables, and whether they conform to
what we would expect from various theories and prior empirical work.
Oh the other hand, predictive models are concerned only with the
numerical prodﬁct that emerges. As these numbers become variabiés
iénd feed into other models,_they tend to have. a large specification
error when predicted for a future state of the system. From these

considerations, it would seem that a model which seeks to increase our
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understanding by asking how éertain variables relate to each other
is in a sense less subject to soﬁe of the sources of error than |
identical models designed to predict the future, Theréfore, a model
with a2 sound theory will often result in better prediction, not.
tbrdugh its direct use,‘but by shedding light 6n some facets of the
structure we are considering; prediction itself proceeds in a fashion
which he called "mulling over", By the same token, for a given quality
of data, the explanatory model is more tolerant of complexity of
formulation ihan a predictivé model. |

It is not surprising therefore to find that a significant tfénd

is taking place. A decade ago, models were viewed primarily as
predictors of the future. Somewhat later, stress was placed on their
use as conditional predictdrs of the consequences of altermative
policies, and efforts were made to incorporate into them policy
variables which permit such experimentation. More recently, as
gxperience has been gained, the practitiqners of this craft have teunded
to play down the ability of models to predict, and to stress their
' vaiue as educational instruments which serve to bring to the con-
sciousness of those who make decisions the complex'interrelatibns among
the variabies, inqluding those which can be manipulated for normative
purposes.13 Thus the downgrading of the importance of the predictive
function and the emphasis of the explanétory and analytical values of

' 14
-the model is in accord with the viewpoint being advanced here.z Stegman,

X . J/
in his examination of urban residential models asserted that for models
that suffer from inadequate theoretical stfuctures, better data would

not necessarily improve performance. Therefore, manipulating and
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adjusﬁing thevparameters of equations in order to improve the 'fit'
of the'models to the data wili not make the models_better predictors.
He'put.forward the view that predictive médels may be more useful in
ﬁroviding‘policy—%ékéf#“ﬁitﬁ'a general understanding of the magnitudés,'
‘direétion-and interactioﬁ‘of'thé forces at play in the urban system,
than in providing actual'predictiéﬁs.‘ As transportation models have .
already reached a high 1evei of sophisiication in the data-fitting
aspect, the planner's future contribufion lies in the improvement of
the éuality and fange of data and the theoretical basis of_the model,
particularly in the treatment'qf fagtofs affecting travel demands which
stem:. from land use characteristics. In other words, a'theoretically
sound and scientific approach to system simulation of transportaiion
and land usé is advocated here. 1In addition, a further and'potentially
more important trend suggested by W, D. Peter-s15 - that of merging
environmental studies with transportation studie;l— merits special
consideration., Combined studies of ﬁhis kind can have important
effect in 'ﬁumanizing" the transport study process, a point which has
been stressed recently from the traffic engineering side by A. M.

. 16
Voorhees,

5.4 Conclusion ' N

Mathematical models for both research and prediction have become

éstablished during the last few years in the planning profession, in

e

/
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particular in the transportation field, as indispensable analytic
»ttools. The value and quality of these models are not really given
adequate attention. ‘It has beéﬁ §hé‘¢bJect; of tﬁis thesls to discuss
some of the problemsuinyoivéd.by usiné tripAgéhéfation models.as an
example. It is demonstrated that in using:linear predictive mpdelling_
techniques, such as ﬁultiple regression, the'mathematical framewofk'
places severe demand on the.modél—builder becaﬁse;iﬁ is associated -
with a highly réstrictive set of assumptions. It‘is, therefore,
imperati&e that, where multiple-regression models are used in planniné,
their limitations and. the implications of statistical procedurés
are c¢learly understood. This study nas shownvthat multicollinearity
"is an explanatéry problem to model construction and hypothesis testing.
Its statistical signifiéah¢é has alsb been demonstrated. It would
be meaningful to inveétigaté:its préctica1 significance in shaping-
éctual tfansportation—land use policies. .

A furthér objectiog;to paSﬁ uses of_these models in transporta-
tion studies is' their théoretical content, without which they are bdut
extrapolation of signifiéant_statistical regularities, These extra-
polation do not contribute very much to thé theories of urban structure
and development since they ignore fhe behaviour of the.urban system.
‘Noredver, the myopic concern with preaicﬁion has led to the formulafion
of some questionable models. In view of the large amounts of méney,
time and effort in data collection and analysis, the building of

models for prediction only is unrewarding. In fact, it is argued that
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the distinction between explanatory and predictive abilities of the
model is only artificial, not real. A suggestion is therefore made
towards greater emphasis on theorizing in model-construction fé
lay firmer foundations upon which statistical analysis can be based;
thus moving away from the realm of turgid empiricism oflcurve-fitting
pfevalent in most transportation studies.

The statistical techniques used in fhis study are largeiy
designed to test hypotheses based on a desire to gain a better under-
;tandiﬁg of urban travél behaviour. It is found that by using the
coﬁbined factor-énalytic and regression method, it is capable of
identifying and incorporating the causal relationship between land
use and trip generation into a single model. It will be interesting
to extend the work to modal split models which up to now has not'yet
established a well-defined set of causal factors. Research effort
may also be directed tO‘ﬁhe effects introduced by the factor analytic
model_forlpredictionﬂpurposgs iﬁ terms of gain and reduction in
ﬁeasurement and specification errors. PRurther, the idea of combining
transportation and environmental studies to '%umanizeh the transporta-
tion planning process merits further exploration. These may well be ’

J

new areas for further research.
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APPENDIX A

A LIST OF THE VARIABLES USED IN THIS STUDY -

The 29 independent variables are:

.Population, Total

Population, Single Family

Population, Multiple Family

Labour Force, Total

Labour Force, Single Family

Labour Force, Multiple Family

Dwelling Units, Total

Single Family Dwelling Units

Multiple Family Dwelling Units

Dwelling Units with Car

Single Family Dwelling Units With Car
Multiple Family Dwelling Units With Car
13. Cars, Total _ ;

Cars Per Dwelling Unit

15. Population Per Dwelling Unit

16. % of Dwelling Units With Car

17. Students (4 - 6 p.m.)

18. Time to C.B.D. in Minutes

19. Gross Income X 1072

20. Bus Miles

21. Area (In Acres)

22. Income Per -Dwelling Unit

23. Employment, Total

24, Employment: Public Utilities, Government and Institutional Services
25. Employment: Industrial, Wholesale and Unclassified '
26. Employment: Service Industries '

27. Employment: Entertainment

28. Employment Density Per Acre

29. Population Density Per Acre

12 \O O~ VU1 WO R
o O ° . . »
* »

[
n
.

]
=
L]

The dependent variables is: Total Trips @znerated per day (vehicle
trips only).
,
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APPENDIX B .

STATISTICAL TEST OF AUTOCORRELATION OF MODEL 2

BY USING THE "CONTIGUITY MEASURE FOR k-COLOR MAPS" TECHNIQUE

NOTATTON

B B Joins: Joins with positive residuals in contiguous zones,
W W Joins: Joins with negative residuals in contiguous zZones,

B W Joins: Joins with p051t1ve re51duals in contlnguity with negatlve
re51duals. -

’ Lk 3 Number of cohtiguous'zones of'a tybical zone k, k=1 to N,

Two zones are con51dered contlguous if they had an edge and/or vertex’
in common.,

K= total'nuﬁbef of éénes’that‘are nof’common to a typical zone k,
k =1 to N. ’ I '
‘Sum of B B Joins = z

Sum of B W Joins =y

Sum of W W Joins = x 

x+ ytz : =L
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Appendix B (cont'd). Page 2.

ZONES L, L, 1 | Lk .(Lk 1)
1 4 3 12
2 4 3 12
3 3 2 6
b 7 6 42
5 7 ) 42
6 5 o4 20
7 6 -5 30
8 7. 6 42
9 ! 3 12
10 3 2 6
11 7 6 42
12 2 1 2
13 3 2 6 .
14 5 4 20
15 6 5 30
16 5 L 20
17 8 7 ‘56
18 2 - 1 2
19 5 4o 20
20 6 5 30
21 6. 5 30
22 5 4 20
23 5 4 20
24 7 6 42

25 6 5 30
26 . oy 3" 12
27 ) 5 30
28 S5 i) 20
29 6 5 30
30 4 3 12
31 2 1 2
32 4 3 - 112

- Py
N ' ' N _
Z L =19 Lo Z L (1) = 712

*
1
-

k=1 .
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}

g
g oaaid

-+

B B JOINS B W JOINS W W JOINS
12-13 13-14 14-19
12-2 6-14 14-25
13-2 6~19 14-26
2-1 6-20 19-25
2-4 6-5 19-20
1-4 1-5 19-24
3-4 h-5 20-5
3-7 7-8 20-24
47 7-11 25-24
1-6 7-9 28-24
117-16 3-9 25-27
29-16 21~20 25-26
17-29 21-5 26-27
: 21-8 27-24
21-22 27-28
29-15 24-23
21-23 23-22
21-24 23-15
16-28 22-15
16-23 22-11
16-15 22-8
16-29 8-5
17-18 8-11
17-14 9-10
17-26 9-11
17-27 10-11
17-28 11-32
17-30 11-15
29-30 15-32
29-31 30-31
.29-32 30-18
z =13 y =31 x =31
L=z +y+x= 13 +31+31 =75

g 0 n e u

probability for z
probability for x
100%

13/ (x+2) = 43 = 29.5%

70.5%

%
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-Appendix B (cont'd). Page 4,

i

n{z)

#(x)

]

w(y)

6%(2)

R I I 1]

62 (x)

52(y)

To compute

o

p2(L) = 0.295° x 75
U= o 087 X 75 6 55

Q2(L) = 0.705° x 75 = 0. 497 x 75
| = 37.3
2pq (L) = 2 x 0.705 x 0.295 x 75

- 1.51 x 0.295 x 75

= 0.445 x 75

= 33.4
ng + PK - _:%) YL+x) :
6.55 + 0.2952 (712) - O. 295 (75+ 712)
6.55 + 0.02567 x 712 - 0.007573 X 787
6.55 + 18.3 - 5.96 - 18.89
q2L + q3K - g (La—K)
37.3 + 0.705° (712) - (0. 705) (75 +712)
37.3 + 0.35 x 712 - 0.247 x 787
37.3 + 249 - 194 -‘92-3

2pal '+ qu - 4 p%® (L-+K)

33.4  + 0.445 (712) - (4 x O. 087 X. O 497)(75-+712)
33.4 +O445x7l2-4x0087x0497x787
33.4 + 317 - 136

the Z scores for the three sets:

Zy = 31-37.3 = -6.3 = -O. 656 o
J92.3 2007
Zy = 31-33.4 = -2.4 = -0.164
N2TE S 14,64
Zz T 13-6.55 = 6.45 = 1.483

_ Conclusion:

~ 18.89 4,346

Since ‘all of the three test statistics are less than 1.96
at 5% 1evel of significance, it is concluded that the
residual distribution is random, i.e. there is no signifi-
cant. autocorrelatlon in thils set of data.
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‘APPENDIX C .
'METHOD OF USING MODEL 3 FOR PREDICTION

Model 3 takes the form of

Total trips generated = 0.990%x(Factor I) +0.2675%(Factor II)
. - 0.2772X(Factor III) + 0.1776X(Factor IV).

Since the indepéndeht variables in this model are in the form of
. factor scores, the following steps are necessary in order to projéct
them to some future yéar:

1) Project the variables that. constitute the factors in cuestion
for each traffic district. Transform the variables into standard
scores by using Z = X3 - X, z'(theAmean) and 6(standard deviation)
—F : |

have been calculated for the previous set of data, e.g. Factor VI
consists of one variable, variable "Students", Its present mean
is 1003, and standard deviation. is 3490. District 1 now has 1,600
students. An estimate of the future number of students in District
1, say five years ahead, is, for the sake of illustration, 2,000.
Transform this number into standard scores according to the formula:

7 = 2,000 - 1,003 =997
3;)"'90 ) 3) 590

2) Convert the standard scores for the variables in the factors
according to the formula:

F =(28,22 4+ @ Z_  + eeeed Z 1/A;
TIPS P L pms) (M)

is the factor loading of variable 1 on factor 1.
Zy4 is the standard score of individual i on variable 1.
any is the factor loading of variable 2 on factor 1.

z is the staridard score of individual i on variable 2.

21
o is the factor loading of variable m on factor 1.
Zs is the standard score .of individual i on variable m.

A: 1s the eigenvalue of the factor under consideration.
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Appendix C (cont'd). Page 2

3)

Again, using Factor VI and District 1 as an example,

) (M)

For ® (g Zig 1

F means the factor score of Factor VI for District 1.

61
a7 .6 means the factor loading of variable 17 (Students) on

, Factor VI.
217 1 means the standard score of variable 15 for District 1.
O P = (0.6 x 997 ) (1/1.53)
61 3590
= 0.119

«

After obtaining the scores of all the four factors for District 1

. in the model, direct substitution of these values into the

equation would yield the total number of trips generated there
five years from now. '
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RFS NO. 019807 UNTVERSITY OF B C COMPUTING CENTRE MTS (ANDS9) JOB START?

I5:TI31 03=-25—-170 T
APPENDIX E (CONTINUED)
L MULTIPLE REGRESSION OUTPUTS OF MODEL 1 (STANDARDIZED VARIABLES)
4 ~ * —~
$SIGNON PLAK TIME=5M PAGES=50 COPIES=36 PRILO=V
*%LUAST SIGNON WAS: 21:27:25  02-24-T70
USER "PLAK" SIGNED ON AT 15:11:35 ON 03-25-70
$RUN #WATFOR 5=#SOURCE%* 6=#SINK* 4=—A
- EXECUTION BEGINS ‘
$COMPILE
C PROGRAM TO FIND RESIDUALS
C .
1 DIMENSION X{32,4) «F(32,2),BARX{4),.S5TDX(4),STDSCO(32,4),
' 1Y (32),RESY(32),YY(32)RESYY(32)
2 READIS5y1) ((X(14J)sd=1,y4)y1=1,32) .
3 1 FORMAT (F10.5/3F10.3) o _ !
4 WRITE(644) '
5 WRITEL643) EIX(I,J)9d=144),1=1,32)
6. 4 FORMAT (* TRIPGN LABROR DUWC AREA"Y)
7 £ 6 FORMAT (2F10.7)
8 £ READ(5+3) {BARX(J),J=1,4)
9 = - READ(5,3) (STDX(J)Jd=1,4)
10 =73 FORMAT (4F10.3) “M
1 WRITE(647)
12 7 FORMAT (*MEANS AND STANCARD DEVIATIONS?)
13 WRITE(6,8) (BARX(J)1J=2,4)
14 WRITE(6+8) (STDX(J)J=2,4)
15 ==8 FORMAT (3F10.3)
16 == DO 20 J=2,4 -
17 = DO 25 I=1,32
18 =25  STDSCO(LaJ )=(X(1,J)=BARX(J)L/STDX(J)
L9~ 20 CONTLNUE :
20 WRITE(649) '
21 9 FORMAT (*STANDARD SCORES OF THE VARIABLES') )
22 - D0 30 1=1,32 ;
23 WRITE(6910) X(I,1),(STDSCO(Lsd) yJ=244) :
. 24 30 WRITE{4,10) X{I,1),(STDSCO(I4J)J=2,4) ‘
25 10  FORMAT (4F10.3)
26 STOP
27 END o
. y,




0 o 0o 1 1 1 2 2 2 2 33 3 4 4 5 5 6 6 7 7 8
1 6 9 2 5 8 1. 4 & 8B 01 5 o 5 0 5 o s o s 0
CONTROL )
CARDS <
_ 1. INMSDC . 4 5.1 1 1 1. e o
2. STPREG 3 1 , 1 2333
3. STPREG 3 5 6 333
4. PARCOR 6
5. END
NOTE: OUTDATED *INVR* DR *MULREG* ROUTINES HAVE BEEN REPLACED BY THE EQUIVALENT *STPREGH S
i
I
/




—
CONTROL CARD NCO. 1 * INMSDC =*
FORMAT CARECS
\ (F10.5/3F10.3) 2
INPUT DATA
TRIPGN LABFOR DUWC AREA
288.0 2880, 864.0 1.229
0.15320 05  0.2251D 05 0.1188D 05 0.6820
0.3486D 05 0.2753D 05 0.1995D 05 4,895
o] . 0.2216D 05 _ 0.3487D_05 0.1727D 05 4,818 - -
0.2739D 05  0.3745D 05 0.2118D 05 7.420
0.1392D 05 0.1753D 05 9743, 4,050
0.1602D 05 0.1471D 05 0D.1111D 05 5.480
0.2966D 05 0. 38210 05 0.2245D 05 9.810
8190. 8190. 4809, 15.40
A Tmr.e  _8395. 6353, 11.97 o o . o
1553. 3364, 1551. 18.75
0.1545D 05 0.1274D 05 9464, 16.01
0.2193D 05 0.1597D 05 0.1164D 05 9,788
0.1022D0 05 0.1272D 05 86T4. 21.64
2862. 5406, 2225. 2.073
o] -0.1510D_05__ 0.1286D _05_ 9057, 4.312 I ,
0.1889D 05 0.1682D 05 0.1162D 05 27.68
4388, 5081. 3001. 27.68
0.1066D 05 0.1110D 05 6910. 4,031
1997. 2238, 1425. 2.451
7074, 7638 . 4965, 2.203
. 6111, 5653. 3677. 5,892 o
6955, 7816. 5119, 3.654
2038. 1634, : 1139, 3,728
5449, 3778. 2530. 3.158
23.00 69.00 46 .00 3,296
1065. 960.0 706.0 2.855
_l 2976. . . _ 3254, 2178. 3.397 e e
0.2145D 05 0.1844D 05 0.1302D 05 35.83
3807. 6772. 5925. 26.97
6728 . 7505. 6469. 51.09
2862. 2864, 3436, 51.02
32 OBSERVATIONS :
... .31 DEGREES_(F FREEDOM i e
NAME ME AN S.D.
TRIPGN 0.1079D 05 9314.
LABFGR 0.1178D 05 €.1051D 05
DUWC 7512. 6185. y
1 AREA  12.29. 13.77 _ : e I
CIORRELATION MATRIX x
VIARIABLE: TRIPGN LABFOR DUWC AREA |
TRIPGN 1.0000 ) f
LIABFQR 0.9211 1.0000 i
_DURC . 0.9700 0.9752 1.0000 e
AREA -0.0364 -0+ 0835 0.0117 1.0000
\— ARRAY WRITTEN IN AREA 5 J




CONTROL CARD NO. 2 % STPREG *

DEPENDENT VARIABLE IS TRIPGN

'RSQ = 0.9647 y

FPROB. = 0.0000 <

STD ERR Y = 1841 .7498

VAR COEFF " STD ERR F-RATIO FPROB. o ST

CONST. 338.7013 594. 0954

LABF CR -0.6510 6.1574 17.1011 0.0003

DUWC 2.5415 0.2666 90.8980 0.0000

ARE A ~79.4897 26.5996 8.9304 0.0057




NO.. OBSERVED CALCULATED RESLOUAL NO. OBSERVED CALCULATED RESIDUAL
1. -1.1270 -1.0983 ~0.287T42E-01
C 2. 0.48700 0.49451 -0+ 75117E-02
3. 2.5840 2.4621 0412125
b 1.2210 1.3269 -0.10593
S. 1.7820 2.0342 ~0.25224
6. 0.33600 _ _ . 0.296C4 ....0e39964E-01 _
7. 0.56200 0.40358 0.15842
84 2.0260 2.3681 -0.34206
9. -0.27900 ~0.35083 0. 71834E-01
10.  -0.32900 -0.19231 -0.13669
11. -0.99100 -0.88771 -0%.10329
..12.  0.50100_ __ _  0.25862 ___0.24238 _. e o _ -
13. 1.1960 0.65623 0. 53977
14, -0.60000E-01 0.10716 -0s16716
15.  -0.85100 -0.82867 -0.22332E-01
16. 0.46300 -0.94176E-01 0.55718
17. 0.87000 0.59127 0.27873
. 18.  -0.68700 -0.56298 __  -0.12402_ o o ) )
19. -0.13000E-01 -0.81321E-01 0.68321E-01
20.  =0.94400 -0.95528 0.11279E-01 a
21, -0.39800 -0.37340 -0424604E-01 |
22.. =0.50200 -0.58431 0.82306E-01 i
23.  -0.41100 -0.45361 0.42615E-01 ‘
24. -0.93900 __ -1.0132 _0.74238E-01 - )
25.  =0.57300 -0.72477 0.15177
26. -1.1560 -1.1762 0.20213E-01
27. -1.0400 -0.80554 -0.23446
28. -0.83800 ~-0.79665. -0.4134TE-01
29. 1.1450 0.93311 0.21189
- 30. =0.74900 .—0.18437. . -0.56463 o
31. -0.43600 -0.67188E~01 -0.36881
32. =0.85100 ~-0.70268 -0.14832

STOP

0

:XECUTLON TERMINATED

pd

END OF CONTROL SET x

S LGNOFF




' ™\
NO. DBSERVED CALCULATED RESIDUAL OBSERVED CALCULATED RESIDUAL
1. 288 .00 562.13 -274.13
2. 15318. 15816, -497,.81
_ 3. 34857, 32729. 2127.5 )
a8 4. 22162, 21149. 1013.1 3
5. 27387. 29210. -1823.1
. — ba 13916. 13367. 548.51 - o
7. 16019. 18573, -2554 .3
8. 29656, 31731. ~2075.4
9. 8190.0 6005.7 218%4.3
10. 7717.0C 10069. -2351.7
11. 1553.0 600.11 952,89
S 12. 15448 . 14823, 624452 o o -
13. 21928. 18745, 3183.0
14, 10222. 12381. -2158.7
15. 2862.0 2309.7 552,27
, 16. 15102. 145640, 462.12
| 17. 18891. 16731, 2159.5
. 18.__ 4388.0__ _2458,2 1929.8 o o
19. 10660. 10356. 303.52
20. 1997.0 2308.7 -311.69
21. 7074.0 7810.2 -736.20
22. 6111.0 5535, 6 575.36
. 23. 6955.0 7970.4 -1015. 4
I A 24, 2038.0 1873.5 164.52 e
25. 5449,0 4058, 4 1390.6
26 . 23.000 148.70 -125.70
27. 1095.0 1281.1 -186.15
28 . 2976.0 3485.¢ -509. 88
29. 21454, 18573. 2880.7
30, 3807.0 8844. 7 -5037.7 e
31. 6728.0 '7833.5 -1105.5
32. 2862.0 3151.1 -289.11
CONTROL CARD NO. 3 % STPREG %
- ARRAY RESTORED FROM AREA 5
ARRAY WRITTEN IN AREA 6
CONTROL CARD NO. 4 % PARCOR *
ARRAY RESTORED FROM AREA 6 ’
PIARTIAL CORRELATIONS
VIARTABLE TRIPGN LABFOR DUNWC AREA
___TRIPGN_ 1.000 ' .
LABFOR-0.6158 -1.000
DUWC 0.8744 0.9797 -1.000
AREA -0.4917 -0.4289 0.42273 -1.000
* END OF CONTROL SET x*
STOP 0
EXECUTION TERMINATED
\_ J




MTSUANDS9) JCB START: 16:10:22 03-25-70

( RFS NO. 019808 UNIVERSITY OF B C COMPUTING CENTRE

A

APPENDIX E
MULTIPLE REGRESSION OUTPUTS OF MODEL ! (UNSTANDARDIZED VARIABLES)

Y

%S IGNCN PLAK TIME=5M PAGES=50 COPIES=36 PRIO=V
S LEELAST _SIGNON_WAS: 16:04:29 03-25-170

USER “PLAK" SIGNED ON AT 16:10:27 ON 03-25-70
SRUN %*TRIP 4=%SOURCE=* )

tXECUTION BEGINS
TRIP/360 IMPLEMENTATION 3/18/70




(21 0.7280 0. 7016 0.7000 0.2312 0.6846 0.7302 0.1868 0.6816 0.7217 0.2092 0.7046 )
[22 0.0242 0.0562 0.1450 -0.2643 -0.0489 0.0829 -0.2781 0.0094 0.1468 ~0.2632 0.0590
23 0.0697 -0.0354 0.0146 -0.1814 -0.1229 -0.0418 -0.2089 -0. 0449 0.0096 -0.1248 0.0168
24 0.1639 0.2218 0.1342 0.3692 0.2773 0.1585 0.3453 0.2473 0.1406 0.3118 0.1991
25 0.1893 0.1925 0.0874 0.4244 0.2608 0.1116 0.3984 0.2394 0.1027 0.3671 0.1977
A1 0.2396 0.3655 0.2900 0.3783 0.4116 0.3131 0.3598 0.3493 0.2783 0.2852 0.3059
( p7 0.0753 0.1177 0.0420 0.2906 0.1664 0.0647 0.2670 0.1522 0.0539 0.2556 0.1041 )
> 8 0.0769 0.1111 0.0356 0.2875 0.1611 0.0573 0.2686 0.1555 0.0459 0.2792 0.0996
k9. -0.1420 _ _-0.1062 __-0.1776 0.2008 -0.0511 ~-0.1590 0.1909 -0.0558  -0.1720  _0.2026 __ -0.1187
30 0.2309 0.2318 10.0295 0.7552 0.3556 0.0323 0.7750 0.3928 0.0436 0.8452 0.2752
CORRELATION MATRIX -
VARIABLE 12 13 14 15 16 17 18 19 20 21 22
12 1.0000
.3 0.2489 1.0000 e ) o
14 0.9579 0.4794 1.0000
15 0:0319 -0.4124 -0.0118 1.0000
16 0.0191 -0. 5530 -0.1300 0.5949 1.0000
17 0.0525 -0.3942 -0.0337 0.8222 0.6271 1.0000
18 0.2838 0.2170 0.3063 -0.0785 -0.1111 -0.0909 1.0000
_ Yo ~0.1975 __ _-0.5575 -0.2979 0.5110 0.3438 0.4903 -0.2082 1.0000 . . _ _
20 0.7880 0.6140 - 0.8942 -0.0655 -0.2742 -0.1074 0.3939 -0.3616 1.0000
21 0.7094 0.2714 0.7004 -0.1871 -0.2037 -0.2169 0.3579 -0.5949 0.6075 1.0000
32 0.,1729 -0.2840 0.0918 0.2618 0.1005 0.2350 -0.0560 0.6541 0.1029 -0.3087 1.0000
23 0.0730 -0.1451 0.0798 0.3841 0.1042 0.3557 0.0334 0.1695 6.3378 0.0202 0.4107
24 0.1293 0.2691 0.1823 -0.6377 -0.3907 -0.7367 0.1075 -0.5900 0.1252 0.4197 ~-0.2434
. L 0.1085 0.3212 0.1968 -0.5620 -0.4302 -0. 6757 0.2180 -0.5675 0.1973 0.3714 -0.2064
6 0.2548 0.2619 0.2800 -0.5539 -0.2207 ~0.6264 -0.0278 -0.5813 0.1107 0.4279 -0.2684
27 0.0424 0.2089 0.0905 -0.6471 -0.4228 ~-0.7494 0.1027 -0.5272 0.0724 0.3846 -0.2158
28 0.0332 0.2199 0.0718 -0.6886 -0.4483 -0.7813 0.1305 -0.5778 0.0894 0.3735 -0.2411
49 -0.1844 0.1298 -0.1448 -0.6936 -0.4389 -0.7998 0.0281 -0.4796 -0.0967 0. 1840 -0.2379
30 0.0183 0.8057 0.1970 -0. 4750 -0.4776 ~0.4457 -0.0009 -0.5094 0.4335 0.0439 -0.3025
CIORRELATION MATRIX
VIARI ABLE 23 24 25 26 27 28 29 30
23 1.0000 |
24 -0.2650 1.0000 _
25 -0.1336 0.9517 1.0000
26 —0.4621_ ____0.9004 0.7893 1.0000 e
27 -0.1806 0.9726 0.9183 0.7970 1.0000
28 -0.1957 0.9501 0.8940 0.7732 0.9690 1.0000
219 -0.1989 0.8975 0.8336 0.7001 0.9459 0.9590 1.0000
30 -0.0868 0.1041 0.0982 0.1050 0.0735 0.1818 0.1650 1.0000
I . * END_OF CONTROL_SET % e I
STOP 0
EXECUT ION TERMINATED
|
$S16




32.00 2.855 5710. 1362, 161.0 898.0 234 .0 19 .00 477.0 1140,
2976. ' 9102. 8902. 200.0 3254, 3152. 102.0 2502. 2425, 77.00
2178. 2127. 51.00 3021. 1.208 3,640 0.8690 0.0 23.60 97.58
. 60.00 3.397 5182. 828.0 255.0 243.,0 283.0 47.00 244.0 2682,
|
(  0.2145D 05 0.5174D 05 0.5065D 05 1084, 0.1844D 05 0.1790D 05 542 .0 0.1410D 05 0.1356D 05 542.0 <
© 0.1302D 05 0.1275D 05 271.0 0.2034D 05 1.440 3.670 0.9220 0.0 38.3C 695 .3
o o._l.000__ 35.83 6301, 6208, 1341, 2942. 1635. 290.0 _173.0  _ l442.
3807. 0.2793D 05 0.2581D 05 2115. 6772, 6349, 423.0 5925, 5502. 423 .0
5925, 5502, 423.0 7616, 1.286 4,710 1.000 0.0 31.00 322.9
; 1.000 , 26,97 T467 . 3532. 595.0 1076, 1620. 241.0 131.0 1035,
. 6728, . 0.2716D_05__ 0.2639D 05 775.0 7505. 6987. 518 .0 8538, 8021. 517.0
6469, 6469. 0.0 9315, 1. 091 3.180 0.7590 0.0 42 .00 465,3
1.000 51409 6649 . 2842 . 551.0 621.0 1369. 301.0 56.00 531.0
2862. 9789, 9789, 0.0 2864, 2864, 0.0 3722, 3722. 0.0
3436. 3436, 0.0 4294, 1.152 2.630 0.9220 0.0 31.00 255.0
ol 1.000  51.02 8563._ 1796, 828.0 203.0 620 .0 77.00 35,00 192.0 o
o 32 OBSERVATIONS )
31 DEGREES OF FREEDOM
NAME ME AN S.D. ; NAME MEAN S.D. NAME MEAN SeD.
1 0.1079D 05 9314. - 11 7512. 6185, 21 ©133.8 129.9
2 0.2939D 05 0.24490 05 12 6303, 5381, 22 I 12.60 13.71
3 0.2565D 05 0.2226D 05 13 1209. 1990. 23 | 5885, 1806.
4 3834, 6599. o 14 0.1047D 05 B8460. 24 9695. 0.1402D 05
5 0.1178D 05 0.1051D 05 15 1.220 0.2574 25 2485, 3533,
.. 6. ___ 9441, 8725, ] 16 3,408 0.5529 26 3378, 4313, -
7 2338. 4438, i 17 0.8661 0.1253 27 3067, 5611,
8 8877. 7599, - 18 1003. 3490 . 28 749.3 1369.
9 7092, 6247, ) 19 21.34 9.686 29 3452, 0.1070D 05
10 1783, 3210. ~ 20 414.1 357.2 30 5453, 0.1037D 05
 CQRRELATION_MATRIX ) o e
VARTABLE 1 2 3 4 5 6 7 8 9 10 11
1 1.0000
2 0.9478 1.0000
3 0.9147 0.9642 1.0000
4 0.4442 0.4672 0.2170 1.0000
5. . 0.9209_ 0.9705 0.8862 0.6191 1.0000 _ o o -
6 0.9081 0.9575 C.9856 0.2396 0.9095 1.0000
7 0.3960 0.4162 0.1621 0.9930 0.5800 0.1889 1.0000
8 | 0.9439 0.9741 0.8891 0.6216 0.9858 0.8932 0.5783 1.0000
9 0.9285 0.9687 0.9935 0.2528 0.9044 0.9885 6.1994 0.9108 1.0000
10 0.4278 0.4211 0.1717 0.9800 0.5741 0.1911 0.9813 0.5952 0.2103 1.0000
11 . .. _0.9700 0.9867 09362 0.5133 0.9751 0.9379 0.4654 0.9860 0.9517 _ 0.4825 _ 1.0000 .
12 0.9356 0.9592 0.9901 0.2316 0.8910 0.9838 0.1770 0.8966 0.9931 0.1900 0.9502
13 0.4844 0.4725 0.2319 0.9688 0.6211 0.2548 0.9677 0. 6400 0.2722 0.9857 0.5384
14 0.9705 0.9704 0.9324 0.4655 . 0.9529 0.9353 0.4183 0.9593 0.9474 0.4276 0.9877
15 -0.0382 -0.1239 -0.0027 ~0.4447 -0.1882 -0.0010 ~0.4424 -0.2120 -0.0235 -0.4561 -0.1049
16 -0.1457 -0.0702 0.0735 -0.5023 -0.2005 0.0259 -0.5241 -0.2406 -0.0034 -0.5628 -0.1613
17. . .. _.=0.0393 -0.0984 0.0292 -0.4532 -0.1770 0.0199 -0+4570 -0.1947 0.0005  -0.4619  -0.0811
18 0.4101 0.2702 0.2354 0.2043 0.2510 0.2273 041479 0.3191 0.2843 0.2024 0.3168
19 -0.3300 -0.3546 -0.2120 -0.5895 ~0 4453 -0.2511 -0.5598 ~0.4237 . =-0.2220 -0.5712 -0.3512

\__ 20 0.8915 0.8300 0.7431 0.5782 0.8264 0.7227 0.5355 0.8829 0.7678 0.5963 0.8832
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348.0 16.01 0.1075D 05 5121. 1302. 624.0 2763. 432.0 320.0 2025. )
©.2193D 05  0.4979D 05  0.4817D 05 1623. 0.1597D 05  0.1488D 05 1082 . 0.1326D 05 0.1218D 05 1083.
0.1164D 05  0.1110D 05 542 .0 0.1786D 05 1.347 3.760 0.8780 0.0 17.00 815.6
294.0 - 9.788 7743, 9806. 1996, 3229. 3770. 811.0 1003. 5090.
J
0.10220 05  0.3239D 05. 0.30460 05 1930. 0.1272D 05 0.1176D 05 564, 0 85867, 8096. 771.0 —
86T4. 7903. 771.0_ 0.1214D 05 1.370 3.560 0.9780 0.0 18.00 437.1
168.0 21.64 6307, 4794, 1424. 2398. 782.0 190.0 221.0 . 1492.
2862. 9540. 7314, 2226. 5406 . 2862. 2544 . 3178. 2225. 953.0
2225. 1272. 953.0 3497. 1.002 3.000 0.7010 0.0 28 .50 49.26
62.00 2.073 1891 . 4187 806.0 3512. 380.0 91.00 2022. 4610.
__0.1510D0 05  0.2602D 05 _ 0.1953D 05 6484, 0.1286D 05 7625. 5240, 9532,  5720. 3813, ]
9057. 5720. 3337, 0.1191D 05 1.250 2.730 0.9500 0.0 27.00 371.7
219.0 4.312 4823) C.1609D 05 4526 4741. 5120. 1103. 3735, 6030.
0.1889D 05  0.44200 05 0.4415D 05 3045 . 0.1682D 05 0.1592D 05 895.0 0.12170 05 0.11080 05 1090.
0.1162D 05 0.1071D 05 908.0 0.1610D 05 1.323 3,640 0.9560 0.0 28.60 530.5
37.00 27.68 5777, 8757, 3682, 3505. 1283. _ 287.0 316.0 1595.
4388, 0.1224D 05 0.1224D 05 0.0 5081. 5081 . 0.0 3463, 3463, 0.0
3001. 3001. 0.0 5541, 1.599 3.540 0.8670 0.0 38.50 161.9
1. 000 27. 68 6003, 2361. 1160. 465.0 586.0 150.0 85.00 441.0
_0.1066D 05 ___0.2854D 05____0.2582D 05 2724. 0.1110D 05 9743, 1354. _ 8152. 7113. 1040.
6910. 6067. 843.0 9662. 1.183 3.500 0.8480 0.0 17.00 343.2
226.0 4.031 5888, 2940. 725.0 739.0 1309. 172.0 729.0 7070.
1957. 5146. 4742, 404 .0 2238. 1951. 287.0 1536. 1359. 177.0
1425, 1248. 177.0 2013. 1.310 3.350 0.9280 0.0 16.00 65. 89
66.00 2.451 5018 7480. 2206. 1862. 1990. 1421. 3050, 2097. .
7074. 0.1784D 05 0.1225D 05 5588. 7638. 4815, 2823. 5840. 3414, 2427,
4965, 3103. 1862. 6732, 1.153 3.060 0.8510 3500, 19.70 227.8
97.00 2.203 5156. 4371, 340.0 1958, 1836. 236.0 1986. 8110.
__6111.  0.1445D 05 0.1401D 05 439.0 5653, 5454, 199.0 4119, 3900, 219.0
3677. 3506. 171.0 5616, 1.364 3.510 0.8920 0.0 25. 60 146.2
114.0 5.892 47544 2111. 202.0 1536. 310.0 63 .00 358.0 2455.
6955. 0.1885D 05 0.1668D 05 2167. 7816 . 6657 . 1159. 6087. 5093. 944.0
5119. 4270. 849.0 7019. 1.153 3,100 0.8420 0.0 22.90 2374
115.0 3.65% 5005 ... 6997 . 1644 . 3301, 1816, 236.0 1919. 5160, _
2038, 4607. 4465, 142.0 1634, 1615. 19.00 1289. 1256. 33.00
1139. 1120. 19.00 1678. 1.300 3.160 0.8840 0.0 17.40 51.69
40.00 3.728 5502, 3351. 2293. 659.0 252.0 147.0 898.0 1236.
_ 5449, _ 0.1075D 05  0.1028D 05 475 .0 3778. 3586. 192.0 2664, 2530. 134.0 )
2530. 2396. 134.0 3678. 1.370 4,040 0.9500 0.0 22.20 124.5
58.00 3.158 6295, 700.0 59.00 351.0 261.0 29.00 222.0 3405,
23.00 161.0 161.0 0.0 " 69.00 69.00 0.0 46.00 46.00 5.0
46.00 / 46.00 0.0 / 46,00 1. 000 3.500 1.000 0.0 26 .40 1.794
15,00 _ 3.296 5050. 1554 0.0 242.0 1300. 12.00 472.0 49,00
1095. 3254, 3254 0.0 960.0 960.0 0.0 753.0 753.0 0.0
706, 0 706.0 0.0 1133. 1.504 4,320 0.9480 5000. 25.20 35.20 )




CONTROL CARD NO.

1 * INMSDC *
ORMAT CARLCS "
{F10.5/8F9.3/8F9.3/8F9.3/5F9.3) )
) I
- INPUT DATA
1 | 2 3 4 5 6 7 8 3 T
11 12 13 14 15 16 17 18 19 20
21 22 23 24 25 26 27 28 29 30
__288.0 5472 1152, 4320. 2880. 576.0 2304. 2304, 288.0 2006 _
86440 288.0 576.0 864.0 0.3750 2.370 0.3750 1600. 2. 600 58.18
245.0 1.229 45550 D.7469D 05 0.1761D 05  0.1812D 05  0.3132D 05 7634, 0.6075D 05 4550,
0.1532D 05 0.4031D 05 0.1437D 05 0.2594D 05 0.2261lD 05 4690. 0.1782D 05 0.1906D 05 4376, 0.1469D 05
0.1188D 05 3126, 8750, 0.1250D0 05  0.6560 2.120 0.6220 0.0 3.600 1039,
__45.00__ . 0.6820 5900. 7044, 1742, 1361. 2471, 1470. 0.1032D 05 _ 0.5910D 05
0.3486D 05 0.72480 05 0.6415D 05 8337. 0.2753D 05  0.2348D 05 4041, 0.2374D 05  0.1944D 05 4293,
0.1995D 05  0.1692D 05 3030, 0.2677D 05 1.128 3.060 0.8410 0.1900D 05 13.10 1288,
414.0 14.89 6735, 0.1208D 05 5287. 1058. 3828. 1313, 810.0 4860,
_0..22160_05__ 0.6485D 05 0.3682D 05  0.2803D 05  0.3487D 05  0.1629D 05 0.1858D 05  0.2281D 05 __0.1140D 05 _ 0.11400 05 _ _ _ _
0.1727D 05  ©.1043D 05 6843, 0.2574D 05 1.128 2.840 0.7570 3000. 6.300 988.9
190.0 4.818 4536, 0.3438D 05 0.1082D 05 0.11680 05  0.1011D 05 1768. 7130. 0.1345D 05
0.2739D 05 0.9194D 05 0.8216D 05 9779, 0.3745D 05  0.3186D 05 5588 0.2683D 05 0.2316D 05 3672,
0.2118D 05  0.1779D 05 3390. 0.2599D 05  0.9700 3.430 0.7890 0.0 10.40 626 .5
40840 7.420 2910." 0.23070 05 3274, 0.10590 05 7877. 1330. 3110, 2400, o
0.1392D 05  0.4954D 05  0.4397D 05 5562, 0.1753D 05  0.1419D 05 3338, 0.1225D 05  0.1058D 05 1670.
9743, 8908. 835. 0 0.1197D 05  0.9750 4.050 0.7950 0.0 8.500 362.5
189.0 4.050 3751. 0.2252D 05 4085, 0.1388D 05 3248, 1306. 5555, 0.12220 05
_0.1602D 05 0.3988D 05 0.3465D 05 5232, 0.1471D 05 0.1177D 05 2943, 0.1209D 05 9480. _2615. L
0.1111D 05 9153. 1961. 0.1733D 05 1.433 3,300 0.9100 0.0 12.80 908.3
210.0 5.480 9294 0.1134D 05 4257. 3269. 3397. 618.0 2070. 7275.
0.2966D 05 0.8871D 05  0.8684D 05 1869. 0.38210 05 0.3714D 05 1069. 0.2565D 05 0.2458D 05 1069.
0.2245D 05  0.2164D 05 802.0 0.3099D 05 1.170 3.350 0.8750 0.0 15.20 965.8
41640 ___9.810 4738, 0.1291D 05 1628, 6458, 3422. 1404, 1318. _.9040.
8190. 0.2084D 05 0.2084D 05 0.0 8190 . - 8190, 0.0 5165, 5165, 0.0
4809. 4809, 0.0 6590, 1.273 4.030 0.9300 0.0 22.90 302.7
106.0 15,40 8482. 7742 4148, 1164. 1885. 545.0 503.0 1354.
_TT1T. . 0.24050 05 0.2360D 05 45440 8395, 8168. 227..0 6807 6580. 227.0 ...
6353. 6126. 227.0 8849, 1.298 3.520 0.9340 0.0 28.10 349,9
76.00 11.97 7224 2346. 495.0 1276, 476.0 99.00 196.0 2001,
1553. 6468, 6468, 0.0 3364. 3364, 0.0 1551. 1551, 0.0
1551. 1551. 0.0 2587, 1.668 4.170 1.000 0.0 24.10 48.24
28400 _1B.75 4374, 4938, 76.00 4138, 589.0 135.0 263.0 _345.0 o
0.1545D 05  0.3244D 05  0.3070D. 05 1737, 0.1274D 05  0.1216D 05 579.0 0.1004D 05 8884, 1159,
9464, 8498. 966.0 0.1564D 05 1.556 3.230 0.9410 0.0 19.50 876.3 Y,
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$SIGNCN PLO8 TIME=5M PAGES=50 COPIES=36 PRIC=V
'_"“IPE_DJSK_SEACE_ALLDIIED THIS USER_ID _HAS BEEN EXCEEDED.

( RFS;NO. 019809 UNIVERSITY OF B C COMPUTING CENTRE MTS{ANQ59) JUOB START: 16:03:13 03-25-70 )
) ” APPENDIX D
P - INPUT DATA AND THE CORRELATION MATRIX Z

*%LAST SIGNON WAS: 14:53:52  03-25-70
USER "PLO8" SIGNED ON AT 16:03:22 ON 03-25-70
N SRUN *TRIP 4=*SOURCE*

EXECUTICON BEGINS
TRIP/360 TMPLEMENTATION 3/18/70

2

T VARIABLE NAMES

Total Trip Generated
Ropulation,—Total

Population, Single Family
Population, Multiple Family
Labour Force, Total

Labour Force, Single Family

1
2
3
N
5
6
7
8-.—Dwelling-Units,-Total
9 Single Family Dwelling Units

10, Multiple Family Dwelling Units
F 11 Dwelling Units Per Car

: Labour Force, MUltiple Family

12. Single Dwelling Units With Car
13, Multiple Family Dwelling Units With Car

—— —— 14-.—Cars,—Total
15. Cars, Per Dwelling Unit

16. Poputlation Per Dwelling Unit
17. % of Dwelling Units With Car

18. Students (4 = 6 p.m.) '
19, Time to CBD in Minutes

-] R 2-0+—Gross—I-necome—(1-0+0—E—-5-)
21. Bus Miles
22. Area in Acre

[ 23. lncome Per Dwelling Unit

24, Empddyment, Total

25. Employment: Public Utilities, Government and Institutional Services

SRR : 2-6-~—Employmenti—I-ndus-tri-al,—Wholesale—-and-Unclass-i-fied
27. Employment: Service Industries

28, Employment: Entertainment
’ 29 Employment Density Per Acre

30. Population Density;Per Acre




$DATA

A




N
TRIPGN LABFOR DUWC AREA
-1.127 2880.000 864.000 1.229
0.487 22508.C00 11876.000 0.682
2.584 27526.000 19948.CC0 4.895
1.221 34870.000 17270.000 4.818 )
1.782 37446.000 21183.000 7.420 —
0.336 17530.000 9743.000 4.050
0.562 14711.000 11114.0C0 5.480
2.026 38212.000 22446.000 9.810
-0.279 8190.000 4809.000 15.396
-0.329 8395.C00 6353.000 11.970
-0.991 3364.000 1551.000 18.753
0.501 12744.000 9464.000 16.006
1.196 15967.000 11638.000 9.788
-0.060 12724.C00 B8674.0C0 21.642
-0.851 54064000 2225.000 2.073
0.463 12865.000 9057.000 4.312
0.870 16817.000 11623.000 27.678
-0.%687 5081.000 3001.000 27.678
-0.013 11097.000 6910.0C0 4.031
-0.944 2238.000 1425.000 2.451
~0.398 7638.000 4965.000 2.203
-0.502 5653.€00 3677.000 5.892
~0.411 7816.000 5119.000 3.654
-0.939 1634.000 1139.000 3.728
| -0.573 3778.000 2530.000 3.158 B
| -1.156  69.000  46.000 3.296
-1.040  960.000  706.000 2.855
-0.838 3254.000 2178.000 3.397
1.145 18439.000 13018.000 35.827
-0.749 6772.000 5925.000 26.974
-0.436 7505.000 6469.0C0  51.086 -
-0.851 2864.000 3436.000 51.024
MEANS AND STANDARD DEVLATIONS
11779.780 7511.938 12.289
10509.600 6184.680 13.767
STANDARD SCORES OF THE VARLABLES
-1.127  -0.847  -1.075 -0.803
- 0.487 1.02k 0.706 ~0.843
2.584 1.498 2.011 -0.537
1.221 2.197 1.578 ~0.543
1.782 2.442 2.210 —0.354
0.336 0.547 0.361 -0.598
0.562 0.279 0.582 -0.495
© 2.026 24515 2.415 -0.180
=0.279  -0.342  -0.437 0.226
-0.329  -0.322 -0.187 -0.023
=0.991 =0.801  -0.964 0.470
© 0.501 0..092 0.316 0.270
1.196 0.398 0.667  —0.182
—0.060 0.090 0.188 0.679
—0.851 -0.606  -0.855  -0.742
| 0.463 0.103 0.250 -0.579
0.870 0.479 0.665 I.118
—0.687  -0.637  -0.729 1.118
-0.013  -0.065  -0.097 -0.600 ]
-0.944  -0.908 ~0.984 -0.715
~0.398  -0.394  -0.412 -0.733
-0.502 -0.583  -0.%20 -0, 465 )

!

|



( -0.411 -0.377 ~0.387 —0.627 N
-0.573 -0.761 -0.806 -0.663

' -1.040 -1.030 -1.100 -0.685

o -0.838 -0.811 -0.862 -0.646 )

(. 1.145 0.634 0.890 1.710 <
-0.749 -0.476 -0.257 1.067

v “~0.436 -04407 -0.169 2.818 ) -

X -0.851 -0.848 -0.659 2.814

" COMPILE TIME= 0.21 SEC.EXECUTION TIME= 0.50 SEC,0OBJECT CODE= 1824 BYTES, ARRAY AREA= 1824 BYTES,UNUSED= 98752 BYTES
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>
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ENDF LLEX%

<

UN=~-1

A




$STGP
EXECUTION TERMINATED

$RUN —LOAD##*TRIP 4==A 5=% SEURCE* 6=%SINK*

EXECUT LON BEGINS
TRIP/360 IMPLEMENTATION 3/18/70

A




0 o o 1 1 1 2 2 2 2 33 3 4 4 5 5 6 6 7 7 8
1 6 9 2 5 8 1 4 6 8 C1 5 0 5 0 5 0 5 0 5 0
CONTROL
CARDS
L. INMSDC 4 1 1 1 1
2. STPREG 3 1 1 2333
3. END

: 5 B . < t e
0 0999 S99 S BO 28 SIS S 68 SEB e 883 Se o

AN

NOTE: OUTDATED *INVR* OR *MULREG* ROUTINES HAVE B

EEN REPLACED BY THE EQUIVALENT *STPREGX




FORMAT CARDS

CONTROL CARD NO.

«3)

1

% [NMSDC =x

(4F10 L
<
INPUT DATA
TRIPGN LABFOR DUWC AREA
-1.127 -0.8470 -1.075 -0.8030
0.4870 1.021 C. 7060 -0.8430
3 2.584 1.498 2.011 ~-0.5370
: r.221 2.197 1.578 -0.5430
! 1.782 24442 2.210 -043540
| 043360 0.5470 0.3610 -0.5980
L 0.5620 0.2790 0.5820 -0.4950
| 2.026 2.515 2.415 -0.1800
-0.2790 -0.3420 ~0.4370 0.2260
-0.3290 -0.3220 -0.1870 -0.2300D-01
-0.9910 -0.8010 =C0.9640 0.4700
0.5010 0.9200D-01  C.3160 0.27C0
, 1.196 0.3980 0.6670 -0.1820
| -0.60000-01 0.9000D-01 0.1880 0.6790
. -0.8510 -0. 6060 -0.8550 -0.47420
| 044630 0.1030 0.25C0 -0.5790
0.8700 04790 0.6650 I.118
-0.6870 -0. 6370 -0.7290 1.118
-0.1300D-01 =-0.6500D0-01 -0.97C0D-01 —0.6CC0
-0.9440 -0.9080 ~0.9840 =0.7150
-0.3980 -0.3940 -0.4120 -0.7330
-0.5020 -0.5830 -0.6200 -0.4650 )
-0.4110 -0.3770 —0.3870 -0.6270
- -0.9390 -0.9650 -1.030 -0.6220
-0.5730 -0.7610 ~0.8060 -0.6630
-1.156 -1J114 -1.207 -0.6530
-1.040 -1.030 -1.100 -0.6850
-0.8380 -0.8110 ~0.8620  =—0.6460 i
1.145 0. 6340 0.89C0 1.710
-0.7490 ~0.4760 -0.2570 1.067
~044360 -0.4070 -0.1690 2.818
-0.8510 -0.8480 -0.6590 2.814
32 OBSERVATIONS
31 DEGREES OF FREEDOM
NAME MEAN S+D.
TRIPGN-0.31250-04 0455$9
LABFOR 0.31250-04 0.5999
DUWC  0.6250D0-04 1.000
AREA  0.6250D-04 1.0CO
CORRELATION MATRIX
VARLABLE TRIPGN LABFOR DUWC AREA
TRIPGN 1.C000
LABFOR 0.92I1 1.0000
DUWC 0.9700 0.9752 1.0000
AREA % -0.0366 -0.0836 C.0115 1.C000

CONTROL CARD NO.

2

* STPREG *




DEPENDENT VARIABLE IS TRLPGN

FPROB. = 0.000C0 )
STD ERR Y = 0.1974 ‘\
VAR COEFF STD ERR F-RATIO FPROB.

CONST., -0.1064D-03 0.0349

LABFOR -0.7354 0.1773 17.1945 0.0003

DUWC 1.6883 0.1767 91.2683 0.0000

AREA -0.1175 0.0392 B.9625 0.0056




NO« 0OBSERVED CALCULATED RESIDUAL NC. OBSERVED CALCULATED RESIDUAL
l. ~1.1270 -1.0979 ~0.29144E-01
2. 0.48700 0.54008 -0+ 53082E-01
3, 2.5840 2.3566 0.22737 >
4, 1.2210 1.1123 0.10874 <
5. 1.7820 1.9769 -0.19491
6. 0.33600 0.27139 0. 58610E-01
7. 0.56200 0.83549 -0. 27349
8. 2.0260 2.2489 ~0.22289
9, =0.27900 ~0.51296 0. 23396
10. ~0432900 -0.76331E-01 —0.25267
11. -0.99100 -1.0938 0.10284
12. 0.50100 0.43403 04 66970E-01
13.. 1.1960 0.85472 0.34128 ) - B
14. =0.60000E-01 0.17134 -042313¢4
15. -0.85100 ~-0.91082 0:59815E-01
16. 0.46300 0.41426 0<48740E-01
17. 0.87000 0.63904 0.23096
18. -0.68700 ~0.89382 _ 0220682
19. -0.13000E-01 -0.45581E-01 0.32581E-01 o B
20. ~-0.94400 -0.90970 ~0.34301E-01
21. ~0.39800 -0.31984 -0.78159£-01
22 -0.50200 ~0.56352 0-615156-01
23. 0441100 -0.30259 -0.1084Y
! 24, -~0,93900 -0.95637 0.17372E-01 o 3
! 25. -0.57300 -0.72339 0.15039
. 26. -1.1560 ~-1.1420 ~0+14006E-01
‘ 27. -1.0400 -1.0194 -0.20646E-01
28. -0.83800 -0.78316 ~0+54840E-01
b 29. 1.1450 0.83537 0.30963
' 30. -0.74900 -0.,20933 -0.53967 _ )
31. -0.43600 -0.31722 -0411878
32, -0.85100 -0.81974 -0.31263E-01

|
|

|STOP 0

EXECUTLON TERMINATED

* END OF COCNTROL SET *

$SLGNOFF
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RFS NO. 019810 UNIVERSITY OF B C COMPUTING CENTRE MT S{ANOS59 ) JOB START: 14:53:37 03-25-70 N
- APPENDIX F
FACTOR ANALYS!IS OUTPUTS FOR THE TRIP GENERATION DATA
Z
<

$S IGNON PLC8 TIME=5M PAGES=50 COPIES=36 PRIO=V

JHE_DISK_SPACE_ALLOTTED THIS USER ID HAS BEEN EXCEEDED.

“%*LAST SIGNON WAS: 11:55:14
USER “PLOS8"™ SIGNED ON AT X
$RUN *FACTO+*SSP 1=-A 2=-B 4=*SOURCE%*

03-16-70
14:53:52 ON 03-25-70

EXECUTION BEGINS

) VARTABLE NAMES

: . 7
1. Population, Total
- N _ 2. Population, Single Family e
3, Population, Multiple Family
L, Labour Foree, Total
5. Labour Force, Single Family
6. Labour Force, Multiple Family
7. Dwelling Units, Total
. - 8. Single Family Dwelling Units o o
9., Multiple Family Dwelling Units
10, Dwelling Units With Car
11, Single Family Dwelling Units With Car
12, Multiple Family Dwelling Units With Car

13, Cars, Tokal
14, Cars Per Dwelling Unit

15. Population Per Dwelling Unit
16. % of Dwelling Units With Car
17. Students (4 - 6 p.m.)

C

18, Time to CBD in Minutes
19+ Gross lncome (10.0 E =5)
20. Bus Miles

21. Area in Acre |
22. Indome Per Dwelling Unit
23. Employment, Total

24, Employment: Public Utilities, Government and Institutional Services
25. Employment: Industrial, Wholesale and Unclassified
26._Employment: Service_ lIndustries

27. Employment: Enterainment
28. Employment Density Per Acre
29. Population Density Per Acre .




|

é ‘FACTDR ANALYSI Seesos TRIPGENZ

NO. OF CASES 32
NO. OF VARIABLES 29
L! Y,
(" | MEANS <
| 29389.28125 25649.21875 3833.81250 11782.90625 9441.43750 2338.,34375 8876.59375 7092.12500
| 1783.03125 7511.93750 6302.84375 1209.09375 10470.53125 1.21984 3.40843  0.86606
T 1003.12500 21.34370 C414,07495 133. 84375 12.60173 5885.34375 9695 .43750 2485,15625
| 3378.18750 3067.12500 " 749.28125 3452.40625 5452.56250
STANDARD DEVIATIONS ‘
24488433984 22260.67187 6598.98828 10512.91797 8724.85156 - 4438.,44922 7599.47656 6247,.10156
o 3209.49121 6184,67969 '5381.29297 1990.07080 8460.46875 0.25744 0.55295  0.12532 o
3490.11816 9.68599 357.14966 129.91887 13.70711 1806 .46021 14019.75391 3532,57666
4312.88281 5610.63672 1369.17456 10704.78125 10368.73047
, : .
.CORRELATION COEFFICIENTS
CROW L e N o B o
1.00000 0.96421 0.46717 0.97052 0.95753 0.41619 0.97406 0.96871 0.42106 0.98667
0.95925 0.47248 0.97036 -0.12388 -0.07017 ~0.09844% 0.27016 -0.35455 0.82999 0.70158
0.05621 -0.03540 0.22177 0.19247 0.36548 0.11773 0.11114 ~0.10617 0.23183
ROW 2
<<<< 0.96421 1.00000 0.21696 0.88620 0.98556 0.16207 0.88914 0.99349 0.17174 0.93615 ,
0.99015 0.23192 0.93236 -0.00271 0.07354 0.02918 0423537 -0.21202 0.74307 0.70002
0.14496 0.01458 0.13422 0.08740 0.29002 0.04199 0.03557 -0.17758 0.02955
ROW 3
0.46717 0.21696 1.00000 0.61909 0.23959 0.99295 0.62164 0.25279 0.98001 0.51326
_ . D.23162 0.96876 0.46551 -0.44471 -0.50232 -0.45322 0.20434% -0.58950 0.57817 0.23116 L
~0.26425 ~-0.18142 0.36923 0.42439 0.37834 0. 29059 0.28751 0.20075 0.75517
ROW 4 -
0.97052 0.88620 0.61909 1.00000 0.90949 0.58002 0.98582 0.90438 0.57409 0.97511
0.89098 0.62114 0.95289 -0.18825 -0.20048 -0.17698 0.25101 -0.44528 0.82642 0.68464
1l -0.04889  -0.12287 0.27727 0.26078 0.41159 0.16639 0.16112 -0.05111  0.35%55 e
ROW 5 ’
0.95753 0.98556 0.23959 0.90949 1.00000 0.18888 0.89319 0.98845 0.19108 0.93794
0.98376  0.25476 0.93531 -0.00096 0.02592 0.01994 0.22733 -0.25107 0.72274 0.73019
0.08289 -0.04176 0.15853 0.11165 0.31306 0.06473 0.05732 ~0.15895 0.03227
ROW 6
0.41619 0.16207 0.99295 0.58002 0.18888 1.00000 0.57827 0.19939 0.98126 0.46537
0.17698 0.96770 0.41827 -0.44240 ~0.52412 .  -0.45699 0.14788 -0.55983 0.53547 0.18677
-0.27810  -0.20894 0.34526 0.39837 0.35983 0.26696 0.26859 0.19093 0.77497
__Row 7. ) T .
0.97406 0.88914 0.62164% 0.98582 0.89319 0.57827 1.00000 0.91080 0.59516 0.98604
0.89656 0.64002 0.95931 -0.21200 -0.24062 -0.19470 0.31910 -0.42371 0.88286 0.68157
0.00941 -0.04492 0. 24726 0.23939 0.34926 0.15223 0.15553 ~-0.05584 0.39276
ROW 8 :
o 0.96871 _ 0.99349 0.25279 0.90438 0.98845 0.19939 0.91080 1.00000 0.21032 0.95172 )
0.99313 0.27223 0.94738 -0.02353 -0.00345 0.00048 0.28429 -0.22203 0.76776 0.72169
0.14682 0.00960 0.14064 0.10268 0.27831 0.05393 0.045 86 ~-0.17201 0.04360




l

( lrow o A
! 0.42106 0.17174 0.98001 0.57409 0.19108 0.98126 0.59516 0.21032 1.00000 0.48247
‘ 0.18999 0.98567 0.42765 -0.45607 -0.56278 -0.46186 0.20235 -0.57118 0.59630 0.20918
~0.26317 -0.12481 0.31179 0.36706 0.28524 0.25559 0.27919 0.20265 0.84516
>b+BDE 10 Y,
' 0.98667 0.93615 0.51326 0.97511 0.93794 0.46537 0.98604 0.95172 0.48247 1.00000 )
0.95020 0.53836 0.98773 -0.10492 ~0.16131 -0.08114 . 0.31679 -0.35121 0.88319 0.70461
e 0405905 0.01684 0.19910 0.19773 0.30595 0.10411 0.09963 -0.11871 0.27518 i o
ROW 11
0.95925 0.99015 0.23162 0.89098 0.98376 0.17698 0.89656 0.99313 0.18999 0.95020
1.00000 0.24892 0.95788 0.03192 0.01911 0.05252 0.28383 -0.19745 0.78797 0.70943
0.17289 0.07303 0.12930 0.10847 0.25478 0.04241 0.03319 -0.18443 0.01832
ROW 12
0.47248 0.23192 0.96876 0.62114 0.25476 0.96770 0.64002 0.27223 0.98567 0.53836
0.24892 1.00000 0.47945 -0.41239 -0.55300 -0.39419 0.21701 -0.55755 0.61404 0.27140
-0.28399 -0.14514 0.26910 0.32118 0.26189 0.20889 0.21989 0.12978 0.80566
- ROW 13 o B ' e
, 0.97036 0.93236 0.46551 0.95289 0.93531 0.41827 0.95931 0.94738 0.42765 0.98773
; 0.95788 0.47945 1.00000 -0.01176 -0.13004 -0.03365 0.30629 -0.29792 0.89425 0.70037
; 0.09183 0.07984% 0.182373 0. 19680 0.27999 0. 09050 0.07184 -0.14484 0.19696
ROW 14 _
. =0.12388___ _-0.00271 -0.44471 -0.18825 -0.00096 -0444240 -0.21200 -0.02353 -0.45607 -0,10492 .
0.03192 ~0.41239 -0.01176 1.00000 0.59487 0.82225 ~-0.07846 0.51103 -0.06547 -0.18714
0.26180 0.38410 -0.63767 -0.56198 -0.55392 -0.64713 -0.68859 -0.69365 -0.47498
ROW 15
-0.07017 0.07354 -0.50232 -0.20048 0.02592 -0.52412 -0.24062 -0.00345 -0.56278 -0.16131
.l 0.01911 " =0.55300 -0.13004 0.59487 1.00000 0.62714 -0.11114 0.34379 -0.27420 -0.20370 o
0.10051 0.10420 ~-0.39073 -0.43024 -0.22067 -0.42280 -0.44825 -0.43887 ~0.47758
ROW 16 '
-0.09844 0.02918 -0.45322 -0.17698 0.01994 -0.45699 -0.19470 0.00048 -0.46186 -0.08114%
0.05252  -0+39419 -0.03365 0.82225 0.62714 1. 00000 -0.09087 0.49030 -0.10739 -0.21693
oL 0.23498_____0.35569 -0.73668 -0.67569 -0 .62640 -0.74935 -0,78134 -0.799717 -0.4457Y
ROW 17
0.27016 0.23537 0.20434 0.25101 0.22733 0.14788 0.31910 0.28429 0.20235 0.31679
0.28383 0.21701 0.30629 -0.07846 -0.11114 -0.09087 1.00000 -0.20824 0.39389 0.35792
-0 .05604 0.03345 0.10748 0.21802 -0.02778 0.10268 0.13052 0.02806 -0.00087
ROW 18
-0.35455 -0.21202 -0.58950 " —0.44528 -0.25107 ~0.55983 -0.42371 -0.22203 -0.57118 -0.35121
-0.19745  -0.55755 -0.29792 0.51103 0.34379 0. 49030 -0.20824 1.00000 -0.36158 -0.59490
0.65409 0.16952 -0.58996 -0.56752 -0.58126 -0.52716 -0.571782 -0.47958 -0.50942
— ~~«F\Dwm 719 I : e ——— PR . —
0.82999 0.74307 0.57817 0.82642 0.72274 0.53547 0.88286 0.76776 0.59630 0.88319
0.78797 0.61404 0.89425 -0.06547 -0.27420 -0.10739 0.39389 -0.36158 1. 00000 0.60755
0.10289 0.33779 0.12524 D. 19734 0.11071 0.07242 0.08936 -0.09667 0.43346
ROW 20
0.70158 _ _ 0.70002 0.23116 0.68464 0.73019 0.18677 0.68157 0.72169 0.20918 0.70461 .
0.70943 0.27140 0.70037 -0.18714 -0.20370 -0.21693 0.35792 ~0.59490 0.60755 1.00000
-0.30866 0.02019 0.41969 0.37144 0.42789 0.38458 0.37354 0.18402 0.04389 -
\. W,




4 ™
ROW 21
| 0.05621 0.14496 ~0.26425 -0 .04889 0.08289 -0.27810 0.00941 0.14682 -0.26317 0.05905
; 0.17289 ~ -0.28399 0.09183 0.26180 0.10051 0.23498 -0.05604 0.65409 0.10289 -0.30866
1.00000 0.41068 ~0.24342 -0.20642 ~-0.26838 -0.21582 -0.24105 -0.23787 -0.30253
\___ROW 22 ) J
| -0.03540 0.01458 ~0.18142 ~0.12287 ~0.04176 ~0.2089% —0.04492 0-00960 ~0.12481 0.0168% ~
| 0.07303 ~0.14514 0.0798% 0.38410 0.10420 0.35569 0.03345 0.16952 0.33779 0.02019
{-. . 0:41068 1.00000 ___-0,2649% -0.13360 -0.46210 -0.18059 -0.19573 ~0.19888 ~-0.08684 S
|
ROW 23 :
; 0.22177 0.13422 0.36923 0.27727 0.15853 0.34526 0.24726 0.14064 0.31179 0.19910
| 0.12930 0.26910 0.18233 ~0.63767 20.39073 20.73668 0.10748 Z0.58996 0.12524 0.41969
! ~0.24342 -0.26495 1.00000 0.95173 0.90045 0.97259 0.95007 0.89748 0.10408
ROW 24 o - S
‘ 0.19247 0.08740 0.42439 0.26078 0.11165 0.39837 0.23939 0.10268 0.36706 0.19773
0.10847 0.32118 0.19680 -0.56198 -0.43024 ~0.67569 0.21802 ~0.56752 0.19734 0.37144
i ~0.20642 ~0.13360 0.95173 1.00000 0.78928 0.91831 0.89397 0.83357 0.09824
ROW._25 . . e .
| 0.36548 0.29002 0.37834 0.41159 0.31306 0.35983 0.34926 0.27831 0.28524 0.30595
| 0.25478 0.26189 0.27999 -0.55392 ~0.22067 -0 .62640 -0.02778 ~0.58126 0.11071 0.42789
. -0.26838 -0.46210 0.90045 0.78928 1.00000 0.79698 0.77321 0.70013 0.10495
|
ROW 26 <
o 0.11773 0.04199 0.29059 0.16639 0.06473 0.26696 0.15223 0.05393  0.25559 0.10411 B -
| 0.04241 0.20889 0.09050 —0.64713 ~0.42280 -0.74935 0.10268 Z0.52716 0.07242 0.38458
-0.21582 -0.18059 0.97259 0.91831 0.79698 1. 00000 0.96904% 0.94589 0.07346
ROW 27
: 0.11114 0.03557 0.28751 0.16112 0.05732 0.26859 0.15553 0.04586 0.27919 0.09963
. 0.03319  0.21989 _ _ 0.0718% -0.68859 ~0.44825 -0.78134 0.13052 -0.57782 0.08936 0.37354 B
| -0.24105 ~0.19573 0.95007 0.89397 0.77321 0.96904 1.00000 0.95903 0.18176
]
|
ROW 28
 -0.10617 ~0.17758 0.20075 20.05111 ~0.15895 0.19093 -0.05584 ~0.17201 0.20265 ~0.11871
I —0.18443 0.12978 ~0.14484 -0.69365 ~-0.43887 -0.79977. 0.02806 -0.47958 -0.09667 0.18402
| -0.23787 _ -0.19888 0.89748 0.83357 0.70013 0.94589 0.95903 1.00000 0.16498
ROW 29 ’
0.23183 0.02955 0.75517 0.35555 0.03227 0. 77497 0.39276 0.04360 0.84516 0.27518
0.01832 0.80566 0.19696 20.47498 0.47758 —0.44571 ~0.00087 =0.50942 0.43346 0.04389
~0.30253 -0.08684 0.10408 0.09824 0.10495 0.07346 0.18176 0.16498 1.00000
ETGENVALUES
12.38673 7.31579 3, 63327 1.52941 1.23195 - 0.88700 0.77393 0.45769 0.20327 0.15438
0.13926 0.10893 0.06794 0.03440 0.03048 0.01884 0.01307 0.00457 0.00350 0.00203
0.00156 0.00086 0.00031 0.00011 0.00008 0.00000 ~ 0.00000
CUMULATIVE PROPORTION OF EIGENVALUES
0.42714 0.67942 0.80470 0.85T44 0.89993 0.93051 0.95720 0.97298 0.97999 0.98532
0.99012 0.99388 0.99622 0.99741 0.99846 0.99911 0.99956 0.99971 0.99983 0.99990
0.99996 0.99999 1.00000 1.00000 1.00000 1.00000 1.00000
" "EIGENVECTORS T
\——VECTOR 1 ) )



( 0.24842 0.21196 0.20757 0.26252 0.21695 0.19594 0.26418 0.21924 0.19885 0.25220 )
0.21422 0.20454 0.24249 -0.12817 -0.11785 -0.13284 0.09391 -0.18417 0.23050 0.20831
—~0.04884 -0.03894 0.15754 0.15377 0.16811 0.13256 0.13454 0.08027 0.13472
VECTOR 2
. -0.16741 ~0.21361 0.09524 ~0.12432 -0.20314 0.10450 -0.12996 ~0.20867 0.09840 -0.16761 )
e —0.21844 0.06978 ~0.18263 20.24919 ~0.17669 20.27251 ~0.03198 ~0.15641 = 0.14039 ~0.05301 S
~0.14789 -0.12219 0.25185 0.24101 0.18858 0.26738 0.27403 0.31497 0.10091
ECTOR 3 N i T T )
0.05551 0.15144 -0.30194 ~0.01338 0.14891 -0.32285 -0.03086 0.13650 -0.33874 0.01606
0.14271 -0,33599 0.03773 0.00480 0.14629 -0.02893 0.01420 0.03283 -0.09247 0.18845
0.08019 —0.01267 0.22941 0.18155 0.22180 0.23565 0.21353 0.18983 =0.37520
_MECTOR__4 ' e
T -0.04501 —0.04987 0.00597 ~0.08045 -0.09265 ~0.00877 0.00246 ~0.02450 0.05374 0.01369
| 0.01192 0.01033 0. 04890 0.00365 -0.26187 -0.07425 0.14369 0.23254 0.25619 -0.10614
| 0.56068 0.57454 0.04319 0.15173 -0.18703 0.12219 0.11331 0.12691 -0.00667
VECTOR 5 |
o 0.08528___ 0.08733 0.03653 0.09158 0.07549 0.06820 0.06285 0.07203 0.00855 0.03785 )
| 0.04591  -0.00652 0.01485 ~0.18192 20. 06248 ~0.16107 ~0.50514 0.36864 Z0.15104 ~0.35251
| 0.42497 -0.35275 0.02307 -0.07939 0.18825 -0.01741 -0.03750 0.00133 0.04336
|
VECTOR 6
i -0.01275 0.00743 -0.07567 ~0.02543 0.01180 -0.08320 0.03506 0.06910 ~0.05171 0.00969
. 0.02095__  -0.02655 -0.03565 ~0.28562 ~0.29147 -0.22141 0.67500 0.20297 ~0.06869 0.00316 L
0.07163 —0.42767 -0.11188 ~0.10089 -0.17099 ~0.08262 ~0.04060 ~0.04394 0.08748
VECTQR 7 T ,
! 0.00478 ~0.06623 0.25487 0.03894 20.06944 0.23002 ~0.00643 0.07274 0.12669 0.00124
-0.04223 0.11805 0.0387% 0.32171 0.39220 0s 21446 0.37342 0.14833 -0.05566 -0.27621
o 0.15361  -0.17481 0.16163 0.28303 0.20510 0.06577 -0.02577 -0.05580 -0.27937 L
VECTOR 8 B
0.09751 0.11979 -0.04017 ~0.04630 -0.01021 -0.09151 0.03057 0.03528 0.00423 ~0.02132
0.01449 -0.10544 -0.10838 20.32049 0.66177 0.16813 0.20913 ~0.12624 0.06380 ~0.24183
0.10578 0.12852 -0.04874 -0.14588 ~0.00886 -0.04431 0.10413 0.13569 0.40538
VECTOR 9 o S -
-0.04118 -0.01155 -0.11955 0.00190 0.03287 -0.06142 0.00036 ~0.01945 0.03875 0.00826
0.01382  -0.01169 0.12538 0.59574 0.06773 -0.37861 -0.00322 0.38689 0.18281 ~0.01495
~0.24297 0.15953 ~0.01312 20.07756 20.13295 0.08426 0.17183 0.22902 0.27817
_ MECTOR._10.___ . _ L e o
-0.02965 -0.03009 20.02558 ~0.01979 20.00920 20.02913 ~0.02568 ~0.00583 20.04931 20.07943
-0.03895 -0.14153 -0.07645 0.41240 -0.15853 -0.22659 0.10684% -0.50146 0.01689 0.08186
0.43811 -0.11713 -0.01737 -0.10402 0.36436 -0.23757 -0.03777 -0.07471 0.17308
VECTOR 11 | |
| 0.05143  -0.00903 016491 -0.02921 -0.12333__°, 0.17536 -0.00617 0.00429 -0.02356 -0.09459
-0.09355 -0.04098 0.00037 -0.08484 0.22311 ~0.64810 ~0.06961 0.13334 0.06211 0.28852
~0.055986 0.20093 -0.02587 0.00273 0.09538 -0.02457 -0.32775 ~0.22216 ~0.32464
VECTOR 12
-0.01479 -0.04926 0.04198 -0.00190 -0.02680 0.04708 0.04476 -0.01117 0.12903 -0.01379
-0.11799 _ 0.27623 -0.1604%6 0.03563 0.18718 0.16183 -0.00004 ___ 0.13065 _ -0.20500 _  0.58065
0.31871 -0.08035 0.00559 ~0.43365 Z0.04987 0.26037 0.13845 0.11517 0.00996
\__VFCTOR 13 )

|
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( ~0.02864 0.00422 ~0.13455 ~0.17749 ~0.19238 ~0.04181 ~0.07283 20.07642 —0.02515 0.02866 ™
0.02488 0.02186 0.05431 -0.14569 -0.07048 0.23173 0.11184 0.39626 0.24937 0.18062
-0.12159 0.07504 0.11649 ~0.06095 0.62821 -0.15404 -0.10949 . -0.08257 0.27386
VECTOR 14 :
Y 0.05895 -0.00093 0.15610 -0.07147 —0.07576 -0.01919 0.03321 0.04560 -0.01120 0.00802 )
e 0.02692 20.04792 0.14812 0.03550 —0.13838 0.01067 0.0789% —0.13517 0.11454 =0.35132 <
r -0.14794 0.10991 0.00155 ~0.64046 0.2C0736 0.32384 -0.14255 0e24812 -0.27767
VECTOR 15 o o - ) B S )
- 0.05515 0.06101 -0.00097 0.17107 0.25262 -0.09206 0.08623 - 0.11843 -0.02825 0.03057
-0.03263 0.18293 -0.224273 0.13504 -0.13288 -0.10419 0.16786 0.14677 -0.63028 -0.12109
Z0.14510 0.40484 0.05009 0.01180 0.19148 20.02302 20.15060 0.03208 0.16355
. .
___VECTOR_16 B L 3
-0.20314 ~0.31819 0.15334 0.40970 0.32551 0.33177 Z0.07930 20.08624 20.01943 20.15289
0.02095 -0.53179 0.1086% -0.09445 -0.00305 0.07880 0.07341 0.12861 -0.02290 0.08280
-0.02082 0.09674 -0.02711 -0.15125 0.05565 -0.03859 0.16884 -0.01910 0.07886
1 VECTOR 17 -
| -0.14785 ~0.10772 0.02817 0.10142 0.19074 -0.13496 -0.15994 -0.18568  —0.0194% 0.06452 i
0.06089  0.03582 0.15925 20.05742 0.07145 0.04139 0.00276 Z0.05075 0.03519 0.12477
0.11995  -0.10325 ~0.02444 0.17308 ~0.05461 0.07592 -0.67667 0.48903 0.12245
VECTOR 18
; ~0.25005 -0.17699 -0.28862 0.25035 0.37932 -0.15712 0.13307 0.11715 0.08365 -0.13895
| -0.27987__ 0.32368 -0.29415 -0.05756 0.05964 -0.03206 -0.02274 -0.01775  _ 0.42268 -0.12679 o
-0.01530 ~0.01276 ~0.01579 ~0.01833 0.13441 0.00732 20.00004 20.06843 -0.19225
MECTOR 19 ,
~0.06490 ~0.07539 0.14635 0.04671 0.08972 ~0.06127 =0.78675 ~0.22341 —0.23618 0.22516
0.11649 ~ 0.38483 0.1921% -0.06480 0.06241 -0.11258 -0.01617 -0.00450 —0.04264 -0.00298
| 0.00255 0.07617 -0.19389 -0.09097 0.10331 -0.45959 0.34425 0.22201 -0.23070
VECTOR 20
-0.12220 -0.13614 -0.54989 0.02316 -0.25791 0.55864 0.17287 0.21446 0.00086 0.16649
0.18327 0.02490 20.05577 0.00643 0.04545  -0.00684 =0.00082 ~0.06000 —0.09305 ~0.02418
-0.00951 0.04002 ~0.06141 -0.00656 0.00801 -0.15182 -0.06975 0.29018 -0.10598
""" VECTOR 21 o B ) o
0.01116 -0.02141 -0.38823 0.10852 0.05461 0.15866 —0.27361 -0.21523 -0.22314 0.02923
-0.05852 ~ 0.25059 0.41743 -0.03979 0.03196 -0.08840 0.06298 -0.11222 -0.10040 -0.09592
0.06822 0.01461 0.08089 ~0.061868 ~0.02327 0.37789 ~0.02068 ~0.40859 0.15553
 _ VECTOR_22 ) e o
-0.40007 20.51954 0.17195 20.16710 20.06468 20.26141 0.20810 0.25566 ~0.04710 0.29996
0.32929 0.04104 0.08720 -0.02168 0.09946 -0.08371 -0 .04299 -0.03751 -0.08587 -0.01749
0.01096 -0.01390 0.11322 -0.00780 -0.00068 0.10846 0.00175 -0.24411 0.09241
VECTOR 23 -
-0.18596 0.19123 ~0.21427 0.00911 0.07377 ~0.13489 -0.07768 -0.41726 0.66972 0.20914 B
0.29184 20.14052 20.06526 20.01855 0.01375 ~0.10029 ~0.00065 ~0.03085 ~0.09136 20.0179%
-0.00914 0.04004 0. 06602 -0.08622 0.03914 -0.01923 0.02297 -0.12262 -0.16261 -
VECTOR 24
0.25035 -0.30252 -0.17321 -0.08715 0.00268 -0.21327 0.21757 0.09230 0.35289 -0.25584
| -0.28831 -0.01380 0.55697 -0.05942 0.04085 0.00558 -0.00895 -0.01798 -0.18793 0.02307 -
0.01937 0.03349 0.07201 0.00708 0.01089 20.24506 0.03718 0.09131 20.07208
\__VECTOR 25 )



|

o V68467 -0.52498 -0.09214 0.03504 0.05425 -0.03210 -0.12374 =0.18302 -0.00140 0.15279 )
; 0.19930 ~-0.01957 -0.32455 0.02532 -0.02346 -0.01482 -0.00725 0.01371 0.10408 -0.01233
f' -0.01243 -0.02250 0.07928 -0.01715 -0.03298 0.02970 ~0.03648 -0.03667 -0.01389
+ VECTOR 26 |
4 -0.00324 0,00683 -0.00054 0.50544 ~0.41647 -0.20797 0.24600 -0.20785 -0.11104 0.46785 )
é -0.41005  -0.14829 0.00133 -0.00021 -0.00009 =0. 00077 0.000625 =0.00071 G.00159 =0.00077 3
£.00015 0.00016 0.04459 -0.01244 -0.01387 -0.01814 -0.00389 0.00055 ~-0.00133
VECTOR 27 ‘
0.01354 -0.02160 0.00429 0.12127 -0.10351 -0.05728 -0.68273 0.56739 0.28325 0.23802
~0.19637 ~0,07559 -0, 00728 0.00080 -0.00008 0.00047 -0.00053 0.001063 0.00182 0.00022
| -0.00047 -0.00125 -0.02924 0.00946 0.00899 0.01667 0.00075 -0.00358 0.00375
. _ERROR_BOUNDS..FOR_EIGENVALUES_
|
[ 0.0001435 0.0001326 0.0000978  0.0000938 0.0001085  0.0000592  0.0000529  0.0000182  ©.0000237  0.0000409
|__0.0000361 __0.0000314 _0.0000381 0.0000218  0.0000615 0.0000124  0.0000111  0.0000172  0.0000157  0.0000121
0.0000170 0.0000151 0.0000583 0.0000294 0.0000060 0.0000181 0.0000136 0.0000108 0.0000235
——ERROR-BOUNDSFOR_EIGENV.ECTORS
0.0000566  0.0000720  0.0000930  0.0006304  0.0007294  0.0010477  0.0009358  0.0001429  0.0009697  0.0054044
. 0.0047718  0.0020713  0.0022746  0.0111186  0.0313656  0.0042888  0.0038515 0.0322166 0.0293792 0.0512877
0.0721269  0.0544068  0.5858514  2.1083441  0.4274132 26.2166748 19.6183905 9.3527594 20.3988953 ‘
: , £ ,
|
"EACTOR MATRIX ( 27 FACTORS)
VARIABLE 1 )
! 0.87431 -0.45280 0.10580 -0.05566 0.09466 =0.01201 0.00420 0.06557 ~0.01857 ~0.01165
0.01919  -0.00488 -0.0074b 0.01093 0.00963 -0.02788 -0.01690 -0.01690 -0.00384 -0.00551
__0.00044 ___ -0.01174 ~0.00326 0.00261 0.00615 -0.00001 0.00001
VARIABLE 2
0.74598 -0.57777 0.28866 -0.06167 0.09693 0.00700 -0.05826 0.08104 -0.00521 -0.01182
-0.00337 -0.01626 0.00110 -0.00017 0.01065 -0.04367 ~0.01231 -0.01196 -0.00446 ~0.00613
-0.00085 -0.01524 0.00335 -0.00315 -0.00471 0.00001 -0.00002
VARIABLE 3 | | - o
0.73054 0.25760 -0.57553 0.00738 0.04055 -0.07127 0.22421 -0.02718 -0.05390 -0.01005
) 0.06154 0.01385 -0.03507 0.02895 -0,00017 0.02105 0.00322 -0.01951 0.00866 -0.02478
! -0.01532 0.00505 -0.00376 -0.00180 -0.00083 -0.00000 0.00000
|
__VARIABLE 4 : |
, 0.92533 ~-0.33626 -0.02550 -0.09949 0.10165 -0.02395 0.03426 -0.03132 0.00086 -0.00777
‘ -0.01090  -0.00063 -0.04625 -0.01325 0.02986 0.05623 0.01159 0.01692 0.00276 0.00104
| 0.00428 -0.00490 0.0001% -0.00091 0.00031 0.00081 0.00013
} VARIABLE 5 "
. 0.76356_ _ =0.54946 0.28383 -0.11458 0.08379 0.01111 -0.06109 -0.00691 0.01482  -0.00362 — }
-0.04602  -0.00885 -0.0501% -0.01405 0.04410 0.04468 0.02181 0.02564 0.00531 -0.01162
0.00216  -0.00190 0.0012% 0.00003 0.00049 -0.00067  ~0.00011
VARIABLE 6 |
. 0.68961 0.28264 -0.61540 -0.01084 0.07570 -0.07836 0.20236 -0.06191 -0.02769 -0.01144
e . 0.06544 0.01554 -0, 01090 -0.00356 -0.01607 0.04554 -0.01543 -0.01062 -0.00362 0.02517 e
‘ 0.00626  -0.00767 -0.00237 -0.00222  -0.00029 -0.00033 -0.00006 .
\—_VARIABIF 7 Y,



0.92979 -0.35151 -0.05882 0.00304 0.06975 0.03302 ~0.00565 0.02068 0.00016 ~0.01009 A
-0.00230 0.01477 -0.01898 0.00616 0.01505 -0.01088 -0.01828 0.00899 -0.01696 0.00779
-0.01080 0.00611 -0.00136 0.00227 -0.00111 0.00040 -0.00075
VARIABLE 8 i
0.77160 -0.56441 0.26019 -0.03030 0.07995 0.06508 -0.06399 0.02387 -0.00877 -0.00229 )
0.00160  -0.00369 ~0.01992 0.00846 0.02068 ~0.01184 5.02123 0.00792 =0.01321 0.00966 <
-0.00850 0.00750 ~0.00732 0.00096 -0.00164 -0.00033 0.00062
VARIABLE 9 T ) ) T T
0.69984 0.26615 ~0.64568 0.06646 0.00949 -0.04870 0.11145 0.00286 0.01747 -0.01937
-0.00879  ~  0.04258 -0.00656 -0.00208 -0.00493 -0.00267 -0.00222 0. 00565 ~0.01397 0.00004
-0.00881 _ -0.00138 0.01174 0.00368 ~0.00001 ~0.00018 0.00031
__VARILABLE_10 I o
0. 88763 -0.45335 0.03061 0.01694 0.04201 0.00912 0.00109 Z0.01442 0.00373 20.03121
-0.03530 -0.00455 0.00747 0.00149 0.00534 -0.02098 0.00738 -0.00939 0.01332 0.00750
0.00115 0.00880 0.00367 -0.00267 0.00137 0.00075 0.00026
VARIABLE 11
B 0.75393 -0.59083 0.27201 0.01474 0.05096 0.01973 -0.03715 0,00981  0.00623 -0.01530 -
~0.03491 ~0.03894 0.00649 0.00499 20.00570 0.00288 0.00696 20.01892 0.00689 0.00826
-0.00231 0.00966 0.00512 -0.00300 0.00179 -0.00066 -0.00022
VARIABLE 12
0.71986 0.18874 -0.64043 0.01278 -0.00724 ~0.02500 0.10385 -0.07134 ~0.00527 -0.05561
- -0.01529 0.09117 0.00570 -0.00889 0.0319% -0.07299 0.00409 0.02188 0.02276 0.00112
- 0.00989 0.00120 ~0.002456 ~0.00014 ~0.00018 20.00024 ~0.00008
VARIABLE 13 )
0.85345 ~0.49398 0.07192 0.06047 0.01648 ~0.03358 0.03408 —0.07332 5.05653 ~0.03004%
0.00014 -0.05296 0.0141% 0.02747 -0.03915 0.01491 0.01821 -0.01988 0.01137 -0.00251
 0.01648 0.00256 -0.00114 0.00580 -0.00291 0.00000 -0.00001 o N -
VARIABLE 14 -
-0.45109 -0.67401 0.00916 0.00451 -0.20192 ~0.26900 0.28302 ~0.21682 0.26859 0.16204
-0.03166 _ 0.01176 ~0.03797 0.00658 0.02357 ~0.01296 20.00656 ~0.00389 =0.00383 0.00029
-0.00157 -0.00064 -0.00033 ~0.00062 0.00023 -0.00000 0.00000
" VARIABLE 15 T
-0.41478 -0.47790 0.27885 -0.32386 -0.06935 ~0.27450 0.+34503 0.44770 0.03054 -0.06229
0.08326 0.06178 -0.01837 -0.02566 -0.02320 -0.00042 0.00817 0.00403 0.00369 0.00205
0.00126 0.00292 0.00024 0.00043 ~0.00021 ~0.00000 Z0.00000
_ VARLABLE_16 _____ ) . e
-0.46752 ~0.73709 -0.05514 ~0.09182 ~0.17878 ~0.20853 0.18866 ~0.11375 20.17069 Z0.08903
-0.24186  0.05341 0.06040 0.00198 -0.01819 0,01082 0.00473 -0.00217 -0.00666 -0.00031
-0.00349 ~0.00246 ~0.00176 0.00006 -0.00013 . -0.00000 0.00000
VARIABLE 17 -
)  0.33052 __-0.08649 0.02707 0.17770 -0.56067 0. 63572 0.32851 0.14148 -0.00145 0.04198
~0.02598 ~0.00001 0.02915 0.01464 0.02930 0.01008 0.00032 0.00154 20.00096 ~0.00004
0.00249  -0.00126 -0.00001 -0.00009 -0.00007 0.00000 -0.00000
VARIABLE 18
-0.64819 -0.42305 0.06258 0.28758 0.40917 0.19115 0.13049 -0.08540 0.17443 -0.19703
o __0.04976 ___ 0.04312 0.10329 ~-0.02506 0.02562 0.01765 -0.00580 -0.00120 -0.00027 -0.00270 .
-0.00443  -0.00110 ~0.00054 ~0.00019 0.00012 ~0.00000 0.00000
YARJABLE 19 Y,




G.81124 -0.37972 ~0.17626 0.31683 -0.16765 -0.06469 ~0.04897 0.04316 0.08242 0.00664
0.02318 ~-0.06766 0.06500 0.02124 ~0.11003 -0.00314 0.00402 0.02857 -0.00252 -0.00423
-0.00396 " =0.00252 -0.00160 -0.00196 0.00093 0. 00000 0.00000
VARIABLE 20
0.73313 -0.14338 0.35921 -0.13126 -0.39126 0.00298 -0.24299 ~0.16361 -0.00674 0.03216 )
0.10767 0.19164 0.04708 -0.06516 -0.02114 0.01137 0.01426 -0.00857 -0.00018 -0.00109 )
-0.00379 -0.00051 -0.0003} 0.00024 -0.00011 -0.00000 0.00000
VARIABLE 21
-0.17188 -0.40000 0.15285 0.69339 0.47169 0.06747 0.13513 0.07157 -0.10954 0.17214
—0.02234 0.106519 -0.03169 ~-0.02744 -0.02533 -N.00286 0.01371 -0.00103 0.00015 -0.00043
0.00269 0,00032 -OQOOOlﬁ 0.00020 -0.00011 0.00000 -0.00000
—VARIABLE 22 e e
-0.13705 -0.33049 -0.02415 0.71053 -0.39152 ~0.40279 -0.15378 0.08695 ~0.07192 -0.04602
0.07498 - ~0.02652 0.01956 0.02038 0.07068 0.01328 -0.01180 -0.00086 0.00451 0.00180
0.00058 -0.0004%1 0.00070 0.00035 -0.00020 0.00000 ~-0.00000
VARTABLE 23
e 055445 _ 0.68120 0.43728 0.05341 C.02561 -0.10537 C.14219 -0.03297 ~0.00592 -0.00682 o _
-0.00965 0.00185 0.03036 0.00029 0.00874 =-0.00372 -0.00279 -0.00107 -0.01147 -0.00277
0.00319 0.00332 O-OOlLb 0.00075 0.00071 0.00007 ~-0.00003
VARIABLE 24
0.54119 0.65188 0.34605 0.18764 -0.08811 -0.09502 0.24899 -0.09869 ~0.03497 -0.04087
e 0.00102._ _=0.14312____ -0.01589 -0.11879 0.00206 -0.02076 0.01979 ~-0.00124 -0.00538 -0.,00030 }
-0.00244 -0.00023 —0.0015} 0.00007 -0.00015 -0.00002 0.00001
VARTABLFE 25
0.59167 0.,51008 0.42278 -0.23130 0.20895 -0.16104 0.18043 -0.00600 -0.05994 0.14316
0.03560 —-0.01646 0.16374 0.03846 0.03343 0.00764 -0.00624 0.00908 0.00611 0.00036
e =0.00092 -0.00002 0.00069 0.00011 -0.0C030 -0,00002 0.00001 .
VARIABLE 26
0.46655 0.72319 D.44918 0.15111 -0.01932 -0.07781 0.05786 ~0.02998 0.037939 -0.09335
-0.00917 0.08593 -0.04015 0.06006 -0.00402 ~-0. 00530 0.00868 0.00049 -0.02719 -0.00684
0.01492 0.00318 —9300034 -0.00255 0.00027 -0.00003 0.00002
VARIABLE 27
0.47350 0.74118 0.40702 0.14013 -0.04162 -0.03824 -0.02267 0.07045 0.07747 -0.01484
~0.12231 0.0457C -0. 02854 -0.0264%4 -0.02629 0.02317 -D.07736 -0.00000 0.02036 -0.00314
-0.00082 0.00005 0.00040 0.00039 -0.00033 -0.00001 0.00000
_VARIABLE 28 _ . e . - - SN
0.28252 0.85191 0.36183 0.15694 0.00147 -0.04138 -0 .04909 0.09180 0.10326 -0.02936
-0.,08290 0.03801 —0.02152 0.04602 0.00560 -0.00262 0.05591 - =0.00463 0.01313 0.01307
-0.01613 -0.00716 -0.00215 0.00095 -0.00028 0.00000 -0.00000 N
VARIABLE 29 o
047416 0.27294 -0.71518 -0.00824 0.04813 ~0.08239 ~0.24577 0.27425 0.12541  _ Q.0680} . _ _ ___
-0.12115 0.00329 0.07138 -0.051590 0.02855 0.01082 0.01400 -0.01299 -0.01365 -0.00478
0.00614 0.00271 -0.00285 -0.00075 -0.00012 -0. G000O0 0.00000
ITERATION VARTANCES
_..CyCcLE R . . _ e
0 0.146480
1 0.460208 '
2 0.498346 J
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0.501713
0.502589

0.502614
0.502614
0.502614
0.502614
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0.502614

ROTATED FACTOR MATRIX { 27 FACTORS)

VARTABLE 1

0.96682 0.06288 -0.22594 -0.02900 0.00165 0.02715 0.05941 0.03944 ~0.01299% 0.02688
0.01495 ~ -0.00104 0.02656 0.00359 0.00820 -0.01283 ~0.00636 -0.03118 -0.00758 -0.00450
-0.00200 -0.01467 -0.00164 0.00097 0,01116 -0.00000 0.00001 B e
VARIABLE 2
0.99344 0.00682 0.02852 -0.01585 0.02433 0.01164 0.07473 0.04100 0.01929 0.01827
0.01014 -0.00096 0.01791 ~0.00219 0.00734 -0.02923 ~0.00331 ~-0.03505 ~0.0060% ~0.00346
-0.00650 -0.02221 0.00166 -0.00117 -0.00155 -0.00002 0.00004
VARIABLE 3
0.24727  0.20952 -0.93085 -0.05894 -0.05973 0.05619 -0.02784 0.00446 -0.10943 0.03783
0.00577  -0.02490 0.03023 -0.00395 0.00165 0.03144 0.00613 0.00340 0.00403 -0.03460
0.01113 ~0.00024 -0.00340 ~0.00002 0.00043 ~0.00015 D.00011 ,
VARIABLE_ 4 _ ) L _ e
0.90640 0.09730 ~0.38689 -0.09119 -0.05006 0.00367 ~0.00938 -0.01503 -0.03126 0.02681
-0.01042 ' 0.00144 0.00260 -0.01406 0.03810 0.03523 -0.00336 0.05721 0.00152 0.00659
0.00154 -0.00063 ~0.00249 0.00002 0.00046 0.00086 -0.,00011
VARIABLE 5
. 0.99234 0.02181 0.01690 -0.06575 -0.02861 -0.00055 0.01800 -0.01585 0.00906 0.02813
-0.01873 0.00505 ~0.01498 -0.00417 0.05246 0.01563 0.00394 0.06436 0.00124 Z0.00536
-0.00159 -0.00210 0.00162 -0.00007 0.00028 -0.00062 0.00011
VARIABLE 6 4
0.19655 0.18782 -0.94657 -0.08709 -0.06226 0.01018 -0.05724 -0.00538 -0.09382 0.00802
__0.01175  =0.00642 0.03627 -0.02537 -0.01294 0.05292 -0.01574 0.00894 . 0.00102 0.02601 N
0.00737 0.00282 -0.00931 0.00025 0.00052 -0.00032 0.00024
VARIABLE 7
0.90526 0.07792 -0.40389 -0.01732 -0.00163 0.07326 - 0.04273 0.03964 0.00614 0.01654
0.01812 0.00984 -0.00263 0.01191 0.01071 ~0.00760 -0.00928 -0.00714 -0.00964 0.00485
-0.02804 0.00524 0.0019% 0.00540 -0.00094 0.00001 -0.00100 e
VARIABLE 8 ' :
0.99564 0.00738 -0.00194 -0.02060 0.03264 0.05740 -0.00110 0.03250 ~0.00732 0.01878
0.01727 0.01308 0.00668 0.01240 0.02041 -0.00953 =0.01247 ~0.00833 —0.0089% 0.00530
-0.02617 0.00705 -0.00404 0.00716 -0.00080 -0.,00017 0.00064
VARTABLE 9
0.20568 0.17023 -0.95272 -0.00069 -0.06706 0.06184 -0.09857 0.03047 0.02888 0.00287 -
0.00912 -0.00193 -0.01971 0.00415 -0.01440 0.00066 0.00185 -0.00080 -0.00487 0.00192
-0.01496 ~0.00245 0.01307 ~0.00097 -0.00102 -0.00012 0.00008 .
NVARIABLE 10 . N
0.95230 0.03798 -0.28686 0.02204 0.00369 0.07188 -0.03463 ~0.00617 -0.00206 -0.00674
-0.03642 0.00152 0.00248 -0.00698 -0.00458 -0.01936 0.00575 -0.016441 0.00955 0.00081
0.00971 0.01023 0.00147 -0.00644 -0.00327 0.00090 0.00011 ‘ D
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VARIABLE 11

0.99530 0.00308 0.01510 0.03716 0.04342 0.05832 0.00778 -0.01325 0.00338 0.00090
-0.02782 -0.01446 0.01045 -0.01166 -0.01411 0.01045 0.00336 -0.,01200 0.01045 -0.00088
0.01152 0.01170 0.00239 -0.00755 -0.00371 -0.00066 0.00016
VARTARILE 12 )
© 0.26817 0.10967 -0.93233 -0.03201 -0.10595 0.06568 ~0.12865 0.01665 -0.01555 Z0.02340 3
-0.03796 0.04385 -0.0205% 0.00984 0.02391 -0.08840 0.00880 -0.01241 0.00143 0.00503
 =0.00093 0.00027 -0.00191 0.00018 0.00024 -0.00002 0.00007 o o
VARIABLE 13
0.95505 0.02941 -0.23467 0.07456 0.01308 0.06427 -0.04002 -0.09603 -0.04470 -0.03892
-0.01621 -0.02306 0.01264 -0.01191 -0.06418 0.02434 0.01534 ~0.00355 0.00309 -0.00201
0.03949 0.00539 -0.00081 0.00323 -0.00065 -0.00003 -0.00017
VARIABLE 14 ’
0.00746 -0.60275 0.32194 0.20185 0.05985 -0.01273 0.21239 ~0.65986 -0.05251 -0.02351
- —0.06727 0.00301 0.00274 -0.00371 -0.00181 0.00045 0.00032 0.00026 -0.00008 0.00004
0.00035 0.00014 0.00002 -0.00012 -0.00004 0.00001 —0.00001
_VARLABLE_15 . = e
0.00794 ~0.34124 0.44154 -0.00431 -0.02608 -0.03747 0.82019 -0.10823 ~0.01394 -0.00022
-0.03766  -0.01477 0.00723 0.00091 0.00194 0.00005 0.00013 -0.00015 -0.00011 -0.00002
-0.00003 -0.00014 0.00004% -0.,00003 -0.00004 -0.00001 -0.00000
VARIABLE 16 i
e 0.02639_____=0.72550______0.31821 0.17644 0.01599 -0.02447 0.23642 -0.24091  -0.09824 0.00987 S
-0.46447 -0.01079 0.00574 -0.00557 0.00364 -0,00042 -0.00010 0.00017 -0.00024 -0.00002
0.00017 0.00018 0.00001 -0.00004 0.00001 0.00000 0.00000 ‘
VARIABLE 17
0.23090 0.06195 -0.08327 0.03194 -0.04473 0.96537 -0.02356 0.00417 ~0.01048 0.00660
e 0.00259 0.00945 -0.00501 -0.00161 -0.00145 -0.00034 -0.00022 -0.00016 -0.00006 0.00001 o
-0.00001 0.00003 -0.00011 0.00003 -0.,00006 0.00000 0.00000
VARIABLE 18 -
-0.22401 ~0.47492 0.41593 ~0.04223 0.58644 ~0.06405 0.00383 ~0.07939 ~0.05011 ~0.43530
0.01114 -0.04429 -0.03092 0.00167 -0.00172 -0.00048 0.00080 -0.00034 0.00006 0.00009
. _0.00022__ _ _=0.00001 -0.00002 0.00003 0.00001 -0.00001 -0.00000 . ) -
VARIABLE 19
0.77195 0.,00552 -0.43504 0.36336 0.02536 0.17298 -0.09599 -0.04037 0.07342 -0.01411
0.05341 -0.00836 0.00212 —0.01467 -0.18036 0.00291 -0.00134 -0.00227 0.00012 0.00007
-0.00026 -0.00009 0.00011 -0.00019 0.00002 0.00000 0.00000
VARIABLE 20
0.72345 0.30221 0.04364 0.11550 -0.42231 0.15043 ~0.15470 -0.01832 -0.04136 0.07267
0.01985 0.37013 0.01263 0.01262 0.00141 -0.00098 -0.00050 -0.00003 -0.00026 0.00012
-0.00022 0.00003 -0.00006 0.00001 0.00005 ~0.00000 0.00000
_VARLABLE_21_ . - S
0.12376 ~-0.15449 0.21036 0.21676 0.93064 -0.02470 -0.02808 -0.00967 -0.00875 0.04107
-0.00443  0.00866 0.00373 0.00098 -0.00036 0.00014 -0.00014 -0.00056 0.00021 0.00001
~0.00001 -0.00012 0.00010 0.00002 -0.00017 -0.00000 -0.00001 '
VARIABLE 22
 0.02662. _ =0.17250 0.09221 0.96364 0.16344 0.02336 0.00714% ~0.06560 0.00070 0.00723
-0.02368 0.00854 -0.00395 -0.00038 0.00354 -0.00013 0.00030 -0.00036 0.00007 -0.00016
0.00031 0.00030 0.0001% 0.00020 -0.00014 -0.00000 -0.00001 L.
g
J
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VARIABLE 23

0.13351 0.97154 ~-0.12164 -0.08175 -0.07387 0.00490 -0.01423 -0.00736 -0.06630 0.01967
-0.02947 - 0.01561 0.06639 -0.02105 0.00359 0.00158 0.00427 ~0.00545 -0.01230 -0.00042
-0.00271 0.00125 0.00163 0.00027 0.00059 0.00004 -0.00011
VARIABLE 24 y
0.09701 0.92269 -0.19166 0.04211 -0.04850 0.12116 -0.05042 -0.07538 -0.15420 0.01091 )
-0.05385  -0.06967 0.02481 -0.20732 -0.00961 0.00137 0.00481 0.00080 -0.00036 0.00006
__.0.00054 0.00004 -0.00015 __ -0.00006 ~-0.,00001 -0.00002 0.00002 . e o
VARIABLE 25
0.27525 0.81557 -0.11678 -0.31218 -0.09761 -0.14828 0.11228 -0.02079 -0.05278 0.09938
-0.01944 0.02380 0.29936 -0.00972 -0.00093 0.00122 0.00132 -0.00031 -0.00000 -0.00013
0.00021 -0.00006 -0.00008 -0.00000 0.00003 0.00000 0.00002
VARIABLE 26
0.04550 0.98168 -0.07000 0.00568 -0.06095 0.02059 -0.06671 0.03109 -0.06232 -0.03595
-0.00702 0.05041 -0.05911 0.08098 0.00877 -0.00249 0.03098 -0.00297 -0.02792 0.00077
-0.00221 -0.00117 -0.00192 0.00008 0.00005 -0. 00000 0.00009
_VARIABLE_ 27 - L S _
0.03525 0.96825 -0.,08680 -0.00518 -0.08263 0.05160 -0.08534 0.06859 0.12138 0.02734
-0.00137 0.02383 -0.07981 0.03068 -0.00489 0.00813 -0.09304 0.00065 0.00188 0.00064
-0.00111 0.00001 -0.00027 0.00007 0.00002 -0.00001 -0.00000
VARIABLE 28
. ....=0.18063 0.95293 -0.05891 -0.00705 -0.05804 0.00212 -0.08895 0.09751 0.13039 -0.00562
0.05268 ~ -0.00542 -0.06867 0.07401 0.00118 -0.00849 0.05301 0.00972 0.04284 -0.00174
0.00604 0.00128 -0.00072 -0.00017 -0.00018 -0. 00000 0.00001
VARIABLE 29
0.04659 0.02304 -0.83722 0.03761 -0.14708 -0.09260 -0.09046 0.21245 0.43992 0.04986
. 0.,11873  -0.02854 -0.01632 0.00965 -0.00595 -0. 00006 -0.00096 -0.00018 -0.00026 -0.00011 o
-0.00037 -0.00014 0.00002 -0.00001 -0.00005 -0.00002 0.00001
CHECK ON COMMUNALITIES
VARIABLE  ORIGINAL FINAL DIFFERENCE
1 0.99994 0.99991 0.00003
2 0.99993 0.99991 0.00002
3 0.99993 0.99990 0.00003
4 0.99994 0.99991 0.00003
5 0.99993 0,99991 0.00002
6 0.99993 0.99990 0.00003 e o
7 0.99994 0.99991 0.00003
8 0.99994 0.99991 0.00002
9 0.99993 0.99990 0.00003
10 0.99994 0.99992 0.00003
11 0.99994 0.99992 0.00002
12 ...0.99993 0.99990 0.00003 .
13 © 0.99995 0.99992 0.00003
14 0.99994 0.99989 0.00004
15 0.99993 0.99989 0.00004
16 0.99993 0.99989 0.00004
17 0.99993 0.99990 0.00003
18 0.99993 _0.99988 0.00004 -
19 - 0.99994 0. 99990 0.00003
20 $ 0.99994 0.99990 0.00004
21 0.99992 0.99988 0.00004 J/




AN

22 0.99992 0.99989 0.00003
23 0.99994 0.99991 0.00003
24 0.99993 0. 99990 0.00003
25 0.99993 0.99989 0.00004
26 0.99994 - 0.99991 0.00003
217 0.99994 0.99990 0.00003
28 0.99994 0.99991 0.00003
29 0.99994 0.99990 0.00004

THE PERCENTAGE OF THE TOTAL VARIANCE OF THE ORIGINAL STANDARDIZED VARIABLES WHICH IS ACCOUNTED FOR IN THE FACTOR SPACE IS 100.0

e

REGRESSION EQUATIONS FCR CCMPUTING FACTOR SCORES

0.07219 0.17069 -0.02652 0.07970 0.17242 0.0 -0.20511 0.36826 0.0 0.07372
0.15848 0.0 0.10647 -0.00187 -0.01834 -0.01392 -0.04961 0.00603 0. 06006 -0.00386
-0.03349 -0.00681 0.24045  -0.12154 -0.16050 -0.16493 —0.03642 0.01447 -0.01966
0.02025___-0.01505 __ -0.03105 __ —0.05409 0.06013 0.0 -0.11079  -0.02963 0.0 -0.07170
0.06033 0.0 0.01572 0.03269 0.05494 -0.03043 ~0.01256 0.02238 ~0.01308 ~0.03526
0.04616 0.03225 0.29179 0.13872 -0.00822 0.05037 0.21568 0.20395 -0.00218
0.07991 -0.04028 -0.28488 -0.78101 0.64307 0.0 -0.43188 0.45117 0.0 -0.87964
o D.84662 0.0 0.05431  -0.03116 -0.10455 -0,00995 0.02166 ~0.02367 -0.02177 0.00604 o
-0.08414 -0.01363 -0.55664 0.20638 0.22806 0.27488 0.07788 0.01042 -0.12364
0.09328 -0.11034 -0.02130 -0.19333 0.07823 0.0 0.47359 ~0.33003 0.0 ~0.16884
0.20608 0.0 0.02307 -0.10016 0.02217 -0.03235 -0.03302 0.01478 -0.04851 0.00028
. -0.19801 _1.12481_ -1.33105 0.37016 0.44963 0.54715 0.15401 -0.00334 -0.02327 o
0. 00620 -0.06622 0.05339 0.04562 -0.09991 0.0 0.31030 -0.25706 0.0 0.11455
-0.12645 0.0 0.00220 0.01102 0.07936 0.01570 0.04489 0.11492 —0.04308 0.00505
1.09472 -0.22589 ~0.42519 0.17365 0.16879 0.24411 0.08470 0.02290 0.07993
-0.01212 -0.03719 -0.01271 -0.07245 0.00972 0.0 -0.00105 -0.03841 0.0 -0.09666
0.04399 0.0 -0.02174 0.00874 0.01242 0.01508 1.06727 0.02012 ~0.02592 -0.02145
0.03662 -0.03471 -0.17839 0.03415 0.07495 0.05930 0.00956 —0.00924 0.02849
 -0.04706  -0.00124 0.14020 0.36888 ~0.32385 0.0 0.19328 20.19946 0.0 T 0.43932 7 o
-0.45932 0.0 -0.02098 ~0.16946 1.38310 -0.07488 0.02011 0.03649 0.02332 0.04855
0. 12001 0.03849 0.39445 -0.03437 ~0.11432 -0.07157 0.02282 0.05626 0.07852
. =0.01422_  ___0.01343 -0.02679 -0.01070 0.04578 0.0 -0.18872 C. 13599 0.0  _  _ =0.03674 _________ o
0.03429 0.0 -0.00110 -1.76923 0.33701 0.18130 -0.01923 0.06467 0.05563 0.03909
-0.05022 0.30533 0.22244 -0.19792. -0.17181 -0.30557 -0.19101 -0.14577 -0.16934%
-0.01303 0.02863 ~0.42448 ~0.98486 C.84869 0.0 -1.28345 1.04907 0.0 -1.25620
1.11394 0.0 -0.01054 0.56915 -0.12368 0.54657 0.34506 _ 0.35671 -0.05872  0.23341 o
0.24023 -0.36977 0.63940 C.13022 0.08499 -0.02654 0.08539 0.16385 2.44150




0.02828  -0.10487  -0.10400  —-0.35498 0.21394 0.0 -0.12573 0.08643 0.0 -0.31487 N
0.23486 0.0 0.00584 0.25749  -0.09853  -0,14877  -0.10077  =-2.38535  -0.01879  -0.30617
1.26761  -0.48918  -0.58669 0.00831  -0.16367 0.06459  -0.08503  -0.12123  -0.36517
0.04572  =0.02252 0.01071 0.00021 0.03636 0.0 0.05162 0.00981 0.0 0.10396 )
-0.02798 0.0 0.01562 0.60637 0.38500  -2.40857  -0.07780  -0.19403  -0.02202  -0.08900 D
-0.13870 °0.32770  -0,41187  -0.14163  -0.07265  -0.21359  -0.23720  ~0.26451 -0.48566
-0.28907  -0.22332 0.23942 0.45096  -0.76489 0.0 0.12724  =0.59070 0.0 0.43788
-0.93064 0.0 ~0.24496  =0.16342 0.69624 0.25767  -0.24026 0.60383  -0.05602 2.88005
1.20183  -0.61234 0.65952,  -0.03003  -0.32574  -0.37925  -0.15213  -0.07917 0.57092
~ -0.15842 0.02742 -0.05449 0.00717 0.01503 0.0 -1.01799 0.61995 0.0 0.01584 N
-0.18970 0.0 -0.18793  -0.18030  -0.64891 0.01432 0.70028 0.72080 0.10091  -0.18240
-0.51666 1.19035 1.02413  =-0.96177 2.84328  -1.14523 - -0.62505  -0.48724 0.31840
0.14230  -0.03024 0.23445 0.55887 _ -0.44688 0.0 1.69815  -1.26285 0.0 0.57310 o E
-0.33685 0.0 0.16750 0.27442  -0.43454 0.02464 0.41281  -0.38802 0.20676  -1.24400
-0.52203  0.68515  -1.00744  -3.83030 1.27257 1.82009 0.90925 0.86334  -1.67235
0.60412 0.45636 0.22086 0.98704  -0.25617 0.0 1.44470  -0.36914 0.0 0.41384
0.70544 0.0 0.35230 0.75290 __=-0.52123 _ -0.53521 0. 80442 0.43513 ____ -5.58346 0.04335
-0.27724 2.10050  -1.08292 0.57175 0.31780 0.27359 0.06326  -0.02834 1.18888
-0.02536 1.34770 2.27674  10.51530 -10.27223 0.0 5.12517  -3.09556 0.0 —27.80121
24.82422 0.0 -0.14471 0.31948  -0.85211 1.50692 0.35356  0.92740  -1.85664 1.52595
-0.24989 0.00582 1.91804  -0.49861  -1.66717  -0.02443 _ -0.95509 1.16922 1.74444
~0.00556 0.24859  -0.43675.  -0.00717  -0.15646 0.0 -0.21755 0.45263 0.0 ~4.42096
3.90921 0.0 —0.11521_ 0.25320  -0.09346 0.90007 0.22420 ~ -0.52481 0.15404 0.60571
0.68951  -1.05270 2.30533 1.08576  -1.45187 3.11372  -7.99403 3.24147 2.29206
-2.38597  -3,44337  -1.16840  -0.18010  12.17865 0.0 -3.72487  -0.77833 0.0 9.08600
-12.01273 0.0 -1.59580  -1.21335 0.74341  -0.64052 0.24750 0.14597 4.25171  -1,00413
0.21711 0.29124  -1.53169_ -0.40945 1.88266 0.68227 0.51811  -1.18462  -1.34780
© 1.05171 . 1.55669 1.72724 6.48324  -7.50906 0.0 6.38090  -2.93779 0.0 20.94007 -
1. 45645 0.0 -1.66828  -0.16651 0.06522 0.94988  —0.75642 1.28469  -0.66195 1. 89542
-0.80698 1.00258  -6.00656 0.72807 1.74429 - -12.85294 2.55054 14.14331  -5.87979
0.27973 _ 1.84016  -18.72362 33,4746l  -27.41634 0.0 8.69985  -9.20554 0.0 5.99319
-5.60386 0.0 3.25682  -0.46437 0.57868  -0.82449 0.94973  -2.23624  -2.09246  ~1.67023
6.40069 1.21242 - 4.09678  -2.18706  ~-1,02062  -1.50518  -2.02501 1.74904  -2.35797
-0.31155  -0.23501 ~3.18059  -3.67038 3.51379 0.0 - -7.87424  -5.08703 0.0 14.67192
_=14.82066 0.0 18.86780  _ —1.99484 1.35329  =-2.25749 0.96409  -1.98754  -6.81715 __ =0.27040
1.70799 - 1.22496  -0.45810 . -1.50892 0.32026 0.13366 2.90469  -3.80095 1.02761
. J




3.64147  -32.24710 -0.09271 -20.34119 10.09042 0.0 1.62492 13.68811 0.0 16.67035
5.44177 0.0 1.67473 -0.74603 3.37977 -2.38472 -1.63263 -1.22291 -2.25328 -0.57170
0.26876 -0.47861 5.62040 -0.41356 -0.85400 -0.44498 -0.66093 -4,05860 1.81474
4.19171 -7.07571  -17.96086  -52.20502  42.24194 0.0 136.03285 -118.81073 0.0 -31.33025 )
23.85272 0.0 25.27940 -3.86004 2.75322 —4.01271 -0.63237 —1.94524 -14.83328 0.96982 A
0.51176 3.56608 -13.84796 1.98320 8.85872 -5.98815 5.27845 -0.95804 —11.53463
-12.80019 1.32217 -2.40107 -32.18195  15.16525 0.0 46,04953 10.35435 0.0 -23.21570
-47,83936 0.0 58.22420  -5.00917 3.64468 4,16964 -0.20915 -1.05087  -16.41324 2.84299
2.21488 2.49503 -6.39455 5.30277 3.23445 -16.22427 4.31281 11.49642 -0.16918
80.76552 ~60.14397 -12.84580 -17.43996 20.08327 0.0 4.90721  -17.85847 0.0 -3.17453 I
4.31166 0.0 -10.05247 0.71019 -1.77684 0.93163 -0. 63485 1.45739 4.75599 0.13819
-0.38718 -1.43669 3.38940 1.30542 -1.78994 ~4,04492 -1.88269 3.24173 -1.91963
5.43824 ~T..34354 -2.12888  -13.30058 4.36546 0.0 28.51631  -18.78526 0.0 -12.257715
16.03757 0.0 1.87304 0.17861 0.03177 1.40572 0.37009 0.92817 -5,71616 1.87447
0.11487 . 0.380l5 -107.37512  28.70490 33.24991 42.83047 10.93032 -1.26232 1.08614
. 12.22506 0..0 -4.39195 0.90510 -0.48855 1.61445 0.28609 1.21148 -1.78743 1.38861 e
-0.08483 ~0.42936 -84.34357 22.85645 25.41504 36.15402 7.90405 -1.60452 2.83226
FACTOR SCORES CN ROTATED FACTORS
SUBJECT " i i
-1.94836 4.23197 1.19204 0.21736 0.12526 0.13083 -0+39595 0.43787 0.70171 -0.12899
0.29055 -0.02780 -0.7089% 0.45010 0.00770 -0,00782 0.52146 0.11744 0.32787 ~0.01469
0.04704 0.01814 -0.00215 -0.06076 -0.01497 0.00332 0.00598
SUBJECT
o =0.43094  _~0.46306___ -4,20216 0.50086 -0.08356 -0.54531 -0.49937 1.28519 2.70557 0.26096
0.55258 -0.12938 -0.90011 0.36707 0.10359 -0.46229 0.01154 0.14902 0.14767 0.26290
-0.67112 -0.37202 0.14656 0.10408 0.05127 0.00600 -0.04634
SUBJECT ,
1.66895 -0.26562 -0.03424 0.36849 0.01530 4.90682 -0.47860 0.41194 0.32877 0.18239
. =0.09315 030442 -0.33670 -0.59181 -0.52207 -0.35482 -0.14241 -0.20248 0.18839 -0.16519 _
-0.59320 0.03829 -0.36248 0.06754 0.53134 -0.07489 0.01100
SUBJECT
0.40769 0.52150 ~2.82124 -0.41607 0.32570 0.09488 0.54153 -1.57583 -3.02919 0.15360
-0.21319 ~0.64254 0.38119 ~0.53443 -0.40492 2.19161 -0.15491 0.54664 0.05217 -0.14654
. _0.38737___ _0.32265 -0.09206 -0.27579 -0.14348 -0.01125 0.02666 _ e
SUBJECT .
2.24131 -0.09168 0.00180 -1.54206 -0.27070 -0.90410 0.29280 0.73394 -1.66717 0.66673
0.29153 0.89408 -0.62371 1.64400 1.99182 -2.14897 -0.10033 ~0.28266 -0.48472 0. 44344
-1.49993 -0.69719 -0.04345 0.72832 0.04696 0.05734 -0.03729
SUBJECT ) o - S
0.32435 0.32122 0.15838 -0.97357 -0.39081 -0.38327 1.71641 1.04535 1.26350 1.17680
0.18707 0.23149 3.98642 -1.13874 -0.14435 0.38463 ~0.70169 -0.76478 0.39143 -0.65350 Y




-0.00175 -0.36429 0.11268 0.70490 0.46557 -0.31236 -0.23635 M
SUBJECT 7
0.48085 -0.,01115 -0.10351 2.14975 -1.10869 -0.55057 -0.34604 -0.92540 -0.38190 0.26049
0.33132 -1.49080 0. 87046 -0.12910 -1.22924 -2 .19880 0.39643 -0.07223 -0.77100 0.22914
-0.09988 1.68790 -1.43527 0.45087 0.20076 0.47100 0.58597 )
<
SUBJECT 8 o
. 2.90588  -0.27795 _ 1.00236 -0.65831 -0.66914 ~0.91881 -0.70686 0.20707 _ 1.85862  —-0.05585 o
—0.43369 -0.22560 -0.80654 0.03756 0.19991 1.94108 ~0.61322 1.99757 ~0.17520 0.16066
0.61940 1.11527 -0.34445 -1.33400 ~0.13632 0.11239 0.21596
SUBJECT 9
-0.24890 0.15305 0.38103 1.52688 -0.14012 -0.23460 1.26433 0.76086 -0.37990 -0.24624
_0.06660 __ 0.03656 -0.42935 _-2.91143 1.68948 -0.32461 -0.52676 1.98098  -1.22112  1.23819 ~ o
0.24403 -0.37548 1.35347 0.46934 0.69541 0. 20815 -0.12368
SUBJECT 10
0.02783 ~0.28798 0.37201 0.75073 ~0.36485 Z0.23466 —0.18138 0.35071 ~0.25006 ~1.16958
-0.13477  -1.21262 0.90077 1.00502 0.90733 0. 67938 -0.52530 -0.48972 2.61440 0.58330
-1.66663 0.04488 -0.36837 -1,54560 0.08738 0.20997 0.21177 o - L
SUBJECT 11 '
-0.84985 -0.08012 0.12764 -1.24906 0.73031 0.05727 1.21426 ~-2.32670 1.10049 1.53547
~0.72383  1.19566 0.11179 0.89626 Z1.09151 —0.58663 0.82114 1.28628 =1.76601 0.23971
-1.11328 0.80818 0.03620 ~0.83104 0.07707 -0.02010 0.03708
“susJgect 12 T o T
0.48180  -0.20987 0.26604 2.75519 -0.61183 -0.50718 —-G.77665 -1.07373 -0.39392 -0.25077
0.54197 = 1.58697 0.80980 1.08214 ~0.63811 -0,21301 -0.37105 1.72274 1.17983 -1.16899
~0.16130 ~1.12031 0.87820 0.61842 ~0.27102 ~0.49105 0.51384
SUBJECT 13 e
0.90554 -0.08030 0.45135 1.14803 ~0.70157 -0.54309 0.52775 Z0.16138 0.20568 -0.02155
0.84448  0.75696 -0.31350 0.16935 -1.67103 1.09004 0.11165 -2.469011 ~1.98446 1.27861
0.05270 -2.14677 0.13949 -1.50050 -0.83334 0.25738 0.14422
SUBJECT 14
 0.29475 -0.25820 0.22335 0.00586 0.43534 -0.30938 -0.02134 -0.36526 _ -0.06668  1.96891
-0.96721 0.81079 -0.77564 -0.23064 -0.62782 -0.29788 1.28090 -0.14283 2.35322 1.05161
1.26358 0.00002 1.10957 0.39638 1.39561 0.09120 -0.,21288
SUBJECT 15
-0.71481 -0.32854 0.08856 -2.21362 -0.32399 -0.04894 -1.01208 0.63524 -0.70686 -0.89427
. 2.05491 0.38482 0. 44063 -0.77072 -1.72409 -1.23609 -0.15276 1.46460 1.12028 1.51810 - -
1.30675 -1.04175 -1.40823 ~0.48340 -0.32024 0.44326 0.38021
SUBJECT 16 :
~0.21071 0.10029 =0.55230 ~0.56536 ~0.28598 =0.35127 -1.32320 ~0.91015 0.24014 —2.55721
-2.70556 1.99276 0.47797 ~1.26476 0.46118 -0.93594 -0.41243 -1.59705 -0.17242 0.94773
. 0.46112 _  0.77298 0.36787 -0.19116 -0.09021 -0.14870 -0.23119
SUBJECT 17 ‘
0.74309 ~0.04745 0.25145 -0.32405 1.10572 -0.35832 0.25592 ~0.24526 0.26732 -0.02124
~1.05683 ~1.65326 -0.54433 ~1.67929 ~0.27124 ~1.32045 1.26844 0.04834 0.81265 -2.01817
-0.24113  -1.42831 0.62849 -0.52885 -3.14928 -0.00587 0.01277
SUBJECT 18 o T
-0.49184 -0.05688 0.20369 -0.32538 1.23934 -0.02945 -0.11326 -2.03513 0.67642 -1.17038
1.30130 0.25131 -0.34260 -0.60590 1.59102 0.41472 -0.33734 0.26595 -0.50454 -1.31755 )



-0.66936 ~1.61686 -1.78216 -0.03251 1.45805 ~0.05928 0.29041
SUBJECT 15
0.12080 -0.38918 0.14312 0.07721 -0.87073 -0.32604 0.00757 0.61947 -0.16091 0.50671
0.91628  1.30978 ~1.25220 ~0.79408 0.52307 1.13491 1.48302 ~1.15763 -0.00669 ~1.24123
1.23834 0.84304 -1.77519 1.83305 -0.56200 -0.14027 0.19076 )
- N\
SUBJECT 20 h
e =0.88155 ____ 0.13847 0.38862 -0.47148 -0.76116 -0.07629 -0.51148 ~-0.66534 0.08073 1.45330
-0.89406  -0.75782 -1.13053 0.12073 Z0.48710 20.29476 Z4.29731 ~0.51605 Z0.03010 ~0.73397
0.47777 ~0.14513 -0.32339 1.02322 —0.54286 0.07749 0.09397
SUBJECT 21
-0.51993 -0.36708 -0.31847 -0.34616 -0 .68738 0.86278 -0.78642 0.24472 ~0.22137 -0.07389
0.10621 -0.64073 0.8999% 1.91278 1.28605 -0.50140 0.37457 0.09793 -1.28181 -1.46871
3.05837 -0.72824 1.7463% -0.89823 0.29664 0.00450 ~0.15003
SUBJECT 22
-0.39019 Z0.32310 0.33321 ~0.71828 ~0.49477 -0.11715 —0.26200 =0.59870 0.21095 Z0.33914
0.39311 0.57509 -0.24772 0.00450 0.03459 1.05925 0.53236 -0.92942 1.15139 -1.05089
L =0.77780 ____0.17369 1..25582 0.65908 0.54509 0.57711 0.36304 o
SUBJECT 23
-0.29355 ~0.21554 0.25096 ~0.41433 -0 .68668 -0.20811 -0.94279 0.30045 -0.07404 ~0.54275
0.25539  -0.43028 0.96670 Z0.22821 0.12932 ~0.31536 0.94188 0.13534 ~1.13386 ~1.38236
-0.82299 1.94314 -0.22933 ~0.35459 0.38380 -0.01197 0.21826
SUBJECT 24 o B
-0.84599  ~0.17746 0.42511 -0.21110 -0.82728 -0. 06917 -1.06454 -0.40146 -0.57889 1.59448
0.37053 -1.47633 -0.57023 -1.11327 0.50630 0.01175 0.50898 -1.03001 -0.07828 0.49349
—1.17045  -0.66561 0.65677 -1.00022 1.61808 —0.40728 ~0.39760
_SUBJECLT 25 i B
~0.59536 ~0.27756 0.16362 0.25432 ~0.84493 -0.09198 1.03493 0.01929 20.09015 ~0.07884
0.07033  -0.33159 ~0.56106 0.51588 0.63694 0.46594 0.18043 -0.28817 0.58380 0.57768
0.05747 0.98344 ~0.35793 1.14546 -1.14475 -0.21136 -0.19195 :
SUBJECT 26 .
o =1.02014  -0.31767 0.30760 -0.39827 —0.66524 0.01575 -0 .08874 2.10721 -0.89604 -0.77978 o
-2.40150 = -0.23273 -0.14927 0.78873 -1.63185 1.12444 0.68644 1.31369 21.12328 20.37844
-1.43370 ~1.41567 -0, 40343 1.28933 0.58221 -0.06582 0.01081
SUBJECT 27
-~0.99673 -0.19326 0.14481 -0.18151 -0.61965 1.53558 1.67767 ~0.84119 0.41900 -0.56311
. 0.37684_ ___-0.12681 0.41847 1.02248 1.27792 0.38198 0.19158 0.33333 0.06949 1.74987
-0.12694 0.16105 0.20138 0.55832 Z2.13812 0.28829 0.04571
SUBJECT 28 ~
—0.62132 ~0.31619 0.30300 ~0.36541 0. 74167 0.08048 0.16523 0.59325 ~0.52843 Z0.05155
0.74354 -0.30915 -0.74261 -0.06345 -0.22022 0.20271 0.03456 0.00260 —0.14032 0.12886
o 0.02470 _  1.38329 1.07703 -1.45248 -0.30761 —0.80002 —0.72422 B B -
SUBJECT 29 :
1.16062 -0.11056 0.43903 -0.15417 1.65128 -0.37988 0.16244 -0.81762 0.81133 ~1.41117
-0.04879 —2.43765 0.00509 1.00679 ~0. 64405 0.13856 0.47795 ~0.51427 —0.24526 1.19496
1.08558 -0.27747 0.35960 2.29142 1.27859 ~0.35600 -0.49522
SUBJECT 30 |
-0.17354 -0.04042 -0.08539 0.73369 1.06481 -0.13989 2.97536 1.16998 ~0.44010 -0.71751
-0,78634  0.39149 -0.,9500% 0.62168 -0.33191 -0.93247 -0.53960 ~0.45681 0.61859 -1.10347 )
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1.12551 0.46121 -1.35493 -1.84003 1.41563 0.15996 0.42890
SUBJECT 31
0.05366 ~0.11768 0.23303 -0.00553 2.91168 -0.14347 -0.42892 1.12365 -0.61530 ~0.54517
1.78112 0.69122 -0.11333 0.03039 -1.07610 0.16593 -1,16468 -0.47819 -0.55170 -0.34734
-0.87873 1.66016 1.87290 0.47758 -0.55276 -0.14897 -0.32318 )
<
SUBJECT 32
 -0.58342 -0.16196 0.26544  _1.04528 2.54606 -0.05251 -1.89633 0.89663  —0.38885  1.85882
-1.01744  0.31208 1.22912 0.38037 1.37436 0.74474 0.21694 -0.04994 —0.44000 1.09172
0.47574 -0.02392 -1.66498 -0.48928 -0.92118 0.29832 0.41139
MEANS OF THE FACTORS _
-0.00000 -0.00000 -0, 00000 -0.00000 0.00000 0.00000 0.00001 -0.00001
0.00001 -0.00001 ~ -0.00003 0.00001 -0. 00000 0,00000 -0.00003 - 0.00001 o
0.00002 0.00000 T 0.00001 -0.00003 -0.00008 -0.00005 ~0.00017 -0.00004
0.00004 0.00002 C. 00003
STANDARD DEVIATIONS OF THE FACTORS
0.99226 0.80052 0.98878 0.99850 0.99744 1.00011 0.99955 0.99982
L 0.99827 0.99994 “ 1.00013 __0.99979 0.99882 0.99988 1,00006  1.00082 B
0.99980 0.99993 1.00010 0.99804 1.00021 1.00676 0.98600 1.00034
0.99710 0.28552 0.30033
CORRELATICNS OF THE FACTORS
_ROW.__1 o L
1.00000 -0.32513 0.02183 0.02534 0.01714 0.00211 -0.00031 0.00244 0.02165 -0.00596
0.00714 -0.00456 -0.02453 0.00475 -0.00234 -0.00031 -0.,00148 0.00163 0.00301 0.00036
0.00027 0.00016 -0.00062 0.00015 -0.00030 -0.00109 0.00061
ROW 2
_ -0.32513 1.00000  _ 0.18259 0.03740 0.06644 -0.01019 0.01750 -0.00997  0.03936 -0.00649 S
-0.00391 -0.01987 -0.03593 -0.02272 -0.00111 0.00377 -0.00810 0.00341 0.01263 -0.00185
0.00913 -0.00127 -0.0013% -0.00146 0.00108 -0.00153 0.00009
ROW 3
0.02183 0.18259 1.00000 -0.01203 -0.01357 0.00242 -0.00266 -0.00010 -0.01212 0.00268
_=0.00314 _ 0.00230 0.01155 -0.00261 -0.,00057 -0.00073 0.00108 -0.00106 -0.00194 0.00009 )
~0.00081 0.00018 0.00049 0.00041 0.00010 -0.00686 0.00465
ROW 4
0.02534 0.03740 -0.01203 1.00000 ~0.00360 0.00118 -0.00077 ~0. 00030 -0.00184 0.00084
0.00009 0.00035 0.00348 -0.00056 -0.00017 -0.00020 0.00012 -0.00033 -0.00041 0.00002
_ -0.00054 _____0.00006 -0.00009 -0.,00003 -0.00025 0.00312 0.00217 B -
ROW 5 -
0.01714 0.06644 -0.01357 -0.00360 1.00000 0.00139 -0.00159 -0.,00021 -0.00396 0.00087
-0.00088 0.00098 0.00352 -0.00086 ~0.00033 ~0. 00021 0.00067 —0.00029 -0.00092 —0.00009
-0.00043 0.00007 -0.00018 0.00006 -0.00026 0.00310 0.00006
ROW 6 :
0.00211 -0.01019 0.00242 0.00118 0.00139 1.00000 0.00014 -0.00010 0.00162 -0.00024
0,00025  -0.00043 -0.00118 -0.00026 -0.00001 0.00009 -0.00015 -0.00004 0.00023 0.00003
0.00005 -0.00023 -0.00017 0.00008 -0.00019 0.00010 0.00052
_ROMW__ 7 o . o
-0.00031 0.01750 -0.00266 -0.00077 -0.00159 0.00014 1.00000 0.00050 -0.00107 0.00015
-0.00015 0.00058 0.00079 0.00075 -0.00005 -0.00005 0.00008 0.00005 -0.00038 -0.00016
-0.00018 0.00016 0.00021 0.00002 0.00421 -0.00164 y

-0. 00026 -
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ROW 8
0.00244 -0.00997 -0.00010 -0.00030 -0.00021 -0.00010 0.00050 1.00000 -0.00006 0.00014
0.00012 -0.00013 0.00016 -0.00035 -0.00003 -0.00004 0.00003 -0.00006 -0.00004 0.00013
0.00011 0.00023 0.00060 0.00022 0.00003 -0.00399 -0.00197
ROW 9 <
0.02165 0.03936 -0.01212 -0.00184 -0.00396 0.00162 -0.00107 -0.00006 1.00000 0.00065 )
-0.00041 0.00055 0.00277 -0.00059 -0.00019 -0.00013 0.00050 -0.00051 -0.00046 0.00060
=0.00044 0.00022 0.00056 0.00025 -0.00002 -0.01280 0.00624
ROW 10
-0.00596 -0.00649 0.00268 0.00084 0.00087 -0.00024 0.00015 0.00014 0.00065 1.00000
-0.00008  -0.00004 -0.00039 -0.00002 -0.00006 0.00010 -0.00008 0.00006 0.00024 0.00013
0.00008 -0.00008 -0.00056 -0.00019 0.00006 -0.00356 0.00077
ROW 11
0.00714 -0.00391 -0.00314 0.00009 -0.00088 0.00025 -0.00015 0.00012 -0.00041 -0.00008
1.00000 0.00014 0.00001 0.00953 0.00009 -0.00011 0.00019 -0.00005 -0.00018 -0.00005
-0.00023 0.00008 0.00008 -0.00014 -0.00003 0.00451 0.00318
—ROM.12 ' e
-0.00456 -0.01987 0.00230 0.00035 0.00098 -0.00043 0.00058 -0.00013 0.00055 -0.00004
0.00014  1.00000 -0.00051 -0.00033 -0.00008 -0.00010 -0.00005 0.00006 0.00017 0.00007
0.00039 -0.00008 0.00009 0.00063 -0.00014 0.00405 -0.00457
ROW 13 :
=0.02453 -0.03593 0.01155 0.00348 0.00352 -0.00118 0.00079 0.00016 0.00277 -0.00039
€.00001  -0.00051 1.00000 0.00040 ~-0.00023 0.00026 -0.00060 C. 00041 0.00046 0.00002
0.00052 -0.00017 0.00038 0.00009 -0.00002 -0.00108 0.00282
ROW 14
0.00475 -0.02272 -0.00261 -0.00056 -0.00086 ~-0.00026 0.00075 -0.00035 -0.00059 -0.00002
. 0.00053._  -0.00033 0.00040 1.00000 -0.00015 -0.00001 0.00016 -0.00026 0.00013 -0.00030 )
-0.00009 -0.00019 -0.00035 -0.,00015 -0.00013 0.00457 -0.00912
ROW 15
-0.00234 -0.00111 -0.00057 -0.00017 -0.00033 -0.00001 -0.00005 -0.00003 -0.00019 -0.00006
0.00009 -0.00008 -0.00023 -0.00015 1.00006 0.00016 0.00016 -0.00010 0.00030 0.00034
~ ...=0.00004 _ =0.00112 0.00102 -0.00001 0.00104 0.00932 —0 00 Y4 B
ROW 16 '
-0.00031 0.00377 -0.00073 -0.00020 -0.00021 0.00009 -0.00005 -0.00004 -0.00013 0.00010
-0.00011 "-0.00010 0.00026 -0.00001 0.00016 1.00000 0.00018 -0.00096 0.00050 0.00383
-0.00005 -0.00131 -0.00300 -0.00039 -0.00706 -0.09505 -0.03318
ROW 17
-0.00148 -0.00810 0.00108 0.00012 0.00067 -0.00015 0.00008 0.00003 0.00050 -0.00008
0.00019 ~-0.00005 -0.00060 0.00016 0.00016 0.06018 1.00000 0.00004 -0.00055 0.00053
0.00018 -0.00008 - 0.00032 -0.00050 -0.00108 -0.00924 0.01221 "
—RO%_-18 . _ ‘ _ — _
0.00163 0.00341 -0.00106 -0.00033 -0.00029 ~-0.00004 0.00005 -0.006006 -0.00051 0.00006
-0.00005 0.00006 0.00041 -0.00026 -0.,00010 -0.00096 0.00004 1.00000 -0.00036 -0.00216
-0.00028 -0.00015 -0.00030 -0.00118 0.0C462 0.03582 0.01812
ROW 19
—. . .0.00301 0.01263 -0.00194 -0.00041 -0.00092 0.00023 -0.,00038 -0.00004 =0.00046 0.00024 e
-0.00018 0.00017 0.00046 0.00013 0.00030 0.00050 -0.00055 -0.00036 1.00000 ~ -0.00056
0.00007 -0.00225 -0.00081 0.00068 -0.00207 0.04171 -0.02330




ROW 20
0.00036 -0.00185 0.00009 0.00002 -0.00009 0.00003 -0.00016 0.00013 0.00060 0.00013
-0.00005 0.00007 0.00002 -0. 00030 0.00034 0.00383 0.00053 -0.00216 -0.00056 1.00000
-0.00167 -0.00385 -0.00641 -0.00359 0.00146 0.20000 -0.08801
ROW 21 _ )
0.00027 0.00913 -0.00081 ~0.00054 ~0.00043 0.00005 ~0.00018 3.00011 ~0.0004% 5.00008 —
-0.00023 0.00039 0.00052 -0.00009 ~0.00004 -0.00005 0.00018 -0.00028 0.00007 ~0.00167
1.00000 -0.00050 0.00118_____ 0.00061 0.00497 0.05234 -0.00463 e
ROW 22
0.00016 -0.00127 0.00018 0.00006 0.00007 -0.00023 0.00016 0.00023 0.00022 -0.00008
0.00008 ~0.00008 -0.00017 ~0.00019 ~0.00112 ~0.00131 ~0.00008 =0.00015 ~0.00225 ~0.00385
-0.00050 1.00000 -0,00583 0.00005 0.00246 -0.06912 0.02735
ROW 23 i . o T T
-0.00062 -0.00134 0.00049 -0.00009 -0.00018 -0.00017 -0.00026 ©+00060 0.00056 ~0.00056
0.00008 0.00009 '0.00038 -0.00035 0.00102 -0.00300 0.00032 -0.00030 -0. 00081 -0.00641
0.00118 ~0.00583 1.00000 ~0.00316 20.02011 ~0.28885 —0.67946
_ROW_24 _ e . o
0.00015 -0.00146 0.00041 ~0.00003 0.00006 0.00008 0.00021 0.00022 0.00025 ~0.00019
-0.00014 0.00063 0.00009 -0.00015 -0.00001 -0.00039 -0.00050 -0.00118 0.00068 -0.00359
0.00061 0.00005 -0.00316 1.00000 0.00733 ~-0.09976 -0.18123
ROW 25
_-0.00030 0.00108____ 0.00010 -0.00025 -0.00026 -0.00019 0.00002 0.00003 -0.00002 0.00006
-0.00003 ~0.00014 -0.00002 20.00013 0.00104 ~0.00706 ~0.00108 0.00462 Z0.00207 0.00146
0.00497 0.00246 -0.02011 0.00733 1.00000 -0.11209 -0.05645
ROW 26
-0.00109 -0.00153 -0.00686 0.00312 0.00310 0.00010 0.00421 -0.00399 -0.01280 -0.00356
_ 0.00451 0.00405 -0.00108 0.00457 0.00932 -0.09505 -0.00924 0.03582  0.04171 0.20000 -
0.05234 20.06912 ~0.28885 ~0.09976 ~0.11209 1.00000 0.84306
ROW 27
0.00061 0.00009 0.00465 0.00217 0.00006 0.00052 Z0.00164 —0.00197 0.00624 0.00077
0.00318 -0.00497 0.00283 ~0.00912 -0.00114 -0.03318 0.01221 0.01812 -0.02330 -0.08801
 —0.00463 __ _ 0.02735 -0.67946 -0.18123 -0.05645 0.84306 1.00000 B o o L -
STOP 0

EXECUTION TERMINATED

$SIG
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RFS NO. 019805 UNIVERSITY OF 8 C COMPUTING CENTRE MTS {ANDS9) JOB START: 16:14:18 03-25-70

APPENDIX G
MULTIPLE REGRESSION OUTPUTS OF MODEL 11

A

$SIGNON PLAK TIME=5M PAGES=50 COPIES=7 PRIO=V

FxLAST_SIGNON_WAS:: _
USER "PLAK" SIGNED ON AT 16314323 ON 03-25-70
$RUN *TRIP 4=%SOURCE*

EXECUTION BEGINS

16:12:28 03=25-70 .- : U

TRIP/360 IMPLEMENTATION 3/18/70




s 5820 00 s e LI I ) e 0o o0 e LRI ] - .

0 ©c o 1 1 1 2 2 2 2 33 3 4 4 5 5 6 6 T 7 8
1 & 9 2 5 8 1 4 6 8 01 5 0 5 0 5 o 5 0o 5 0
CONTROL ) )
CARDS —
1. INMSDC _ 3 51 11} o e
2. STPREG 2 1 | 1 233
3. STPREG 2 5 6 33
_4. PARCOR 5
5. END

NOTE: OQUTDATED *INMVR* OR *MULREG* ROUTINES HAVE BEEN REPLACED BY THE EQUIVALENT *STPREG*




CONTROL CARD NO. 1 % INMSDC *

FORMAT CARES
(F10.5/F10.7,30X,F10.7)

INPUT DATA

TRIPGN FACTOL FACTO5
-1.127 -1.948 0.1253

0.4870 -0.4309 -0.8356D-01

2.584 1.669 0.1530D-01

1.221 0.4077 0.3257 e

1.782 2.241 -0.2707
0.3360 0.3243 -0.3908
0.5620 0.4808 -1.109
2.026 2.906 -0.6691
-0.2790 ~-0.2489 -0.1401
. =0..3290 . 0.2783D-01__~-0.3648
-0.9910 -0.8498 0.7303
0.5010 0.4818 -0.6118
1.196 0.9055 -0.7016
-0.6000D-01 0.2947 0.4353
-0.8510 -0.7148 -0.3240
0.4630 -0.2107 __ =0.2860
0.8700 0.7431 1.106
-0,6870 -0.4918 1.239
-0.1300D-01 0.1208 -0.8707
-0.9440 -0.8815 ~0.7612
-0.3980 -0.5199 -0.6874
_ =0.5020 -0.390?2 -0.4948
-0.4110 -0.2935 -0.6867
-0.9390 ~0.8460 -0.8273
-0.5730 -0.5954 -0.8449
-1.156 -1.020 -0.6652
-1.040 -0.9967 -0.6196
. =0.8380_  -0,6213 ~0.7417
1.145 1.161 1.651
-0.7490 -0.1735 1.065
-0.4360 0.5366D-01 2.912

~-0.8510 ~-0.5834 2546
32 OBSERVATIONS ‘
—.—31 DEGREES OF FREEDOM

NAME MEAN S.D.
TRIPGN-0.3125D-04 0.9999

FACTG1-0.3125D-06 0.9923
FACTOS5 0.2188D-05 0.9974

"CORRELATIGN MATRIX

VARTABLE TRIPGN FACTOL FACTO5S
TRIPGN 1.0000
FACTOL 0.,9078 1.0000

FACTOS -0.0431 0.0171 1.0000

ARRAY WRITTEN IN AREA 5

CONTROL CARD NQ, 2 ¥ STPREG *




DEPENDENT VARIABLE IS TRIPGN
RSQ = 0.8275
STD ERR Y = 0.4294 )
— VAR COEFE STD_ERR_____F=-RATIQ FPROB. — — . -
CONST. -0.3084D-04 0.0759%9
FACTO1 0.9157 0.0777 138.7819 0.0000
FACTOS -0.0588 0.0773 0.5786 0.4590




NO. OBSERVED CALCULATED RESIDUAL NO. OBSERVED CALCULATED RESIDUAL
1. -1.1270 -1.7916 0.66459
2. 0.48700 -0.38974 0.87674
3. 2.5840 1.5274 1.0566 )
4. 1.2210 0.35415 0.86685 )
5. 1.7820 2.0683 -0.28634
6o 0.33600 0.31998 0.16023E-01 L e
7. 0.56200 0.50552 D.56483E-01
B 2.0260 2.7004 -0.67435
9. -0.27900 -0.21972 -0.59284E-01
10. -0.32900 0.46916E-01 -0.37592
11. -0.99100 -0.82123 -0.16977
12. 0.50100 0.47716 0.23839E-01 ) L B
13. 1. 1960 0.87047 0.32553
14. -0.60000E-01 0.24427 -0.30427
15. -0.85100 -0.,63555 -0.21545
16. 0.46300 -0.17616 0.63916
17. 0.87000 0.61540 0.25460
_18. -0.68700. -0.52333 -0.16367 e
19. -0.13000E-01 . .0.16181 -0.17481
20« -0+94400 . =0.76253 -0,18147
21. -0.39800 2043572 0.37717E-01
22. -0.50200 -0.32824 -0.17376
23. -0.41100 ~-0.22845 -0.18255
_ 24..___=0.93900 -0.72607 -0.21293 . .
25. -0.57300 -0.49552 -0.7747TTE-01
26 . -1.1560 -0,89508 -0.26092
27. -1.0400 -0.87632 -0.16368
28, ~-0.83800 -0.52537 -0.31263
29, 1.1450 0,.96566 0.1793¢4
_ 30. -0.74900 -0.22158 -0.5274%2 e o
31. -0.43600 -0.12216 -0.31384
32. -0.85100 -0.68406 -0.16694
CONTROL CARD NO. 3 * STPREG *
ARRAY RESTORED FROM AREA 5
ARRAY WRITTEN IN AREA 6

CONTROL CARD NO. 4

* PARCOR =

ARRAY RESTORED FROM AREA 6

PARTIAL - CORRELATIONS -

VARIABLE TRIPGN FACTO1 FACTOS
_TRIPGN__1.000 S ] S L
FACTO1 0.9095 -1.00¢C

FACTO5-0.1399 0.1714D-01 -1.000

* END OF CONTROL SET *

_.STORP__ @ ) e

EXECUTION TERMINATED




L

RFS NO. 019808
[
|

UNIVERSITY OF B C COMPUTING CENTRE MT S(ANOSS) JOB START: 16:10:22 03-25-70 R

AN

!
i
|

$RUN *TRIP 4=%SOURCE*
EXECUTION BEGINS

$S IGNON PLAK TIME=5M PAGES=50 COPIES=36 PRIO=V
x*LAST SIGNON WAS: 16204229  03-25-70 — U
| USER MPLAK" SIGNED ON AT 16:10:27 ON 03-25-70 K

ﬁRlP/BéO IMPLEMENTATION 3/18/70

'

|
1




RFS NO.J 019804 . UNIVERSITY OF B C COMPUTING CENTRE MTS{ANOS9) JOB START: 16:12:31 03-25-70 h

APPENDIX H

MULTIPLE REGRESSION OUTPUTS OF MODEL 111

A

$SIGNON PLAK TIME=5M PAGES=50 COPIES=7 PRIO=V

*%LAST SIGNON WAS: 16:10:27 03=-25-70
USER ™PLAK®" SIGNED ON AT 16:12:38 ON 03-25-70

$RUN *TRIP 4=%SOURCE*

EXECUTIGON BEGINS

TRIP /360 IMPLEMENTATION 3/18/70




sesese ess esewe

0 o 0 1 1 I 2 2 2 2 33 3 4 4 5 5 6 6 7 7 8
1 6 9 2 8 4 6 8 C1 & 0 5 0 5 0 5 0 5 0
CONTROL | )
CARDS —
1. INMSDC & o PR N T S
2. STPREG 4 L 1 23333
3. END

3 2 + 1 - v ¢ y o
29 6 0 o o LR 2 ] LA K ] . o . @ LA ] LA . » e -» £ d

NOTE: OUTDATED *INVR* OR *MULREG* ROUTINES HAVE BEEN REPLACED BY THE EQUIVALENT *STPREG*




A

CONTRCL CARD NO. 1 * [NMSDC =
FORMAT CARDS
(F10.5/3F10.7420X5F10.7)
INPUT DATA
TRIPGN SILZE EMPLOY DENSI STuD
-1.127 -1.948 44232 1,192 0.1308
0.4870 -0.4309 -0 4631 ~44:202 -0.5453
2584 1.669 ~0.2656 -0.3424D-01 4.907
T.221 0. 4‘077 B Oo 5215 ,, _A_,____,,—2°t_8,21 oo 03 948_8_D:0\1_
1.782 24241 —-Ce91£680-01 0.:1800D-02 -—-0.9041
0.3360 0.3243 0.3212 0.1584 -0.3833
0.5620 0.4808 -0.1115D-01 -0.1035 -0.5506
2.026 2.906 -0.2779 1.:002 -0.9188
-0.2790 -0.2489 0.1530 0.3810 -0a 2346
~0.3290 0.2783D-01 _ -0.2880 ___ 0.3720 _  -0.2347
-0.5910 ~0.8498 -0. 8012D0-01 0.1276 0.5727D-01
0.5010 0.4818 -=0. 2099 0.2660 - -0.5072
1.196 0.9055 -0.8030D-01 0.4513 -0.5431
-0.6000D0-01 0.2947 -0.2582 0.2233 -0.3094
-0.8510 -0.7148 —0e3285 0..8856D-01 -0.4894D-01
0.4630 -0.2107 0.1003  -0.5523  -C.3513
0.8700 0.7431 -0.4745D~-01 0.2514 -0.3583
-0.6870 -0.4918 ~0s 5688001 0.2037 -0.29450-01
-0.13000-01 0.1208 -0.3892 0.1431 -0.3260
~0.9440 ~0.8815 0.1385 0.3886 -0.76290-01
~0.3980 -0.5199 -0s3671 -0.3185 0.8628
-0.5020 -0.3902 =0.3231  ___ 0e3332 ____ -0.1171
-0.4110 -0.2935 -0.2155 0.2510 -0.2081
-0.9390 -0.8460 -0 1775 0.4251 -0.6917D-01
=0.5730 —0.5954 ~0.2776 0.1636 -0.91980-01
-1.156 -1.020 —0.3177 0.3076 0. 15750-01
-1.040 -0.9967 -0.1933 0.1448 1.536
-0.8380 -0.6213  -0.3162 _ _ 0.3030_ _ -0.8048D0-01
1.145 1.161 -C.1106 0.4390 -0.3799
=0.7490 ~0.1735 -0+4042D-01 -0.8539D0-01 -0.1399
-0.4360 0.5366D-01 -0.1177 . 0.2330 -0.1435
~0.8510 -0.5834 -0.1620 0.2654 ~-0.52510-01

32 OBSERVATIONS
31 DEGREES OF FREEDOM

NAME MEAN S Da
TRIPGN-0.3125D-04 0.5999
SLZE -0.3125D-06 0.9923
EMPLOY 0.3125D-06 0.8005
DENSI-0.1875D0-05 0.9888 o e . .
STUD -0.3125D-06 1.000
CORRELATION MATRIX
VARIABLE TRLPGN S1ZE EMPLOY DENS T STUD
TRIPGN 1. 0000
SLZE 0.9078 r.0c00 .
EMPLOY ~0.1562 043251 1.0000
DENSI -0.2078 0.0218 0.1826 1.0000
STUD 0. 1769 0.0021 -0.0102 0.0024 1.0000




CONTROL CARD NO. 2 * STPREG = )

DEPENDENT VARLABLE IS TRIPGN

RSQ = 0.9460 )
FPROB. = 0.0000 )
STD ERR Y =& 0.2489
VAR ~ COBFF STD ERR '~ F-RATIO  FPROB.
CONST. ~0.31480-04 0.0440
SIZE 0.9904 0.0478 429.0756 0.0000
EMPLOY 0.2675 0.0603 19.7063 0.0002
DENS I ~0.2718 0:0462 34,6809 0.0000
STUD . 0.1776 0.0447 15.7943  0.0005
R . e e e e 4 e e = - [ R - ;
f
|
!
- - - - - - - - i i . .;-,,;...‘FW —_ -
|
. S U -




