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ABSTRACT

This study investigates the performances of the ratio estimator, the mean-of-the-ratios estimator and the Horvitz-Thompson (HT) estimator under the continuous variable model of Cassel and Sarndal (1972a, 1972b, 1973). Under this model, the character, \( Y \), which is of interest to the investigator is assumed to be related to an auxiliary variable, \( X \), by

\[
Y(X_i) = \theta(X_i + Z(X_i)) \quad \text{where} \\
E(Z_i | X_i) = 0 \quad \forall X_i \in (0, \infty) \\
E(Z_i^2 | X_i) = \sigma^2(X_i) = k^2 \ x_i^g \\
E(Z_i Z_j | X_i X_j) = 0 \quad (i \neq j)
\]

It is assumed, in this paper, that \( X \) is gamma distributed over \((0, \infty)\) with parameter \( r \). The mean of \( Y \) is to be estimated, under the additional assumptions that the design function, \( P(X) \), is 1) polynominal 2) exponential, i.e.

1) \[ P(X) = \frac{\Gamma(r)}{\Gamma(m+r)} X^m \\
2) P(X) = (1-c)^r e^{cX} \]

It is observed that for \( g = 0 \) or 1, the ratio estimator performs better than the other two. For \( g = 0, 1 \) or 2, and for a wider range of values of \( m \) or \( c \), the mean-of-the-ratios estimator performs better than the HT estimator.
When \( P(X) \) is polynomial, the HT estimator is most efficient if the sampling design is approximately pps. The results compare well with those of other researchers under similar assumptions.
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CHAPTER I

INTRODUCTION

Recently, much emphasis has been placed on the distinction between General Statistical Theory and Sample Survey Theory. It has been felt that the two theories should either be reconciled or be treated differently.

Classical Sampling Theory

In General Statistical Theory, Sampling Theory involves making inferences from observed sample values to an infinite hypothetical population. The sample values are assumed to have been drawn randomly from a smooth density function defined on the units of the hypothetical population. Godambe (1969, 1970) suggests that the tendency to associate theoretical statistical sampling with an infinite hypothetical population that has a smooth density function may likely be due to the way General Statistical Theory developed. The early statisticians were mainly interested in biological and sociological phenomena like inheritance. They assumed that some chance mechanism operated behind these phenomena, and that the chance mechanism uniquely determined the frequency function of the characteristic under study in the hypothetical population.
When discussing Sample Survey Theory, some optimality properties of estimators from General Statistical Theory are sometimes encountered. The following are some of these:

Let \( Y_1, Y_2, \ldots, Y_n \) be a sample from a population with density function \( f(Y, \theta) \). Let

\[ \hat{\theta} = d(Y_1, Y_2, \ldots, Y_n) \]

be the estimator of the parameter \( \theta \). Since \( \hat{\theta} \) is a function of the observed sample values, it is a random variable. Let

\[ \theta^* = d^*(Y_1, \ldots, Y_n) \]

by any other statistic which is not a function of \( \hat{\theta} \).

The estimator \( \hat{\theta} \) is sufficient for \( \theta \) if, for each \( \theta^* \), the conditional density of \( \theta^* \) given \( \theta \), \( P(\theta^*|\theta) \) does not contain \( \theta \). A sufficient statistic, if it exists, contains all the information about the parameter to be estimated.

The estimator, \( \hat{\theta} \), is an unbiased estimator of \( \theta \) if its expected value, \( E(\hat{\theta}) \), equals \( \theta \). \( \hat{\theta} \) is a Uniformly Minimum Variance Unbiased Estimator (UMVUE) of \( \theta \), if \( \hat{\theta} \) is an unbiased estimator of \( \theta \) and its variance is less than or equal to the variance of any other possible estimator, \( \hat{\theta}_p \), of \( \theta \) i.e. \( \text{Var}(\hat{\theta}) \leq \text{Var}(\hat{\theta}_p) \) for all \( \hat{\theta}_p \).

Let

\[ \hat{\theta}_n = d_n(Y_1, \ldots, Y_n) \]

be an estimator of \( \theta \) based on a sample of size \( n \). The
sequence \( \{\hat{\theta}_n\} \) is a consistent estimator of \( \theta \) if, for every \( \varepsilon > 0 \)

\[
\lim_{n \to \infty} P(\theta - \varepsilon < \hat{\theta}_n < \theta + \varepsilon) = 1, \quad \forall \theta
\]
i.e., \( \theta_n \) approaches \( \theta \) as \( n \) gets large.

The sequence \( \{\hat{\theta}_n\} \) is a Best Asymptotically Normal (BAN) Estimator of \( \theta \) if

(a) The distribution of \( \sqrt{n} (\hat{\theta}_n - \theta) \) approaches the normal distribution with mean \( 0 \) and variance \( \sigma^2(\theta) \) as \( n \) approaches infinity

(b) For every \( \varepsilon > 0 \),

\[
\lim_{n \to \infty} P(\{\hat{\theta}_n - \theta\} > \varepsilon) = 0, \quad \forall \theta
\]

(c) There is no other sequence of consistent estimators \( \theta_1^*, \theta_2^*, \ldots, \theta_n^*, \ldots \) for which the distribution of \( \sqrt{n} (\theta_n^* - \theta) \) approaches the normal distribution with mean \( 0 \) and variance \( \sigma^2(\theta) \) and such that

\[
\frac{\sigma^2(\theta)}{\sigma^2(\theta)} > 1
\]

for all \( \theta \) in some open interval.

If the unbiased \( \hat{\theta} = d(Y_1, Y_2, \ldots, Y_n) \) is a linear function of \( Y \) and if \( \text{Var} (\hat{\theta}) \leq \text{Var} (\hat{\theta}_p) \) for all linear \( \hat{\theta}_p \),

then \( \hat{\theta} \) is a Uniformly Best Linear Unbiased Estimator (UBLUE) of \( \theta \).

It may be worthwhile noting that while general statistical theory aims at making inferences about some frequency function of a hypothetical population, it may
actually be inferring about the possible chance mechanism (discussed above) that produced the given set of observations which may have nothing to do with the hypothetical population at all.

The Sample Survey Theory

In Sample Survey Theory, the populations considered are finite. They consist of elements which are real and countable. They are not hypothetical like the ones considered in the General Statistical Theory. This is the main difference between the populations dealt with by the two sampling theories. In this sense the problems of inference in the two models of sampling theory may be taken to be different.

In survey sampling, since the investigator deals with real and finite populations, he has choice over the sampling design and the estimator he may want to use. Occasionally, circumstances may necessitate the use of nonprobability sampling altogether. Cochran (1963) gives the following situations that lead to nonprobability sampling:

(1) When the sample is restricted to a part of the population that is readily accessible.

(2) When the sample is selected haphazardly.

(3) With a small but heterogenous population, the sampler inspects the whole of it and selects a small sample of 'typical' units, i.e., units that are close to his impression of the average of the population. This method is sometimes called judgement or purposive selection.
(4) Lastly, when the sample consists essentially of volunteers. He notes that these methods may give good results under the right conditions although they are not amenable to the development of a sampling theory owing to lack of random selection.

But whether one deals with Sample Survey Theory or General Statistical Theory, he is dealing with the same problem of inferring from the sample to the population usually with the help of Probability Theory and Statistics. In the General Statistical Theory, random sampling solved nearly all the sampling design problems. With survey populations, things are not that much easy. The nature of the population may make random sampling difficult; it may not be possible to identify all the units in the population. In most cases, the frequency function of the character under consideration is unknown. This makes it difficult to check some of the optimality conditions of estimators in the General Statistical Theory. And optimal estimators under the General Statistical Theory need not be so under the Sample Survey Theory. This raises the main problem of finding sampling designs and estimators that are optimal for the sample survey situation. Mathematically, in the sample survey model, we have a set $P$ of $N$ units that constitute the population,

$$ P = (U_1, U_2, \ldots, U_N) $$
where $U_i$ stands for unit $i$. An unknown quantity $Y_i$ which is of interest to the surveyor is associated with $U_i$. The surveyor wants to know

$$\theta = \theta(Y_1, Y_2, \ldots, Y_N)$$

He may also know the auxiliary variable $X$, i.e.

$$\alpha = (X_1, X_2, \ldots, X_N)$$

associated with $P$. He selects a subset

$$S = (U_1, U_2, \ldots, U_n)$$

Of units of $P$ and observes the corresponding

$$Y = (Y_1, Y_2, \ldots, Y_n)$$

(response errors are ignored). The sampling plan generates $S$. He then calculates

$$\hat{\theta} = \hat{\theta}(Y_1, Y_2, \ldots, Y_n)$$

as an estimator of $\theta$. The problem is how to select $S$ (how to assign the probability that unit $i$ of $P$ will be included in $S$) and how to choose the random variable $\hat{\theta}$ to get an estimate which is as near $\theta$ as possible.

Certainly, it is not just a matter of getting a 'representative' sample and calculating the mean, variance and Median of the sample values. Besides, what is a representative sample?

**Search for Optimal Estimators and Sampling Designs**

In 1934 Neyman introduced the Gauss-Markov theorem to obtain a linear unbiased minimum variance estimate for
the mean of a survey population. He established that, for simple random sampling, the sample mean was the minimum variance linear unbiased estimate of the survey population mean. This was an attempt to fit survey sampling into the hypothetical population model, and his findings stimulated most sample-survey statisticians to find, with the help of Gauss-Markov theorem, efficient (i.e. minimum variance) unbiased estimators for a variety of more complex designs. Sampling procedures like, sampling with arbitrary probabilities, stratified sampling, cluster sampling, 2-stage sampling, multi-stage sampling, etc. were designed to reduce the variance of the estimators (see, for example, Goodman and Kish (1950), Durbin (1953), Hartley and Rao (1962), Cochran (1963).

Horvitz and Thompson (1952) attempted to provide a general method for dealing with sampling without replacement from a finite population when variable probabilities of selection are used to the elements remaining prior to each draw. They, in particular, considered a general estimator of the population total of the form

\[ \hat{Y} = \sum_{i=1}^{n} \beta_i Y_i \]

where \( \beta_i (i = 1, \ldots, N) \) is a constant to be used as a weight for the \( i \)th unit whenever it is selected for the
sample. Letting $P(X_i)$ to be probability that the $i^{th}$ element will be included in a sample of size $n$, they showed that

$$P_i = \frac{1}{P(X_i)}$$

makes $Y$ unbiased and of minimum variance ($X_i$ is the value of the auxiliary variable associated with unit $i$).

Godambe (1955, 1965) considered the general estimator

$$\hat{Y} = \sum_{i=1}^{n} b_{si} Y_i$$

where $b_{si}$ is defined in advance for all the $N^n$ logically possible $S$ (samples), and for all $i$ in $S$. This is a more general class of estimators than the ones considered by Horvitz and Thompson. He proved the non-existence of a uniformly minimum variance ($UMV$) unbiased estimator in this class of estimators for any design $P(s)$, excepting those in which no two $S$ with $P(S) > 0$ have at least one common and one uncommon unit.

Because of the non-existence of $UMV$ unbiased estimator, other criteria of goodness of an estimator were sought. Godambe and Joshi (1965) considered the criterion of admissibility and proved that the Horvitz-Thompson (HT) estimator is admissible in the class of all $p$-unbiased estimators of $Y$, the population total, for any design $P(S)$ such that
The admissibility criterion, however, was satisfied by many other estimators, and other new criteria like 'hyper-admissibility,' 'necessary bestness' (Basu, 1971) were introduced. A detailed examination of these optimality properties raise some questions regarding their relevance. For example, the Horvitz and Thompson estimator, \( \hat{YHT} \), is uniquely 'hyper-admissible' whatever the character under investigation or the sample design. But the \( \hat{YHT} \) may lead to disastrous results (Sarndal, 1972; Basu, 1971).

Many variations of the regression type population model
\[
y_i = ax_i + Z_i \quad i = (1,\ldots,N)
\]
have been used, where \( y_i \) is the character of interest and \( x_i \) is an auxiliary variable for unit \( i \) in the population; \( Z_i \) is an error component. Cochran (1946), Godambe (1955, 1965), Royall (1970, 1971) and many others used the super-population approach in conjunction with the regression model to compare efficiencies between sampling methods. Cassel and Sarndal (1972a, 1972b, 1973) use the continuous variable model of the form
\[
Y(X) = \theta (X + Z(X)) \quad \forall X \in (0, \infty)
\]
where \( (Z(X) \mid X) = 0 \), \( \varepsilon(Z(X) \mid X)^2 = \sigma^2(X) \)
\[
\varepsilon(Z(x_1) Z(x_2) \mid x_1 x_2) = 0 \quad (x_1 \neq x_2)
\]
and the auxiliary variable $X$ is assumed to have a known distribution described by the distribution function $F(x)$ over $(0, \infty)$.

Different notions of unbiasedness have been used during this search for optimal estimators and designs:

An estimator, $\hat{Y}$ for $\bar{Y}$, is called design-unbiased or $p$-unbiased if

$$E_p(\hat{Y}) = \sum_{s \in S} P(s) \hat{Y} = \bar{Y}$$

for all vectors $(Y_1, \ldots, Y_N)$, where $P(s)$ is a probability function defined on the set $S$ of subsets of $s$ of labels $(1, \ldots, N)$.

An estimator is called model-unbiased or $\xi$-unbiased if it is unbiased under the assumptions of the specified model.

Lastly, an estimator $\hat{Y}$ is called $Ep\xi$-unbiased for $\bar{Y}$ if

$$E_p\xi(\hat{Y}) = \sum_{s \in S} P(s) \xi(\hat{Y}) = \bar{Y}$$

An estimator can be $p$-unbiased but not $\xi$-unbiased and vice versa.

The Ratio, Mean-of-the-Ratios and the HT Estimators

It is a fact that using supplementary information in sampling designs and estimators greatly improves the accuracy of the estimates. Three estimators that have
received considerable attention in the literature of sample survey theory and which make use of supplementary information are the Ratio estimator, the Mean-of-the-ratios estimator and the Horvitz-Thompson (HT) estimator. If \( X \) is an auxiliary variable, the ratio estimator for the population mean, \( \mu_Y \), is given by

\[
\hat{\mu}_{YR} = \frac{Y}{X} \quad \bar{X} = \frac{1}{N} \sum_{i=1}^{N} X_i \quad \gamma = \frac{1}{n} \sum_{i=1}^{n} Y_i,
\]

where \( y = \sum_{i=1}^{n} Y_i \), \( X = \sum_{i=1}^{n} X_i \), \( \bar{X} = \frac{1}{N} \sum_{i=1}^{N} X_i \), \( \gamma = \frac{1}{n} \sum_{i=1}^{n} Y_i \), and \( \bar{X} = \frac{1}{n} \sum_{i=1}^{n} X_i \), \( n \) is the sample size and \( N \) is the population size.

The mean-of-the-ratios estimator is

\[
\hat{\mu}_{Ymr} = \frac{\bar{X}}{n} \sum_{i=1}^{n} \frac{Y_i}{X_i} \quad (1.2)
\]

The ratio estimators make use of the ratios \( \frac{Y}{X} \) and \( \frac{Y_i}{X_i} \) in order to improve estimation of \( \mu_Y \). With simple random sampling from an infinite population, the ratio estimator of \( \mu_y \) has been shown to be the best linear unbiased estimate if two conditions are satisfied (Cochran, 1963, p. 166, Theorem 6.4):

1. The relation between \( y_i \) and \( X_i \) is a straight line through the origin
2. The variance of \( y_i \) about this line is proportional to \( X_i \).

When the variance of \( y_i \) about this line is proportional to \( X_i^2 \), using the mean-of-the-ratios estimator gives much better performance than the other estimator.
When the relation between $y_i$ and $X_i$ is linear but the line does not go through the origin, the regression estimator

$$\hat{Y}_{1r} = \bar{y} + b (\bar{X} - \bar{x})$$

performs much better than the others. $\hat{Y}_{1r}$ reduces to $\bar{y}$ if $b = 0$ and to $\bar{X}Y$ if $b = \frac{\bar{Y}}{\bar{X}}$. Both the ratio and regression estimators are consistent and, generally, slightly biased, but with sampling designs like stratified sampling, the bias of the ratio estimator may be considerable. This has led to searching unbiased or better ratio-type estimators. J.N.K. Rao (1969) gives some results of the search. The results indicate that under certain conditions, other ratio-type estimators perform better than the traditional ratio estimator.

The Horvitz-Thompson estimator is given by

$$\hat{\mu}_{YHT} = \frac{1}{n} \sum_{i=1}^{n} \frac{y(x_i)}{P(x_i)} \quad (1.3)$$

where $P(x_i)$ is the probability that a unit with auxiliary variable $x_i$ will be included in the sample. The variance of the HT estimator may be negative, or it may not reduce to zero even when all the $Y$-values are the same and the variance should actually be zero.

In many studies the HT estimator has been shown to compete very well with the ratio estimators. Assuming a linear stochastic model of the form

$$y_i = \alpha + \beta x_i + z_i, \quad \sigma_i^2 = \sigma^2 x_i^2 Y,$$

Foreman and Brewer (1971) showed that the HT estimator is
more efficient than the ratio estimator with equal selection probabilities if \( \gamma > \frac{1}{2} \), but they caution that if the sampling fraction is large and \( \alpha \) is appreciable, the ratio estimator may be made more efficient than the HT estimator. Rao (1967) gives some conditions under which the mean-of-the-ratios estimator is superior to both the ratio estimator and the HT estimator. Unfortunately, the mean-of-the-ratios estimator is not consistent like, say, the ratio estimator (Sukhatme and Sukhatme, 1970, p. 160).
CHAPTER II

THE PROBLEM

Statement of the Problem

The problem with simple random sampling is that it does not take into account the possible importance of the larger units in the population. Because of this, sampling designs like sampling with probability proportional to size (pps), and generally known as sampling with varying probabilities came to be used. These are more complex designs than simple random sampling. It was also realized that it makes a difference whether sampling is done with replacement or without replacement. However, the estimators considered were very complicated. To get simple estimators, sampling schemes like the Midzumo system of sampling, the Narain Method of sampling, Systematic Sampling with varying probabilities etc. were introduced. It is very clear, from such studies, that performances of estimators can be improved by, not only making use of supplementary information, but also by choosing the proper sampling design.

The ratio estimator, the mean-of-the-ratios estimator and the Horvitz-Thompson estimator have performed quite efficiently in some of the research work in sample survey literature. But which of these three does better
estimation than the others depends on the sampling design used, the way the supplementary information has been used, the class of estimators used and the way 'bias' or 'unbiased' is defined. Joshi (1971), for example, states that

(i) The HT estimate is always admissible in the class of all unbiased estimates, linear and non-linear.

(ii) In the entire class of estimates, the HT estimator is admissible if the sampling design is of fixed sample size.

(iii) If the loss function, $V(t)$, where $t$ is the numerical difference between the estimated and true values, satisfies only

(a) $V(t)$ is non-decreasing in $[0, \infty]$, 

(b) for every $K > 0$

$$\int_{0}^{\infty} V(t) \exp \left( - \frac{Kt^2}{2} \right) dt < \infty$$

then the sample mean, and more generally the ratio estimate is always admissible as an estimate of the population mean.

The use of these three estimators with the regression type models has shown to give very promising results. I would like to investigate the performances of these three estimators (the ratio estimator, mean-of-the-ratios estimator and the HT estimator) under the regression type continuous variable Model of Cassel and Sarndal (1973).
I would like to consider the model

\[ Y(x_i) = \theta(x_i) + z(x_i) \]

where

\[ E(z_i|x_i) = 0 \quad \forall x_i \epsilon (0, \infty) \]

\[ E(z_i^2|x_i) = \sigma^2(x_i) = k^2 x_i^q \]

\[ E(z_i z_j | x_i x_j) = 0 \quad (i \neq j) \]

where \( Y_i \) is the value of the character under investigation for unit \( i \), \( x_i \) is the value of the corresponding auxiliary variable. I further assume that the auxiliary variable \( X \) is gamma distributed over \((0, \infty)\) i.e.

\[ f(x) = \frac{1}{\Gamma(r)} x^{r-1} e^{-x} \quad \text{for } x \epsilon (0, \infty) \]

Hence its mean

\[ E(x) = \int_0^\infty x f(x) dx = r \]

My aim is to estimate the population mean

\[ E_p E(Y(x)) = \theta r = \mu_Y \]

The three estimators of the population mean that I would like to consider are

\[ \hat{\mu}_{YHT} = \frac{1}{n} \sum_{i=1}^{n} \frac{y(x_i)}{p(x_i)} \quad (2.1) \]

\[ \hat{\mu}_{YMR} = \frac{r}{n} \sum_{i=1}^{n} \frac{y(x_i)}{x_i} \quad (2.2) \]

\[ \hat{\mu}_{YR} = r \frac{\sum_{i=1}^{n} y(x_i)}{\sum_{i=1}^{n} x_i} \quad (2.3) \]
Where the design function, \( P(x_i) \) is the selection probability density of a unit with auxiliary variable \( x_i \), \( n \) is the number of units in the sample. Draws are made independently of each other according to the same distribution of inclusion probabilities. (2.1) is the Horvitz-Thompson estimator, (2.2) is the mean-of-the-ratios estimator and (2.3) is the classical ratio estimator.

The three estimators are \( E \)-unbiased and their \( MSE \)'s, then, equal their \( E \)-variances.

Method used and Problems of Evaluations

The efficiencies of these estimators will be evaluated in terms of their \( E \)-variances, which are obtained from

\[
\text{Var} (\hat{\mu}_Y) = E_p E (\hat{\mu}_Y^2) - (E_p E (\hat{\mu}_Y))^2
\]

Generally, the expressions for the variances of these estimators are

\[
\text{Var} (\hat{\mu}_{YHT}) = \frac{\mu_Y^2}{n} (r - 2 \int_0^\infty x^2 \frac{2 g}{P(x)} f(x) d(x) - 1)
\]

\[
\text{Var} (\hat{\mu}_{YMR}) = \frac{\mu_Y^2}{n} \int_0^\infty k^2 x^{g-2} p(x) f(x) dx
\]

\[
\text{Var} (\hat{\mu}_{YR}) = \mu_Y^2 \int_0^\infty \frac{\sum_{i=1}^{n} k^2 x_i}{\left( \sum_{i=1}^{n} x_i \right)^2} p(x) f(x) d(x)
\]

where \( P(x) = \prod_{i=1}^{n} p(x_i) \), \( f(x) = \prod_{i=1}^{n} f(x_i) \), \( d(x) = \prod_{i=1}^{n} dx_i \)
and the last integral is n-dimensional (over \(0 \leq x_i \leq \varphi\), for \(i = 1, \ldots, n\)). The variances depend essentially on three things, namely, the shape of the continuous distribution, \(f(x)\), of the auxiliary variable, \(x\); the variance of \(Z_i\) and the selection probability density, \(P(x)\).

I will compare the variances under 1) polynomial \(p(x)\), 2) exponential \(p(x)\).

(1) Let

\[
P(x) = \frac{1}{m^r} x^m \]

\((m = 0\) represents simple random sampling, \(m = 1\) represents pps sampling scheme\). In this case the expressions for the variances of these estimators are:

\[
\text{Var} \left( \hat{\mu}_{YHT} \right) = \frac{\mu_y^2}{n} \left\{ \frac{1}{(m^r+1)2} \left[ \frac{1}{m^r+1} \right] - 1 \right\}
\]

\[
\text{Var} \left( \hat{\mu}_{YMR} \right) = \frac{k^2 m^r}{\frac{1}{m^r+1}} \cdot \frac{\mu_y^2}{n}
\]

for \(g = 0\):

\[
\text{Var} \left( \hat{\mu}_{YR} \right) = \frac{nk^2}{(nm^r+nr-1)(nm^r+nr-2)} \cdot \mu_y^2
\]

\[
= \frac{\mu_y^2}{n} \cdot \frac{k^2}{(m^r)^2} \quad \text{(if } n \text{ is large)}
\]

for \(g = 1\):

\[
\text{Var} \left( \hat{\mu}_{YR} \right) = \frac{k^2}{nm^r+nr-1} \cdot \mu_y^2
\]

\[
= \frac{\mu_y^2}{n} \cdot \frac{k^2}{m^r} \quad \text{(for } n \text{ large)}
\]
I evaluate these expressions numerically for \( r = 1, 2, 3 \) and \( k \) and \( g \) fixed at 0.5 and 0 respectively, 0.5 and 1 respectively, 0.5 and 2 respectively, 1 and 0 respectively, etc., and as \( m \) takes the values -1 (0.5) 2,3,4. I will observe how the variances of these estimators behave.

(2) Let

\[ P(x) = (1-c)^x e^{cx}, \quad c \leq 1 \]

(\( c = 0 \) represents simple random sampling). In this case the expressions for the variances are:

\[
\begin{align*}
\text{Var} \left( \hat{K}_{YHT} \right) & = \frac{\mu_Y^2}{n} \left\{ \frac{1}{r^2(1-c)^x} \left[ \frac{\Gamma(2+r)}{(c+1)^{2+r}} + \frac{k^2\Gamma(g+r)}{(c+1)^{g+1}} \right] - 1 \right\} (2.3) \\
\text{Var} \left( \hat{K}_{YMR} \right) & = \frac{\mu_Y^2}{n} \cdot \frac{k^2\Gamma(g+r-2)}{\Gamma(r)(1-c)^{g-2}} (2.9)
\end{align*}
\]

for \( g=0 \):

\[
\text{Var} \left( \hat{K}_{yR} \right) = \frac{\mu_Y^2}{n} \cdot \frac{nk^2(1-c)^2}{(nr-1)(nr-2)}.
\]

\[
\approx \frac{\mu_Y^2}{n} \cdot \frac{k^2(1-c)^2}{r^2} \quad (\text{for } n \text{ large}) \quad (2.10)
\]

for \( g=1 \):

\[
\text{Var} \left( \hat{K}_{yR} \right) = \frac{\mu_Y^2 k^2(1-c)}{nr-1}.
\]

\[
\approx \frac{\mu_Y^2}{n} \cdot \frac{k^2(1-c)}{r} \quad (\text{for } n \text{ large}) \quad (2.11)
\]

As with the polynomial case, these expressions are evaluated and compared as values of \( r, c, g, k \) vary.

It has not been possible to evaluate the variance.
of the ratio estimator when \( g = 2 \), only the variances of the HT estimator and mean-of-the-ratios estimator will be compared when \( g = 2 \). With exponential \( p(x) \), the variance of the mean-of-the-ratios estimator is finite only if \( r + g > 2 \). Throughout, I have used the approximate expressions of \( \text{Var} (\hat{\mu} y R) \) for my evaluations. The results are tabulated below and illustrated by graphs.
CHAPTER 3

THE RESULTS

Results for $P(x)$ Polynomial and $k = 0.5$

The results are presented in Tables I - III and illustrated by figures 1-3.

When $g = 0$ the ratio estimator has, generally, the smallest variance for fixed values of $r$ and $m$, followed by the mean-of-the-ratios estimator and then by the HT estimator. When $r = 1$ not much comparison can be made between the HT estimator and the mean-of-the-ratios estimator as the variance of the HT estimator is finite for $-1.0 < m < 1$ while the variance of the mean-of-the-ratios estimator is finite for $m > 1$. In the range of values of $m$ for which the variances of the ratio estimator and of either the HT estimator or the mean-of-the-ratios estimator are finite, the ratio estimator has smaller variance. When $r = 2$ and $0 < m < 2$ where the variances of all the three estimators are finite, the ratio estimator has the smallest variance; the HT estimator initially has a smaller variance than the mean-of-the-ratios estimator. The variance of the HT estimator takes its minimum value at about $m = 1.0$ and for $m > 1.0$ the mean-of-the-ratios estimator's variance is smaller than that of the HT estimator. The variance of the HT estimator starts at infinity, takes its minimum value at
m = 0.5 when r = 1, and m = 1.0 when r = 2 or 3, and goes to infinity as m takes higher values. When r = 3 the ratio estimator is most efficient followed by the mean-of-the-ratios estimator and the HT estimator is last. The variances of the ratio and mean-of-the-ratios estimators get smaller and smaller as m increases. The same is true with changes in the value of r. This can also be seen by observing formulas (2.5) and (2.6) for the variances of the two estimators.

When g = 1 the ratio estimator still performs better than the other two. When r = 1 and m<1, the HT estimator has smaller variance than the mean-of-the-ratios estimator. The reverse is true for m>1.

When r = 2 or 3, the mean-of-the-ratios estimator has smaller variance than the HT estimator except when the variance of the HT estimator takes its minimum value equal to the value of the variance of the mean-of-the-ratios estimator. When r = 1 the HT estimator beats the mean-of-the-ratios estimator for 1<m, the mean-of-the-ratios estimator beats the HT estimator when m>1. The variance of the HT estimator takes its minimum value at m = 1.0, and the variances of the ratio and mean-of-the-ratios estimators become smaller and smaller as m gets larger and larger.

When g = 2 the mean-of-the-ratios estimator's variance is a constant and smaller than that of the HT
estimator (except when the variance of the HT estimator takes its minimum value equal to the value of the variance of the mean-of-the-ratios estimator). The variance of the HT estimator is smallest at \( m = 1.0 \).

Generally, as \( m \) increases, the variances of the ratio and the mean-of-the-ratios estimators are reduced, but the extent to which these variances can be reduced by, say, a given big \( m \) is lessened as \( g \) takes higher values. At \( m = 4 \), for example, the variances of the ratio and the mean-of-the-ratios estimators are approximately zero for \( g = 0 \), \( 0.05 \frac{\mu^2}{n} \) for \( g = 1 \), and the mean-of-the-ratios estimator has a constant variance of \( 0.25\frac{\mu^2}{n} \) when \( g = 2 \). For large values of \( m \), the difference between the variance of the ratio estimator and that of the mean-of-the-ratios estimator is very small and not very much dependent on the value of \( r \). The smallest possible value taken by the variance of the HT estimator and the extent to which it is finite is greatly affected by the value \( r \) takes. As \( r \) takes bigger values, the variance of the HT estimator can take smaller values and is finite for a wider range of the values of \( m \).

**Results for \( P(x) \) Polynominal and \( k = 1 \)**

The results are given in tables IV-VI and illustrated by Figures 4 - 6.

When \( g = 0 \) and \( r = 1 \), the variances of the HT
TABLE I

Variances of the Estimators when X is Gamma Distributed, P(x) is Polynomials, k = 0.5, g = 0. (Each entry should be multiplied by $\mu_Y^2/n$)

<table>
<thead>
<tr>
<th></th>
<th>$r = 1$</th>
<th>$r = 2$</th>
<th>$r = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\mu}_{YHT}$</td>
<td>$\hat{\mu}_{Ymr}$</td>
<td>$\hat{\mu}_{YR}$</td>
</tr>
<tr>
<td>$m$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.0</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>5.13</td>
</tr>
<tr>
<td>-0.5</td>
<td>5.28</td>
<td>1.00</td>
<td>1.65</td>
</tr>
<tr>
<td>0.0</td>
<td>1.25</td>
<td>0.25</td>
<td>0.56</td>
</tr>
<tr>
<td>0.5</td>
<td>0.57</td>
<td>0.11</td>
<td>0.22</td>
</tr>
<tr>
<td>1.0</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>0.063</td>
</tr>
<tr>
<td>1.5</td>
<td>$\infty$</td>
<td>0.33</td>
<td>0.040</td>
</tr>
<tr>
<td>2.0</td>
<td>0.13</td>
<td>0.028</td>
<td>$\infty$</td>
</tr>
<tr>
<td>3.0</td>
<td>0.042</td>
<td>0.016</td>
<td>0.021</td>
</tr>
<tr>
<td>4.0</td>
<td>0.02</td>
<td>0.01</td>
<td>0.013</td>
</tr>
</tbody>
</table>
FIGURE 1: Variances of the Estimators when $X$ is Gamma Distributed, $P(x)$ is Polynomial, $k = 0.5$, $g = 0$.

(To illustrate Table 1)
TABLE II
Variances of the Estimators when X is Gamma Distributed, P(x) is Polynomial, k = 0.5, g = 1. (Each entry should be multiplied by $\mu_Y^2/n$).

<table>
<thead>
<tr>
<th>m</th>
<th>r = 1</th>
<th></th>
<th>r = 2</th>
<th></th>
<th>r = 3</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\mu}_{YHT}$</td>
<td>$\hat{\mu}_{YMr}$</td>
<td>$\hat{\mu}_{YR}$</td>
<td>$\hat{\mu}_{YHT}$</td>
<td>$\hat{\mu}_{YMr}$</td>
<td>$\hat{\mu}_{YR}$</td>
</tr>
<tr>
<td>-1.0</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>5.37</td>
<td>$\infty$</td>
<td>0.25</td>
<td>2.50</td>
</tr>
<tr>
<td>-0.5</td>
<td>5.48</td>
<td>0.5</td>
<td>1.76</td>
<td>0.50</td>
<td>0.17</td>
<td>1.04</td>
</tr>
<tr>
<td>0.0</td>
<td>1.25</td>
<td>$\infty$</td>
<td>0.25</td>
<td>0.25</td>
<td>0.13</td>
<td>0.42</td>
</tr>
<tr>
<td>0.5</td>
<td>0.37</td>
<td>0.5</td>
<td>0.17</td>
<td>0.21</td>
<td>0.17</td>
<td>0.10</td>
</tr>
<tr>
<td>1.0</td>
<td>0.25</td>
<td>0.25</td>
<td>0.13</td>
<td>0.13</td>
<td>0.083</td>
<td>0.08</td>
</tr>
<tr>
<td>1.5</td>
<td>2.52</td>
<td>0.17</td>
<td>0.10</td>
<td>0.29</td>
<td>0.10</td>
<td>0.071</td>
</tr>
<tr>
<td>2.0</td>
<td>$\infty$</td>
<td>0.13</td>
<td>0.08</td>
<td>0.86</td>
<td>0.08</td>
<td>0.063</td>
</tr>
<tr>
<td>3.0</td>
<td>0.08</td>
<td>0.06</td>
<td>$\infty$</td>
<td>0.063</td>
<td>0.050</td>
<td>3.17</td>
</tr>
<tr>
<td>4.0</td>
<td>0.06</td>
<td>0.05</td>
<td>0.05</td>
<td>0.042</td>
<td>$\infty$</td>
<td>0.041</td>
</tr>
</tbody>
</table>
FIGURE 2: Variances of the Estimators when $\mu$ is Gamma Distributed, $P(x)$ is Polynomial, $k = 0.5$, $g = 0$. (To illustrate Table II)
TABLE III
Variances of YHT and Ymr when X is Gamma Distributed, P(x) is Polynomial, \( k = 0.5 \), \( g = 2 \). (Each entry should be multiplied by \( \mu_Y^2/n \))

<table>
<thead>
<tr>
<th>( m )</th>
<th>( \hat{\mu}_{YHT} )</th>
<th>( \hat{\mu}_{Ymr} )</th>
<th>( \hat{\mu}_{YHT} )</th>
<th>( \hat{\mu}_{Ymr} )</th>
<th>( \hat{\mu}_{YHT} )</th>
<th>( \hat{\mu}_{Ymr} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>( \infty )</td>
<td>0.25</td>
<td>6.50</td>
<td>0.25</td>
<td>3.17</td>
<td>0.25</td>
</tr>
<tr>
<td>-0.5</td>
<td>6.36</td>
<td>0.25</td>
<td>2.21</td>
<td>0.25</td>
<td>1.41</td>
<td>0.25</td>
</tr>
<tr>
<td>0.0</td>
<td>1.500</td>
<td>0.25</td>
<td>0.88</td>
<td>0.25</td>
<td>0.67</td>
<td>0.25</td>
</tr>
<tr>
<td>0.5</td>
<td>0.47</td>
<td>0.25</td>
<td>0.38</td>
<td>0.25</td>
<td>0.34</td>
<td>0.25</td>
</tr>
<tr>
<td>1.0</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>1.5</td>
<td>0.47</td>
<td>0.25</td>
<td>0.38</td>
<td>0.25</td>
<td>0.34</td>
<td>0.25</td>
</tr>
<tr>
<td>2.0</td>
<td>1.50</td>
<td>0.25</td>
<td>0.86</td>
<td>0.25</td>
<td>0.67</td>
<td>0.25</td>
</tr>
<tr>
<td>3.0</td>
<td>( \infty )</td>
<td>0.25</td>
<td>6.25</td>
<td>0.25</td>
<td>3.17</td>
<td>0.25</td>
</tr>
<tr>
<td>4.0</td>
<td>( \infty )</td>
<td>0.25</td>
<td>( \infty )</td>
<td>0.25</td>
<td>24.00</td>
<td>0.25</td>
</tr>
</tbody>
</table>
FIGURE 3: Variances of $\hat{\mu}_{YHI}$ and $\hat{\mu}_{Ymr}$ when $X$ is Gamma Distributed, $P(x)$ is Polynomial, $k = 0.5$, $g = 2$. (To illustrate Table III)

Var $\hat{\mu}_{Ymr}$ for any $r$

Var $\hat{\mu}_{YHI}$ for $r = 1, 2, 3$ respectively
TABLE IV
Variances of the Estimators when $X$ is Gamma Distributed, $P(x)$ is Polynomial, $k = 1$, $g = 0$. (Each entry should be multiplied by $\mu^n/\nu$)

<table>
<thead>
<tr>
<th>$m$</th>
<th>$r = 1$</th>
<th></th>
<th>$r = 2$</th>
<th></th>
<th>$r = 3$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\mu}_{YHT}$</td>
<td>$\hat{\mu}_{Ymr}$</td>
<td>$\hat{\mu}_{YR}$</td>
<td>$\hat{\mu}_{YHT}$</td>
<td>$\hat{\mu}_{Ymr}$</td>
<td>$\hat{\mu}_{YR}$</td>
</tr>
<tr>
<td>-1.0</td>
<td></td>
<td>$\infty$</td>
<td>5.50</td>
<td>1.00</td>
<td>2.50</td>
<td>$\infty$</td>
</tr>
<tr>
<td>-0.5</td>
<td>6.63</td>
<td>4.00</td>
<td>1.86</td>
<td>0.43</td>
<td>1.08</td>
<td>1.32</td>
</tr>
<tr>
<td>0.0</td>
<td>1.00</td>
<td>1.00</td>
<td>0.75</td>
<td>$\infty$</td>
<td>0.25</td>
<td>0.44</td>
</tr>
<tr>
<td>0.5</td>
<td>1.75</td>
<td>0.44</td>
<td>0.40</td>
<td>1.33</td>
<td>0.16</td>
<td>0.19</td>
</tr>
<tr>
<td>1.0</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>0.25</td>
<td>0.50</td>
<td>0.50</td>
<td>0.11</td>
</tr>
<tr>
<td>1.5</td>
<td>$\infty$</td>
<td>1.33</td>
<td>0.16</td>
<td>1.50</td>
<td>0.27</td>
<td>0.062</td>
</tr>
<tr>
<td>2.0</td>
<td>0.50</td>
<td>0.11</td>
<td>$\infty$</td>
<td>0.17</td>
<td>0.063</td>
<td>1.00</td>
</tr>
<tr>
<td>3.00</td>
<td>0.17</td>
<td>0.063</td>
<td>$\infty$</td>
<td>0.083</td>
<td>0.04</td>
<td>$\infty$</td>
</tr>
<tr>
<td>4.00</td>
<td>0.063</td>
<td>0.040</td>
<td>0.050</td>
<td>0.028</td>
<td>0.033</td>
<td>0.020</td>
</tr>
</tbody>
</table>
FIGURE 4: Variances of the Estimators when \( X \) is Gamma Distributed, \( P(x) \) is Polynomial, \( k = 1 \), \( q = 0 \). (to illustrate Table IV)
TABLE V

Variances of YHT and Ymr when X is Gamma Distributed, \( P(x) \), is Polynominal, \( k = 0.5, \ g = 2 \). (Each entry should be multiplied by \( \mu_Y^2/n \))

<table>
<thead>
<tr>
<th>( m )</th>
<th>( r = 1 )</th>
<th>( r = 2 )</th>
<th>( r = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \hat{\mu}_{YHT} )</td>
<td>( \hat{\mu}_{Ymr} )</td>
<td>( \hat{\mu}_{YR} )</td>
</tr>
<tr>
<td>-1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.5</td>
<td>7.44</td>
<td>2.00</td>
<td>2.32</td>
</tr>
<tr>
<td>0.0</td>
<td>2.00</td>
<td>( \infty )</td>
<td>1.00</td>
</tr>
<tr>
<td>0.5</td>
<td>0.96</td>
<td>2.00</td>
<td>0.67</td>
</tr>
<tr>
<td>1.0</td>
<td>1.00</td>
<td>1.00</td>
<td>0.50</td>
</tr>
<tr>
<td>1.5</td>
<td>2.53</td>
<td>0.67</td>
<td>0.40</td>
</tr>
<tr>
<td>2.0</td>
<td>( \infty )</td>
<td>0.50</td>
<td>0.33</td>
</tr>
<tr>
<td>3.0</td>
<td>0.33</td>
<td>0.25</td>
<td>( \infty )</td>
</tr>
<tr>
<td>4.0</td>
<td>0.25</td>
<td>0.20</td>
<td>( \infty )</td>
</tr>
</tbody>
</table>
FIGURE 5: Variances of the Estimators when \( X \) is Gamma Distributed, \( P(X) \) is Polynomial, \( k = 1, \ g = 1 \). (To illustrate Table V)
TABLE VI

Variances of $Y_{HT}$ and $Y_{mr}$ when $X$ is Gamma Distributed,
P($x$) is Polynomial $k = 1, g = 2$. (Each entry should be multiplied by $\mu^2 / n$)

<table>
<thead>
<tr>
<th>$m$</th>
<th>$r = 1$</th>
<th>$r = 2$</th>
<th>$r = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\mu}<em>{Y</em>{HT}}$</td>
<td>$\hat{\mu}<em>{Y</em>{mr}}$</td>
<td>$\hat{\mu}<em>{Y</em>{HT}}$</td>
</tr>
<tr>
<td>-1.0</td>
<td>1</td>
<td>11.00</td>
<td>1</td>
</tr>
<tr>
<td>-0.5</td>
<td>10.78</td>
<td>1</td>
<td>4.15</td>
</tr>
<tr>
<td>0.0</td>
<td>3.00</td>
<td>1</td>
<td>2.00</td>
</tr>
<tr>
<td>0.5</td>
<td>1.36</td>
<td>1</td>
<td>1.21</td>
</tr>
<tr>
<td>1.0</td>
<td>1.00</td>
<td>1</td>
<td>1.00</td>
</tr>
<tr>
<td>1.5</td>
<td>1.36</td>
<td>1</td>
<td>1.21</td>
</tr>
<tr>
<td>2.0</td>
<td>3.00</td>
<td>1</td>
<td>2.00</td>
</tr>
<tr>
<td>3.0</td>
<td>1</td>
<td>11.00</td>
<td>1</td>
</tr>
<tr>
<td>4.0</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 6: \( \text{Var}(\hat{\mu}_{Y Hi}) \) and \( \text{Var}(\hat{\mu}_{Y mr}) \) when \( X \) is Gamma Distributed, \( P(x) \) is Polynomial, \( k = 1, \alpha = 2 \). (To illustrate Table VI)

- \( \text{Var}(\hat{\mu}_{Y mr}) \) for any \( r \)
- \( \text{Var}(\hat{\mu}_{Y Hi}) \) for \( r = 1, 2, 3 \) respectively.
estimator and of the mean-of-the-ratios estimator are not comparable as the values of m for which these variances are finite are not the same. In the range of values of m for which either the variance of the HT estimator or the variance of the mean-of-the-ratios estimator and that of the ratio estimator are finite, the ratio estimator is more efficient. When g = 0, r = 2, and 0 < m < 1 the ratio estimator has smallest variance followed by the HT estimator and then by the mean-of-the-ratios estimator, but the mean-of-the-ratios estimator beats the HT estimator for m > l. When g = 0, r = 3 and m < 0.8, the ratio estimator is best followed by the HT estimator and the mean-of-the-ratios estimator is last. The ratio and mean-of-the-ratios estimators become more efficient with an increase in the value of both m and r. The HT estimator's variance takes its minimum value for values of m near 0.8; it also takes smaller values as r increases.

When g = 1 the ratio estimator always has the smallest variance. When r = 1 and m < l the HT estimator is better than the mean-of-the-ratios estimator. The reverse is true when m > l. When r = 2 and for either m < 0 or m > 1, the HT estimator has larger variance than the mean-of-the-ratios estimator, for 0 < m < 1 the HT estimator's variance is smaller than that of the mean-of-the-ratios. When r = 3 the HT estimator beats the mean-of-the-ratios for 0.3 < m < 1 and the mean-of-the-ratios estimator beats the HT estimator for other values of m.
When \( g = 2 \) the variance of the mean-of-the-ratios estimator is a constant at \( \frac{\mu_Y^2}{n} \) and, except when the variance of the HT estimator takes its minimum value, it is smaller than that of the HT estimator.

As in the other case, an increase in the value of \( g \) has a general effect of lessening the power of reducing the variances of the ratio and mean-of-the-ratios estimators by increasing \( m \). No improvement can be made on the variance of the mean-of-the-ratios estimator when \( g = 2 \). The variance of the HT estimator is smallest for values of \( m \) near 1.0.

The change in the value of \( k \) from 0.5 to 1.0 has the effect of slightly increasing the values of the variances of the estimators for fixed values of \( g, r \) and \( m \).

**Results for \( P(x) \) Exponential and \( k = 0.5 \)**

The results are given in Tables VII-IX and illustrated by Figures 7-9.

When \( g = 0 \) or 1, the ratio estimator is most efficient followed by the mean-of-the-ratios estimator and then by the HT estimator. The variances of the ratio and mean-of-the-ratios estimators are zero when \( c = 1 \). The greater the value \( r \) takes the more efficient the estimators become. The graph of the variance of the HT estimator is u-shaped; an increase in \( r \) has the effect of pushing the minimum point of the variance of the HT estimator to the left.
When \( g = 2 \), the variance of the mean-of-the-ratios estimator is constant at \( 0.25k^2/n \) and is smaller than that of the HT estimator. The effect of increasing \( r \) on the shape of the variance of the HT estimator's curve is simply to shift its minimum point to the left. The rate of improvement on the estimators by increasing \( c \) is reduced as \( g \) changes from 0 to 1, and the estimators become less efficient too.
TABLE VII

Variances of the Estimators when $X$ is Gamma Distributed, $P(x)$ is Exponential, $k = 0.5$, $g = 0$. (Each entry should be multiplied by $\mu^2/n$)

<table>
<thead>
<tr>
<th>$c$</th>
<th>$r = 1$</th>
<th>$r = 2$</th>
<th>$r = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\hat{\mu}_{YHT}$</td>
<td>$\hat{\mu}_{YR}$</td>
<td>$\hat{\mu}_{YHT}$</td>
</tr>
<tr>
<td>-1.0</td>
<td>$\infty$</td>
<td>1.00</td>
<td>$\infty$</td>
</tr>
<tr>
<td>-0.8</td>
<td>138.58</td>
<td>0.81</td>
<td>288.50</td>
</tr>
<tr>
<td>-0.6</td>
<td>18.90</td>
<td>0.64</td>
<td>21.25</td>
</tr>
<tr>
<td>-0.4</td>
<td>6.00</td>
<td>0.49</td>
<td>4.96</td>
</tr>
<tr>
<td>-0.2</td>
<td>2.50</td>
<td>0.36</td>
<td>1.61</td>
</tr>
<tr>
<td>0.0</td>
<td>1.25</td>
<td>0.25</td>
<td>0.56</td>
</tr>
<tr>
<td>0.2</td>
<td>0.70</td>
<td>0.16</td>
<td>0.20</td>
</tr>
<tr>
<td>0.4</td>
<td>0.52</td>
<td>0.09</td>
<td>0.21</td>
</tr>
<tr>
<td>0.6</td>
<td>0.60</td>
<td>0.04</td>
<td>0.58</td>
</tr>
<tr>
<td>0.8</td>
<td>1.44</td>
<td>0.01</td>
<td>2.53</td>
</tr>
<tr>
<td>1.0</td>
<td>$\infty$</td>
<td>0.00</td>
<td>$\infty$</td>
</tr>
</tbody>
</table>
FIGURE 7: Variances of the Estimators when $X$ is Gamma Distributed, $P(x)$ is exponential, $k = 0.5$, $q = 0$. (To illustrate Table VII.)

- \( \text{Var} (\hat{Y}_{Hi}) \) and \( \text{Var} (\hat{Y}_{Yr}) \) respectively for \( r = 1 \)
- \( \text{Var} (\hat{Y}_{Hi}) \), \( \text{Var} (\hat{Y}_{Ynr}) \) \( \text{Var} (\hat{Y}_{Yr}) \) respectively for \( r = 3 \)
TABLE VIII

Variances of the Estimators when X is Gamma Distributed, P(x) is Exponential, k = 0.05, g = 1. (Each entry should be multiplied by $\frac{n^2}{n}$)

<table>
<thead>
<tr>
<th>c</th>
<th>$\hat{\mu}_{YHT}$</th>
<th>$\hat{\mu}_{YR}$</th>
<th>$\hat{\mu}_{YHT}$</th>
<th>$\hat{\mu}_{YMr}$</th>
<th>$\hat{\mu}_{YR}$</th>
<th>$\hat{\mu}_{YHT}$</th>
<th>$\hat{\mu}_{YMr}$</th>
<th>$\hat{\mu}_{YR}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>$\infty$</td>
<td>0.50</td>
<td>$\infty$</td>
<td>0.50</td>
<td>0.25</td>
<td>$\infty$</td>
<td>0.25</td>
<td>0.17</td>
</tr>
<tr>
<td>-0.8</td>
<td>141.30</td>
<td>0.45</td>
<td>290.30</td>
<td>0.45</td>
<td>0.23</td>
<td>713.50</td>
<td>0.23</td>
<td>0.15</td>
</tr>
<tr>
<td>-0.6</td>
<td>19.51</td>
<td>0.40</td>
<td>22.20</td>
<td>0.40</td>
<td>0.20</td>
<td>30.93</td>
<td>0.20</td>
<td>0.13</td>
</tr>
<tr>
<td>-0.4</td>
<td>6.11</td>
<td>0.35</td>
<td>5.08</td>
<td>0.35</td>
<td>0.18</td>
<td>5.33</td>
<td>0.18</td>
<td>0.12</td>
</tr>
<tr>
<td>-0.2</td>
<td>2.58</td>
<td>0.30</td>
<td>1.60</td>
<td>0.30</td>
<td>0.15</td>
<td>1.47</td>
<td>0.15</td>
<td>0.10</td>
</tr>
<tr>
<td>0.0</td>
<td>1.25</td>
<td>0.25</td>
<td>0.63</td>
<td>0.25</td>
<td>0.13</td>
<td>0.42</td>
<td>0.13</td>
<td>0.083</td>
</tr>
<tr>
<td>0.2</td>
<td>0.66</td>
<td>0.20</td>
<td>0.27</td>
<td>0.20</td>
<td>0.10</td>
<td>0.16</td>
<td>0.10</td>
<td>0.067</td>
</tr>
<tr>
<td>0.4</td>
<td>0.43</td>
<td>0.15</td>
<td>0.25</td>
<td>0.15</td>
<td>0.075</td>
<td>0.39</td>
<td>0.03</td>
<td>0.050</td>
</tr>
<tr>
<td>0.6</td>
<td>0.47</td>
<td>0.10</td>
<td>0.73</td>
<td>0.10</td>
<td>0.050</td>
<td>1.50</td>
<td>0.05</td>
<td>0.033</td>
</tr>
<tr>
<td>0.8</td>
<td>1.10</td>
<td>0.05</td>
<td>3.54</td>
<td>0.05</td>
<td>0.025</td>
<td>11.15</td>
<td>0.03</td>
<td>0.017</td>
</tr>
<tr>
<td>1.0</td>
<td>$\infty$</td>
<td>0.00</td>
<td>$\infty$</td>
<td>0.00</td>
<td>0.00</td>
<td>$\infty$</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Var (\(\hat{\mu}_{YMr}\)) is not defined for \(r = 1\).
FIGURE B: Variances of the estimators when X is
Gamma Distributed, P(x) is Exponential,
k = 0.5, q = 1. (To illustrate Table VIII)
TABLE IX

Var (\(\hat{\mu}_{YHT}\)) and var (\(\hat{\mu}_{Ymr}\)) when \(X\) is Gamma Distributed, \(P(x)\) is Exponential, \(k = 0.5, g = 2\). (Each entry should be multiplied by \(k^2/n\))

<table>
<thead>
<tr>
<th>(c)</th>
<th>(r = 1)</th>
<th>(r = 2)</th>
<th>(r = 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\hat{\mu}_{YHT})</td>
<td>(\hat{\mu}_{Ymr})</td>
<td>(\hat{\mu}_{YHT})</td>
</tr>
<tr>
<td>1.0</td>
<td>(\infty)</td>
<td>0.25</td>
<td>(\infty)</td>
</tr>
<tr>
<td>0.8</td>
<td>165.67</td>
<td>0.25</td>
<td>301.10</td>
</tr>
<tr>
<td>0.6</td>
<td>15.13</td>
<td>0.25</td>
<td>24.20</td>
</tr>
<tr>
<td>0.4</td>
<td>7.00</td>
<td>0.25</td>
<td>5.79</td>
</tr>
<tr>
<td>0.2</td>
<td>2.91</td>
<td>0.25</td>
<td>2.05</td>
</tr>
<tr>
<td>0.0</td>
<td>1.50</td>
<td>0.25</td>
<td>0.88</td>
</tr>
<tr>
<td>0.2</td>
<td>0.74</td>
<td>0.25</td>
<td>0.47</td>
</tr>
<tr>
<td>0.4</td>
<td>0.46</td>
<td>0.25</td>
<td>0.46</td>
</tr>
<tr>
<td>0.6</td>
<td>0.46</td>
<td>0.25</td>
<td>1.00</td>
</tr>
<tr>
<td>0.8</td>
<td>1.06</td>
<td>0.25</td>
<td>4.13</td>
</tr>
<tr>
<td>1.0</td>
<td>(\infty)</td>
<td>0.25</td>
<td>(\infty)</td>
</tr>
</tbody>
</table>
FIGURE 9: \( \text{Var}(\hat{\mu}_{YHI}) \) and \( \text{Var}(\hat{\mu}_{Ymr}) \) when \( X \) is Gamma Distributed, \( P(x) \) is Exponential, \( k = 0.5 \), \( g = 2 \). (To illustrate Table IX).
Results for \( P(x) \) Exponential and \( k = 1 \).

The results are given in Tables X-XII and illustrated by Figures 10-12.

The ratio estimator has the smallest variance throughout. When \( g = 0 \), \( r = 3 \) and \( 0.28 \leq c \leq 0.1 \), the variance of the mean-of-the-ratios estimator is smaller than that of the HT estimator. The HT estimator beats the mean-of-the-ratios estimator for \( 0.1 \leq c < 0.28 \).

When \( g = 1 \), \( r = 2 \) and \( c \leq 0.12 \) or \( c > 0.3 \), the mean-of-the-ratios estimator is more efficient than the HT estimator, which beats the mean-of-the-ratios estimator for \( 0.12 \leq c < 0.3 \). When \( r = 3 \) the mean-of-the-ratios estimator has smaller variance than the HT estimator.

When \( g = 2 \) the variance of the mean-of-the-ratios estimator is constant at \( \mu_k^2/n \) and is smaller than that of the HT estimator. In this particular case the minimum point of the graph of the variance of HT estimator moves to the left and the value of the variance at its minimum increases as \( r \) increases. An increase in the values of \( g \) has effects similar to those mentioned in the other cases above. As with the polynominal case, an increase in the value of \( k \) from 0.5 to 1 has the effect of making the estimators less efficient for fixed values of \( c \), \( r \) and \( g \).
TABLE X

Variances of the Estimators when X is Gamma Distributed, P(x) is Exponential, k = 1, g = 0. (Each entry should be multiplied by $\mu_Y^2/n$)

<table>
<thead>
<tr>
<th>C</th>
<th>$\hat{\mu}_{YHT}$</th>
<th>$\hat{\mu}_{YR}$</th>
<th>$\hat{\mu}_{YHT}$</th>
<th>$\hat{\mu}_{YR}$</th>
<th>$\hat{\mu}_{YHT}$</th>
<th>$\hat{\mu}_{Ymr}$</th>
<th>$\hat{\mu}_{YR}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>$\infty$</td>
<td>4.00</td>
<td>$\infty$</td>
<td>1.00</td>
<td>$\infty$</td>
<td>2.00</td>
<td>0.47</td>
</tr>
<tr>
<td>-0.8</td>
<td>140.7</td>
<td>3.24</td>
<td>288.70</td>
<td>0.81</td>
<td>713.4</td>
<td>1.62</td>
<td>0.36</td>
</tr>
<tr>
<td>-0.6</td>
<td>20.10</td>
<td>2.56</td>
<td>22.13</td>
<td>0.64</td>
<td>30.80</td>
<td>1.28</td>
<td>0.28</td>
</tr>
<tr>
<td>-0.4</td>
<td>5.61</td>
<td>1.96</td>
<td>5.13</td>
<td>0.49</td>
<td>5.25</td>
<td>0.98</td>
<td>0.22</td>
</tr>
<tr>
<td>-0.2</td>
<td>3.30</td>
<td>1.44</td>
<td>1.77</td>
<td>0.36</td>
<td>1.41</td>
<td>0.72</td>
<td>0.16</td>
</tr>
<tr>
<td>0.0</td>
<td>2.00</td>
<td>1.00</td>
<td>0.75</td>
<td>0.25</td>
<td>0.31</td>
<td>0.50</td>
<td>0.11</td>
</tr>
<tr>
<td>0.2</td>
<td>1.50</td>
<td>0.64</td>
<td>0.45</td>
<td>0.16</td>
<td>0.23</td>
<td>0.32</td>
<td>0.07</td>
</tr>
<tr>
<td>0.4</td>
<td>1.44</td>
<td>0.36</td>
<td>0.57</td>
<td>0.09</td>
<td>0.52</td>
<td>0.18</td>
<td>0.04</td>
</tr>
<tr>
<td>0.6</td>
<td>1.77</td>
<td>0.16</td>
<td>1.41</td>
<td>0.04</td>
<td>2.07</td>
<td>0.08</td>
<td>0.018</td>
</tr>
<tr>
<td>0.8</td>
<td>3.53</td>
<td>0.04</td>
<td>6.29</td>
<td>0.01</td>
<td>15.58</td>
<td>0.02</td>
<td>0.0044</td>
</tr>
<tr>
<td>1.0</td>
<td>$\infty$</td>
<td>0.00</td>
<td>$\infty$</td>
<td>0.00</td>
<td>$\infty$</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Var (\(\hat{\mu}_{Ymr}\)) is not defined for k = 1, g = 0, r < 2.
FIGURE 10: Variances of the estimators when $X$ is Gamma-distributed, $F(x)$ is Exponential, $k = 1$, $g = 0$. (To illustrate Table X)

$\text{Var}(\hat{Y}_H)$ and $\text{Var}(\hat{Y}_n)$ respectively for $r = 1$

$\text{Var}(\hat{Y}_H)$ and $\text{Var}(\hat{Y}_r)$ respectively for $r = 2$

$\text{Var}(\hat{Y}_H)$, $\text{Var}(\hat{Y}_r)$, $\text{Var}(\hat{Y}_n)$ respectively for $r = 3$
TABLE XI

Variances of the Estimators when X is Gamma Distributed, P(x) is Exponential, k = 1, g = 1. (Each entry should be multiplied by \( \mu_Y^2/n \))

<table>
<thead>
<tr>
<th>c</th>
<th>r = 1</th>
<th>r = 2</th>
<th>r = 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \hat{\mu}_{YHT} )</td>
<td>( \hat{\mu}_{YR} )</td>
<td>( \hat{\mu}_{YHT} )</td>
</tr>
<tr>
<td>-1.0</td>
<td>( \infty )</td>
<td>2.00</td>
<td>( \infty )</td>
</tr>
<tr>
<td>-0.8</td>
<td>151.8</td>
<td>1.80</td>
<td>292.20</td>
</tr>
<tr>
<td>-0.6</td>
<td>22.44</td>
<td>1.60</td>
<td>59.55</td>
</tr>
<tr>
<td>-0.4</td>
<td>7.60</td>
<td>1.40</td>
<td>5.61</td>
</tr>
<tr>
<td>-0.2</td>
<td>3.56</td>
<td>1.20</td>
<td>2.25</td>
</tr>
<tr>
<td>0.0</td>
<td>2.00</td>
<td>1.00</td>
<td>2.00</td>
</tr>
<tr>
<td>0.2</td>
<td>1.31</td>
<td>0.80</td>
<td>0.67</td>
</tr>
<tr>
<td>0.4</td>
<td>1.07</td>
<td>0.60</td>
<td>0.78</td>
</tr>
<tr>
<td>0.6</td>
<td>1.20</td>
<td>0.40</td>
<td>1.64</td>
</tr>
<tr>
<td>0.8</td>
<td>2.26</td>
<td>0.20</td>
<td>6.43</td>
</tr>
<tr>
<td>1.0</td>
<td>( \infty )</td>
<td>0.00</td>
<td>( \infty )</td>
</tr>
</tbody>
</table>

Var (\( \hat{\mu}_{Ymr} \)) is not defined for \( r = 1 \).
FIGURE II: Variances of the Estimators when $X$ is Gamma Distributed, $P(x)$ is Exponential, $k = 1$, $g = 1$.
(To illustrate Table XI)

- --- $\text{Var} (\hat{\mu}_{YH})$ and $\text{Var} (\hat{\mu}_{YH})$ for $r = 1$
- --- $\text{Var} (\hat{\mu}_{YH})$, $\text{Var} (\hat{\mu}_{Ytr})$, $\text{Var} (\hat{\mu}_{Yh})$ respectively for $r = 2$
- --- $\text{Var} (\hat{\mu}_{YH})$ for $r = 3$
TABLE XII

Var (\(\hat{\mu}_{YHI}\)) and var (\(\hat{\mu}_{Ymr}\)) when X is Gamma Distributed, 
P(x) is Exponential, k = 1, g = 2. (Each entry should be multiplied by \(\mu_Y^2/n\))

<table>
<thead>
<tr>
<th>c</th>
<th>(r = 1)</th>
<th>(r = 2)</th>
<th>(r = .3)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\hat{\mu}_{YHI})</td>
<td>(\hat{\mu}_{Ymr})</td>
<td>(\hat{\mu}_{YHI})</td>
</tr>
<tr>
<td>-1.0</td>
<td>(\infty)</td>
<td>1</td>
<td>(\infty)</td>
</tr>
<tr>
<td>-0.8</td>
<td>276.78</td>
<td>1</td>
<td>346.30</td>
</tr>
<tr>
<td>-0.6</td>
<td>37.46</td>
<td>1</td>
<td>31.04</td>
</tr>
<tr>
<td>-0.4</td>
<td>12.16</td>
<td>1</td>
<td>8.95</td>
</tr>
<tr>
<td>-0.2</td>
<td>5.51</td>
<td>1</td>
<td>3.58</td>
</tr>
<tr>
<td>0.0</td>
<td>3.00</td>
<td>1</td>
<td>2.00</td>
</tr>
<tr>
<td>0.2</td>
<td>1.90</td>
<td>1</td>
<td>1.49</td>
</tr>
<tr>
<td>0.4</td>
<td>1.43</td>
<td>1</td>
<td>1.60</td>
</tr>
<tr>
<td>0.6</td>
<td>1.45</td>
<td>1</td>
<td>2.72</td>
</tr>
<tr>
<td>0.8</td>
<td>2.51</td>
<td>1</td>
<td>9.00</td>
</tr>
<tr>
<td>1.0</td>
<td>(\infty)</td>
<td>1</td>
<td>(\infty)</td>
</tr>
</tbody>
</table>
FIGURE 12: \( \text{Var}(\hat{\mu}_{YHI}) \) and \( \text{Var}(\hat{\mu}_{Ymr}) \) when \( x \) is Gamma distributed, \( P(x) \) is Exponential, \( k = 1, g = 2 \). (To illustrate Table XII)
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Summary of Results and Some Conclusions

The following observations can be made from the results:

(1) Under the given assumptions about the distribution of the auxiliary variable, $X$, and the sampling designs, and for $g = 0$ or $1$, the ratio estimator is better than both the mean-of-the-ratios and the HT estimators. Under a very wide range of the values of $m$, the mean-of-the-ratios estimator performs better than the HT estimator.

(2) The HT estimator is very sensitive to changes in values of the design function parameters $m$ and $c$. Within a certain (small) range of the values of these parameters the HT estimator has, sometimes, smaller variance than that of the mean-of-the-ratios estimator.

(3) The variances of these estimators are usually smaller when $k = 0.5$ than when $k = 1$.

(4) For fixed values of $k$ and $g$, the variances of the ratio and mean-of-the-ratios estimators usually increase with a decrease in the value of $r$. With the HT estimator, it depends on the range of values of $m$ or $c$ considered and the design function used. With the polynominal design function, the efficiency of the HT estimator usually increases with $r$. With the exponential design function and for, say, $c < 0.3$, the
efficiency of the HT estimator improves with an increase in the value of \( r \); when \( c > 0.4 \) the HT estimator usually becomes less efficient as \( r \) takes higher values.

5) For the same values of \( k \), and for the same ranges of the values of the design function parameters, \( m \) or \( c \), the effect of increasing \( g \) is usually to make the ratio and the mean-of-the-ratios estimators less efficient.

6) Other things fixed, the variances of the ratio and the mean-of-the-ratios estimators decrease with an increase in the values of \( m \) or \( c \).

7) The ratio and mean-of-the-ratios estimators have smaller variances when selection is 'purposive' (\( m > 0 \) or \( c > 0 \)) than when simple random sampling (\( m = c = 0 \)) is employed.

8) The HT estimator is most efficient when the sampling scheme is approximately pps, i.e. when \( m \) is approximately \( = 1 \) (in the polynominal case).

9) In most cases, the variances of these estimators can be equalized by simply choosing different combinations of the parameters. For example, the variance of the ratio estimator for \( k = 1, g = 1 \) and \( r = 1 \) equals the variance of the mean-of-the-ratios estimator with \( k = 1, g = 1 \) and \( r = 2 \) (and \( P(x) \) is polynominal).
(10) For a greater range of the values of $c$ or $m$, the estimators have smaller variances when $P(x)$ is polynoninal than when it is exponential.

(11) With an exponential design function, the variances of the estimators are finite for a very small range of the values of $c$. The variances of the ratio and mean-of-the-ratios estimators are zero when $c = 0$. 
CHAPTER 4

DISCUSSION OF RESULTS

Some Empirical Comparisons

P.S.R.S. Rao (1969) compared four ratio-type estimators under the regression model:

\[ y = \alpha + \beta x + e \text{ where } \]
\[ E(e_i | x_i) = 0 \]
\[ E(e_i e_j | x_i x_j) = 0 \]
\[ \text{Var}(e_i | x_i) = \delta x_i^g \]

and \( X \) is gamma distributed with parameter \( h \). He found out that when \( \alpha = 0 \) and \( g \geq 1 \), the MSE's increase as \( h \) increases. He considered values of \( h \times 2 \) and samples of size 2-10. These results are not quite compatible with my results for the same MSE's of the ratio and mean-of-the-ratios estimators (Rao's first estimator is the ratio estimator). But from (2.5) and (2.9), it is clear that, for \( g > 2 \), the variance of the mean-of-the-ratios estimator increases with \( r \). For \( g < 2 \), the variance decreases with \( r \). Since I did not work out the variance of the ratio estimator for \( g > 1 \), I do not have much to compare with. Certainly when \( g = 1 \), the variance of the ratio estimator decreases as \( r \) increases. Rao also found out that for fixed \( n \) and \( h \) (or \( r \)) the MSE's increase as \( g \) increases.

This agrees with my results and can be inferred from (2.5) - (2.7). Lastly, his results show that for \( \alpha = 0 \), \( n \times 2 \) and
g = 1 or 2, the ratio estimator has smaller MSE than the other three. It is implied from his paper that a choice of \( \alpha \) and \( g \) combinations does affect the MSE's of the estimators.

My results show that the variances of the ratio and mean-of-the-ratios estimators become smaller as the design function parameter \( m \) or \( c \) increases. (2.5) - (2.7), (2.10) - (2.11) show similar results. But the larger the values of \( m \) or \( c \) the higher will be the inclusion probabilities for units with large values of \( X \) compared with those with small values of \( X \). This leads to the notion that if units with large values of \( X \) are purposely included in the sample, the estimation procedure will be more efficient. Many researchers, notably, Royall (1970, 1971) have found similar results under similar conditions. Royall's results also show that the ratio estimator is better when combined with designs other than simple random sampling. For \( g = 1, k = 1 \), he shows that the ratio estimator is the best linear unbiased estimator. When used with simple random sampling design, it remains optimal only if \( N \) is infinite. Since Godambe proved the non-existence of a uniformly minimum variance unbiased estimator among a class of all unbiased linear estimators for any sampling design, it may be proper to note that while discussing these optimality properties of the ratio estimator we are, most of the time, restricting
ourselves to a certain class of linear estimators only (Godambe's 1955 class (iii)). The same remarks apply to optimality conditions given by Cochran (1963). The HT estimator belongs to Godambe's (1955) sub-class (i) of estimators. It is the best and the only unbiased linear estimator in the sub-class.

Under super-population set up, Rao (1967) considered the problem of choosing a suitable strategy for the ratio, mean-of-the-ratios and the HT estimators. His results suggest that the mean-of-the-ratios estimator with IPTs is better than the other two estimators used with the Midzumo-Sen sampling scheme. My results suggest that if the ratio and mean-of-the-ratios estimators are combined with simple random sampling, there always exists an m or c such that the variance of the mean-of-the-ratios estimator is less than the variances of the ratio and of the HT estimators. Similarly, the variance of the ratio estimator with varying probability of inclusion procedure can be made small compared with those of the HT and mean-of-the-ratios estimators with simple random sampling.

If in formula (2.2) for the mean-of-the-ratios estimator, we let

\[ \frac{X_i}{r} = p(X_i) \]

the HT estimator (2.1) is obtained. Hanurav (1967) was
interested in finding sampling designs under which this
\( P(X_i) = \frac{X_i}{r} \) and the variance of the mean-of-the-ratios
estimator is unbiased (he was estimating the population
total). For \( n = 2 \), he gives two sequential sampling
procedures that solve the problem. With my study, the
conditions are easy to find:

when \( P(X) \) is polynomial, we want

\[
P(X_i) = \frac{\Gamma(r)X_i^m}{(m+r)} = \frac{X_i}{r}
\]

when \( P(X) \) is exponential we have

\[
P(X_i) = (1 - c)^r e^{CX_i} = \frac{X_i}{r}
\]

It is easy to find an \( r \) (c or m) that will give the
required \( P(X_i) \) for fixed m or c (or r) provided \( c = m = 0 \).

With polynomial \( P(X) \), this study is really a
special case of that considered by Cassel and Sarndal (1973).
Nearly all of my findings are in agreement with their
findings. They find out, for example, that:

(i) When \( g = 2 \), the mean-of-the-ratios estimator has
constant variance regardless of both the design and
the distribution function, \( f(x) \).

(ii) The ratio estimator combined with simple random
sampling can be quite inefficient compared with it
if used with other sampling designs.

(iii) Under certain conditions, one should use purposive
selection of the units with largest \( X \)-values.
(iv) When \( g \leq 1 \) the ratio estimator is at least as efficient as the mean-of-the-ratios estimator for any design \( P(x) \). In the case that I am considering, for \( n > 1 \) and \( g \leq 1 \), the expressions for the variances of the ratio and the mean-of-the-ratios estimators show that the ratio estimator has smaller variance than the mean-of-the-ratios estimator, and the difference between the two variances increases with \( n \). For example, when \( g = 0 \) and \( P(x) \) is polynomial, we have

\[
\text{Var}(\hat{\mu}_{Y_{mr}}) = \frac{nk^2 \\hat{\mu}_Y^2}{n^2(m+r-1)(m+r-2)}
\]

\[
\text{Var}(\hat{\mu}_{YR}) = \frac{nk^2 \\hat{\mu}_Y^2}{(nm+nr-1)(nm+nr-2)}
\]

(v) Variances of the ratio and mean-of-the-ratios estimators increase with \( m \) or \( c \).

(vi) If \( g = 2 \), regardless of the design function used, the mean-of-the-ratios estimator has variance that is smaller than, or equal to that of the ratio estimator (I did not work out the variance of the ratio estimator when \( g = 2 \)).

(vii) If \( g > 2 \) the variance of the mean-of-the-ratios estimator becomes small if the design assigns the bulk of the selection probabilities to the units with smallest \( X \)-values.
(viii) The HT estimator is generally highly sensitive to shifts in the design. Its variance is a minimum when selection probabilities are somewhat in the vicinity of pps procedure. The variance can become very large due to minor deviations from the point of minimum.

Comments and Some Implications

From the results of this study, it would seem that instead of trying to look for estimators that are generally optimal like uniformly minimum variance estimators, more effort should be used in defining clearly and simply the conditions under which the popular estimators are efficient.

Under the usual regression models, the choice of \( g \), it seems, determines the extent to which the best choice of sampling strategy can improve the estimation process. In most cases studied, it has been found that the value of \( g \) lies between 1 and 2. This may be unfortunate as the three common estimators I have considered can be more efficient when \( g = 0 \). On the other hand, \( g = 0 \) implies that the variance of the error term, \( Z_i \), is constant which is a very unlikely situation in practice. For \( 1 < g < 2 \), the variances of the three estimators can be made to attain their minimum values by a proper choice of \( m, r \) and \( g \). Perhaps the good thing with the continuous
variable model is that the expressions for the variances of the estimators are very, very simple. If one was interested in getting the exact minimum values of the variances of these estimators, it should not be too difficult for him to do so. He will likely have to use the computer and some mathematical programming techniques.

The results also call for more attention to the choice of estimators and sampling designs when doing survey sampling. In particular, the results show again, that in most cases, simple random sampling is not an optimal sampling design. There are other better ones. And when estimating the population mean, the sample average need not give optimal results. There may be other better estimators.

In practice, the sampler, under this model, will partly be able to control the design function parameters. In such situations, studies like this may help the sampler make a proper choice of the design function parameter that will give best results. In this study, the ratio and mean-of-the-ratios estimators, as in similar other studies, promise good results when selection is purposive under certain conditions. Most sample survey experts object to this method of selection because, as Hansen, Hurwitz and Madow (1953, p.9) put it:

(a) Methods of selecting samples based on the theory of probability are the only general methods known to us which can provide a measure of precision.
Only by using probability methods can objective numerical statements be made concerning the precision of the results of the survey;

(b) It is necessary to be sure that the conditions imposed by the use of probability methods are satisfied. It is not enough to hope or expect that they are. Steps must be taken to meet these conditions by selecting methods that are tested and are demonstrated to conform to the probability model.

They continue saying:

We assert that, with rare exceptions, the precision of estimates not based on known probabilities of selecting the samples cannot be predicted before the survey is made, nor can the probabilities or precision be estimated after the sample is obtained. If we know nothing of the precision, then we do not know whether to have much faith in our estimates, even though highly accurate measurements are made on the units in the sample.

Random sampling is usually supported for similar arguments, namely, it protects against failure of certain probabilistic assumptions, it averages out effects of unobserved or unknown random variables, it guards against unconscious bias on the part of the experimenter, it will usually produce a sample in which the X's are spread throughout the range of X values in the population and this enables the sampler to check the accuracy of assumptions concerning the relation of the y's to the X's and, again, it enables the sampler to estimate, from the sample, the precision of his estimate.

But probability methods can do nothing more than give us expectations about, say, the possible precision of
the results of the survey. The precision would usually be stated in terms of the probability that the estimate deviates from the real value, and as long as it is given in these probability terms, it does nothing more than give expectations, however high and refined the probabilities may be. On the other hand, if many studies point to the fact that non-probability methods, like purposive selection, lead, under certain conditions, to efficient estimations, the same probability theory may allow that under similar sampling conditions, we can expect, with high probability, to obtain similar good results. As Royall (1970) argues, if the sampler believes it to be important that he obtain a sample in which the X values have a certain configuration, then he should choose a sample deliberately and not leave it to the choice of a certain chance mechanism.

In this study, the ratio estimator has once again shown it superiority over the mean-of-the-ratios and the HT estimators. The HT estimator has revealed its sensitivity to the choice of parameters of the model and of the sampling design. The mean-of-the-ratios estimator may not be very far off from the ratio estimator.

The results of the study are quite similar to similar studies under different regression type models. I would like to note that stratified sampling combined with simple random sampling in each stratum can be achieved, under this model,
by assigning the same $P(x)$ for all members of one stratum and different $P(x)$ for members of different strata.

Some Limitations

In putting the ideas contained in this study into practice, the order of events is (1) estimate $F(x)$, the distribution function of $x$, (2) approximate $g$ and $\theta$ and (3) investigate some sampling designs and estimators and choose the ones that give best results. This study would help the sampler to approximately examine the behaviours of different designs and estimators he may be pondering to use.

The assumption concerning an infinite population that has approximately a continuous frequency distribution, while it helps simplify the investigation of different designs, also makes the situation considered an idealization of the real situation. To estimate the frequency function of $x$, one could start by observing the histogram of the $x$ values and choose or fit an approximate continuous function, possibly by some mathematical curve fitting techniques, that closely resembles the histogram; and the continuous function thus obtained has to be standardized to become a cumulative distribution function. To approximate $\theta$ and $g$, we could use some likelihood methods like the ones suggested by Brewer (1963).
It is quite possible that some problems of evaluating the variances of the estimators we may want to investigate given the approximate distribution function of \( x \) will be encountered. Should it, for example, turn out that the \( x \) values are approximately normally distributed and the sampler wants to investigate the sampling designs and estimators I have studied, it would not be easy to evaluate the variances. But with other distribution functions and sampling designs things should be easy going and studying the properties of such sampling strategies is easy. Cassel and Sarndal (1973) show that results obtained under this model are valid for values of \( N \) as low as \( N = 10 \).

Some Recommendations

I think sample survey theorists should spend more time simplifying and unifying the results of their research. They should spend more time in refining and reducing the number of different sampling designs and estimators that they are considering. They should, somehow, formulate a simple unified theory of sampling that can easily be put into practice. In this connection, the estimators I have considered may prove useful. Surely, some problems may crop up initially.

I also think that some ideas from General Statistical Theory can be useful in formulating a simple sample survey theory; there is no need of divorcing one of the sampling theories from the other.
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