STATISTICAL LIST-MODE IMAGE RECONSTRUCTION AND
MOTION COMPENSATION TECHNIQUES IN HIGH-RESOLUTION
POSITRON EMISSION TOMOGRAPHY (PET)

by

ARMAN RAHMIM

B.Sc. (Comb Hons), The University of British Columbia, 1999
M.Sc., The University of British Columbia, 2001

A THESIS SUBMITTED IN PARTIAL FULFILMENT OF
THE REQUIREMENTS FOR THE DEGREE OF -

DOCTOR OF PHILOSOPHY
n
THE FACULTY OF GRADUATE STUDIES

(Physics)

THE UNIVERSITY OF BRITISH COLUMBIA
April 2005

(© Arman Rahmim, 2005



Abstract . ii

Abstra_ct ,

The work presented here is devoted to the proposal and investigation of
3D image reconstruction algorithms suitable for high resolution positron
emission tomography (PET). In particular, we have studied imaging tech-
niques applicable to the high resolution research tomograph (HRRT): a 3D-
only state-of-the-art dedicated brain tomograph. The HRRT poses a num-

ber of unique challenges, most significant of which include presence of gaps

in-between the detector heads, as well as the very large number of lines-of- -

response (LORs) which it is able to measure (~4.5x10%), exceeding most
modern PET scanners by 2-3 orders of magnitude.

To address the existing issues, we have developed and implemented statis-
tical list-mode image reconstruction as a powerful technique applicable to the
high resolution. data obtained by the HRRT. We have furthermore verified
applicability of this technique to dynamic (4D) PET imaging, thus quali-
fying the technique as viable and accurate for the research intended to be
performed on the scanner. We have paid particular attention to the Stﬁdy
of convergent algorithms; i.e. iterative algorithms which (with further itera-
tions) consistently improve such figures of merit as resolution and contrast,
relevant to research and clinical tasks.

With the spatial resolution in modern high resolution ﬁomographs (in-
cluding the HRRT) reaching the 2-3mm FWHM range, small patient move-

ments during PET imaging can become a significant source of resolution

degradation. We have thus devoted a portion of this dissertation to the pro- -

posal of new, accurate and practical motion-compensation techniques, and
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studied them on the HRRT. We have theoretically proposed and experimen-
tally validated the benefits of modeling the motion into the reconstruction
task, thus signaling the way beyond the existing purely event-driven motion-

compensation techniques.
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1. Introduction to PET Imaging

1.1 Nuclear Medicine Imaging

Nuclear medicine imaging is a non-invasive technique which allows dynamic
examination of large areas of the body in a scanning session, producing im-
ages of human body functions unobtainable by other imaging techniques. It
involves the use of radioactively labeled pharmaceuticals (radiopharmaceuti-
cals) for functional (as compared to structural) imaging of the human body.
The choice of pharmaceuticals, which can be intravenously injected, inhaled
or ingested, depends on the function under investigation. The obtained im-
ages capture biochemical processes, such as early cancer tumor activity, that
cannot be revealed by anatomical imaging with conventional X-ray, CT or
MRI, and can therefore provide unique information on metabolic processes
in healthy and diseased states. As further elaborated in Sec. (1.5), nuclear
medicine imaging, combined with the application of appropriate mathemati-
cal models, can be used to investigate and quantify physiologic or metabolic
processes in vivo.

Modern nuclear medicine imaging mainly consists of two main approaches:
i) single photon imaging, and ii) positron annihilation photon imaging in

which two photons are detected in coincidence.

1.1.1 Single Photon Imaging

Single photon imaging modality is based on detection of two-dimensional

projections of the three dimensional radiopharmaceutical distribution. The




1. Introduction to PET Imaging 2

~ persistence scope

positioning cirguit and
-7 pulse height analyzer

8- photomultiplier tubes

- crystal
- coliimator

Fig. 1.1: An example of a gamma camera used in single photon imaging.

radiopharmaceuticals are formed using radioisotopes that emit single photons
upon emission. A typical imaging system suitable for this task is the gamma
camera, as shown in Fig. (1.1).

Upon rotating the gamma camera around the patient, a series of 2D
projections can be obtained which can be combined to determine depth in-
formation. This technique is commonly referred to as single photon emission
computed tomography (SPECT).

The word ’tomography’ is derived from the Greek words 'tomo’ meaning
to slice and ’graph’ meaning image. The basic idea is that if a sample is
imaged several times in different orientations, three-dimensional (volume)
information on the sample structure can be obtained using mathematical

algorithms. This is called a tomographic reconstruction or tomography!. It

! Tomography is often perceived as an imaging tool for medical examination purposes. It
has to be emphasized, however, that the concept of tomography and its non-invasive way of
imaging are not restricted to the medical field. Tomography has been developed, over the
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Fig. 1.2: Reconstruction of tomographic data allow non-invasive imaging of three-
dimensional objects.

enables one to look at slices of the investigated object without physically
cutting it, as depicted in Fig. (1.2).

Modern SPECT systems consist of two or three camera heads mounted on
a single rotating gantry, thus allowing detection of a larger fraction of emitted
photons (i.e. increased sensitivity) and therefore inéreasing the signal-to-

noise ratio.

1.1.2 Positron Annihilation Photon Imaging

Positron-emitting isotopes can be also used for labeling of pharmaceuticals.
As elaborated below, upon annihilation of an emitted positron, two gamma
rays are produced which can be subsequently detected by the photon imaging
system. One advantage of this technique (over SPECT) is that a number of
elements which are fundamentally used by compounds of biological interest
(C, N, O, and F) can be positron-emitters, allowing such positron-emitters
to be more readily incorporated into a wide variety of useful radiopharma-

ceuticals (than is the case with single photon emitters). Some examples of

last decade, into a reliable tool for imaging numerous industrial applications (e.g. electrical
capacitance or impedance tomography). This field of application is commonly known as
Industrial Process Tomography (IPT) or simply Process Tomography (PT).
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Radiotracer | Radiopharmacutical Examples of Biomedical Applications
0-15 oxygen oxygen metabolism
0-15 " carbon monoxide blood volume
0-15 " carbon dioxide blood flow
O-15 water blood flow
N-13 ammonia blood flow
F-18 FDG glucose metabolism
F-18 FDOPA pre-synaptic dopaminergic activity
F-18 FMISO hypoxic cell tracer
C-11 DTBZ vesicular monoamine transporter VMAT?2
C-11 Raclopride dopamine D2 receptor
C-11 methylphenidate (MP) | dopamine membrane transporter DAT
C-11 SCH23390 dopamine D1 receptor
C-11 flumazenil benzodiazepine receptor

Tab. 1.1; Examples of Biomedical Applications of Positron Emitting Tracers

biomedical application for radiopharmaceuticals with positron-emitting ra-
diotracers are shown in table (1.1).

Positron Emission: A neutron-deficient nucleus can become stable via
electron capture, whereby an atomic electron is captured by a proton (thus
transforming the proton into a neutron), or alternatively via positron emis-

sion which arises from proton (p). decay, according to
p—on+BT+u, (1.1)

where n is a neutron, #% is a positron and v, is an electron neutrino. For a

general radionuclide, X, the following process occurs:
7X =z X+ 5"+ v (1.2)

Due to emission of a neutrino along with the positron, the positron can

be emitted with a continuous range of energies (up to a maximum energy;
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Fig. 1.3: An emitted positron interacts with the surrounding medium until it
reaches thermal energies, after which it annihilates into gamma rays.

see table 1.2). Positrons give up their kinetic energy principally by Coulomb
interactions with electrons within the surrounding medium. As the rest mass
of the positron is the same as that of the electron, the positrons may undergo
large deviations in direction with each Coulomb interaction, as is depicted
in Fig. (1.3).

When the positrons reach thermal energies, they start to interact with
electrons: either (i) by annihilation, which produces two anti-parallel 511 keV
photons, or (ii) by the formation of a hydrogen-like orbiting couple called
positronium. In its ground-state, positronium has two forms: (i) ortho-
positronium (o-Ps), where the spins of the electron and positron are parallel,
and (ii) para-positronium (p-Ps), where the spins are anti-parallel. Para-
positronium again decays by self-annihilation, generating two anti-parallel
511 keV photons. Ortho-positronium, on the other hand, self-annihilates by

the emission of three photons, but composes a negligible fraction of total
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Ty 9 Eve E, e | FWHM Range | FWHM Range
(min) | (MeV) | (MeV) | in water (mm) | in water (mm)

F-18 | 109.8 | 0.24 0.64 0.6 1.8
C-11 || 20.3 0.39 0.96 0.9 2.8
N-13 || 9.97 0.49 1.19 1.0 3.5
O-15 || 2.03 0.73 1.70 1.6 5.2

Tab. 1.2: Table of Commonly Used Positron Emitting Isotopes

positron annihilations? and can be safely ignored.

Higher energy positrons, upon being emitted, require to traverse a larger
distance, on the average, in the surrounding medium before they can reach
thermal energies in order to be annihilated: this distance is referred to as
positron range. One notes that in positron annihilation photon imaging, the
presence of positron range imposes a fundamental limit on spatial localiza-
tion of the points from which positrons are emitted. We also note that since
different positron-emitting isotopes exhibit distinct energy distributions, dif-
ferent isotopes also exhibit distinct positron range values. Table (1.2) sum-
marizes such properties of commonly employed positron-emitting isotopes,

as extensively elaborated in [2].

1.2 Positron Emission Tomographs

In what follows we provide a brief overview of the important and unique
clinical applications of positron emission tomograpy (PET), followed by an

explanation of the main components of a modern PET scanner and the prin-

2 This is because, despite the larger amount (3:1) of o-Ps to p-Ps initially formed, the
two gamma lifetime for p-Ps is 125 ps (in vacuum or in liquids). On the other hand, o-Ps
has a three gamma lifetime of 142 ns (vacuum), yet in liquids, due to a “pick-off” process
in which a second electron with opposed spin reacts with the positron in the o-Ps atom
resulting in a two photon annihilation, the lifetime of o-Ps in liquids is considerably shorter
(1800 ps in water) [1].
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ciples employed to achieve high sensitivity and resolution.

1.2.1 Applications of PET Imaging

PET is a camera that produces powerful images of the human body’s biolog-
ical functions and entire organ system with one image. It reveals metastatic
diseases other imaging techniques may not be able to detect, enabling the
physicians to potentially diagnose disease before it shows up in other imaging
modalities. PET can also diagnose cancer, cardiac disease, neurological brain
disorders, as outlined below, and help guide physicians to the most beneficial
therapies.

Tumors: PET imaging is very accurate in differentiating malignant from
benign growths, as well as showing the spread of malignant tumors. PET
imaging can help detect recurrent brain tumors and tumors of the lung, colon,
breast, lymph nodes, skin, and other organs. Information from PET imaging
can be used to determine what combination of treatment is most likely to be
successful in managing a patient’s tumor.

Cardiac PET: PET allows quantitative assessment of myocardial perfu-
sion and metabolism. It can be used not only to diagnose coronary artery
disease in patients with equivocal studies from conventional diagnostic tech-
niques, but also to evaluate myocardial viability (the ability of the heart to
recover after revascularization) in patients with heart failure.

Diseases of the Brain: PET imaging can provide information to pin-
point and evaluate diseases of the brain. PET imaging can show the region
of the brain that is causing a patient’s seizures and is useful in evaluating
degenerative brain diseases such as Alzheimer’s, Huntington’s, and Parkin-
son’s. Within the first few hours of a stroke, PET imaging may be useful in
determining treatment therapies. -

PET is an important research tool for the assessment of cerebral func-
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tion, metabolism and receptor ligand systems. Dynamic PET imaging (see
Sec. 1.5 for more detail) is particularly suited for research into physiologic
and metabolic processes in the healthy and diseased states. In particular,
in our PET centre at the University of British Columbia3, the main clinical
research focus is the investigation of the neurodegeneration as it manifests
itself in Parkinson’s disease. The causes, origin and detailed disease progres-
sion mechanisms are still unknown. At present there is no cure, and only
symptomatic treatment is available, which often causes disabling side-effects.
PET has however been an invaluable tool in providing information on some
aspects of the disease such as providing some evidence for early compensatory
changes [3,4], and possible mechanisms contributing to treatment induced
motor complications [5, 6].

Furthermore, PET imaging has also proven to be a powerful tool for
understanding the in vivo kinetics of new drugs, and thus is actively employed

in drug discovery and development tasks.

1.2.2 - Annihilation Coincidence Detection

In single photon imaging, collimators (as shown in Fig. 1.1) are used in order
to enable the scanner to have knowledge of the angle at which photons are
incident on the detectors. In other words, in such systems, without use of
a collimator, the detected photon could have arrived from any region in the
field of view, and therefore use of collimators is necessary for image formation
(Fig. 1.4).

In the imaging of positron emitters, gamma cameras may again be utilized
for measurement of events. Nevertheless, much greater sensitivity can be
gained by noting that collimation can instead be performed electronically,

as illustrated in Fig. (1.5): if two events arrive within a certain coincidence

3 http://www.pet.ubc.ca
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Fig. 1.4: In single photon imaging, collimators are used in order to limit the in-
cident angles at which events will enter the detectors. This lowers the
sensitivity of the camera, but is necessary for image formation. Use
of physical collimators may however be avoided in positron annihilation
photon imaging systems, as described in text (courtesy of Barry Pointon,
BC Institute of Technology).

time window, they are recorded as dually emitted gamma rays from a single
positron annihilation. The location at which the positron annihilation has
taken place can subsequently be traced to within the line-of-response (LOR)
in between the two detectors. Positron emission scanners (commonly known
as positron emission tomographs or PET scanners) therefore consist of a
series of detector rings, each ring having a series of crystals, such that image-
domain information may be extracted from tomographic measurement of
data.

This technique introduces two further considerations: (i) problem of
random coincidences, in which the two events detected within the coinci-
dence timing window originate actually from different positron annihilations,
wherein their duals have not been detected. This is an important issue
in PET imaging, and is further elaborated in Sec. 1.6.3; (ii) photon non-
collinearity effect: since the positron and electron are never exactly at rest
prior annihilation, conservation of momentum dictates a deviation from 180°

between the trajectories of the two annihilation photons. This deviation is
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Fig. 1.5: In positron annihilation photon imaging systems, coincidence detection
may be utilized, in which two events arriving within a certain coincidence
time window are used to trace the path along which the annihilation
occurred.

around 0.5° full width at half maximum, which corresponds to a resolution
blurring of ~1.1 mm for two detectors separated by 0.5 m. Nevertheless, the
absence of the need for physical collimation in PET (replaced by electronic
collimation) results in an approximately three-orders-of-magnitude increased

detection sensitivity compared to SPECT.

1.2.3 Scintillator Detectors

In positron emission tomography, scintillator detectors are most commonly
used to detect incoming gamma rays. The incoming radiation excites elec-
trons in the scintillating material (molecular excitations) through Compton
scattering and/or photoelectric absorption. The scintillator material subse-
quently ”glows” as molecules return to their ground state, emitting scintilla-
tor photons. The number of emitted photons is (ideally) proportional to the
energy deposited in the crystal. The scintillator photons next create electrons
in the photocathode of the photomultiplier tubes (PMTs), which are subse-
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energy

* Fig. 1.6: The energy distribution for an LSO (lutetium oxyorthosilicate) detector
is shown. The energy resolution of a detector (also depicted) determines
the extent and accuracy to which the incident gamma rays may be filtered
so as to reject events that do not correspond to 511 keV gamma rays.

quently amplified by about 6-8 orders of magnitude and finally measured at
the exit nodes of the PMTs.

Each scintillator material has its own characteristic properties. Generally,
these can be categorized as:

i) Stopping Power (linear attenuation coefficient): the density and ef-
fective atomic number of a scintillator determine the relative probability by
which Compton scattering and /or photoelectric absorption will occur as the
processes by which incoming radiation is attenuated. Presence of Compton
scattering is less preferred as it can result in the incoming radiation to be
deflected to neighboring detectors, thus blurring the detection process, as
elaborated in Sec. (1.6.7). |

it) Deéay Time: this represents the time it takes for the electrons excited
by the incoming radiation to return to their ground state, after which they

are available to be excited by more incoming photons. Scintillators with

shorter decay times allow higher count rates to be processed.
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it1) Spectral Distribution: for good detection efficiency, a scintillator must
give off light at wavelengths that are efficiently detected by the PMTs. It
affects the energy resolution, as defined in Fig. (1.6), which will subsequently
affect the ability to reject detected events that do not correspond to 511 keV
gamma rays (e.g. scattered gamma rays as discussed in Sec. 1.6.2).

iv) Linearity: the amount of light prodl{ced by the scintillating material
should be proportional to the energy deposited by the radiation.

v) Conversion Efficiency: this is the fraction of the radiation energy con-
verted to detectable scintillator light. It is directly related to the photon yield
(which is the number of scintillator photons produced per keV of radiation
energy), and thus to energy resolution.

Table (1.3) compares properties of some scintillators commonly used in
PET. BGO scanners have been very common in the past. However, with the
advent of LSO (Lutetium Oxyorthosilicate) in 1991 {7] as a scintillator mate-
rial which provided notable improvements in terms of decay time, conversion
efficiency (therefore light output) and energy resolution, LSO (or LYSO*)

scintillators have gradually become more popular.

1.2.4 Detector to PMT Coupling

PET scanners were originally designed for a one-to-one coupling of detector
crystals and PMTs. In 1985, the scintillating crystal block technology was
introduced by Casey and Nutt [8], followed nowadays in most PET scanners.
An example of this implémentation is shown in Fig. (1.7). In this case, an
8x8 block of crystals is coupled to four PMTs, with the basic idea being
that an event detected at a particular crystal would dispense light in the
four PMTs according to its distance from them, and the particular crystal

geometric pattern. The crystal position can therefore be identified by linear

4 LSO doped with Yttrium.
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Nal | BGO | GSO | LSO
Density (g/cm3) 367|713 | 67 | 74
Effective Z 51 74 61 66
Attenuation Length (cm) 2.88 | 1.05 | 1.43 | 1.16
Decay Time (nsec) 230 | 300 | 30-60 | 35-45
Conversion Efficiency (%Nal) || 100 | 15 25 75
p (cm™t) at 511 keV 0.34] 091 | 0.72 | 0.79
Energy Resolution - 12 23 7.6 11.4
Hygroscopic Yes | No No No

Tab. 1.3: Table of Commonly Used Scintillation Materials (BGO: bismuth ger-
manate; GSO: gadolinium oxyorthosilicate; LSO: lutetium oxyorthosil-
icate; Nal: sodium iodide). BGO, GSO and LSO are not hygroscopic
(unlike Nal), making packaging of the detectors easier.

averaging of light output in the four PMTs. With the considerable expense
of PMTs and limitations on how small they can be made, the aforementioned
scheme has allowed cost-effective manufacturing of PET scanners with small
crystal sizes (few millimeters), thereby notably increasing resolution of PET

scanners in the past two decades.

1.2.5 Avalanche Photodiodes (APDs)

In recent years, there has been a growing interest in exploring the possibility
of replacing the PMTs with light-sensitive semiconductor detectors, such as
Si photodiodes. These detectors exhibit a higher quantum efficiency (QE)
compared to PMTs, yet in their original form, do not internally amplify the
signal, unlike PMTs. Avalanche photodiodes (APDs), which are composed
of Si photodiodes with internal gain, have therefore been proposed combin-
ing the two advantages. This has enabled detection of low light levels with

good signal-to-noise ratios [9,10]. APDs have the additional advantage that

they can be made very small in area and that they are typically only a
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Scintilltor crysals

Fig. 1.7: An 8x8 crystal block is coupled to four PMTs.

few millimeters thick, including the packaging®. It must be noted that one
major concern using APDs for PET applications is the limited timing reso-
lution [12]. Furthermore, amidst a higher QE, they still provide 2-3 orders
of magnitude less gain compared to PMTs. Nevertheless, these limitations
are currently under continuous investigation and improvement, and APDs

are likely going to be increasingly popular in the upcoming years.

1.3 2D vs. 3D PET Imaging

Originally, PET data were acquired in so-called septa-in or 2D mode. Metal
septa were positioned between each detector ring in order to effectively absorb
photons not being detected in the same ring, as shown in Fig. (1.8). For a
scanner with N detector rings, the LORs were assigned to one of 2N-1 unique
planes. With N of these planes corresponding to the detector ring planes, the

other N-1 rings were taken to lie between the direct planes, corresponding to

> Two types of APDs are commonly under investigation: (i) pixelated APDs, and
~ (ii) position-sensitive (PS) APDs. The latter works by collecting signals from four contacts

placed at the corners of the anode side of the PS-APDs, and using them to determine the
position of the photon’s interaction within the APD. The main advantage of this latter
approach is the reduction in the number of channels that need to be read out, which results
in a cost reduction and more compact design [11].
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Fig. 1.8: 3D PET imaging can be achieved by using scanners with retractable septa
or no septa at all. It can greatly increase the sensitivity of the scanner,
thus reducing noise in the final reconstructed images, while posing new
challenges in computation as well as data inversion (courtesy of Dr. C-
H. Chen, with modifications)

events detected with a ring difference A=1 (the septa did not absorb photons
at this minimal ring difference).

Later developments of 3D PET were motivated by a need to increase sen-
sitivity of PET scannefs, which would enable enhancement of image signal-
to-noise ratios. This was achieved by use of retractable septa (or no septa at
all) and thus allowing the acquisition of those events where the gamma rays
were emitted at an oblique angle relative to the tomograph axis. Typically,
this leads to a fourfold to eightfold improvement in sensitivity [13]. How-
ever, 3D PET imaging poses new challenges: an important consideration has
been that of additional computation burden caused by a large increase in

the number of possible LORs. As an example, in the case of the high reso-

lution research tomograph (Sec. 1.7), a system with 104 detector rings, one
would have 2x104-1=207 direct (2D) data planes, whereas in fully 3D mode,

interaction between all planes would be considered and thus one would have
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104%2=10816 possible planes, a 50-fold increase in the size of the data. One
method to tackle this computational burden is to use rebinning algorithms to
convert the 3D-acquired data into a stack of ordinary 2D data sets, which can

subsequently be reconstructed using 2D reconstruction algorithms. Sec. (2.3)

discusses this approach in detail.

Another consideration is the application of suitable 3D reconstruction
algorithms. This is especially complicated due to presence of incomplete
data: exact analytic 3D reconstruction algorithms require access to data in
all angles covering the field-of-view (FOV), yet practical scanners do not
detect events along all possible directions. This has been discussed in more
detail in Sec. (2.2.8). '

A third difficulty with 3D PET imaging is the substantial increase in the
scatter fraction (typically by a factor of ~3); as explained in Sec. (1.6.2),
which renders application of accurate and suitable scatter correction algo-

rithms very important.

1.4 Sinograms in the Projection-space

We shall restrict our attention to the general case of 3D PET imaging. As
elaborated in Sec. (1.2.2), detection of two photons in coincidence defines an
LOR joining the corresponding detector-pairs. The acquired LORs, corre-
sponding to 1D lines in 3D space, can be parametrized using four parametérs.
We shall do so using the coordinates (s, ¢, z,8) where s and ¢ are the radial
and azimuthal angular coordinates, z is the axial coordinate of the point
midway between the two detectors, and € is the copolar angle between the
LOR and the transaxial planes. This is illustrated in Fig. (1.9). Defining
p(s, P, z,0) as the number of measured events along an LOR defined by the

coordinates, it measures the projection of the image-space distribution onto

the particular LOR (i.e. it represents those events whose annihilation gamma
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Fig. 1.9: Geometry of a cylindrical PET scanner. Coordinates (s,$,2,0) are used
to parametrize the LOR connecting detectors A and B. The direction
along z corresponds to the axis of the scanner.
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(a) Imaged points (b) Corresponding sinogram

Fig. 1.10: (a) A 2D plane across an object (in image-space) containing four fixed
points results in (b) sinogram data containing four different curves
(projection-space).

pairs are emitted along the 1D line-of-response passing through the object).
3D PET imaging of an object (in image-space), therefore, produces 4D data
in the so-called projection-space). |

In conventional PET imaging, the measured LORs are binned (or his-
togrammed) onto 2D data sets, each defined by a particular z and 6. A given
2D data stack p(s,¢,.,.) (fixed z and 6) is referred to as a sinogram and
is typically shown using a 2D plot with the vertical column representing ¢
and the horizontal column s. The sinogram data corresponding to a fixed
point describes a sinusoidal curve, hence the origin of the term sinogram. An

example of this is shown in Fig. (1.10).

1.5 Dynamic PET Imaging

The quantity that is measured in PET is the in vivo regional or local tis-
sue concentration of the positron-emitting radiotracer. This quantity can be

related to a physiologic or metabolic process through the application of an
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appropriate mathematical model® of the process to dynamic PET data from
the patient. As compared to static imaging, used for instance in tumor detec-
tion, dynamic imaging necessarily requires quantification (i.e. reconstructed
images based on which meaningful quantitative measures can be made, as
compared to, for instance, a simply qualitative detection of tumor contrast).

One major issue that renders PET an inherently quantitative imaging
method (allowing the measurement of regional concentrations of the radio-
pharmaceutical injected after proper calibration) is the fact that the proba-
bility of survival of a pair of annihilation gamma rays is independent of the
position of the annihilation along the LOR (more discussion in Sec. 1.6). To
achieve quantitative detection, several problems still have to be overcome,
which we review next.

The work presented in this dissertation has been focused on the need for
practical quantitative image reconstruction procedures compatible with the
high resolution research tomograph (HRRT; see Sec. 1.7 for details), and its
requirements (e.g. a very large number of LORs, presence of gaps in-between
the heads, etc.). In what follows, we first review general issues that need
to be considered in PET in order to yield accurate and quantitative PET

images, followed by a description of the design and properties of the HRRT.

1.6 Causes of Degradation in Image quality and Quantitative
Accuracy

There are several physical phenomena that complicate PET imaging. It is

important to understand these issues since lack of correction for them can re-

6 There exist various kinds of mathematical models, commonly referred to as tracer
kinetic modeling techniques, of widely different mathematical characteristics - determinis-
tic vs. stochastic, distributed vs. non-distributed, compartmental vs. non-compartmental,
and linear vs. non-linear. In biomedical applications, linear compartmental models are
most frequently used, because of their attractive mathematical properties. The reader is
referred to Refs. [13-15] for more discussion.




1. Introduction to PET Imaging 20

sult in degradation of the image quality and/or quantitative accuracy. They
are:

i) Attenuation of Annihilation Photons.

ii) Detection of Scattered events.

iii) Detection of Random (or accidental) coincidences.

iv) Variations in detector pair sensitivity.

v) Detection Deadtime.

vi) Decay of radioactivity.

vii) Detector blurring.

viii) Positron range

ix) Photon non-collinearity.

x) Patient Motion.

Of these, random coincidences, positron range and photon non-collinearity
are specific to PET. The other effects also appear in SPECT. Furthermore,-
(corrections for) detector blurring, positron range and photon non-collinearity
have been traditionally ignored since the camera resolution was not sufficient
to be sensitive to these effects. However, with the arrival of high-resolution
scanners, it has become more important to account for these factors in the
reconstruction tasks, as we discuss later.

Compared to SPECT imaging, attenuation fractions are larger in PET yet
corrections for them are much easier, as described next (thus relatively easing
the task of quantitative imaging using PET). However, detection of scattered
events is much more prevalent in 3D PET as discussed in Sec. (1.6.2), thus
complicatiqg quantitative reconstruction using PET. We discuss these phe-

nomena in the following subsections and briefly review correction techniques

used to compensate for their presence.
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1.6.1 Attenuation of Annihilation Photons

One or both of the 511 keV annihilation photons may undergo photoelectric
or Compton scattering prior to being detected.' The incidence of photoelectric
absorption is negligible (less than 1%) for 511-keV photons in body tissues.
In a Compton interaction, the photon interacts with a free.or outer shell
electron. Subsequently, in every Compton scatter the direction of the gamma
photon changes and its energy is decreased. These interaction can result in
the scattered photon (i) to be deflected out of the field of view and never be
detected, (ii) or to be deflected such that it is detected at another detector.
Either of these cases results in non-detection of the LOR which would have
been detected had no scattering occurred: this phenomenon is referred to
as attenuation’. Deﬁning the survival probability A, as the probability of a

photon not interacting as it propagates along a path a, it is given by
A, = e~ Jurtdx (1.3)

where p(x) is the linear attenuation coefficient (which provides an indica-
tion of how effective a given material is, per unit thickness, in promoting
photon interactions at position x), increasing with higher matter densities,

8

and decreasing with higher photon energies®. Similarly, the probability of

attenuation, often referred to as the attenuation factor (AF), is easily given
by 1 — A,. '

At first thought, one might then conclude that since PET is based on
higher energy photons compared to SPECT, the attenuation effect is less
pronounced with PET. However, this is not the case due to the dual-photon

nature of this modality. In other words, the survival probability A; of an

7 Case (ii) also results in incorrect LOR attribution, i.e. detection of scattered events,
as we discuss in Sec. (1.6.2)

8 This is the case for energy levels in which the photoelectric effect and/or Compton
scattering are dominant [16], which is the case in nuclear medicine imaging.
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LOR is the product of the the probabilities that each of the two photons do
not interact as they propagate along their paths a and b:

A =e Joptdx o o= fux)dx _ = f u(x)dx (1.4)

where [ refers to the union of a and b, or in other words, the entire LOR.
In PET imaging, typically more than 60% of all emitted photons interact
with tissue [17]. However, a very significant conclusion may be drawn from
Eq. (1.4): the attenuation along an LOR in PET is independent of the po-
sition along the LOR at which the annihilation event is generated. This is
unlike SPECT in which attenuation exhibits depth-dependence (i.e. atten-
uation of gamma rays is dependent on the distance-to-the-detector of the
location at which they are generated). This key observation renders correc-

tions for attenuation in PET simpler and more quantitatively correct than
in SPECT.

The Determination of the Attenuation Factors

The AFs need to be known in order to appropriately model the detection
process and to produce quantitatively accurate reconstructed images. There
are three main methods of obtaining the attenuation factors (when one makes
use of the PET modality only®). '

(i) Calculated attenuation factors: In cases when the object being scanned
consists of uniformly atteriuating material, and the location of the object is
known, one can simply calculate the AFs using Eq. (1.4) applied to a body

" contour of constant u values (recall: AF; =1 — A;). This technique is more

9 In cases when PET scanning is combined with the CT (computed tomography) modal-
ity, the exact attenuation map u(x) (i.e. attenuation values as a function of location) can
be obtained using CT, and subsequently, one can calculate the AFs from the known atten-
uation map. This technique is complicated by the fact that y values have a strong energy
dependence, and the various components in the attenuation maps obtained using x-rays
in CT need to be rescaled to correspond to p values for positron-annihilation gamma rays.
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applicable in imaging of the brain, but fails in whole body imaging, due to
notable mixing of different attenuating material (e.g. bones, lungs).

(ii) Use of blank and transmission scans: Since the AFs are independent
of the position of the annihilation along the LOR, one can consider a trans-
misston source located outside of the object and performing measurements
without and with the object in the FOV. The former is referred to as a blank
scan and the latter, a transmission scan. Denoting B; and T; as the measured
blank and transmission counts along an LOR [, the ratio between them is
therefore a measure of the probability that generated annihilation photons
are not attenuated along the LOR [. We therefore have:
T

A =
)

(1.5)

In other words, without knowledge or reconstruction of attenuation maps, one
is able to measure the AFs by performing a transmission source along with
a reference scan, namely the blank, combination of which allows a measure
of the probability of attenuation. The major problem with this approach is
that presence of noise in the AF's can further amplify the present noise in the
emission scans. This can be reduced by acquiring longer attenuation scans
(i.e. more statistics), but this adds to the total scan time. One approach to
reduce the noise is described next.

(iii) Transmission image segmentation: This is a technique, combining
the first two approaches, iﬁtended to reduce the noise in the measured AFs.

Combining Egs. (1.4) and (1.5), we arrive at

In (g) = [n(x)ax (1.6)

which is the projection of the attenuation map (defined earlier) onto the
LOR I. One can then reconstruct p(x) values from their projections using

well-known analytic reconstruction techniques, e.g. filtered back-projection

(described in detail in the next chapter). Alternatively, it is possible to
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Fig. 1.11: Plots indicating annihilated photons from an event detected with (a)
true coincidence, (b) scattering, and (c) random coincidence. The last

two clearly result in mis-positioning the LOR along which the event is
detected.

reconstruct (x) values using statistical techniques, to further suppress noise
effects, as investigated in Refs. [18-20].

Once the typically-noisy attenuation map is reconstructed, it can be used
to determine the boundaries of anatomical structures. Subsequently, the p-
map can be segmented by assigning to regions within the boundaries the
corresponding values of u (which are known a priori for anatomical struc-
tures). The segmented p-map may subsequently be used to calculate the
AFs as given by Eq. (1.4). In cases when very long transmission scans are

not practical, this approach allows an improved estimate of the AFs.

1.6.2 Detection of Scattered Events

Those annihilations for which one or both photons are scattered, but both
are still detected, are termed scattered events. Scattering can result in assign-

ing the detected photons to an incorrect LOR, as depicted in Fig. (1.11b).
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Corrections for attenuated events as compared to those for scattered events
differ in that for a given LOR, the former corrects the LOR for counts which
it should have received had no Compton interaction taken place, whereas the
latter seeks to correct the LOR for counts incorrectly attributed to it due to
scattering. In 2D PET, the scatter fractions (ratio of scattered events to all
measured counts) are in the 10-20% range (depending on scanner geometry,
object size and the energy threshold used). This increases by about a factor
of three to 30-55% in 3D PET imaging [17,21,22]. This renders use of scat-
ter correction techniques even more critical in 3D imaging, and has been an
important challenge in the transition from 2D to 3D PET imaging.

Since photons lose a fraction of their energy when they undergo a Comp-
ton interaction, a significant portion of the scattered events can be rejected
by ndrrowing- the range of photon energies accepted by the coincidence detec-
tion system (termed energy discrimination). Nevertheless, given the approx-
imately 10% energy resolution on most current scanners, the threshold can-
not be made too narrow so as not to reject true coincidences, and additional
scatter correction techniques need to be employed for accurate quantitative
reconstruction.

Various scatter correction techniques have been proposed: (i) use of
convolution-subtraction with exponential functions [23,24], (ii) comparison
of 2D and 3D distributions [25], (iii) dual energy-window acquisition meth-
ods [26], (iv) direct calculation of the scatter distribution using the Klein-
Nishina formula [27,28]. The latter type of calculation is attractive since it

treats the scatter using basic physical principles, and is gradually becoming

a practical alternative due to the increasing computing power.
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Fig. 1.12: Three possible ways, as described in text, by which only a single event
will be detected.

1.6.3 Detection of Random (or Accidental) Coincidences

A detected annihilation photon is termed a single if the other photon is not
detected. This can take place in three ways:

" (a) The orientation of the annihilation is such that the other photon does
not pass through the detectors.

(b) The other photon is scattered out of the FOV.

(c) The other photon passes through the detectors but is not detected'?.
These are depicted in Fig. (1.12).

Now, as explained in Sec. (1.2.2), annihilation coincidence detection works
by recording two events arriving within a certain coincidence time window as
dually emitted gamma rays from a single positron annihilation. However, it
is possible for two singles arising from separate annihilations to be detected
within the same coincidence timing window. An example of this has been
shown in Fig. (1.11c).

The rate of random coincidences along a certain LOR connecting detec-
tors ¢ and j is given by '

R, = 275;S; (1.7)

10 There is actually a fourth negligible possibility, and that is when the other photon
undergoes photoelectric absorption. All of the three aforementioned mechanisms (but not
this latter one) will be eliminated in a theoretical 47 scanner (completely covering the
FOV) with 100%-sensitive detectors.
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where 7 is the coincidence timing window, and S; and S; refer to the singles

rates at the two detectors!!.

Examination of this relation shows that: (i)
reducing the coincidence timing window reduces the count rate of random
coincidences, and (ii) since singles rates are proportional to the activity in the
scanned object, random rates vary as square of the activity. Subsequently,
the fraction of detected random events (unlike the attenuation and scatter
counter-parts) depends on the injected activity, and can therefore be an
important factor in determination of the maximum injected activity.

Contribution of random coincidences to the measurement process has in
the past been estimated and taken into account in a number of different ap-
proaches depending on the capabilities of the PET scanners being used. Such
methods include direct use of the emission data for random correction, an
instance of which is the image-based convolution-subtraction technique [24],
which estimates the randoms in the object by fitting a function to the ran-
dom tail outside the object. Work is also currently in progress to incorporate
randoms into the system matrix of the EM algorithm by estimation of the
spatial distribution of randoms contribution [29].

For PET systems in which singles rates can be measured during the co-
incidence measurement process, the singles count rate at the detectors can
be used to estimate the randoms distribution [74]. For scanners without
the capability to measure singles rates along with the coincidences, work is
currently in progress to analytically calculate the singles rates fromA the re-
constructed emission and transmission data [30].. This latter approach may
require iterations since the initial emission image, using which singles rates
are calculated, is not random-corrected.

Alternatively, a technique to correct for random coincidences is to acquire

1 The number 2 in the equation can be attributed to the observation that the annihi-
lation photon at detector 7 may be detected up to 7 seconds before or after detection of
the other photon at detector j in order for the coincidence detection system to accept and
label the random pair as a coincidence event.
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events arriving within a delayed coincidence window, delayed such that the
probability of a true coincidence is zero. This modality is available in most
modern PET scanners. The spatial distribution of the events within the
delayed window is the same as those acquired in the true coincidence window.
Thus, subtraction of the events acquired within the delayed window from
the events acquired in the coincidence window (prompts) effectively corrects
for the bias introduced by random coincidences. However, this subtraction

technique can be a source of potential problems, as discussed in Sec. (2.4.3).

1.6.4 Variations in Detector Pair Sensitivity

LORs in PET scanners exhibit varying degrees of sensitivity due to a number
of reasons: with changing incident angles to a crystal, the cross section (or
effective surface area) of the crystal as well as its effective depth-of-interaction
change, thus altering the efficiency. Furthermore, crystal imperfections, light
guide variations, differences in PMT gains and variations in the electronics
used to detect PMT signals also result in variations in efficiency, not only
from block detector to block detector, but also across the elements of a block
detector. » | ‘

In order to account for these variations, current scanners typically acquire
a normalization scan by illuminating all LORs with a uniform source. The
normalization coefficients (NCs) are then proportional to the reciprocal of
the number of counts obtained in each LOR. This process is known as direct
normalization. from Which the detector efﬁ(__:iencies can be calculated.

However, direct normalization can be confounded by three principal fac-
tors:

i) Very long acquisition times are required to obtain sufficient counts

in high-sensitivity scanner-modes (i.e. non-compression of data) since low-
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activity sources must be used to avoid problems with system dead-time!2.

ii) A further complication is that for any given LOR along which the
events are attributed, the sensitivity is different depending on whether the
events are trues or scattered. This is the case because:

(1) for a given LOR, the scattered photons may have arrived from a
wide range of angles.

(2a) scattered events have different photon energies compared to un- »
scattered events

(2b) detector efficiencies are energy-dependent since interactions and
energy depositions inside the crystals depend on the initial photon energy.
Lack of consideration of this issue can lead to both high- and low-frequency
artifacts in the images [31].

iii) When using the block-detector technology, the degree of event mispo-
sitioning due to pulse pile-up (i.e. interference amongst pulses generated from
separate gamma rays detected within the same block and within the same
coincidence timing window) changes with count-rate, and this variation is
not accounted for by direct normalization which is performed at a particular
count-rate only [32]. _

To this end, component-based normalization approaches have been pro-
posed that can take the above factors into consideration [33]. These tech-
niques are based on separately measuring and/or calculating the various
normalization components (e.g. geometric and detector efficiency factors).
Self-normalization of emission data, without acquiring normalization data,
has also been proposed [34]: but it is an approximate technique (it hinges

on a limiting assumption) and does not address the second aforementioned

complication.

12 In fact, this is one important reason why direct normalization is currently not being
utilized for span zero (i.e. no compression at all) in the HRRT scanner.
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1.6.5 Detection Deadtime

The time required to process an event limits the counting rate of a PET
scanner. With higher count-rates, a larger portion of the incoming counts
are lost. The degree to which the deadtime effect is uniform within the
tomograph is determined by the tomograph design and the activity distribu-
tion. This can be another limiting factor in determination of the maximum
injected activity.

Depending on whether the bottleneck of the processing is in the scintilla-
tor decay time (Sec. 1.2.3), crystal identification (Sec. 1.2.4) and/or energy
discrimination (Sec. 1.6.2), or the overall coincidence detection (Sec. 1.2.2),
the deadtime effect will be at the level of the crystal, block or the entire sys-
tem. In a system where the coincidence detection is the limiting factor, one
can use the singles rates (which are not as much affected by the deadtime) to
measure the global deadtime correction factqrs. However, other non-global

deadtime correction schemes would be needed for other tomographs.

‘ 1.6.6 Decay of Radioactivity

Positron-emitting isotopes decompose and release radioactivity, enabling emis-
sion of gamma rays upon annihilation of the decayed positrons. As radioac-
tive isotopes decay with time, the number of decays per second also decrease.
Subsequently, scanning of the same object at a later time will result in fewer
annihilation photons, and therefore, fewer reconstructed counts in the im-
age. In order to enable the dynamic PET modality to be only sensitive to
the biological process, one must correct the reconstructed images for decay.
Relative to the other corrections required in PET imaging, this one is
the most trivial. One is simply required to scale the reconstructed image
counts, depending on the radionuclide used in the scan. One complication

can occur: scintillation detectors can themselves exhibit very low radioactive
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background counts, which are constant in time and unrelated to the injected
activity'®. In cases when the activity is close to background counts, scaling
the entire image will amplify the background effect. One method to take this
issue into account is to subtract an estimate of the background counts from

the data prior to application of reconstruction and decay correction.

1.6.7 Detector Blurring

As described in Sec. (1.2.3), the incoming gamma rays excite electrons in
the scintillating crystals through Compton scattering and/or photoelectric
absorption. If these processes all occur in the crystal on which the radiation
was incident, the event will be properly positioned. However, the photon
detection process can exhibit two complications:

(i) It is quite likely for an incident photon to be scattered off to adjacent
crystals, with this especially being the case in the detector-block technology.
This is referred to as inter-crystal scattering. This explains the fact that the
edge crystals typically receive less counts relative to the center crystals: this
is because a photon scattering in a central element, may scatter to adjacent
crystals but will eventually be detected (though it will be mis-positioned),
however, it is quite likely for a photon entering an edge crystal to be scattered
out of the entire block and not being detected at all.

(ii) It is also possible for gamma rays entering a crystal at an angle to
simply pass through the crystal undetected and to be only detected in an
adjacent crystal. As radiation occurs in voxels increasingly distant from the
center of the FOV, it is more likely for the radiation to reach crystal fronts
at higher angles of incidence, and to subsequently penetrate and be recorded

in nearby crystals, degrading image resolution for such voxels. This effect

13 For instance, LSO has an intrinsic radioactivity of about 280 Bq/mL with single-
photon emissions in the range of 88 keV to 400 keV. On the HRRT scanner, one observes
~2K counts/sec (in coincidence) of LSO background using a 400-650 keV energy window.
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is commonly referred to as the parallaz effect). Measurement of depth-of-
interaction (DOI) within the crystals is known to minimize this problem, but
its implementation has not achieved complete spatial invariance for resolution
(see for e.g. [35]).

The above considerations are not commonly taken into account in recon-
struction tasks due to computation difficulties. Furthermore, they cannot be
accurately accounted for in analytic reconstruction algorithms. However, it
is possible to incorporate these effects in statistical reconstruction tasks, as

described in Sec. (2.4.2), though they can complicate the computation.

1.6.8 Positron Range and Photon Non-collinearity

These two effects were elaborated in sections (1.1.2) and (1.2.2). They are
not often discussed as physical phenomenon that can be corrected for, rather
they are often seen as limitations of PET imaging. However, with the arrival
of statistical reconstruction algorithms (Sec. 2.4), it is now possible to model
these effects. This is because, while it is not possible to determine, for a
particular detected event, the positron range and photon non-collinearity, it
is possible to calculate and incorporate the probability distributions for these

effects into the system matrix, as elaborated in Sec. (2.4.2).

1.6.9 Patient Motion

Recent developments in 3D positron emission tomography (PET) systems
have enabled the spatial resolution to reach the 2-3mm FWHM range. With
such improvements in spatial resolution, small patient movements during
PET imaging have become a significant source of resolution degradation.
Chapter 5 provides an overview of existing motion compensation techniques.
Accurate and practical motion correction algorithms, proposed in the course

of this work, have also been described and tested experimentally.
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Fig. 1.13: An open display of the high resolution research tomograph (HRRT).

1.7 The High Resolution Research Tomograph

The Vancouver high resolution research tomograph (HRRT), as shown in
Fig. (1.13), is a state-of-the-art high sensitivity, high resolution scanner. It is
a 3D-only dedicated brain tomograph employing the scintillators LSO/LYSO

and using depth-of-interaction (DOI) information (see below).

1.7.1 Challenges

The HRRT is built of eight panel detector heads arranged in an octagon.
Each head is separated by 46.9 cm from the opposing head and by 1.7 cm from
the two neighboring heads. This presence of gaps in-between the detectors
is clearly manifested in the sinogram data, as is shown in Fig. (1.14), and
poses new challenges to image reconstruction from the HRRT data. To see
this, one notes that in analytic reconstruction algorithms (see Sec. 2.2), one

requires access to the complete data (i.e. data measured along all possible
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Fig. 1.14: Sinogram data for a uniform cylinder (direct plane #110 is shown):
the gaps comprise over 10% of the sinogram space. This sinogram
can be thought of as a superposition of corresponding sinusoidal curves
(Fig. 1.10) for the points which the cylinder consists of. The observed
non-uniformities are due to noticeable variations in detector pair sensi-
tivities (Sec. 1.6.4).

LORs passing through the FOV). This means that the gaps manifested in
the sinograms need to be filled using approximate techniques'*. On the other
hand, gap-filling is not required in statistical reconstruction algorithms (see
Sec. 2.4), which has been one key motivation for employing such methods in
this work.

Another challenging property of the HRRT is the very large (namely
4.49x10%) number of LORs which it measures, exceeding most modern PET
scanners by 2-3 orders of magnitude. For data stored and/or reconstructed
in histogram-mode, one is expected to commonly measure (especially in dy-
namic studies wherein a single study is divided into multiple frames), the

total counts per frame to be significantly less than the total number of sino-

14 Such gap-filling techniques used in analytic reconstruction include (i) direct interpola-
tion of the sinogram data, (ii) forward-projection of preliminary image estimates , or (iii)
a constrained Fourier space method [36].
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gram bins. The LOR data are acquired in list-mode (see Sec. 3.2), i.e. they
are stored as they are detected one-by-one in the form of a list. The data
may subsequently be histogrammed into appropriate sinogram frames. In

this work, we have explored taking the list-mode approach one step fur-

“ther, namely skipping the histogramming step, and reconstructing the data

directly from the list-mode data. This is elaborated in chapter 3.

The DOI information in the HRRT is obtained by pulse shape discrimi-
nation (PSD) to distinguish between events in the front layer from those in
the back layer [37,38]. This DOI modality was introduced for the HRRT
to reduce the parallaz effect: space-variant degradation in resolution of the
scanner caused by increasing inter-crystal penetration of gamma rays with
increasing angles of incidence. Nevertheless, the DOI information (due to its
discrete nature) is not able to completely eliminate the parallax effect. In
Sec. (B), we have investigated modeling of this effect into feasible statistical
reconstruction of the HRRT data.

1.7.2 More details for the Scanner

A detector head consists of 9(transaxial)x13(axial) crystal blocks, which are
viewed by 10x14 PM tubes. The HRRT therefore contains 8x9="72 blocks per
ring and 8x9x13=936 total blocks. Each block consists of two 10-mm-thick
layers (LSO and LYSO). Each double-layer block is cut into an 8x8 matrix of
crystals: each crystal is (2.438 mm)?. In total therefore, the HRRT contains
936x8x8x2~120K total crystal elements. Each head is in coincidence with
five opposing heads, which results in 4.49B possible LORs. These properties

are summarized in table (1.4), along with comparisons with another scanner

currently in use by our group, namely the Concorde microPET R4 scanner
for rodents [39].

The events are initially stored as 64-bit list-mode data, containing the in-
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Specifications microPET R4 HRRT
Detector Diameter 14.8 cm 46.9 cm
Radial Field-of-View 10.0 cm 31.2 cm
Axial Field-of-View 7.5 cm 25.1 cm
No. of Blocks per Ring 24 72
Total No. of Blocks 96 936
No. of Crystal Rings 32 104
Depth-of-Interaction Encoding NO YES
Total No. of Crystal Elements 6,144 119,808(!!)
No. of Lines-of-Response 8.26M 4.49B(!)
Absolute System Sensitivity ~2% ~6%
Resolution at Center of FOV 1.8 mm 2.4 mm

Tab. 1.4: Specifications for Two PET Scanners

" formation for the coordinates of the crystal-pairs along which the annihilation
photons are detected. A 72 Gbyte RAID disk system allows data acquisi-
tion with a maximum storage rate of 40Mbytes/sec for list-mode data. The
events can subsequently be converted into 32-bit data, wherein the coordi-
nates of the lines joining the crystal pairs (and not the crystals themselves)
are stored. Alternatively, the events can be histogrammed into sinogram
data. Presently one uses 288 angular projections and 256 radial elements
on each sinogram plane. Flexible axial compression modes, characterized by
span (axial mashing of neighboring LORs) and ring difference (RD) [17] are
available to further reduce the data. With no data compression, one obtains
10816 sinogram planes, corresponding to ~1.5GB of data in sinogram-mode.

However routinely, the data are stored in compressed format (using a so-

called span 3 and a maximum RD of 67), resulting in 6367 sinograms with a
total size of ~0.9GB.

Transmission measurements are done with a Cs-137 point source, which is
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driven by two servo motors and can sample the entire FOV in 2 min. Direct
normalization is currently being commonly employed for the HRRT, with the
normalization correction factors obtained from a long scan using a rotating
rod source. The coincidence timing window can be set as low as 2 ns and
can be incremented in steps of 2 ns. Currently, a coincidence time window

of 6 ns is used.

1.8 The Aim of This Work and Contributions

The work presented in this disseration has resulted in a number of publica-
tions [40,41] and presentations [42-46]. As already mentioned in Secs. (1.5)
and (1.7.1), our central aim has been to propose, implement and verify prac-
tical image reconstruction algorithms compatible with quantitative imaging
with the HRRT. To address some of the challenging properties of the HRRT
(namely, the very large number of LORs as well as the presence of gaps be-
tween the detector heads), we focused our attention to statistical list-mode
reconstruction algorithms. |

Chapter 2 provides a general summary of analytic and statistical recon-
struction algorithms, while chapter 3 presents an overview of motivations for
list-mode image reconstruction. Various accelerated list-mode reconstruction
algorithms were proposed, with particular emphasis on a novel convergent
reconstruction method. A practical random correction technique was also
proposed for use in list-mode reconstruction from the HRRT data.

Chapters 4 and 5 represent the experimental core of this thesis work.
The former elaborates upon the details of implementation and verification of
statistical list-mode reconstruction on the HRRT. Furthermore, we extended
the list-mode approach to dynamic (4D) image reconstruction, and demon-
strated its quantitative accuracy and robustness compared to a number of

conventional techniques. In addition, we proposed a modification of conven-
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tional data non-negativity constraints to remove the resulting overestimation
biases, which were elaborately studies and quantified in this work.

Chapter 5 is devoted to the proposal and study of novel motioﬁ compen-
sation techniques, with validation on the HRRT. We developed an accurate
scheme, applicable to both the histogram-mode and list-mode image recon-
struction methods, which incorporated patient motion into the reconstruction
task itself (unlike the existing purely event-driven approach). Subsequently, |
clear improvements in image quality (particularly in terms of axial unifor-
mity) were demonstrated. The practicality of the technique was derived from
the observation that an otherwise time-consuming motion averaging step was
only required to be performed in the image space (aﬁd not in the projection
space). A more detailed summary of each chapter, as well as concluding

remarks and opinions have been presented in chapter 6.
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2. 3D Image Reconstruction

This chapter is intended to present an overview of 3D image reconstruction
techniques applicable to PET imaging. Both analytic and statistical recon-
struction algorithms are discussed, with particular emphasis and elaboration
on the latter, since statistical list-mode reconstruction is the central theme

of this dissertation (for more discussion see chapter 3).

2.1 Introduction

As discussed in the previous chapter, an event is recorded in the PET mea-
surement process if two photons are measured in coincidence. Denoting the
‘coordinates for the measured photons using (z1,y1,21) and (Z2,y2,22), a line-
of-response (LOR) may be traced in-between the two coordinates, as shown
in Fig. (2.1).

The image inversion or reconstruction task in positron emission tomogra-
phy is aimed at finding the number of annihilation events f which occurred
at a position x in the image space given the number of events in the measured
LORs!. Reconstruction techniques can be classified into two main categories:

analytic and statistical.

1 With knowledge of scan duration, one may then calculate the activity at the given
position.
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Fig. 2.1: A PET event consists of detecting two coincident gamma rays.

2.2 Analytic Image Reconstruction

In analytic reconstruction, one aims to reconstruct f from its projection line

integral
. o0
p(1, s) =/ f(s+la)dl (2.1)
0
where the pair ({1,s) parametrizes the straight line along the unit vector @

and passing through s, a point in 3D space. To avoid redundancy, the vector

s is restricted to a 2D plane
" = {s € R}| s.i =0} (2.2)

since otherwise there exist (infinitely) many points, which would define the
same parallel projection along a projection direction @i. Therefore, for a given
projection direction i, the vector s is restricted to a 2D plane perpendicular
to @. This is depicted in Fig. (2.2a) f