# Axisymmetric Boson Stars in the Conformally Flat Approximation 

by

Bruno Rousseau

B.Sc., Université de Montréal, 2001

## A THESIS SUBMITTED IN PARTIAL FULFILMENT OF

 THE REQUIREMENTS FOR THE DEGREE OF
## MASTER OF SCIENCE

in
The Faculty of Graduate Studies
(Department of Physics and Astronomy)

We accept this thesis as conforming to the required standard

THE UNIVERSITY OF BRITISH COLUMBIA
November 12, 2003
(c) Bruno Rousseau, 2003

In presenting this thesis in partial fulfilment of the requirements for an advanced degree at the University of British Columbia, I agree that the Library shall make it freely available for reference and study. I further agree that permission for extensive copying of this thesis for scholarly purposes may be granted by the head of my department or by his or her representatives. It is understood that copying or publication of this thesis for financial gain shall not be allowed without my written permission.

Department of Physics and Astronomy

The University of British Columbia
Vancouver, Canada
Date 15 December 2003

## Abstract

In this thesis, boson stars are studied under the conformally flat approximation for the metric. Numerical simulations are used to extract solutions. The geometry is solved for using the constraint equations of general relativity and a generalization of the Klein-Gordon equation is used to evolve the matter fields. Type I critical phenomena is studied in the context of this approximation in axisymmetry by perturbing a boson star with a real massless scalar field.
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## Chapter 1

## Introduction

The gravitational interactions between heavenly bodies is described by Einstein's masterpiece theory, general relativity. This theory, although conceptually simple and very elegant, is difficult to apply to generic situations. Indeed, one cannot escape its inherent non-linearities in the strong gravitational regime. Thus, to study situations of real astrophysical interest, one is naturally led to numerical relativity, the study of Einstein theory through numerical simulations.

Especially interesting to the general relativity community is the question of how infalling neutron star binaries behave before they coalesce. These systems are believed to be good gravitational radiation source candidates and a quantitative understanding of their interactions would go a long way towards interpreting future measured data from the big gravitational wave detectors. In an effort to reduce the computational work required to solve the equations of general relativity, Wilson, Matthews and Marronetti [7] were led to propose the Conformally Flat Condition (CFC) approximation, which states that when gravitational radiation is small, the spatial metric can be approximated to a good precision by a flat space metric multiplied by a conformal factor. If correct, this approximation can potentially yield approximate solutions at a fraction of the numerical cost of solving the full Einstein equations.

Another problem of interest in general relativity is the question of critical phenomena. These phenomena, as first observed by Choptuik and described in Gundlach's review article [13], describe the behavior of spacetime at the threshold of black hole formation. Basically, by considering a one-parameter family of spacetimes (family parameter $p$ ), where large values of $p$ lead to black hole formation and small values lead to matter dispersal, one can "tune" $p$ to $p^{*}$, the critical value above which black holes are formed. The very high cost of tuning the parameter down to machine precision has confined numerical studies of this phenomena to spherical symmetry: very few investigations have been performed in more than one spatial dimension. This lack of higher dimensional investigation combined with the proposed CFC approximation has inspired this work. In this thesis, spherical boson stars perturbed by an axisymmetric massless scalar field pulse are studied in the CFC approximation and the main questions asked are whether the approximation will allow for critical phenomena and if the obtained behavior agrees with the spherical solutions obtained by Hawley and Choptuik [6]. This problem is technically important because if critical phenomena can be accurately studied within the CFC approximation, it will be possible to explore critical phenomena away from spherical symmetry at a fraction of the numerical cost of the full relativistic equations.

In the second chapter of this thesis, most of the analytical work leading to the expressions of the equations within the chosen approximation is presented, following standard references. Furthermore, the equations relevant to the generation of initial data and expressions for conserved quantities are obtained. In the third chapter, the numerical implementation and solution process is described; in Chapter 4 some numerical stability analysis is performed and a Von Neumann stability condition is obtained. In Chapter 5, the numerical solutions are tested for convergence and conservation of mass and Noether charge. Furthermore, the perturbation frequencies of stable boson stars are obtained from the axisymmetric numerical implementation as a non-trivial test of the correctness of the code. Finally, critical phenomena are studied in Chapter 6. It was found that the CFC indeed allows for critical phenomena, but that the obtained scaling exponents are ambiguous; the result obtained at a given resolution is found to agree very well with the spherical result of Hawley and Choptuik, but the same exponent computed at a finer resolution is found to be quite different. Further work would be necessary to clarify this discrepancy.

## Chapter 2

## Analytical Work

Unless otherwise stated, most of the derivations in this section will follow the standard derivations of Misner, Thorne \& Wheeler [1] and York [3]. Throughout this thesis, the "god given" units will be used:

$$
\begin{equation*}
G=c \doteq \hbar=1 \tag{2.1}
\end{equation*}
$$

This, in effect, means that all quantities will be measured in units of the Planck quantities, the Planck mass, Planck time and Planck length:

$$
\begin{equation*}
M_{p l}=\left[\frac{\hbar c}{G}\right]^{\frac{1}{2}}, \quad T_{p l}=\left[\frac{\hbar G}{c^{5}}\right]^{\frac{1}{2}}, \quad L_{p l}=\left[\frac{\hbar G}{c^{3}}\right]^{\frac{1}{2}} \tag{2.2}
\end{equation*}
$$

### 2.1 Conventions and Formalism

Spacetime is considered as a 4 dimensional manifold endowed with a Riemannian geometry. The ADM $3+1$ formalism will be used to describe the split of spacetime into a foliation of spacelike hypersurfaces, $\{\Sigma\}$, identified by a timelike coordinate.

Abstract tensorial notation will be used when dealing with intermediate equations, in which Latin letters ranging from $a$ to $f$ used as indices will indicate ranks of tensors but will not represent actual components. When dealing with equations from which one expects to compute numerical quantities, tensorial components will be used, for which Greek indices will range from 0 to 3 (spacetime indices) and Latin indices from $i$ to $n$ will range from 1 to 3 (space indices).

Two vector bases will be used extensively; ( $n^{a},\left\{e_{i}^{a}\right\}$ ) and ( $t^{a},\left\{e_{i}^{a}\right\}$ ), where $\left\{e_{i}^{a}\right\}$ is the set of spacelike vectors consistent with the given form of the metric.

The covariant derivative in the 4 dimensional manifold will be denoted $\nabla_{a}$ whereas it will be denoted $D_{a}$ on a given spacelike slice $\Sigma . \quad \nabla_{i} \equiv \nabla_{e_{i}^{a}}$ will denote the covariant derivative in the direction of the vector $e_{i}^{a}$ and $\nabla_{\hat{n}} \equiv \nabla_{n^{a}}$ represents the covariant derivative in the direction of the timelike unit normal to $\Sigma$. The space covariant derivative is related to the spacetime covariant derivative by projection: for example, for a vector $A^{b}$ lying on $\Sigma, D_{a} A^{b} \equiv\left(\delta_{a}^{c}+n_{a} n^{c}\right)\left(\delta^{b}{ }_{d}+\right.$ $\left.n_{d} n^{b}\right) \nabla_{c} A^{d}$.

Christoffel symbols will be denoted ${ }^{4} \Gamma_{\mu \nu}^{\alpha}$ when they relate to the 4 dimensional covariant derivative and $\Gamma_{j k}^{i}$ when the relate to the 3 dimensional one. Further, $R_{a b}$ and $K_{a b}$ will be used to denote the Ricci tensor and the extrinsic curvature on a spacelike slice respectively.

The study of general relativity is dominated by the Einstein equation:

$$
G_{a b}=8 \pi T_{a b}
$$

The Einstein tensor is given by:

$$
\begin{equation*}
G_{a b}=\mathcal{R}_{a b}-\frac{1}{2} g_{a b} \mathcal{R} \tag{2.3}
\end{equation*}
$$

where $\mathcal{R}_{a b}$ is the Ricci tensor and $\mathcal{R}$ is the associated Ricci scalar in the 4 dimensional manifold. In the ADM formalism, the metric has the form:

$$
\begin{gathered}
\mathbf{g}_{\mu \nu}=\left[\begin{array}{cc}
-\left(\alpha^{2}-\beta_{k} \beta^{k}\right) & \beta_{i} \\
\beta_{j} & \gamma_{i j}
\end{array}\right] \\
\mathbf{g}^{\mu \nu}=\left[\begin{array}{cc}
-\frac{1}{\alpha^{2}} & \frac{\beta^{i}}{\alpha^{2}} \\
\frac{\beta^{J}}{\alpha^{2}} & \gamma^{i j}-\frac{\beta^{i} \beta^{j}}{\alpha^{2}}
\end{array}\right]
\end{gathered}
$$

The geometry of the spacetime is thus expressed through the following variables: $\alpha$ is called the lapse and measures the time interval between two spacelike hypersurfaces, for observers moving normally to the slices; $\beta^{a}$ is the shift vector and measures how the space coordinates move about from one slice to another; finally, $\gamma_{a b}$ is the 3 -metric of the spacelike hypersurface. The unit normal to $\Sigma$ is denoted $n^{a}$. In terms of this normal, the tangent vector to the spacetime curve of constant space coordinate, i.e. the vector pointing in the coordinate time direction, is given by $t^{a}=\alpha n^{a}+\beta^{a}$. In terms of components in the ADM coordinates, $n^{\mu}=\left(1 / \alpha ;-\beta^{i} / \alpha\right)$ and $n_{\mu}=(-\alpha ; 0)$. Further, $\gamma_{a b}=g_{a b}+n_{a} n_{b}$ as can be shown by projection along all the basis vectors.

The stress-energy tensor can also be split into components lying in $\Sigma$ and normal to it. The form of the tensor, in all generality, is given by:

$$
\begin{equation*}
T_{a b}=S_{a b}+J_{(a} n_{b)}+\rho_{m} n_{a} n_{b} \tag{2.4}
\end{equation*}
$$

Here $S_{a b}$ is the spacelike stress tensor, $J_{a}$ is the matter current density and $\rho_{m}$ is the matter energy density, all as measured by observers moving normally to the slices.

### 2.2 Constraint Equations

Not all components of the Einstein equation are related to the dynamics of the geometry. In fact, 4 components of the equations only involve data on a given spacelike slice $\Sigma$; these equations are called constraint equations and they are related to the initial value problem. These equations must be initially satisfied before the dynamics of the Einstein equation can be studied. Differential geometry shows how these components of the Einstein equation are amenable to a formulation involving only the geometry of a given slice. First, the extrinsic curvature must be defined.

### 2.2.1 The Extrinsic Curvature

$n^{a}$ being the unit normal to the slice $\Sigma$, its covariant derivative along a spacelike direction must also lie in $\Sigma$ in order to preserve its length. Hence, the components of the extrinsic curvature tensor are defined by:

$$
\begin{equation*}
\nabla_{i} n^{a}=-K_{i}^{j} e_{j}^{a} \tag{2.5}
\end{equation*}
$$

The extrinsic curvature tensor is understood to be lying entirely in $\Sigma$ and can be shown to be symmetric:

$$
\begin{align*}
K_{i j} & =K_{i}^{k} g_{k j}=K_{i}^{k} e_{k}^{a} e_{j}^{b} g_{a b} \\
& =-\left(\nabla_{i} n^{a}\right) e_{j}^{b} g_{a b}=-\left(\nabla_{i} n_{b}\right) e_{j}^{b} \\
& =-\nabla_{i}(\underbrace{n_{b} e_{j}^{b}}_{0})+\dot{n}_{b} \nabla_{i} e_{j}^{b} \\
& =n_{b}\left({ }^{4} \Gamma_{i j}^{\mu} e_{\mu}^{b}\right)=n_{b}\left({ }^{4} \Gamma_{j i}^{\mu} e_{\mu}^{b}\right) \\
& =K_{j i} \tag{2.6}
\end{align*}
$$

Here the symmetry of the Christoffel symbols and $\nabla_{i} g_{a b}=0$ were used. The extrinsic curvature also has the the following useful properties.

Consider the Lie derivative of the space metric along the unit normal vector field:

$$
\begin{align*}
£_{\hat{n}} \gamma_{a b} & =£_{\hat{n}}\left(g_{a b}+n_{a} n_{b}\right) \\
& =£_{\hat{n}}\left(g_{a b}\right)+£_{\hat{n}}\left(n_{a}\right) n_{b}+n_{a} £_{\hat{n}}\left(n_{b}\right) \\
& =\nabla_{a} n_{b}+\nabla_{b} n_{a}+n_{a} a_{b}+n_{b} a_{a} \tag{2.7}
\end{align*}
$$

where $a_{a}=\nabla_{\hat{n}} n_{a}$. Clearly:

$$
\begin{align*}
n^{a} \nabla_{b} n_{a} & =\nabla_{b}\left(n^{a} n_{a}\right)-n_{a} \nabla_{b} n^{a} \\
& =-n_{a} \nabla_{b} n^{a}=-n^{a} \nabla_{b} n_{a} \\
& =0  \tag{2.8}\\
n^{a} a_{a} & =n^{a} n^{b} \nabla_{b} n_{a}=n^{b}\left(n^{a} \nabla_{b} n_{a}\right) \\
& =0 \tag{2.9}
\end{align*}
$$

Projecting the Lie derivative along various directions:

$$
\begin{align*}
n^{a} n^{b} £_{\hat{n}} \gamma_{a b} & =n^{a} n^{b}\left(\nabla_{a} n_{b}+\nabla_{b} n_{a}+n_{a} a_{b}+n_{b} a_{a}\right) \\
& =n^{b} a_{b}+n^{a} a_{a}-n^{b} a_{b}-n^{a} a_{a} \\
& =0  \tag{2.10}\\
n^{a} e_{i}^{b} £_{\hat{n}} \gamma_{a b} & =n^{a} e_{i}^{b}\left(\nabla_{a} n_{b}+\nabla_{b} n_{a}+n_{a} a_{b}+n_{b} a_{a}\right) \\
& =e_{i}^{b} a_{b}-e_{i}^{b} a_{b} \\
& =0 \tag{2.11}
\end{align*}
$$

$$
\begin{align*}
e_{i}^{a} e_{j}^{b} \varepsilon_{\hat{n}} \gamma_{a b} & =e_{i}^{a} e_{j}^{b}\left(\nabla_{a} n_{b}+\nabla_{b} n_{a}+n_{a} a_{b}+n_{b} a_{a}\right) \\
& =e_{j}^{b} \nabla_{i} n_{b}+e_{i}^{a} \nabla_{j} n_{a} \\
& =-K_{i j}-K_{j i} \\
& =-2 K_{i j} \tag{2.12}
\end{align*}
$$

One thus obtains the geometrical, coordinate free result:

$$
\begin{equation*}
K_{a b}=-\frac{1}{2} £_{\hat{n}} \gamma_{a b} \tag{2.13}
\end{equation*}
$$

The extrinsic curvature can also be expressed via projection. Consider

$$
\begin{align*}
-\gamma_{a}^{c} \gamma_{b}^{d} \nabla_{(c} n_{d)}= & -\frac{1}{2}\left(\delta_{a}^{c}+n_{a} n^{c}\right)\left(\delta_{b}^{d}+n_{b} n^{d}\right)\left(\nabla_{c} n_{d}+\nabla_{d} n_{c}\right) \\
= & -\frac{1}{2}\left(\nabla_{a} n_{b}+\nabla_{b} n_{a}+n_{b} n^{d} \nabla_{a} n_{d}+n_{b} n^{d} \nabla_{d} n_{a}\right. \\
& \left.+n_{a} n^{c} \nabla_{c} n_{b}+n_{a} n^{c} \nabla_{b} n_{c}+2 n_{a} n_{b} n^{c} n^{d} \nabla_{c} n_{d}\right) \\
= & -\frac{1}{2}\left(\nabla_{a} n_{b}+\nabla_{b} n_{a}+n_{a} a_{b}+n_{b} a_{a}\right) \\
= & -\frac{1}{2} £_{\hat{n}} \gamma_{a b} . \tag{2.14}
\end{align*}
$$

where equation (2.7) was used. Thus, using equation (2.13):

$$
\begin{equation*}
K_{a b}=-\gamma_{a}{ }^{c} \gamma_{b}{ }^{d} \nabla_{(c} n_{d)} \tag{2.15}
\end{equation*}
$$

This result can be taken further. Consider:

$$
\begin{align*}
w_{a b} & =-\gamma_{a}{ }^{c} \gamma_{b}{ }^{d} \nabla_{[c} n_{d]} \\
& =-\frac{1}{2} \gamma_{a}{ }^{c} \gamma_{b}{ }^{d}\left(\nabla_{c} n_{d}-\nabla_{d} n_{c}\right) \tag{2.16}
\end{align*}
$$

and project this equation along all the basis vectors:

$$
\begin{align*}
n^{a} n^{b} w_{a b} & =-n^{a} n^{b} \gamma_{a}{ }^{c} \gamma_{b}{ }^{d} \nabla_{[c} n_{d]} \\
& =0  \tag{2.17}\\
n^{a} e_{i}^{b} w_{a b} & =-n^{a} e_{i}^{b} \gamma_{a}^{c} \gamma_{b}^{d} \nabla_{[c} n_{d]} \\
& =0  \tag{2.18}\\
e_{i}^{a} e_{j}^{b} w_{a b} & =-e_{i}^{a} e_{j}^{b} \gamma_{a}^{c} \gamma_{b}^{d} \nabla_{[c} n_{d]} \\
& =-e_{i}^{c} e_{j}^{d} \nabla_{[c} n_{d]} \\
& =-\frac{1}{2} e_{i}^{c} e_{j}^{d}\left(\nabla_{c} n_{d}-\nabla_{c} n_{d}\right) \\
& =-\frac{1}{2}\left(e_{j}^{d} \nabla_{i} n_{d}-e_{i}^{c} \nabla_{j} n_{c}\right) \\
& =-\frac{1}{2}\left(K_{j i}-K_{i j}\right) \\
& =0 \tag{2.19}
\end{align*}
$$

Hence $w_{a b}$ vanishes identically. This implies

$$
\begin{align*}
K_{a b} & =-\gamma_{a}{ }^{c} \gamma_{b^{d}} \nabla_{c} n_{d} \\
& =-\nabla_{a} n_{b}-n_{a} a_{b} \tag{2.20}
\end{align*}
$$

and that therefore

$$
\begin{equation*}
\nabla_{a} n_{b}=-K_{a b}-n_{a} a_{b} \tag{2.21}
\end{equation*}
$$

### 2.2.2 Gauss Weingarten equations

As it turns out, the spacetime covariant derivative of a space vector along a space direction can be expressed using the extrinsic curvature and the space covariant derivative.

$$
\begin{equation*}
\nabla_{i} e_{j}^{a}={ }^{4} \Gamma_{i j}^{\mu} e_{\mu}^{a} \tag{2.22}
\end{equation*}
$$

Projecting this equation along all the basis vectors yields the desired result:

$$
\begin{align*}
n_{a} \nabla_{i} e_{j}^{a} & =\nabla_{i}\left(n_{a} e_{j}^{a}\right)-e_{j}^{a} \nabla_{i}\left(n_{a}\right)=-e_{j}^{a} \nabla_{i}\left(n_{a}\right) \\
& =K_{i j}  \tag{2.23}\\
g_{a b} e_{k}^{b} \nabla_{i} e_{j}^{a} & =g_{a b} e_{k}^{b} e_{i}^{c} \nabla_{c} e_{j}^{a}=\gamma_{b d} e_{k}^{d} e_{i}^{f} \gamma_{a}^{b} \gamma_{f}^{c} \nabla_{c} e_{j}^{a} \\
& =\gamma_{b d} e_{k}^{d} e_{i}^{f} D_{f} e_{j}^{b}=\gamma_{a b} e_{k}^{a} D_{i} e_{j}^{b} \\
& =\gamma_{a b} e_{k}^{a} e_{l}^{b} \Gamma_{i j}^{l}=\gamma_{k l} \Gamma_{i j}^{l} \tag{2.24}
\end{align*}
$$

Comparing the above results with the general form of $\nabla_{i} e_{j}^{a}$

$$
\begin{equation*}
\nabla_{i} e_{j}^{a}=C_{1}^{k} e_{k}^{a}+C_{2} n^{a} \tag{2.25}
\end{equation*}
$$

the Gauss Weingarten equations are obtained:

$$
\begin{equation*}
\nabla_{i} e_{j}^{a}=\Gamma_{i j}^{k} e_{k}^{a}-K_{i j} n^{a} \tag{2.26}
\end{equation*}
$$

### 2.2.3 Gauss Codazzi equations

Some components of the 4 dimensional Riemann tensor can be expressed in termis of the extrinsic curvature and the spatial Riemann tensor. The Gauss Codazzi equations describe how to extract those components.

By definition:

$$
\begin{equation*}
\mathcal{R}\left(e_{i}^{a}, e_{j}^{b}\right) e_{k}^{c}=\left(\nabla_{i} \nabla_{j}-\nabla_{j} \nabla_{i}\right) e_{k}^{c} \tag{2.27}
\end{equation*}
$$

In the coordinate basis used, this implies

$$
\begin{equation*}
\mathcal{R}_{k i j}^{\mu} e_{\mu}^{a}=\left(\nabla_{i} \nabla_{j}-\nabla_{j} \dot{\nabla}_{i}\right) e_{k}^{a} \tag{2.28}
\end{equation*}
$$

Using the Gauss Weingarten equations and the definition of extrinsic curvature one finds

$$
\begin{align*}
\nabla_{i} \nabla_{j} e_{k}^{a} & =\nabla_{i}\left(\Gamma_{j k}^{l} e_{l}^{a}-K_{j k} n^{a}\right) \\
& =\partial_{i}\left(\Gamma_{j k}^{l}\right) e_{l}^{a}+\Gamma_{j k}^{l} \nabla_{i} e_{l}^{a}-\partial_{i}\left(K_{j k}\right) n^{a}-K_{j k} \nabla_{i} n^{a} \\
& =\partial_{i}\left(\Gamma_{j k}^{l}\right) e_{l}^{a}+\Gamma_{j k}^{l}\left(\Gamma_{i l}^{m} e_{m}^{a}-K_{i l} n^{a}\right)-\partial_{i}\left(K_{j k}\right) n^{a}+K_{j k} K_{i}^{l} e_{l}^{a} \\
& =\left\{\partial_{i}\left(\Gamma_{j k}^{l}\right)+\Gamma_{j k}^{m} \Gamma_{i m}^{l}+K_{j k} K_{i}^{l}\right\} e_{l}^{a}-\left\{\partial_{i}\left(K_{j k}\right)+\Gamma_{j k}^{l} K_{i l}\right\} n^{a} \tag{2.29}
\end{align*}
$$

Permuting indices $i$ and $j$ in the last expression and subtracting, one gets the Gauss Codazzi equation:

$$
\begin{align*}
\mathcal{R}_{k i j}^{\mu} e_{\mu}^{a}= & \left\{\partial_{i}\left(\Gamma_{j k}^{l}\right)-\partial_{j}\left(\Gamma_{i k}^{l}\right)+\Gamma_{j k}^{m} \Gamma_{i m}^{l}-\Gamma_{i k}^{m} \Gamma_{j m}^{l}+K_{j k} K_{i}^{l}-K_{i k} K_{j}^{l}\right\} e_{l}^{a} \\
& -\left\{\partial_{i}\left(K_{j k}\right)-\partial_{j}\left(K_{i k}\right)+\Gamma_{j k}^{l} K_{i l}-\Gamma_{i k}^{l} K_{j l}\right\} n^{a} \\
= & \left\{R_{k i j}^{l}+K_{j k} K_{i}^{l}-K_{i k} K_{j}^{l}\right\} e_{l}^{a}-\left\{D_{i} K_{j k}-D_{j} K_{i k}\right\} n^{a} \tag{2.30}
\end{align*}
$$

From this, one can deduce 14 of the 20 independent components of the 4 dimensional Riemann curvature by projection:

$$
\begin{align*}
\mathcal{R}_{i j k l} & =g_{a b} e_{i}^{a} \mathcal{R}_{j k l}^{\mu} e_{\mu}^{b} \\
& =R_{i j k l}+K_{j l} K_{i k}-K_{j k} K_{i l}  \tag{2.31}\\
\mathcal{R}_{\hat{n} i j k} & =n_{a} \mathcal{R}_{i j k}^{\mu} e_{\mu}^{b} \\
& =D_{j} K_{i k}-D_{k} K_{i j} \tag{2.32}
\end{align*}
$$

The coordinate independent Gauss Codazzi equations are thus:

$$
\begin{align*}
\perp \mathcal{R}_{a b c d} & =R_{a b c d}+K_{b d} K_{a c}-K_{b c} K_{a d}  \tag{2.33}\\
\perp \mathcal{R}_{\hat{n} a b c} & =D_{b} K_{a c}-D_{c} K_{a b} \tag{2.34}
\end{align*}
$$

where " $\perp$ " means that all free indices are projected onto $\Sigma$.

### 2.2.4 The Equations of Constraint

The constraint equations are obtained by projecting the Einstein equation. The Hamiltonian constraint is obtained by:

$$
\begin{align*}
n^{a} n^{b} G_{a b} & =8 \pi n^{a} n^{b} T_{a b} \\
n^{a} n^{b}\left(\mathcal{R}_{a b}-\frac{1}{2} g_{a b} \mathcal{R}\right) & =8 \pi \rho_{m} \\
\mathcal{R}_{\hat{n} \hat{n}}+\frac{1}{2} \mathcal{R} & =8 \pi \rho_{m} \tag{2.35}
\end{align*}
$$

Here, equations (2.3) and (2.4) have been used. The left-hand side is easier to compute with indices in the ( $n^{a} ;\left\{e_{i}^{a}\right\}$ ) basis. Accounting for the symmetries of
the Riemann tensor and using the Gauss Codazzi equations:

$$
\begin{align*}
\mathcal{R}_{\hat{n} \hat{n}}+\frac{1}{2} \mathcal{R} & =\mathcal{R}_{\hat{n} i \hat{n}}+\frac{1}{2}\left(2 \mathcal{R}_{\hat{n} i}^{\hat{n} i}+\mathcal{R}_{i j}^{i j}\right) \\
& =g_{\hat{n} \hat{n}} \mathcal{R}_{i \hat{n}}^{i \hat{n}}+\mathcal{R}_{i \hat{n}}^{i \hat{n}}+\frac{1}{2} \mathcal{R}_{i j}^{i j} \\
& =\frac{1}{2} \gamma^{i k} \gamma^{j l} \mathcal{R}_{i j k l} \\
& =\frac{1}{2}\left(R+K_{i}^{i} K_{j}^{j}-K_{i j} K^{i j}\right) \tag{2.36}
\end{align*}
$$

The momentum constraint is given by:

$$
\begin{align*}
n^{a} e_{i}^{b} G_{a b} & =8 \pi n^{a} e_{j}^{b} T_{a b} \\
n^{a} e_{i}^{b}\left(\mathcal{R}_{a b}-\frac{1}{2} g_{a b} \mathcal{R}\right) & =-8 \pi J_{i} \\
\mathcal{R}_{\hat{n} i} & =-8 \pi J_{i} \tag{2.37}
\end{align*}
$$

Using the second set of Gauss-Codazzi equations, one obtains:

$$
\begin{align*}
\mathcal{R}_{\hat{n} i} & =\gamma^{j k} \mathcal{R}_{\hat{n} k i} \\
& =-\gamma^{j k} \mathcal{R}_{\hat{n} j k i} \\
& =-\gamma^{j k}\left(D_{k} K_{i j}-D_{i} K_{j k}\right) \tag{2.38}
\end{align*}
$$

Thus, the constraint equations are given by:

$$
\begin{align*}
R & =-K_{a}^{a} K_{b}^{b}+K_{a b} K^{a b}+16 \pi \rho_{m}  \tag{2.39}\\
D_{b} K^{a b} & =\gamma^{a c} D_{c} K_{b}^{b}+8 \pi J^{a} \tag{2.40}
\end{align*}
$$

### 2.3 Dynamical Equations for the Geometry

The remaining components of the Riemann tensor can be related to the dynamical evolution of the geometry. In particular, it will be useful to relate some of these components to the Lie derivative of the extrinsic curvature along the coordinate time direction.

First, the Lie derivative of the extrinsic curvature along the unit normal field is given by:

$$
\begin{equation*}
£_{\hat{n}} K_{a b}=n^{c} \nabla_{c} K_{a b}+K_{c b} \nabla_{a} n^{c}+K_{a c} \nabla_{b} n^{c} \tag{2.41}
\end{equation*}
$$

Next, using equation (2.21), one obtains:

$$
\begin{align*}
\nabla_{a} \nabla_{b} n_{c} & =\nabla_{a}\left(-K_{b c}-n_{b} a_{c}\right) \\
& =-\nabla_{a} K_{b c}-\nabla_{a}\left(n_{b}\right) a_{c}-n_{b} \nabla_{a}\left(a_{c}\right) \\
& =-\nabla_{a} K_{b c}+K_{a b} a_{c}+n_{a} a_{b} a_{c}-n_{b} \nabla_{a}\left(a_{c}\right) \tag{2.42}
\end{align*}
$$

Hence, in geometrical language:

$$
\begin{align*}
\mathcal{R}_{a b c d} n^{a}= & \left(\nabla_{d} \nabla_{c}-\nabla_{c} \nabla_{d}\right) n_{b} \\
= & \nabla_{c} K_{b d}-K_{c d} a_{b}-n_{c} a_{b} a_{d}+n_{d} \nabla_{c} a_{b} \\
& -\nabla_{d} K_{b c}+K_{c d} a_{b}+n_{d} a_{b} a_{c}-n_{c} \nabla_{d} a_{b} \tag{2.43}
\end{align*}
$$

Projecting one index of the above along the normal direction, one finds

$$
\begin{align*}
\mathcal{R}_{a b c d} n^{a} n^{d}= & n^{d} \nabla_{c} K_{b d}-\nabla_{c} a_{b}-n^{d} \nabla_{d} K_{b c}-a_{b} a_{c}-n_{c} n^{d} \nabla_{d} a_{b} \\
= & -n^{d} \nabla_{d} K_{b c}-K_{b d} \nabla_{c} n^{d}-K_{c d} \nabla_{b} n^{d}+K_{c d} \nabla_{b} n^{d}-\nabla_{c} a_{b} \\
& n_{c} n^{d} \nabla_{d} a_{b}-a_{b} a_{c} \\
= & £_{\hat{n}} K_{b c}+K_{c d} \nabla_{b} n^{d}-\nabla_{c} a_{b}-n_{c} n^{d} \nabla_{d} a_{b}-a_{b} a_{c} \\
= & -£_{\hat{n}} K_{b c}-K_{c}^{d} K_{b d}-n_{b} a_{d} K_{c}{ }^{d}-\nabla_{c} a_{b} \\
& -n_{c} n^{d} \nabla_{d} a_{b}-a_{b} a_{c} \tag{2.44}
\end{align*}
$$

Projecting the remaining indices onto $\Sigma$ then yields

$$
\begin{align*}
e_{i}^{b} e_{j}^{c} \mathcal{R}_{b a c d} n^{a} n^{d} & =\mathcal{R}_{i \hat{n} j \hat{n}} \\
& =£_{\hat{n}} K_{i j}+K_{i k} K_{j}^{k}+a_{i} a_{j}+e_{i}^{b} e_{j}^{c} \gamma_{b}{ }^{d} \gamma_{c}{ }^{a} \nabla_{a} a_{d} \\
& =£_{\hat{n}} K_{i j}+K_{i k} K_{j}^{k}+D_{j} a_{i}+a_{i} a_{j} \tag{2.45}
\end{align*}
$$

This result can be further simplified in an ADM coordinate system. Indeed, in such coordinates, $n_{\mu}=(-\alpha ; \overrightarrow{0})$. Thus

$$
\begin{equation*}
\nabla_{\nu}\left(\frac{n_{\mu}}{\alpha}\right)=-{ }^{4} \Gamma_{\mu \nu}^{\beta}\left(\frac{n_{\beta}}{\alpha}\right)=\nabla_{\mu}\left(\frac{n_{\nu}}{\alpha}\right) \tag{2.46}
\end{equation*}
$$

so one has

$$
\begin{equation*}
\nabla_{\nu} n_{\mu}=\nabla_{\mu} n_{\nu}+\frac{1}{\alpha}\left(n_{\mu} \nabla_{\nu} \alpha-n_{\nu} \nabla_{\mu} \alpha\right) \tag{2.47}
\end{equation*}
$$

which leads to

$$
\begin{align*}
a_{\mu} & =n^{\nu} \nabla_{\nu} n_{\mu} \\
& =n^{\nu}\left(\nabla_{\mu} n_{\nu}+\frac{1}{\alpha}\left(n_{\mu} \nabla_{\nu} \alpha-n_{\nu} \nabla_{\mu} \alpha\right)\right) \\
& =\frac{1}{\alpha} \nabla_{\mu} \alpha+\frac{1}{\alpha} n_{\mu} n^{\nu} \nabla_{\nu} \alpha \\
\Rightarrow a_{i} & =D_{i}(\ln (\alpha)) \tag{2.48}
\end{align*}
$$

This further implies:

$$
\begin{align*}
D_{j} a_{i}+a_{i} a_{j} & =D_{j} D_{i}(\ln (\alpha))+D_{i}(\ln (\alpha)) D_{j}(\ln (\alpha)) \\
& =\frac{1}{\alpha} D_{i} D_{j} \alpha \tag{2.49}
\end{align*}
$$

Thus, the dynamical equation in ADM coordinates becomes:

$$
\begin{equation*}
£_{\hat{n}} K_{i j}=\mathcal{R}_{i \hat{n} j \hat{n}}-K_{i k} K_{j}^{k}-\frac{1}{\alpha} D_{i} D_{j} \alpha \tag{2.50}
\end{equation*}
$$

Next, we turn to the Einstein equation which relates the Ricci tensor to the matter stress-energy tensor. The Einstein equation can be rewritten:

$$
\begin{equation*}
\mathcal{R}_{a b}=8 \pi\left(T_{a b}-\frac{1}{2} g_{a b} g^{c d} T_{c d}\right) \tag{2.51}
\end{equation*}
$$

Projecting onto $\Sigma$, using equation (2.4) and the Gauss Codazzi equations, we find

$$
\begin{aligned}
g^{\hat{n} \hat{n}} \mathcal{R}_{\hat{n} i \hat{n} j}+\mathcal{R}_{i k j}^{k} & =8 \pi\left(S_{i j}+\frac{1}{2} \gamma_{i j}\left(\rho_{m}-S_{k}^{k}\right)\right) \\
-\mathcal{R}_{i \hat{n} j \hat{n}}+R_{i j}+K_{i j} K_{k}^{k}-K_{i k} K_{j}^{k} & =8 \pi\left(S_{i j}+\frac{1}{2} \gamma_{i j}\left(\rho_{m}-S_{k}^{k}\right)\right)
\end{aligned}
$$

From this is obtained:

$$
\begin{align*}
£_{\hat{n}} K_{i j}= & -\frac{1}{\alpha} D_{i} D_{j} \alpha+R_{i j}+K_{i j} K_{k}^{k}-2 K_{i k} K_{j}^{k} \\
& -8 \pi\left(S_{i j}+\frac{1}{2} \gamma_{i j}\left(\rho_{m}-S_{k}^{k}\right)\right) \tag{2.52}
\end{align*}
$$

In order to turn this into a Lie derivative in the coordinate time direction, consider:

$$
\begin{align*}
£_{t} K_{a b} & =\left(\alpha n^{c}+\beta^{c}\right) \nabla_{c} K_{a b}+K_{a c} \nabla_{b}\left(\alpha n^{c}+\beta^{c}\right)+K_{c b} \nabla_{a}\left(\alpha n^{c}+\beta^{c}\right) \\
& =\alpha £_{\hat{n}} K_{a b}+£_{\beta} K_{a b}+n^{c}\left(K_{a c} \nabla_{b} \alpha+K_{c b} \nabla_{a} \alpha\right) \\
& =\alpha £_{\hat{n}} K_{a b}+£_{\beta} K_{a b} \tag{2.53}
\end{align*}
$$

Similarly:

$$
\begin{equation*}
£_{t} \gamma_{a b}=\alpha £_{\hat{n}} \gamma_{a b}+£_{\beta} \gamma_{a b} \tag{2.54}
\end{equation*}
$$

Both of the above results rely on the spacelike nature of the space metric and the extrinsic curvature, i.e. their vanishing product with the unit normal. Furthermore, the Lie derivative of the inverse space metric is given by:

$$
\begin{align*}
£_{\hat{n}}\left(\gamma^{a c} \gamma_{c b}\right) & =0 \\
& =\gamma_{c b} £_{\hat{n}} \gamma^{a c}+\gamma^{a c} £_{\hat{n}} \gamma_{c b} \\
\Rightarrow £_{\hat{n}} \gamma^{a b} & =-\gamma^{a c} \gamma^{b d} £_{\hat{n}} \gamma_{c d} \\
& =2 K^{a b} \tag{2.55}
\end{align*}
$$

where equation (2.13) was used. Finally, the following useful result can be derived:

$$
\begin{align*}
£_{t}\left(K_{i}^{i}\right)= & \alpha £_{\hat{n}}\left(K_{i}^{i}\right)+£_{\beta}\left(K_{i}^{i}\right) \\
= & \alpha £_{\hat{n}}\left(\gamma^{i j}\right) K_{i j}+\alpha \gamma^{i j} £_{\hat{n}} K_{i j}+£_{\beta}\left(K_{i}^{i}\right) \\
= & 2 \alpha K_{i j} K^{i j}-\gamma^{i j} D_{i} D_{j} \alpha+\alpha\left(R+K_{i}^{i} K^{j}{ }_{j}-2 K_{i j} K^{i j}-4 \pi\left(3 \rho_{m}-S_{i}^{i}\right)\right) \\
& +£_{\beta}\left(K_{i}^{i}\right) \\
= & -\gamma^{i j} D_{i} D_{j} \alpha+\alpha\left(R+K_{i}^{i} K_{j}^{j}-4 \pi\left(3 \rho_{m}-S_{i}^{i}\right)\right)+£_{\beta}\left(K_{i}^{i}\right) \tag{2.56}
\end{align*}
$$

Using the Hamiltonian constraint, equation (2.39), the above result reduces to:

$$
\begin{equation*}
£_{t}\left(K_{i}^{i}\right)=-\gamma^{i j} D_{i} D_{j} \alpha+\alpha\left(K_{i j} K^{i j}+4 \pi\left(\rho_{m}+S_{i}^{i}\right)\right)+£_{\beta}\left(K_{i}^{i}\right) \tag{2.57}
\end{equation*}
$$

### 2.4 Matter Content

A massive complex scalar field is chosen as a matter source primarily because it is the simplest type of matter that allows for the existence of a static star-like configuration, i.e. a self gravitating lump of matter.

### 2.4.1 Lagrangian and Hamiltonian Formulation

The matter content is described by the scalar field:

$$
\begin{equation*}
\Phi=\phi_{1}+i \phi_{2} \tag{2.58}
\end{equation*}
$$

where $\phi_{1}$ and $\phi_{2}$ are real-valued. The Lagrangian density associated with this field is

$$
\begin{align*}
L_{\Phi} & =-\frac{1}{8 \pi}\left(g^{a b} \nabla_{a} \Phi \nabla_{b} \Phi^{*}+m^{2} \Phi \Phi^{*}\right)  \tag{2.59}\\
& =-\frac{1}{8 \pi}\left(g^{a b} \nabla_{a} \phi_{1} \nabla_{b} \phi_{1}+m^{2} \phi_{1}{ }^{2}\right)-\frac{1}{8 \pi}\left(g^{a b} \nabla_{a} \phi_{2} \nabla_{b} \phi_{2}+m^{2} \phi_{2}{ }^{2}\right) \\
& =L_{\phi_{1}}+L_{\phi_{2}} \tag{2.60}
\end{align*}
$$

where $m$ is the mass parameter of the scalar field. We thus obtain the following action for the matter in the curved spacetime:

$$
\begin{equation*}
I=\int \sqrt{-g}\left(L_{\phi_{1}}+L_{\phi_{2}}\right) d V \tag{2.61}
\end{equation*}
$$

Here, $d V$ is the coordinate volume element and $\sqrt{-g}$ is the square root of the determinant of the metric. Hence, $\sqrt{-g} d V$ is the proper volume element in the curved spacetime. Extremizing this action with respect to each component of the scalar field, we get the Klein-Gordon equation. However, from the $3+1$ point of view, it is more useful to consider the Hamiltonian formulation of the
dynamics of the scalar field. Explicitly, in an ADM coordinate system, the Lagrangian is given by:

$$
\begin{align*}
L_{\phi_{a}}= & -\frac{1}{8 \pi}\left(g^{\mu \nu} \partial_{\mu} \phi_{a} \partial_{\nu} \phi_{a}+m^{2} \phi_{a}^{2}\right) \\
= & -\frac{1}{8 \pi}\left(-\frac{\dot{\phi_{a}}}{\alpha^{2}}+2 \frac{\dot{\phi}_{a}}{\alpha^{2}} \beta^{i} \partial_{i} \phi_{a}+\gamma^{i j} \partial_{i} \phi_{a} \partial_{j} \phi_{a}\right. \\
& \left.-\frac{\beta^{i} \beta^{j}}{\alpha^{2}} \partial_{i} \phi_{a} \partial_{j} \phi_{a}+m^{2} \phi_{a}^{2}\right) \tag{2.62}
\end{align*}
$$

where $\dot{\phi}_{a}$ is the coordinate time derivative of the $a$-th component of the scalar field (i.e., $a$ takes on the values 1 or 2 ). We define the conjugate momentum field as the derivative of the effective Lagrangian (i.e. the expression that appears in the action) with respect to the coordinate time derivative of the scalar field:

$$
\begin{align*}
\hat{\sigma}_{a} & \equiv \frac{\delta\left(\sqrt{-g} L_{\phi_{a}}\right)}{\delta \dot{\phi}_{a}} \\
& =\frac{\sqrt{-g}}{4 \pi \alpha^{2}}\left(\dot{\phi}_{a}-\beta^{i} \partial_{i} \phi_{a}\right) \tag{2.63}
\end{align*}
$$

This then implies:

$$
\begin{equation*}
\dot{\phi}_{a}=\frac{4 \pi \alpha^{2}}{\sqrt{-g}} \hat{\sigma}_{a}+\beta^{i} \partial_{i} \phi_{a} \tag{2.64}
\end{equation*}
$$

With this in hand, a Hamiltonian density can now be constructed:

$$
\begin{align*}
H_{\Phi} & =H_{\phi_{1}}+H_{\phi_{2}} \\
& =\hat{\sigma}_{1} \dot{\phi}_{1}+\hat{\sigma}_{2} \dot{\phi}_{2}-\sqrt{-g}\left(L_{\phi_{1}}+L_{\phi_{2}}\right) \tag{2.65}
\end{align*}
$$

We thus have

$$
\begin{equation*}
H_{\phi_{a}}=\frac{2 \pi \alpha^{2} \hat{\sigma}_{a}^{2}}{\sqrt{-g}}+\hat{\sigma}_{a} \beta^{i} \partial_{i} \phi_{a}+\frac{\sqrt{-g}}{8 \pi} \gamma^{i j} \partial_{i} \phi_{a} \partial_{j} \phi_{a}+\frac{\sqrt{-g}}{8 \pi} m^{2} \phi_{a}{ }^{2} \tag{2.66}
\end{equation*}
$$

The Hamiltonian is then given by:

$$
\begin{equation*}
\mathcal{H}=\int H_{\Phi} d v \tag{2.67}
\end{equation*}
$$

where the integration is over a 3 -volume. The associated dynamical equations are given by:

$$
\begin{equation*}
\dot{\phi}_{a}=\frac{\delta \mathcal{H}}{\delta \hat{\sigma}_{a}} \quad \dot{\hat{\sigma}}_{a}=-\frac{\delta \mathcal{H}}{\delta \phi_{a}} \tag{2.68}
\end{equation*}
$$

The functional derivative obeys the following axioms:

$$
\begin{array}{r}
\frac{\delta}{\delta \phi(x)} \phi(y)=\delta(x-y) \\
\frac{\delta}{\delta \phi(x)} \int F(y) \phi(y) d y=F(x) \tag{2.70}
\end{array}
$$

Further, the functional derivative is distributive and when it acts on the derivative of the field, partial integration must be used, noting that boundary terms vanish:

$$
\begin{equation*}
\frac{\delta}{\delta \phi(x)} \int F(y) \frac{d \phi(y)}{d y} d y=-\frac{d F(x)}{d x} \tag{2.71}
\end{equation*}
$$

These properties generalize to an arbitrary number of dimensions. Using these properties, we get, for example:

$$
\begin{align*}
\frac{\delta}{\delta \phi} \int \frac{\sqrt{-g}}{8 \pi} \gamma^{i j} \partial_{i} \phi \partial_{j} \phi d v_{y}= & \int \frac{\sqrt{-g}}{8 \pi} \gamma^{i j} \frac{\delta}{\delta \phi}\left(\partial_{i} \phi\right) \partial_{j} \phi d v_{y} \\
& +\int \frac{\sqrt{-g}}{8 \pi} \gamma^{i j} \partial_{i} \phi \frac{\delta}{\delta \phi}\left(\partial_{j} \phi\right) d v_{y} \\
= & -2 \partial_{i}\left(\frac{\sqrt{-g}}{8 \pi} \gamma^{i j} \partial_{j} \phi\right) \tag{2.72}
\end{align*}
$$

Using similar derivations, the dynamical equations for the matter can be deduced. In order to simplify the expressions, we define an alternate conjugate momentum to the matter field:

$$
\begin{equation*}
\sigma_{a}=4 \pi \hat{\sigma}_{a} \tag{2.73}
\end{equation*}
$$

In terms of these new fields, the dynamical equations are given by:

$$
\begin{align*}
\dot{\phi}_{a} & =\frac{\alpha^{2}}{\sqrt{-g}} \sigma_{a}+\beta^{i} \partial_{i} \phi_{a}  \tag{2.74}\\
\dot{\sigma}_{a} & =\partial_{i}\left(\beta^{i} \sigma_{a}\right)+\partial_{i}\left(\sqrt{-g} \gamma^{i j} \partial_{j} \phi_{a}\right)-\sqrt{-g} m^{2} \phi_{a} \tag{2.75}
\end{align*}
$$

These expressions reduce to the flat spacetime Klein-Gordon equation for the case of a flat geometry, as they should. The Lagrangian density can also be expressed in terms of the new conjugate momentum:

$$
\begin{equation*}
L_{\phi_{a}}=-\frac{1}{8 \pi}\left(\frac{\alpha^{2} \sigma_{a}^{2}}{g}+\gamma^{i j} \partial_{i} \phi_{a} \partial_{j} \phi_{a}+m^{2} \phi_{a}^{2}\right) \tag{2.76}
\end{equation*}
$$

### 2.4.2 Stress Energy Tensor and Matter Distribution

From the action principle for the geometry of spacetime, the stress energy tensor is given by:

$$
\begin{equation*}
T_{a b}=-2 \frac{\delta L_{\Phi}}{\delta g^{a b}}+g_{a b} L_{\Phi} \tag{2.77}
\end{equation*}
$$

Noting that:

$$
\begin{align*}
\frac{\delta L_{\phi_{a}}}{\delta g^{\mu \nu}} & =-\frac{1}{8 \pi}\left(\partial_{\mu} \phi_{a} \partial_{\nu} \phi_{a}\right)  \tag{2.78}\\
n^{\mu} \partial_{\mu} \phi_{a} & =\frac{1}{\alpha}\left(t^{\mu}-\beta^{\mu}\right) \partial_{\mu} \phi_{a}=\frac{\alpha \sigma_{a}}{\sqrt{-g}} \tag{2.79}
\end{align*}
$$

and using equation (2.4): the following components of stress energy tensor for the complex scalar field can be deduced,

$$
\begin{align*}
\rho_{m} & =n^{\mu} n^{\nu} T_{\mu \nu} \\
& =\frac{1}{8 \pi} \sum_{a=1}^{2}\left(\frac{\alpha^{2}}{(-g)} \sigma_{a}^{2}+\gamma^{i j} \partial_{i} \phi_{a} \partial_{j} \phi_{a}+m^{2} \phi_{a}^{2}\right)  \tag{2.80}\\
J^{i} & =-n^{\mu} T_{\mu}^{i} \\
& =\frac{1}{8 \pi} \sum_{a=1}^{2}\left(-2 \frac{\alpha \sigma_{a}}{\sqrt{-g}} \gamma^{i j} \partial_{j} \phi_{a}\right)  \tag{2.81}\\
S_{i j} & =T_{i j} \\
& =\frac{1}{8 \pi} \sum_{a=1}^{2}\left(2 \partial_{i} \phi_{a} \partial_{j} \phi_{a}+\gamma_{i j}\left[\frac{\alpha^{2} \sigma_{a}^{2}}{(-g)}-\gamma^{m n} \partial_{m} \phi_{a} \partial_{n} \phi_{a}-m^{2} \phi_{a}^{2}\right]\right) \\
S_{i}^{i} & =\gamma^{i j} T_{i j}  \tag{2.82}\\
& =\frac{1}{8 \pi} \sum_{a=1}^{2}\left(3 \frac{\alpha^{2}}{(-g)} \sigma_{a}^{2}-\gamma^{i j} \partial_{i} \phi_{a} \partial_{j} \phi_{a}-3 m^{2} \phi_{a}^{2}\right)  \tag{2.83}\\
\rho_{m}+S_{i}^{i} & =\frac{1}{4 \pi} \sum_{a=1}^{2}\left(2 \frac{\alpha^{2}}{(-g)} \sigma_{a}^{2}-m^{2} \phi_{a}^{2}\right) \tag{2.84}
\end{align*}
$$

### 2.4.3 Noether Charge

The celebrated Noether's theorem allows one to compute conserved quantities from infinitesimal symmetries of the Lagrangian density. Following derivations found in Peskin \& Schroeder [17] and in Wald [2], in curved space time one obtains Noether's theorem as follows. Consider a Lagrangian density $L\left(\phi, \nabla_{\mu} \phi\right)$
and an infinitesimal transformation $\phi \rightarrow \phi+\theta \Delta \phi$-where $\theta$ is an infinitesimal parameter and $\Delta \phi$ is a given function-leaving this Lagrangian density unchanged. Then:

$$
\begin{align*}
L\left(\phi, \nabla_{\mu} \phi\right) & =L\left(\phi+\theta \Delta \phi, \nabla_{\mu}(\phi+\theta \Delta \phi)\right) \\
& =L\left(\phi, \nabla_{\mu} \phi\right)+\theta \Delta \phi \frac{\partial L}{\partial \phi}+\theta \nabla_{\mu}(\Delta \phi) \frac{\partial L}{\partial\left(\nabla_{\mu} \phi\right)}+O\left(\theta^{2}\right) \tag{2.85}
\end{align*}
$$

This implies:

$$
\begin{align*}
0 & =\Delta \phi \frac{\partial L}{\partial \phi}+\nabla_{\mu}(\Delta \phi) \frac{\partial L}{\partial\left(\nabla_{\mu} \phi\right)} \\
& =\nabla_{\mu}\left(\Delta \phi \frac{\partial L}{\partial\left(\nabla_{\mu} \phi\right)}\right)+\Delta \phi \underbrace{\left(\frac{\partial L}{\partial \phi}-\nabla_{\mu}\left(\frac{\partial L}{\partial\left(\nabla_{\mu} \phi\right)}\right)\right.}_{=0!}) \\
& =\nabla_{\mu}\left(\Delta \phi \frac{\partial L}{\partial\left(\nabla_{\mu} \phi\right)}\right) \tag{2.86}
\end{align*}
$$

A conserved current is thus obtained:

$$
\begin{align*}
j^{\mu} & =\Delta \phi \frac{\partial L}{\partial\left(\nabla_{\mu} \phi\right)}  \tag{2.87}\\
\nabla_{\mu} j^{\mu} & =0 \tag{2.88}
\end{align*}
$$

If more than one function $\Delta \phi$ is considered, all individual currents of the above form must be summed.

In order to obtain a conserved charge, the concept of a tensor density is needed. First, define the current density:

$$
\begin{equation*}
\mathfrak{J}^{\mu}=\sqrt{-g} j^{\mu} \tag{2.89}
\end{equation*}
$$

and the covariant derivative of the determinant:

$$
\begin{equation*}
\nabla_{\mu} \sqrt{-g}=\partial_{\mu} \sqrt{-g}-{ }^{4} \Gamma_{\nu \mu}^{\nu} \sqrt{-g} \tag{2.90}
\end{equation*}
$$

The rationale for this definition is that, even though the determinant of the metric is not a tensor and its covariant derivative makes no formal sense, the covariant derivative of the Levi-Civita tensor entering the definition of the element of proper volume reduces to the above expression. Using the above definitions, we obtain:

$$
\begin{align*}
\nabla_{\mu} \mathfrak{J}^{\mu} & =\nabla_{\mu}\left(\sqrt{-g} j^{\mu}\right) \\
& =\nabla_{\mu}(\sqrt{-g}) j^{\mu}+\sqrt{-g} \nabla_{\mu} j^{\mu} \\
& =\left(\partial_{\mu} \sqrt{-g}-{ }^{4} \Gamma_{\nu \mu}^{\nu} \sqrt{-g}\right) j^{\mu}+\sqrt{-g}\left(\partial_{\mu} j^{\mu}+{ }^{4} \Gamma_{\nu \mu}^{\nu} j^{\mu}\right) \\
& =\partial_{\mu} \mathfrak{J}^{\mu} \tag{2.91}
\end{align*}
$$

From this, a conserved charge can be deduced:

$$
\begin{equation*}
Q=\int \mathfrak{J}^{0} d^{3} V \tag{2.92}
\end{equation*}
$$

Indeed, using the vanishing of the current at spatial infinity, we have

$$
\begin{align*}
\frac{\partial Q}{\partial t} & =\int \partial_{0} \mathfrak{J}^{0} d^{3} V \\
& =-\int \partial_{i} \mathfrak{J}^{i} d^{3} V \\
& =0 \tag{2.93}
\end{align*}
$$

It is clear from equation (2.59) that the transformation $\Phi \rightarrow e^{i \theta} \Phi$ leaves the Lagrangian density, and thus the equations of motion, invariant. For $\theta$ infinitesimal, the above transformation reduces to:

$$
\begin{array}{rll}
\phi_{1} & \rightarrow \phi_{1}-\theta \phi_{2} & \\
\Delta \phi_{1} & =-\phi_{2} &  \tag{2.95}\\
\Delta \phi_{2}=\phi_{1}
\end{array}
$$

Using equation (2.87), the form of the conserved current is deduced:

$$
\begin{align*}
j^{\mu} & =j_{1}^{\mu}+j_{2}^{\mu} \\
& =\frac{1}{4 \pi}\left(\phi_{2} g^{\mu \nu} \partial_{\nu} \phi_{1}-\phi_{1} g^{\mu \nu} \partial_{\nu} \phi_{2}\right) \tag{2.96}
\end{align*}
$$

Thus, using the form of the ADM metric, the conserved charge is given by:

$$
\begin{gather*}
j^{0}=-\frac{1}{4 \pi}\left(\frac{\phi_{2}}{\alpha^{2}}\left(\dot{\phi}_{1}-\beta^{i} \partial_{i} \phi_{1}\right)-\frac{\phi_{1}}{\alpha^{2}}\left(\dot{\phi}_{2}-\beta^{i} \partial_{i} \phi_{2}\right)\right) \\
=\frac{1}{4 \pi \sqrt{-g}}\left(\phi_{1} \sigma_{2}-\phi_{2} \sigma_{1}\right)  \tag{2.97}\\
Q=\kappa \int\left(\phi_{1} \sigma_{2}-\phi_{2} \sigma_{1}\right) d^{3} V \tag{2.98}
\end{gather*}
$$

Here $\kappa$ is an arbitrary constant and $d^{3} V$ is the element of coordinate volume.

### 2.5 Approximation and Assumptions

The goal of this thesis is to investigate the dynamics of a massive complex scalar field in axisymmetry under the conformally flat condition (CFC). This approximation is discussed by Wilson, Matthews \& Marronetti [8]. A cylindrical coordinate system $(t, \rho, z, \phi)$ is used on the spacelike hypersurface and azimuthal symmetry is assumed. The CFC prescribes the form of the metric on the 3surface:

$$
\gamma_{i j}=\left(\begin{array}{ccc}
\psi^{4} & 0 & 0 \\
0 & \psi^{4} & 0 \\
0 & 0 & \rho^{2} \psi^{4}
\end{array}\right)
$$

Heuristically, this approximation is thought to minimize free radiation, i.e. the emission of gravitational disturbances that are not directly correlated with disturbances with in the matter fields. The validity of this approximation remains
to be tested in order to confirm whether or not it is of any relevance to situations of astronomical interest. The CFC greatly reduces the number of functions that need to be computed. Moreover, the full Einstein equations are not necessary to determine those functions that remain in the evolution scheme: indeed the geometric quantities can be computed from the constraints, as well as from the specific choice of time coordinate: only the matter fields need to be updated using equations of evolution type. To fix the time coordinate, the maximum slicing condition will be used. This gauge condition demands that the trace of the extrinsic curvature vanishes at all times, i.e. $K_{i}{ }^{i}=£_{t} K_{i}{ }^{i}=0$; its use generates an elliptic equation for the lapse. Hence, using equations (2.39), (2.40) and (2.57), the system describing the geometry is given by:

$$
\begin{aligned}
R & =K_{i j} K^{i j}+16 \pi \rho_{m} \\
\gamma^{i j} D_{i} D_{j} \alpha & =\alpha\left(K_{i j} K^{i j}+4 \pi\left(\rho_{m}+S_{i}{ }^{i}\right)\right) \\
D_{i} K^{i j} & =8 \pi J^{j}
\end{aligned}
$$

Because of the symmetry, $\beta^{\phi} \equiv 0$, and we are left with the following set of functions that completely characterize the geometry and the matter field:

$$
\begin{aligned}
\alpha & =\alpha(t, \rho, z) \\
\psi & =\psi(t, \rho, z) \\
\beta^{\rho} & =\beta^{\rho}(t, \rho, z) \\
\beta^{z} & =\beta^{z}(t, \rho, z) \\
\Phi & =\phi_{1}(t, \rho, z)+i \phi_{2}(t, \rho, z) \\
\Pi & =\sigma_{1}(t, \rho, z)+i \sigma_{2}(t, \rho, z)
\end{aligned}
$$

### 2.6 Equations

The above approximation and assumptions, in conjunction with the Einstein equation and the equations of motion for the matter fields, yield two systems of equations: the time evolution equation for the matter field and the constraints and slicing condition for the geometry variables. The exact form of the equations must be derived in the chosen coordinate system, and we note that the CFC leads to expressions that are quite simple compared to those that would be needed in a fully general-relativistic treatment.

### 2.6.1 Conformal Flatness

Again, following Wilson, Matthews and Marronetti [7], the spatial metric is given by:

$$
\begin{equation*}
\gamma_{i j}=\psi^{4} \hat{\gamma}_{i j} \quad \gamma^{i j}=\psi^{-4} \hat{\gamma}^{i j} \tag{2.99}
\end{equation*}
$$

where $\hat{\gamma}_{i j}$ is the flat 3-metric in cylindrical coordinates. All geometric quantities in the curved space can be expressed in terms of their flat space equivalents:
the latter will be denoted with a " "". For instance, the relationship between the curved and flat Christoffel symbols is given by:

$$
\begin{align*}
\Gamma_{i j}^{k} & =\frac{1}{2} \gamma^{k l}\left(\partial_{i} \gamma_{l j}+\partial_{j} \gamma_{i l}-\partial_{l} \gamma_{i j}\right) \\
& =\frac{1}{2} \hat{\gamma}^{k l}\left(\partial_{i} \hat{\gamma}_{l j}+\partial_{j} \hat{\gamma}_{i l}-\partial_{l} \hat{\gamma}_{i j}\right)+\frac{2}{\psi}\left(\delta_{i}^{k} \partial_{j} \psi+\delta_{j}^{k} \partial_{i} \psi-\hat{\gamma}_{i j} \hat{\gamma}^{k l} \partial_{l} \psi\right) \\
& =\hat{\Gamma}_{i j}^{k}+\frac{2}{\psi}\left(\delta_{i}^{k} \hat{D}_{j} \psi+\delta_{j}^{k} \hat{D}_{i} \psi-\hat{\gamma}_{i j} \hat{\gamma}^{k l} \hat{D}_{l} \psi\right) \\
& =\hat{\Gamma}_{i j}^{k}+A_{i j}^{k} \tag{2.100}
\end{align*}
$$

where the last expression defines the $A_{i j}^{k}$. This, in turn, makes it possible to express the curved space covariant derivative in terms of the flat covariant derivative:

$$
\begin{equation*}
D_{i} v^{k}=\hat{D}_{i} v^{k}+A_{i j}^{k} v^{j} \tag{2.101}
\end{equation*}
$$

Further,using standard flat space calculus notation, we obtain:

$$
\begin{align*}
\hat{\gamma}^{i j} \hat{D}_{i} \hat{D}_{j} f & \equiv \nabla^{2} f  \tag{2.102}\\
\hat{\gamma}^{i j} \hat{D}_{i} f \hat{D}_{j} g & \equiv \overrightarrow{\nabla f} \cdot \vec{\nabla} g \tag{2.103}
\end{align*}
$$

The following properties of $A_{i j}^{k}$ will be useful:

$$
\begin{align*}
A_{i j}^{k} & =A_{(i j)}^{k}  \tag{2.104}\\
A_{i j}^{j} & =\frac{6}{\psi} \hat{D}_{i} \psi  \tag{2.105}\\
\hat{\gamma}^{l i} A_{l j}^{k} & =\frac{2}{\psi} \hat{\gamma}^{i k} \hat{D}_{j} \psi+\frac{4}{\psi}\left(\delta_{j}{ }^{[k} \hat{\gamma}^{i j l}\right) \hat{D}_{l} \psi  \tag{2.106}\\
\hat{\gamma}^{i j} A_{i j}^{k} & =-\frac{2}{\psi} \hat{\gamma}^{k i} \hat{D}_{i} \psi  \tag{2.107}\\
\hat{D}_{l} A_{i j}^{k} & =\partial_{l} A_{i j}^{k}+\hat{\Gamma}_{l m}^{k} A_{i j}^{m}-\hat{\Gamma}_{l i}^{m} A_{m j}^{k}-\hat{\Gamma}_{l j}^{m} A_{m i}^{k} \tag{2.108}
\end{align*}
$$

### 2.6.2 The Extrinsic Curvature

The coordinate time derivative of the space metric, given that in the ADM coordinates $t^{\mu}=(1, \overrightarrow{0})$, is given by:

$$
\begin{align*}
£_{t} \gamma_{i j} & =t^{\mu} \nabla_{\mu} \gamma_{i j}+\gamma_{i k} \nabla_{j} t^{k}+\gamma_{k j} \nabla_{i} t^{k} \\
& =\nabla_{0} \gamma_{i j}+\gamma_{i k}{ }^{4} \Gamma_{j 0}^{k}+\gamma_{k j}{ }^{4} \Gamma_{i 0}^{k} \\
& =\dot{\gamma}_{i j} \tag{2.109}
\end{align*}
$$

On the other hand, recalling equation (2.13), we have

$$
\begin{align*}
£_{t} \gamma_{i j} & =\alpha £_{\hat{n}} \gamma_{i j}+£_{\beta} \gamma_{i j} \\
& =-2 \alpha K_{i j}+D_{i} \beta_{j}+D_{j} \beta_{i} \tag{2.110}
\end{align*}
$$

This leads to:

$$
\begin{equation*}
\dot{\gamma}_{i j}=-2 \alpha K_{i j}+D_{i} \beta_{j}+D_{j} \beta_{i} \tag{2.111}
\end{equation*}
$$

Since the space metric is assumed to be conformally flat for all time, the above equation can be turned into an equation for $K_{i j}$. Indeed, since the space metric is flat, its time derivative can be written:

$$
\begin{equation*}
\dot{\gamma}_{i j}=4 \psi^{3} \dot{\psi} \hat{\gamma}_{i j} \tag{2.112}
\end{equation*}
$$

The time derivative of the conformal factor is solved for by taking the trace of the two above expressions. Then, using $\gamma^{i j} K_{i j}=0$, the form of the extrinsic curvature can be deduced:

$$
\begin{equation*}
K^{i j}=\frac{1}{2 \alpha}\left(\gamma^{i k} D_{k} \beta^{j}+\gamma^{j k} D_{k} \beta^{i}-\frac{2}{3} \gamma^{i j} D_{k} \beta^{k}\right) \tag{2.113}
\end{equation*}
$$

This equation can be recast in terms of the flat space covariant derivative. Using equations (2.101); (2.105) and (2.106) we find

$$
\begin{align*}
K^{i j}= & \frac{1}{2 \alpha \psi^{4}}\left(\hat{\gamma}^{i k} \hat{D}_{k} \beta^{j}+\hat{\gamma}^{j k} \hat{D}_{k} \beta^{i}-\frac{2}{3} \hat{\gamma}^{i j} \hat{D}_{k} \beta^{k}\right) \\
& +\frac{1}{\alpha \psi^{4}} \underbrace{\left(\hat{\gamma}^{k(i} A_{k m}^{j)}-\frac{1}{3} \hat{\gamma}^{i j} A_{k m}^{k}\right)}_{=0} \beta^{m} \\
= & \frac{1}{\psi^{4}} \hat{K}^{i j} \tag{2.114}
\end{align*}
$$

The covariant derivative of the extrinsic curvature can also be expressed in terms of flat space operators:

$$
\begin{equation*}
D_{i} K^{i j}=\hat{D}_{i} K^{i j}+A_{k i}^{k} K^{i j}+A_{i k}^{j} K^{i k} \tag{2.115}
\end{equation*}
$$

Using the properties of $A_{i j}^{k}$, this can be further simplified:

$$
\begin{align*}
A_{k i}^{k} K^{i j} & =\frac{6}{\psi}\left(\hat{D}_{i} \psi\right) K^{i j}  \tag{2.116}\\
A_{i k}^{j} K^{i k} & =\frac{A_{i k}^{j}}{2 \alpha}\left(\gamma^{i m} D_{m} \beta^{k}+\gamma^{k m} D_{m} \beta^{i}-\frac{2}{3} \gamma^{i k} D_{m} \beta^{m}\right) \\
& =\frac{1}{\alpha \psi^{4}}\left(A_{i k}^{j} \hat{\gamma}^{i m} D_{m} \beta^{k}-\frac{1}{3} A_{i k}^{j} \hat{\gamma}^{i k} D_{m} \beta^{m}\right) \\
& =\frac{2}{\alpha \psi} \hat{D}_{l} \psi\left(\gamma^{j m} D_{m} \beta^{l}+\gamma^{m l} D_{m} \beta^{j}-\frac{2}{3} \gamma^{j l} D_{m} \beta^{m}\right) \\
& =\frac{4}{\psi}\left(\hat{D}_{i} \psi\right) K^{i j} \tag{2.117}
\end{align*}
$$

Thus:

$$
D_{i} K^{i j}=\hat{D}_{i} K^{i j}+\frac{10}{\psi}\left(\hat{D}_{i} \psi\right) K^{i j}
$$

$$
\begin{align*}
& =\frac{1}{\psi^{10}} \hat{D}_{i}\left(\psi^{10} K^{i j}\right) \\
& =\frac{1}{\psi^{10}} \hat{D}_{i}\left(\psi^{6} \hat{K}^{i j}\right) \tag{2.118}
\end{align*}
$$

Finally, the trace of the square of the extrinsic curvature can also be expressed in terms of flat space operators:

$$
\begin{align*}
K_{i j} K^{i j}= & \gamma_{i m} \gamma_{j n} K^{m n} K^{i j} \\
= & \hat{\gamma}_{i m} \hat{\gamma}_{j n} \hat{K}^{m n} \hat{K}^{i j} \\
= & \frac{\hat{\gamma}_{i m} \hat{\gamma}_{j n}}{4 \alpha^{2}}\left(\hat{\gamma}^{i k} \hat{D}_{k} \beta^{j}+\hat{\gamma}^{j k} \hat{D}_{k} \beta^{i}-\frac{2}{3} \hat{\gamma}^{i j} \hat{D}_{k} \beta^{k}\right) \times \\
& \quad\left(\hat{\gamma}^{m l} \hat{D}_{l} \beta^{n}+\hat{\gamma}^{n l} \hat{D}_{l} \beta^{m}-\frac{2}{3} \hat{\gamma}^{m n} \hat{D}_{l} \beta^{l}\right) \\
= & \frac{1}{2 \alpha^{2}}\left(\hat{\gamma}_{k n} \hat{\gamma}^{m l} \hat{D}_{m} \beta^{k} \hat{D}_{l} \beta^{n}+\hat{D}_{m} \beta^{l} \hat{D}_{l} \beta^{m}-\frac{2}{3} \hat{D}_{l} \beta^{l} \hat{D}_{k} \beta^{k}\right) \tag{2.119}
\end{align*}
$$

### 2.6.3 The Lapse function

It will be useful to know how to express the double covariant derivative of the lapse in terms of the flat space operator. Using equations (2.102), (2.103) and (2.107) we find

$$
\begin{align*}
\gamma^{i j} D_{i} D_{j} \alpha & =\frac{\hat{\gamma}^{i j}}{\psi^{4}} D_{i} \hat{D}_{j} \alpha \\
& =\frac{\hat{\gamma}^{i j}}{\psi^{4}}\left(\hat{D}_{i} \hat{D}_{j} \alpha-A_{i j}^{k} \hat{D}_{k} \alpha\right) \\
& =\frac{1}{\psi^{4}}\left(\nabla^{2} \alpha+\frac{2}{\psi} \nabla \vec{\nabla} \cdot \vec{\nabla} \alpha\right) \tag{2.120}
\end{align*}
$$

### 2.6.4 The Ricci Scalar

The Riemann tensor must also be expressed in terms of flat space operators. Using equations (2.104) to (2.108):

$$
\begin{align*}
D_{i} D_{j} e_{k}^{a}= & D_{i}\left(\hat{\Gamma}_{j k}^{m} e_{m}^{a}+A_{j k}^{m} e_{m}^{a}\right) \\
= & \partial_{i}\left(\hat{\Gamma}_{j k}^{m}+A_{j k}^{m}\right) e_{m}^{a}+\left(\hat{\Gamma}_{j k}^{m}+A_{j k}^{m}\right) D_{i} e_{m}^{a} \\
= & \partial_{i}\left(\hat{\Gamma}_{j k}^{m}+A_{j k}^{m}\right) e_{m}^{a}+\left(\hat{\Gamma}_{j k}^{m}+A_{j k}^{m}\right)\left(\hat{\Gamma}_{i m}^{n}+A_{i m}^{n}\right) e_{n}^{a} \\
= & \left(\partial_{i} \hat{\Gamma}_{j k}^{m}+\hat{\Gamma}_{j k}^{n} \hat{\Gamma}_{i n}^{m}\right) e_{m}^{a}+\left(\partial_{i} A_{j k}^{m}\right) e_{m}^{a}+A_{j k}^{n} A_{i n}^{m} e_{m}^{a} \\
& +\left(\hat{\Gamma}_{j k}^{n} A_{n i}^{m}+\hat{\Gamma}_{i n}^{m} A_{j k}^{m}\right) e_{m}^{a} \\
= & \hat{D}_{i} \hat{D}_{j} e_{k}^{a}+\left(\hat{D}_{i} A_{j k}^{m}\right) e_{m}^{a}+A_{j k}^{n} A_{i n}^{m} e_{m}^{a} \\
& +\left(\hat{\Gamma}_{(i j)}^{n} A_{n k}^{m}+2 \hat{\Gamma}_{k(i}^{n} A_{j) n}^{m}\right) e_{m}^{a} \tag{2.121}
\end{align*}
$$

Permuting the indices $i$ and $j$ and subtracting, the Riemann tensor is obtained:

$$
\begin{equation*}
R_{k i j}^{m}=\hat{R}_{k i j}^{m}+2 \hat{D}_{[i} A_{j] k}^{m}+2 A_{k[j}^{n} A_{i] n}^{m} \tag{2.122}
\end{equation*}
$$

Contracting the indices appropriately, the Ricci tensor is obtained. Carrying through the algebra yields:

$$
\begin{align*}
R_{i j}= & \frac{\hat{R}_{i j}}{\psi^{4}}-\frac{2}{\psi} \hat{D}_{i} \hat{D}_{j} \psi-\frac{2}{\psi} \hat{\gamma}_{i j} \hat{\gamma}^{m n} \hat{D}_{m} \hat{D}_{n} \psi \\
& +\frac{6}{\psi^{2}} \hat{D}_{i} \psi \hat{D}_{j} \psi-\frac{2}{\psi^{2}} \hat{\gamma}_{i_{i j}} \hat{\gamma}^{m n} \hat{D}_{m} \psi \hat{D}_{n} \psi \tag{2.123}
\end{align*}
$$

Further, the Ricci scalar is given by the contraction of the Ricci tensor:

$$
\begin{equation*}
R=\frac{\hat{R}}{\psi^{4}}-\frac{8}{\psi^{5}} \hat{\gamma}^{i j} \hat{D}_{i} \hat{D}_{j} \psi \tag{2.124}
\end{equation*}
$$

But $\hat{R}$ is the curvature scalar of flat space, which vanishes! Hence, the curvature scalar of the conformally flat 3 -geometry can be written:

$$
\begin{equation*}
R=-\frac{8}{\psi^{5}} \nabla^{2} \psi \tag{2.125}
\end{equation*}
$$

### 2.6.5 The Explicit Equations

Combining all of the above results, the actual equations to be solved can finally be deduced. Only the momentum constraint still needs to be manipulated in order to yield equations for the non-vanishing components of the shift vector. Only the $\rho$ and $z$ components of the momentum constraint equation are of interest since the axial symmetry implies that the $\phi$ component vanishes identically. As already noted in equation (2.118), the covariant derivative of the extrinsic curvature is given by:

$$
\begin{align*}
D_{i} K^{i j} & =\frac{1}{\psi^{10}} \hat{D}_{i}\left(\psi^{6} \hat{K}^{i j}\right) \\
& =\frac{1}{\psi^{10}} \hat{D}_{i}\left[\frac{\psi^{6}}{2 \alpha}\left(\hat{\gamma}^{i k} \hat{D}_{k} \beta^{j}+\hat{\gamma}^{j k} \hat{D}_{k} \beta^{i}-\frac{2}{3} \hat{\gamma}^{i j} \hat{D}_{k} \beta^{k}\right)\right] \tag{2.126}
\end{align*}
$$

For the flat cylindrical 3-metric the only non-vanishing Christoffel symbols are given by:

$$
\begin{equation*}
\hat{\Gamma}_{33}^{1}=-\rho, \quad \hat{\Gamma}_{31}^{3}=\frac{1}{\rho} \tag{2.127}
\end{equation*}
$$

It can be shown that in this case the Riemann tensor vanishes and thus the flatspace covariant derivatives commute. Using this fact, the momentum constraint equations thus become:

$$
16 \pi \psi^{10} J^{j}=\hat{D}_{i}\left(\frac{\psi^{6}}{\alpha}\right)\left[\hat{\gamma}^{i k} \hat{D}_{k} \beta^{j}+\hat{\gamma}^{j k} \hat{D}_{k} \beta^{i}-\frac{2}{3} \hat{\gamma}^{i j} \hat{D}_{k} \beta^{k}\right]
$$

$$
\begin{align*}
& +\frac{\psi^{6}}{\alpha}\left[\hat{\gamma}^{i k} \hat{D}_{i} \hat{D}_{k} \beta^{j}+\hat{\gamma}^{j k} \hat{D}_{i} \hat{D}_{k} \beta^{i}-\frac{2}{3} \hat{\gamma}^{i j} \hat{D}_{i} \hat{D}_{k} \beta^{k}\right] \\
= & \hat{D}_{i}\left(\frac{\psi^{6}}{\alpha}\right)\left[\hat{\gamma}^{i k} \hat{D}_{k} \beta^{j}+\hat{\gamma}^{j k} \hat{D}_{k} \beta^{i}-\frac{2}{3} \hat{\gamma}^{i j} \hat{D}_{k} \beta^{k}\right] \\
& +\frac{\psi^{6}}{\alpha}\left[\hat{\gamma}^{i k} \hat{D}_{i} \hat{D}_{k} \beta^{j}+\frac{1}{3} \hat{\gamma}^{i j} \hat{D}_{i} \hat{D}_{k} \beta^{k}\right] \tag{2.128}
\end{align*}
$$

Using the above values for the Christoffel symbols and noting that $\beta^{\phi}$ vanishes by symmetry, one gets for $i, j \in\{1,2\}$ :

$$
\begin{align*}
\hat{D}_{k} \beta^{k} & =\frac{\partial \beta^{\rho}}{\partial \rho}+\frac{\partial \beta^{z}}{\partial z}+\frac{\beta^{\rho}}{\rho}  \tag{2.129}\\
\hat{D}_{i} \beta^{j} & =\partial_{i} \beta^{j}  \tag{2.130}\\
\hat{D}_{3} \beta^{3} & =\frac{\beta^{\rho}}{\rho} \tag{2.131}
\end{align*}
$$

This, in turn, leads to:

$$
\begin{align*}
\hat{\gamma}^{i k} \hat{D}_{i} \hat{D}_{k} \beta^{j} & =\hat{\gamma}^{i k}\left(\partial_{i} \hat{D}_{k} \beta^{j}-\hat{\Gamma}_{i k}^{n} \hat{D}_{n} \beta^{j}+\hat{\Gamma}_{i n}^{j} \hat{D}_{k} \beta^{n}\right) \\
& =\hat{\gamma}^{i k} \partial_{i} \partial_{k} \beta^{j}-\hat{\gamma}^{33} \hat{\Gamma}_{33}^{1} \partial_{1} \beta^{j}+\delta^{1 j} \hat{\gamma}^{33} \hat{\Gamma}_{33}^{1} \hat{D}_{3} \beta^{3} \\
& =\hat{\gamma}^{i k} \partial_{i} \partial_{k} \beta^{j}+\partial_{1} \beta^{j}-\delta^{1 j} \frac{\beta^{\rho}}{\rho^{2}}  \tag{2.132}\\
\hat{\gamma}^{i j} \hat{D}_{i} \hat{D}_{k} \beta^{k} & =\partial_{j}\left[\frac{\partial \beta^{\rho}}{\partial \rho}+\frac{\partial \beta^{z}}{\partial z}+\frac{\beta^{\rho}}{\rho}\right] \tag{2.133}
\end{align*}
$$

Using the above results, and standard flat space operator notation, the elliptic system for the geometry is given by:

$$
\begin{align*}
\nabla^{2} \psi= & -\frac{\psi^{5}}{8}\left(K_{i j} K^{i j}+16 \pi \rho_{m}\right)  \tag{2.134}\\
\nabla^{2} \alpha= & -\frac{2}{\psi} \overrightarrow{\nabla \psi} \cdot \overrightarrow{\nabla \alpha}+\alpha \psi^{4}\left(K_{i j} K^{i j}+4 \pi\left(\rho_{m}+S_{i}^{i}\right)\right)  \tag{2.135}\\
\nabla^{2} \beta^{j}= & -\frac{1}{3} \partial_{j}(\nabla \cdot \vec{\beta})+\frac{\delta^{j 1}}{\rho^{2}} \beta^{\rho}+\alpha \psi^{4}\left(16 \pi J^{j}\right) \\
& -\partial_{i}\left(\ln \left(\frac{\psi^{6}}{\alpha}\right)\right)\left(\delta^{i k} \partial_{k} \beta^{j}+\delta^{j k} \partial_{k} \beta^{i}-\frac{2}{3} \delta^{i j}(\nabla \cdot \vec{\beta})\right) \tag{2.136}
\end{align*}
$$

with $K_{i j} K^{i j}$ given by equation (2.119). Noting that in the chosen coordinate system $\sqrt{-g}=\alpha \rho \psi^{6}$, the explicit equations can now be written down.

The matter evolution equations are ( $i=1,2$ ):

$$
\begin{align*}
\frac{\partial \phi_{i}}{\partial t}= & \frac{\alpha}{\rho \psi^{6}} \sigma_{i}+\beta^{\rho} \frac{\partial \phi_{i}}{\partial \rho}+\beta^{z} \frac{\partial \phi_{i}}{\partial z}  \tag{2.137}\\
\frac{\partial \sigma_{i}}{\partial t}= & \frac{\partial}{\partial \rho}\left(\beta^{\rho} \sigma_{i}+\alpha \rho \psi^{2} \frac{\partial \phi_{i}}{\partial \rho}\right)+\frac{\partial}{\partial z}\left(\beta^{z} \sigma_{i}+\alpha \rho \psi^{2} \frac{\partial \phi_{i}}{\partial z}\right) \\
& -\alpha \rho \psi^{6} m^{2} \phi_{i} \tag{2.138}
\end{align*}
$$

The geometric equations are:

$$
\begin{align*}
& \frac{\partial^{2} \psi}{\partial z^{2}}+\frac{\partial^{2} \psi}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial \psi}{\partial \rho}=-\frac{\psi^{5}}{8} K_{i j} K^{i j}-\frac{\sigma_{1}^{2}+\sigma_{2}^{2}}{4 \rho^{2} \psi^{7}}-\frac{m^{2}}{4} \psi^{5}\left(\phi_{1}^{2}+\phi_{2}^{2}\right)  \tag{2.139}\\
& -\frac{\psi}{4}\left[\left(\frac{\partial \phi_{1}}{\partial \rho}\right)^{2}+\left(\frac{\partial \phi_{2}}{\partial \rho}\right)^{2}+\left(\frac{\partial \phi_{1}}{\partial z}\right)^{2}+\left(\frac{\partial \phi_{2}}{\partial z}\right)^{2}\right] \\
& \frac{\partial^{2} \alpha}{\partial z^{2}}+\frac{\partial^{2} \alpha}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial \alpha}{\partial \rho}=-\frac{2}{\psi}\left[\frac{\partial \alpha}{\partial \rho} \frac{\partial \psi}{\partial \rho}+\frac{\partial \alpha}{\partial z} \frac{\partial \psi}{\partial z}\right]+\alpha \psi^{4} K_{i j} K^{i j} \\
& +\frac{2 \alpha}{\rho^{2} \psi^{8}}\left(\sigma_{1}^{2}+\sigma_{2}^{2}\right)-\alpha \psi^{4} m^{2}\left(\phi_{1}^{2}+\phi_{2}^{2}\right)  \tag{2.140}\\
& \frac{\partial^{2} \beta^{\rho}}{\partial z^{2}}+\frac{4}{3}\left[\frac{\partial^{2} \beta^{\rho}}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial \beta^{\rho}}{\partial \rho}-\frac{\beta^{\rho}}{\rho^{2}}\right]=-\frac{1}{3} \frac{\partial^{2} \beta^{z}}{\partial \rho \partial z}-\frac{4 \alpha}{\rho \psi^{6}}\left(\sigma_{1} \frac{\partial \phi_{1}}{\partial \rho}+\sigma_{2} \frac{\partial \phi_{2}}{\partial \rho}\right) \\
& +\frac{2}{3} \frac{\partial}{\partial \rho}\left[\ln \left(\frac{\psi^{6}}{\alpha}\right)\right]\left[-2 \frac{\partial \beta^{\rho}}{\partial \rho}+\frac{\partial \beta^{z}}{\partial z}+\frac{\beta^{\rho}}{\rho}\right] \\
& -\frac{\partial}{\partial z}\left[\ln \left(\frac{\psi^{6}}{\alpha}\right)\right]\left(\frac{\partial \beta^{\rho}}{\partial z}+\frac{\partial \beta^{z}}{\partial \rho}\right)  \tag{2.141}\\
& \frac{4}{3} \frac{\partial^{2} \beta^{z}}{\partial z^{2}}+\frac{\partial^{2} \beta^{z}}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial \beta^{z}}{\partial \rho}=-\frac{1}{3} \frac{\partial^{2} \beta^{\rho}}{\partial \rho \partial z}-\frac{1}{3 \rho} \frac{\partial \beta^{\rho}}{\partial z}-\frac{4 \alpha}{\rho \psi^{6}}\left(\sigma_{1} \frac{\partial \phi_{1}}{\partial z}+\sigma_{2} \frac{\partial \phi_{2}}{\partial z}\right) \\
& +\frac{2}{3} \frac{\partial}{\partial z}\left[\ln \left(\frac{\psi^{6}}{\alpha}\right)\right]\left[\frac{\partial \beta^{\rho}}{\partial \rho}-2 \frac{\partial \beta^{z}}{\partial z}+\frac{\beta^{\rho}}{\rho}\right] \\
& -\frac{\partial}{\partial \rho}\left[\ln \left(\frac{\psi^{\mathbf{6}}}{\alpha}\right)\right]\left(\frac{\partial \beta^{\rho}}{\partial z}+\frac{\partial \beta^{z}}{\partial \rho}\right)  \tag{2.142}\\
& K_{i j} K^{i j}=\frac{1}{2 \alpha^{2}}\left[\frac{4}{3}\left(\frac{\partial \beta^{\rho}}{\partial \rho}+\frac{\partial \beta^{z}}{\partial z}\right)^{2}+\left(\frac{\partial \beta^{\rho}}{\partial z}+\frac{\partial \beta^{z}}{\partial \rho}\right)^{2}+\frac{4}{3}\left(\frac{\beta^{\rho}}{\rho}\right)^{2}\right. \\
& \left.-4 \frac{\partial \beta^{\rho}}{\partial \rho} \frac{\partial \beta^{z}}{\partial z}-\frac{4}{3}\left(\frac{\beta^{\rho}}{\rho}\right)\left(\frac{\partial \beta^{\rho}}{\partial \rho}+\frac{\partial \beta^{z}}{\partial z}\right)\right] \tag{2.144}
\end{align*}
$$

### 2.6.6 Boundary Conditions

The above system of equations is valid for $\rho>0$. It will also be useful to know what form this system takes on the axis. By the regularity condition, i.e. demanding that the equations be smooth and finite on the axis, we get the following conditions on the axis:

$$
\begin{align*}
& A(\rho, z, t)=A_{0}(z, t)+\rho^{2} A_{2}(z, t)+O\left(\rho^{4}\right)  \tag{2.145}\\
& B(\rho, z, t)=\rho B_{1}(z, t)+\rho^{3} B_{3}(z, t)+O\left(\rho^{5}\right) \tag{2.146}
\end{align*}
$$

with:

$$
\begin{align*}
& A \in \quad \alpha, \psi, \beta^{z}, \phi_{1}, \phi_{2}  \tag{2.147}\\
& B \in \beta^{\rho}, \sigma_{1}, \sigma_{2} \tag{2.148}
\end{align*}
$$

Hence, the system on the axis becomes:

$$
\begin{align*}
\frac{\partial^{2} \psi}{\partial \rho^{2}}+\frac{\partial^{2} \psi}{\partial z^{2}}+\frac{1}{\rho} \frac{\partial \psi}{\partial \rho}= & -\frac{\psi^{5}}{8} K_{i j} K_{a x i s}^{i j}-\frac{m^{2} \psi^{5}}{4}\left(\phi_{1}^{2}+\phi_{2}^{2}\right)  \tag{2.149}\\
& -\frac{1}{4 \rho^{2} \psi^{7}}\left(\sigma_{1}^{2}+\sigma_{2}^{2}\right)-\frac{\psi}{4}\left[\left(\frac{\partial \phi_{1}}{\partial z}\right)^{2}+\left(\frac{\partial \phi_{2}}{\partial z}\right)^{2}\right] \\
\frac{\partial^{2} \alpha}{\partial \rho^{2}}+\frac{\partial^{2} \alpha}{\partial z^{2}}+\frac{1}{\rho} \frac{\partial \alpha}{\partial \rho}= & -\frac{2}{\psi} \frac{\partial \alpha}{\partial z} \frac{\partial \psi}{\partial z}+\alpha \psi^{4} K_{i j} K_{a x i s}^{i j} \\
& +\frac{2 \alpha}{\rho^{2} \psi^{8}}\left(\sigma_{1}^{2}+\sigma_{2}^{2}\right)-\alpha \psi^{4} m^{2}\left(\phi_{1}^{2}+\phi_{2}^{2}\right)  \tag{2.150}\\
\frac{4}{3} \frac{\partial^{2} \beta^{z}}{\partial z^{2}}+\frac{\partial^{2} \beta^{z}}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial \beta^{z}}{\partial \rho}= & -\frac{1}{3} \frac{\partial^{2} \beta^{\rho}}{\partial \rho \partial z}-\frac{1}{3 \rho} \frac{\partial \beta^{\rho}}{\partial z}-\frac{4 \alpha}{\rho \psi^{6}}\left(\sigma_{1} \frac{\partial \phi_{1}}{\partial z}+\sigma_{2} \frac{\partial \phi_{2}}{\partial z}\right)  \tag{2.151}\\
& +\frac{2}{3} \frac{\partial}{\partial z}\left[\ln \left(\frac{\psi^{6}}{\alpha}\right)\right]\left[\frac{\partial \beta^{\rho}}{\partial \rho}-2 \frac{\partial \beta^{z}}{\partial z}+\frac{\beta^{\rho}}{\rho}\right] \\
K_{i j} K_{a x i s}^{i j}= & \frac{1}{2 \alpha^{2}}\left[\frac{4}{3}\left(\frac{\partial \beta^{\rho}}{\partial \rho}+\frac{\partial \beta^{z}}{\partial z}\right)^{2}+\frac{4}{3}\left(\frac{\beta^{\rho}}{\rho}\right)^{2}-4 \frac{\partial \beta^{\rho}}{\partial \rho} \frac{\partial \beta^{z}}{\partial z}\right.  \tag{2.152}\\
& \left.-\frac{4}{3}\left(\frac{\beta^{\rho}}{\rho}\right)\left(\frac{\partial \beta^{\rho}}{\partial \rho}+\frac{\partial \beta^{z}}{\partial z}\right)\right]
\end{align*}
$$

with the understanding that all terms involving $1 / \rho$ remain finite on the axis, due to the regularity conditions.

Finally, the outer boundary conditions can be obtained using the following argument: assuming the matter distribution has compact support, the solution inside must be connected to a vacuum solution outside the matter distribution. The system is easily solvable for a spherically-symmetric, vacuum spacetime. Far enough from the central region the matter distribution will seem approximately spherical and the inside solution should be joined to a spherical vacuum solution.

In spherical symmetry, the system of equations in vacuum becomes:

$$
\begin{align*}
& \frac{d^{2} \alpha}{d r^{2}}+\frac{2}{r} \frac{d \alpha}{d r}=-\frac{2}{\psi} \frac{d \alpha}{d r} \frac{d \psi}{d r}  \tag{2.154}\\
& \frac{d^{2} \dot{\psi}}{d r^{2}}+\frac{2}{r} \frac{d \psi}{d r}=0 \tag{2.155}
\end{align*}
$$

The general vacuum spherical solution, taking into account that the geometry should be flat at infinity, is thus:

$$
\begin{array}{r}
\psi(r)=1+\frac{A}{r} \\
\alpha(r)=1+\frac{B}{r+A} \tag{2.157}
\end{array}
$$

Here $A$ and $B$ are integration constants. Eliminating these integration constants from the general vacuum solution, we get the following conditions:

$$
\begin{align*}
\rho \frac{\partial \psi}{\partial \rho}+z \frac{\partial \psi}{\partial z}+\psi-1 & =0  \tag{2.158}\\
\psi\left(\rho \frac{\partial \alpha}{\partial \rho}+z \frac{\partial \alpha}{\partial z}\right)+\alpha-1 & =0  \tag{2.159}\\
\beta^{\rho} & =0  \tag{2.160}\\
\beta^{z} & =0 \tag{2.161}
\end{align*}
$$

By imposing these conditions on the interior solutions at the outer boundary, the solutions will match smoothly with the vacuum solutions.

### 2.6.7 Spherical limit

It will be useful to know what the above system reduces to in the case of spherical symmetry. By making the following change of coordinates, where $\phi$ is the spherical polar angle and $\sigma_{i}$ is the conjugate momentum to the scalar field obtained from the Lagrangian in spherical symmetry:

$$
\begin{array}{r}
\rho=r \sin \phi \\
z=r \cos \phi \\
\beta^{\rho}=\beta^{r} \sin \phi \\
\beta^{z}=\beta^{r} \cos \phi \\
\xi_{i}=\frac{\sigma_{i}}{r^{2} \sin \phi}
\end{array}
$$

and requiring that all grid functions depend only on $r$ and $t$, the spherical equations are deduced:

$$
\begin{align*}
\frac{\partial^{2} \alpha}{\partial r^{2}}+\frac{2}{r} \frac{\partial \alpha}{\partial r}= & -\frac{2}{\psi} \frac{\partial \alpha}{\partial r} \frac{\partial \psi}{\partial r}+\frac{2 \psi^{4}}{3 \alpha}\left(\frac{\partial \beta^{r}}{\partial r}-\frac{\beta^{r}}{r}\right)^{2}-m^{2} \alpha \psi^{4}\left(\phi_{1}^{2}+\phi_{2}^{2}\right) \\
& +\frac{2 \alpha}{\psi^{8}}\left(\xi_{1}^{2}+\xi_{2}^{2}\right)  \tag{2.162}\\
\frac{\partial^{2} \psi}{\partial r^{2}}+\frac{2}{r} \frac{\partial \psi}{\partial r}= & -\frac{\psi^{5}}{12 \alpha^{2}}\left(\frac{\partial \beta^{r}}{\partial r}-\frac{\beta^{r}}{r}\right)^{2}-\frac{1}{4 \psi^{7}}\left(\xi_{1}^{2}+\xi_{2}^{2}\right)-\frac{\psi^{5}}{4} m^{2}\left(\phi_{1}^{2}+\phi_{2}^{2}\right) \\
& -\frac{\psi}{4}\left[\left(\frac{\partial \phi_{1}}{\partial r}\right)^{2}+\left(\frac{\partial \phi_{2}}{\partial r}\right)^{2}\right] \tag{2.163}
\end{align*}
$$

$$
\begin{align*}
\frac{\partial^{2} \beta^{r}}{\partial r^{2}}+\frac{2}{r} \frac{\partial \beta^{r}}{\partial r}= & 2 \frac{\beta^{r}}{r^{2}}-\frac{3 \alpha}{\psi^{6}}\left(\xi_{1} \frac{\partial \phi_{1}}{\partial r}+\xi_{2} \frac{\partial \phi_{2}}{\partial r}\right) \\
& +\left(\frac{\partial \beta^{r}}{\partial r}-\frac{\beta^{r}}{r}\right)\left(\frac{1}{\alpha} \frac{\partial \alpha}{\partial r}-\frac{6}{\psi} \frac{\partial \psi}{\partial r}\right)  \tag{2.164}\\
\frac{\partial \phi_{i}}{\partial t}= & \frac{\alpha}{\psi^{6}} \xi_{i}+\beta^{r} \frac{\partial \phi_{i}}{\partial r}  \tag{2.165}\\
\frac{\partial \xi_{i}}{\partial t}= & \frac{2}{r}\left(\xi_{i} \beta^{r}+\alpha \psi^{2} \frac{\partial \phi_{i}}{\partial r}\right)+\frac{\partial}{\partial r}\left(\xi_{i} \beta^{r}+\alpha \psi^{2} \frac{\partial \phi_{i}}{\partial r}\right) \\
& -m^{2} \alpha \psi^{6} \phi_{i} \tag{2.166}
\end{align*}
$$

with boundary conditions:
$\underline{r=0}$ :

$$
\begin{equation*}
\frac{\partial \alpha}{\partial r}=0, \quad \frac{\partial \psi}{\partial r}=0, \quad \beta^{r}=0, \quad \frac{\partial \phi_{i}}{\partial r}=0, \quad \xi_{i}=0 \tag{2.167}
\end{equation*}
$$

$r=R_{\text {max }}:$

$$
\begin{equation*}
r \psi \frac{\partial \alpha}{\partial r}+\alpha-1=0, \quad r \frac{\partial \psi}{\partial r}+\psi-1=0, \quad \beta^{r}=0 \tag{2.168}
\end{equation*}
$$

The extrinsic curvature is given by:

$$
\begin{align*}
K_{r r} & =\frac{2 \psi^{4}}{3 \alpha}\left[\frac{\partial \beta^{r}}{\partial r}-\frac{\beta^{r}}{r}\right]  \tag{2.169}\\
K_{\phi \phi} & =-\frac{r^{2}}{2} K_{r r}  \tag{2.170}\\
K_{\theta \theta} & =\sin ^{2} \phi K_{\phi \phi} \tag{2.171}
\end{align*}
$$

Of course, this system is exactly what the constraint equations and evolution equations reduce to in spherical symmetry when the conformally flat condition is imposed; in this case, it is not an approximation but a perfectly valid coordinate choice.

### 2.7 Initial Data

The simplest self gravitating system that can be studied is the static spherical boson star. It is thus an appropriate start for the numerical study of the CFC approximation. Further, it is critical that the initial data used in the collisions be that of stable boson stars. Indeed, if the initial data was simply specified as random lumps of scalar fields, these lumps could simply fly apart due to poor initial data, and not due to actual gravitational interaction between the two bodies.

### 2.7.1 Single Static Spherical Boson Star

Boson stars are discussed in the article by Jetzer [18]. A complex massive scalar field governed by the Klein-Gordon equation can be molded into a static body
with compact support called a boson star; for such a configuration of the field, the dispersive nature of the field is exactly counterbalanced by its gravitational self interaction.

Boson star solutions are most readily computed in Schwarzschild-like coordinates. The metric in this coordinate system is given by:

$$
\begin{equation*}
d s^{2}=-\alpha(r)^{2} d t^{2}+a(r)^{2} d r^{2}+r^{2} d \Omega \tag{2.172}
\end{equation*}
$$

and the matter field is described by the following ansatz:

$$
\begin{equation*}
\Phi=\phi(r) e^{i w t} \tag{2.173}
\end{equation*}
$$

This ansatz, due to its harmonic time dependence, results in a time-independent stress tensor and thus a time-independent geometry. The Einstein equation plus the standard expression for the Lagrangian and the stress energy tensor yield the following system:

$$
\begin{align*}
\frac{d a}{d r} & =\frac{a}{2 r}-\frac{a^{3}}{2 r}+\frac{r m^{2} a^{3} \phi^{2}}{2}\left(1+\frac{1}{m^{2} \bar{\alpha}^{2}}\right)+\frac{a r}{2}\left(\frac{d \phi}{d r}\right)^{2}  \tag{2.174}\\
\frac{d \bar{\alpha}}{d r} & =\frac{\bar{\alpha} a^{2}}{2 r}-\frac{\bar{\alpha}}{2 r}-\frac{r m^{2} \bar{\alpha} a^{2} \phi^{2}}{2}\left(1-\frac{1}{m^{2} \bar{\alpha}^{2}}\right)+\frac{\bar{\alpha} r}{2}\left(\frac{d \phi}{d r}\right)^{2}  \tag{2.175}\\
\frac{d^{2} \phi}{d r^{2}} & =-\left(\frac{a^{2}}{r}+\frac{1}{r}-m^{2} r a^{2} \phi^{2}\right) \frac{d \phi}{d r}+m^{2} a^{2} \phi\left(1-\frac{1}{m^{2} \bar{\alpha}^{2}}\right) \tag{2.176}
\end{align*}
$$

where $\alpha=w \bar{\alpha}$ was used. As previously stated (see equation (2.145)), regularity at the origin demands that all first order derivatives vanish at $r=0$. Further, it is clear that for the equations to remain finite at the origin the condition $\left.a\right|_{r=0}=1$ must be respected in order to avoid a conical singularity. Hence, close to the origin, the functions must have expansions:

$$
\begin{align*}
a(t, r) & =1+a_{2}(t) r^{2}+O\left(r^{4}\right)  \tag{2.177}\\
\bar{\alpha}(t, r) & =\bar{\alpha}_{0}(t)+\bar{\alpha}_{2}(t) r^{2}+O\left(r^{4}\right)  \tag{2.178}\\
\phi(t, r) & =\phi_{0}(t)+\phi_{2}(t) r^{2}+O\left(r^{4}\right) \tag{2.179}
\end{align*}
$$

In order for the scalar field configuration to represent a boson star, it must effectively have compact support, i.e. the amplitude of the scalar field must die off exponentially. This results in an eigenvalue problem for the value of $\left.\bar{\alpha}\right|_{r=0}$. Indeed, only a discrete set of values for this parameter will yield a boson star configuration. Demanding asymptotic flatness in the geometry turns this into an eigenvalue problem for $w$. Indeed, the system of equations outside the matter distribution becomes:

$$
\begin{align*}
\frac{d a}{d r} & =\frac{a}{2 r}\left(1-a^{2}\right)  \tag{2.180}\\
\frac{d \bar{\alpha}}{d r} & =-\frac{\bar{\alpha}}{2 r}\left(1-a^{2}\right)  \tag{2.181}\\
\Rightarrow a & =\frac{C}{\bar{\alpha}}=\frac{C w}{\alpha} \tag{2.182}
\end{align*}
$$

Here C is an integration constant. In the limit $r \rightarrow \infty$, asymptotic flatness, as well as imposing the coordinate condition equating coordinate time and proper time at infinity demands that both $a$ and $\alpha$ be equal to 1 . This implies $C=1 / w$ and

$$
\begin{equation*}
w=\lim _{r \rightarrow \infty} \frac{1}{a \bar{\alpha}} \tag{2.183}
\end{equation*}
$$

Once this eigenvalue is obtained, a single spherical static boson star is obtained. The parameters describing the stars are the amplitude of the scalar field at the origin $\phi_{0}$ and the time frequency eigeinvalue $w$.

### 2.7.2 Transformation to Isotropic Coordinates

The above boson star was expressed in the Schwarzschild coordinate system; the result must be transformed to the isotropic coordinate system in order to agree with the coordinate system chosen for the dynamical evolution. Preserving spherical symmetry, the two metrics compare:

$$
\begin{align*}
d s^{2} & =-\alpha(r)^{2} d t^{2}+a(r)^{2} d r^{2}+r^{2} d \Omega  \tag{2.184}\\
& =-\alpha(R)^{2} d t^{2}+\psi(R)^{4}\left(d R^{2}+R^{2} d \Omega\right) \tag{2.185}
\end{align*}
$$

Here R is the new radial coordinate, and $\alpha$ and $\psi$ and the lapse and conformal factor respectively. Assuming the coordinate change is of the form $R=R(r)$ and equating the angular dependence in both coordinate systems, the following equations are obtained:

$$
\begin{align*}
r & =R \psi^{2}  \tag{2.186}\\
a d r & =\psi^{2} d R \tag{2.187}
\end{align*}
$$

This leads to:

$$
\begin{equation*}
\frac{a d r}{r}=\frac{d R}{R} \tag{2.188}
\end{equation*}
$$

In order to turn this into the sought relation, $R=R(r)$, boundary conditions are needed. We demand that the two coordinate system agree at the asymptotically flat infinity, i.e. $\lim _{r \rightarrow \infty} R / r=1$. Outside the matter distribution, the form of $a$ is known:

$$
\begin{equation*}
a_{o u t s i d e}^{2}=\left(1-\frac{2 M}{r}\right)^{-1} \tag{2.189}
\end{equation*}
$$

Here $M$ is the Schwarzschild mass of the star. Using equation (2.188), the relation between $R$ and $r$ is given by:

$$
\begin{align*}
& \int_{R_{0}}^{R} \frac{d \bar{R}}{\bar{R}}=\int_{r_{0}}^{r} \frac{a(\bar{r}) d \bar{r}}{\bar{r}} \\
& \Rightarrow R(r)=R_{0} \exp \left[-\int_{r}^{r_{0}} \frac{a(\bar{r}) d \bar{r}}{\bar{r}}\right] \tag{2.190}
\end{align*}
$$



Figure 2.1: Schematic of a trapped surface. $S$ is the trapped surface, $s^{a}$ is the spacelike normal to $\mathrm{S}, n^{a}$ is the timelike normal to $\Sigma$ and $l^{a}$ is the outgoing null vector from $S$.

Considering coordinates outside the star and using $a_{\text {outside }}$ :

$$
\begin{align*}
R\left(r_{\text {out }}\right) & =R_{0} \exp \left[\int_{r_{0}}^{r_{\text {out }}} \frac{d \bar{r}}{\sqrt{\bar{r}^{2}-2 M \bar{r}}}\right]  \tag{2.191}\\
\frac{R\left(r_{\text {out }}\right)}{r_{\text {out }}} & =\frac{R_{0}}{r_{0}}\left[\frac{\sqrt{1-\frac{2 M}{r_{\text {out }}}}+1}{\sqrt{1-\frac{2 M}{r_{0}}}+1}\right]^{2} \tag{2.192}
\end{align*}
$$

Here $r_{\text {out }}$ is a value of the coordinate outside the star. Taking the limit $r_{\text {out }} \rightarrow$ $\infty$ :

$$
\begin{equation*}
R_{0}=\frac{1}{2}\left(r_{0}-M+\sqrt{r_{0}^{2}-2 M r_{0}}\right) \tag{2.193}
\end{equation*}
$$

Thus, choosing $r_{0}$ outside the star and knowing the value of $M$, the relationship between $R$ and $r$ can be established:

$$
\begin{equation*}
R(r)=\frac{1}{2}\left(r_{0}-M+\sqrt{r_{0}^{2}-2 M r_{0}}\right) \exp \left[-\int_{r}^{r_{0}} \frac{a(\bar{r}) d \bar{r}}{\bar{r}}\right] \tag{2.194}
\end{equation*}
$$

Knowing the form of this relationship, $\Phi(R), \alpha(R)$ and $\psi(R)$ can immediately be deduced. Finally, this spherical configuration can easily be expressed in a cylindrical coordinate system by noting that $R=\sqrt{\rho^{2}+z^{2}}$.

### 2.8 Apparent horizons

Assuming cosmic censorship, singularities of spacetime are hidden behind event horizons. Unfortunately, it is impossible to determine the position of the event horizon unless the full solution of the Einstein equations is known; the event horizon is a global entity. What one can do in a dynamical spacetime containing a singularity is to pinpoint the position of the apparent horizon, which is the outermost trapped surface on a given time slice. This essentially means looking for an instantaneous approximation (something that can be calculated on a given time slice) to the event horizon. If an apparent horizon is present, and again assuming cosmic censorship, it is then known that there must exist an event horizon, and that the spacetime thus contains a black hole.

Following the presentation due to Pretorius [19], an apparent horizon is defined as follows. Consider a spacelike closed surface $S$ with spacelike unit normal $s^{a}$ on a given time slice $\Sigma$. The outgoing null vector from this surface is given by:

$$
\begin{align*}
l^{a} & =n^{a}+s^{a}  \tag{2.195}\\
l^{a} l_{a} & =0 \tag{2.196}
\end{align*}
$$

Define the outgoing expansion parameter $\kappa_{+}$as the projection on the surface S of the covariant derivative of the outgoing null vector:

$$
\begin{equation*}
\kappa_{+}=\left(\gamma^{a b}-s^{a} s^{b}\right) \nabla_{a} l_{b} \tag{2.197}
\end{equation*}
$$

This, in effect, is a measure of how lightlike geodesics leaving the surface towards the outside diverge from one another. A trapped surface is a surface for which $\kappa_{+} \leq 0$, which indicates that outgoing geodesics converge! The outermost marginally trapped surface, for which $\kappa_{+}=0$, is called the apparent horizon. The presence of an apparent horizon is a local property (in time) and (again, assuming cosmic censorship) signals the presence of an event horizon. It should be noted that an event horizon may intersect a $t=$ const. surface without the existence of an apparent horizon on the slice.

Setting $\kappa_{+}$to zero, a differential equation defining the apparent horizon (or more properly, a marginally trapped surface) can be derived:

$$
\begin{align*}
0 & =\left(\gamma^{a b}-s^{a} s^{b}\right) \nabla_{a} l_{b} \\
& =\left(\gamma^{a b}-s^{a} s^{b}\right) \nabla_{a}\left(n_{b}+s_{b}\right) \\
& =\left(\gamma^{a b}-s^{a} s^{b}\right)\left(-K_{a b}-n_{a} a_{b}+\nabla_{a} s_{b}\right) \\
& =\left(\gamma^{a b}-s^{a} s^{b}\right)\left(-K_{a b}-n_{a} a_{b}+\nabla_{a} s_{b}\right) \\
& =-K+s_{a} s_{b} K^{a b}+\left(\gamma^{a b}-s^{a} s^{b}\right) \nabla_{a} s_{b} \\
& =-K+s_{a} s_{b} K^{a b}+D_{a} s^{a} \tag{2.198}
\end{align*}
$$

Here equation (2.21) and the fact that $s^{a}$ is a space vector were used. Hence, since the trace of the extrinsic curvature vanishes due to our choice of time slicing, we have:

$$
\begin{equation*}
D_{a} s^{a}+s_{a} s_{b} K^{a b}=0 \tag{2.199}
\end{equation*}
$$

In order to solve the above equation, it is useful to view the apparent horizon surface $S$ as the 0 -level surface of a scalar function, $F$ i.e.:

$$
\begin{equation*}
S:\left\{x^{i} \epsilon \Sigma \mid F\left(x^{i}\right)=0\right\} \tag{2.200}
\end{equation*}
$$

Then, the spacelike unit normal to the surface is given by the normalized gradient:

$$
\begin{align*}
s^{i} & =\frac{\gamma^{i j} \partial_{j} F}{\sqrt{\gamma^{m n} \partial_{m} F \partial_{n} F}}=\frac{1}{\psi^{2}} \frac{\delta^{i j} \partial_{j} F}{N}  \tag{2.201}\\
N & =\sqrt{\delta^{m n} \partial_{m} F \partial_{n} F} \tag{2.202}
\end{align*}
$$

Since the spacetimes we are concerned with are axially symmetric, the projection of the apparent horizon surface, for any fixed value of the azimuthal angle, is described by a curve starting and finishing on the axis in the $\rho z$-plane. The apparent horizon is then the surface of revolution of this curve about the axis. Regularity on the axis demands that the tangent to the curve be in the $\hat{\rho}$ direction on the axis. The one dimensional curve in the $\rho \dot{z}$-plane is most easily expressed through the change of coordinate:

$$
\begin{equation*}
r=\sqrt{\rho^{2}+\left(z-z_{0}\right)^{2}} \quad \theta=\tan ^{-1}\left(\frac{\rho}{z-z_{0}}\right) \tag{2.203}
\end{equation*}
$$

The surface is thus described by the function:

$$
\begin{align*}
F & =r-R(\theta)=0  \tag{2.204}\\
\Rightarrow r & =R(\theta) \tag{2.205}
\end{align*}
$$

Using the above change of coordinates, the partial derivatives of F are given by:

$$
\begin{align*}
F_{, \rho} & =\sin (\theta)-\cos (\theta) \frac{R^{\prime}}{R}  \tag{2.206}\\
F_{, z} & =\cos (\theta)+\sin (\theta) \frac{R^{\prime}}{R}  \tag{2.207}\\
F_{, \rho \rho} & =2 \sin (\theta) \cos (\theta) \frac{R^{\prime}}{R^{2}}+\frac{\cos ^{2}(\theta)}{R}\left(1-\frac{R^{\prime \prime}}{R}\right) \\
& =2 \frac{\cos (\theta)}{R} F_{, z}-\frac{\cos ^{2}(\theta)}{R}\left(1+\frac{R^{\prime \prime}}{R}\right)  \tag{2.208}\\
F_{, z z} & =-2 \sin (\theta) \cos (\theta) \frac{R^{\prime}}{R^{2}}+\frac{\sin ^{2}(\theta)}{R}\left(1-\frac{R^{\prime \prime}}{R}\right) \\
& =2 \frac{\sin (\theta)}{R} F_{, \rho}-\frac{\sin ^{2}(\theta)}{R}\left(1+\frac{R^{\prime \prime}}{R}\right)  \tag{2:209}\\
F_{, \rho z} & =\left(\cos ^{2}(\theta)-\sin ^{2}(\theta)\right) \frac{R^{\prime}}{R^{2}}-\frac{\sin (\theta) \cos (\theta)}{R}\left(1-\frac{R^{\prime \prime}}{R}\right) \\
& =-\frac{\sin (\theta) F_{, z}+\cos (\theta) F_{, \rho}}{R}+\frac{\sin (\theta) \cos (\theta)}{R}\left(1+\frac{R^{\prime \prime}}{R}\right) \tag{2.210}
\end{align*}
$$

Here $R^{\prime}$ and $R^{\prime \prime}$ are the first and second derivatives of the function $R(\theta)$ with respect to $\theta$. Using these results, equation (2.199) becomes:

$$
\begin{align*}
0= & D_{i} s^{i}+s_{i} s_{j} K^{i j} \\
= & \partial_{i} s^{i}+\Gamma_{i j}^{i} s^{j}+s_{i} s_{j} K^{i j} \\
= & \delta^{i j} \partial_{i}\left[\frac{1}{\psi^{2}} \frac{\partial_{j} F}{N}\right]+\frac{\delta^{j k}}{N \psi^{2}} \Gamma_{i j}^{i} \partial_{k} F+\frac{\psi^{4}}{N^{2}} K^{i j} \partial_{i} F \partial_{j} F \\
= & \frac{\delta^{i j}}{N \psi^{2}} \partial_{i} \partial_{j} F-\frac{\delta^{i j}}{N^{2} \psi^{2}} \partial_{i} N \partial_{j} F-\frac{2 \delta^{i j}}{N \psi^{3}} \partial_{i} \psi \partial_{j} F \\
& +\frac{\delta^{j k}}{N \psi^{2}} \Gamma_{i j}^{i} \partial_{k} F+\frac{\psi^{4}}{N^{2}} K^{i j} \partial_{i} F \partial_{j} F . \tag{2.211}
\end{align*}
$$

The Christoffel symbols for the conformally flat space are easily calculated we then find

$$
\begin{equation*}
\frac{\delta^{j k}}{N \psi^{2}} \Gamma_{i j}^{i} \partial_{k} F=\frac{1}{N \psi^{2}} \frac{F_{, p}}{\rho}+\frac{6}{N \psi^{3}} \delta^{i j} \partial_{i} \psi \partial_{j} F \tag{2.212}
\end{equation*}
$$

Premultiplying by $N \psi^{2}$, the differential equation becomes:

$$
\begin{equation*}
0=\underbrace{\left[\delta^{i j} \partial_{i} \partial_{j} F-\frac{\delta^{i j}}{N} \partial_{i} N \partial_{j} F+\frac{F_{, \rho}}{\rho}\right]}_{=I}+\underbrace{\left[\frac{4}{\psi} \delta^{i j} \partial_{i} \psi \partial_{j} F+\frac{\psi^{6}}{N} K^{i j} \partial_{i} F \partial_{j} F\right]}_{=\Upsilon} \tag{2.213}
\end{equation*}
$$

To proceed further, the derivative of $N$ must be known:

$$
\begin{align*}
N & =\sqrt{F_{, \rho}^{2}+F_{, z}^{2}}  \tag{2.214}\\
\Rightarrow \frac{\delta^{i j}}{N} \partial_{i} N \partial_{j} F & =\frac{1}{N^{2}}\left[F_{, \rho}^{2} F_{, \rho \rho}+2 F_{, z} F_{, \rho} F_{, \rho z}+F_{, z}^{2} F_{, z z}\right] \tag{2.215}
\end{align*}
$$

Use of equations (2.206) through (2.210) reduces the above expression to:

$$
\begin{equation*}
\frac{\delta^{i j}}{N} \partial_{i} N \partial_{j} F=-\frac{1}{R}\left[\frac{\left(\frac{R^{\prime}}{R}\right)^{2}}{1+\left(\frac{R^{\prime}}{R}\right)^{2}}\right]\left[1+\frac{R^{\prime \prime}}{R}\right] \tag{2.216}
\end{equation*}
$$

Thus, the term independent of the geometry in the differential equation becomes:

$$
\begin{align*}
I & =\delta^{i j} \partial_{i} \partial_{j} F+\frac{F_{, \rho}}{\rho}-\frac{\delta^{i j}}{N} \partial_{i} N \partial_{j} F \\
& =\frac{1}{R}\left[1-\frac{R^{\prime \prime}}{R}\right]+\frac{1}{R}\left[1-\cot (\theta) \frac{R^{\prime}}{R}\right]+\frac{1}{R}\left[\frac{\left(\frac{R^{\prime}}{R}\right)^{2}}{1+\left(\frac{R^{\prime}}{R}\right)^{2}}\right]\left[1+\frac{R^{\prime \prime}}{R}\right] \\
& =\frac{1}{R^{2}+R^{\prime 2}}\left[\left[1+\left(\frac{R^{\prime}}{R}\right)^{2}\right]\left[2 R-\cot (\theta) R^{\prime}\right]+\frac{R^{2}}{R}-R^{\prime \prime}\right] \tag{2.217}
\end{align*}
$$

To compute the source term, $\Upsilon$, i.e. the term involving the geometry of the spacetime under consideration, the extrinsic curvature must be written down explicitly. Using equation (2.114) we find:

$$
\begin{align*}
K^{\rho \rho} & =\frac{1}{3 \alpha \psi^{4}}\left[2 \beta_{, \rho}^{\rho}-\beta_{, z}^{z}-\frac{\beta^{\rho}}{\rho}\right]  \tag{2.218}\\
K^{z z} & =\frac{1}{3 \alpha \psi^{4}}\left[2 \beta_{, z}^{z}-\beta_{, \rho}^{\rho}-\frac{\beta^{\rho}}{\rho}\right]  \tag{2.219}\\
K^{z \rho} & =\frac{1}{2 \alpha \psi^{4}}\left[\beta_{, \rho}^{z}+\beta_{, z}^{\rho}\right] \tag{2.220}
\end{align*}
$$

Thus, the source term becomes:

$$
\begin{align*}
\Upsilon= & {\left[\frac{4}{\psi} \delta^{i j} \partial_{i} \psi \partial_{j} F+\frac{\psi^{6}}{N} K^{i j} \partial_{i} F \partial_{j} F\right] } \\
= & \frac{4}{\psi}\left(\psi_{, \rho} F_{, \rho}+\psi_{, z} F_{, z}\right)+\frac{\psi^{2}}{N \alpha}\left[\frac{1}{3}\left(2 \beta_{, \rho}^{\rho}-\beta_{, z}^{z}-\frac{\beta^{\rho}}{\rho}\right) F_{, \rho}^{2}\right. \\
& \left.+\frac{1}{3}\left(2 \beta_{, z}^{z}-\beta_{, \rho}^{\rho}-\frac{\beta^{\rho}}{\rho}\right) F_{, z}^{2}+F_{, z} F_{, \rho}\left(\beta_{, \rho}^{z}+\beta_{, z}^{\rho}\right)\right] \tag{2.221}
\end{align*}
$$

Hence, the final expression for the differential equation describing the apparent horizon is given by:

$$
\begin{equation*}
R^{\prime \prime}=\left[1+\left(\frac{R^{\prime}}{R}\right)^{2}\right]\left[2 R-\cot (\theta) R^{\prime}\right]+\frac{R^{\prime 2}}{R}+\left[R^{2}+R^{\prime 2}\right] \Upsilon \tag{2.222}
\end{equation*}
$$

The boundary conditions are given by the regularity condition on the axis:

$$
\begin{align*}
R^{\prime}(\theta=0) & =0  \tag{2.223}\\
R^{\prime}(\theta=\pi) & =0 \tag{2.224}
\end{align*}
$$

In spherical symmetry, the trapped surface has to be spherical, and thus the normal is given by:

$$
\begin{align*}
s_{s p h}^{i} & =\frac{\gamma^{i j} \partial_{j} F_{s p h}}{\sqrt{\gamma^{m n} \partial_{n} F_{s p h} \partial_{m} F_{s p h}}} \\
& =\frac{\delta^{i 1}}{\psi^{2}} \tag{2.225}
\end{align*}
$$

This leads to the apparent horizon equation:

$$
\begin{align*}
0 & =D_{i} s^{i}+s_{i} s_{j} K^{i j} \\
& =\partial_{i} s^{i}+\Gamma_{i j}^{i}+s_{i} s_{j} K^{i j} \\
& =\frac{\partial}{\partial r}\left(\frac{1}{\psi^{2}}\right)+\frac{1}{\psi^{2}}\left(\frac{6}{\psi} \frac{\partial \psi}{\partial r}+\frac{2}{r}\right)+\frac{K^{r r}}{\psi^{4}}  \tag{2.226}\\
& =-\frac{2}{\psi^{3}} \frac{\partial \psi}{\partial r}+\frac{1}{\psi^{2}}\left(\frac{6}{\psi} \frac{\partial \psi}{\partial r}+\frac{2}{r}\right)+\frac{2}{3 \alpha}\left(\frac{\partial \beta^{r}}{\partial r}-\frac{\beta^{r}}{r}\right) \tag{2.227}
\end{align*}
$$

Thus, in spherical symmetry, when the function defined by the right hand side of the last expression has a zero crossing, an apparent horizon is present.

### 2.9 ADM Mass

There are many ways of defining the "mass" of spacetime. The ADM mass, as defined by R. Wald [2] is given by:

$$
\begin{equation*}
M_{A D M}=\lim _{r \rightarrow \infty} \frac{1}{16 \pi} \sum_{i, j=1}^{3} \int\left[\frac{\partial \gamma_{i j}}{\partial x^{i}}-\frac{\partial \gamma_{i i}}{\partial x^{j}}\right] N^{j} d A \tag{2.228}
\end{equation*}
$$

where the integration is to be performed on a closed surface in the asymptotically flat region that contains all of the matter in its interior. In this case, the ADM mass expression reduces to:

$$
\begin{align*}
M_{A D M} \simeq & -\int_{0, z=z_{\max }}^{\rho_{\max }} \psi^{5} \psi_{, z} \rho d \rho+\int_{0, z=z_{\min }}^{\rho_{\max }} \psi^{5} \psi_{, z} \rho d \rho \\
& -\int_{z_{\min ,}, \rho=\rho_{\max }}^{z_{\max }} \psi^{5} \psi_{, \rho} \rho d z \tag{2.229}
\end{align*}
$$

## Chapter 3

## Numerical Implementation

The numerical solution of the problem at hand is divided into three parts: generating the initial data, which in this case will involve the spherical boson stars, solving the elliptical system for the geometry by using finite difference techniques and multigrid methods at each time step, in effect generating a time evolution for the geometry, and solving the time evolution equations for the matter fields, also using finite difference techniques.

### 3.1 Initial Data

The initial data problem is straightforward. For spherical static boson star initial data, the problem is one dimensional. The Schwarzschild system in spherical coordinates is put into first order form and the value of $\left.\bar{\alpha}\right|_{r=0}$ is used as a shooting parameter (see equations (2.174), (2.175) and (2.176)). Tuning this parameter produces a star centered at the origin with the scalar field asymptotically reaching zero amplitude. A decaying exponential is then attached to the trailing scalar field to ensure it smoothly goes to zero. The spherical data thus obtained can then be transfered to the cylindrical grid. A single star can be considered for stability testing or two identical stars can be put on the grid a distance apart to study head-on collisions.

### 3.2 Definitions

### 3.2.1 Two Dimensional Domain Discretization

Once initial data is given, the two dimensional problem can be approached. The domain is rectangular, given by $0 \leq \rho \leq R_{\max }$ and $-R_{\max } \leq z \leq R_{\max }$. The numerical domain is a discretization of the domain with $N 1 \equiv N_{\rho}=2^{\text {level }}+1$ points in the $\rho$ direction and by $N 2 \equiv N_{z}=2^{\text {level+1 }}+1$ in the $z$ direction. Here, "level" is a parameter that measures how many discrete points are used to approximate the domain. For example, at level $=3$, the grid will be approximated by $9 \times 17$ points and at level 7 , it will be approximated by $129 \times 257$. points. The grid points are identified by two integers, typically $i$ and $j$. Hence, the grid point designated by $(i, j)$ is located at $\rho(i)=i h, z(j)=-R_{\max }+j h$, where $h=R_{\max } /\left(N_{\rho}-1\right)$ is the mesh spacing. As can be seen by the above definitions, the mesh spacing is the same in both directions.


Figure 3.1: Domain in the $\rho z$ plane

### 3.2.2 Discretization and Finite Difference Operators

Following Ascher et al. [14] [15] [16] , the differential equations must be transformed into finite difference equations in order to be solved numerically. To do so, all the differential operators are transformed into finite difference operators which agree with the differential operator up to second order in a Taylor expansion, i.e. all schemes used will be of second order. All the finite difference operators will either be centered or one-sided, the one-sided operators being used exclusively on the boundaries. Let $u$ be any grid function of interest and $\rho, z$ the cylindrical coordinates. The centered operators used are given by:

$$
\begin{align*}
\frac{\partial^{2} u}{\partial \rho^{2}} \rightarrow D_{\rho}^{2}(u) & =\frac{1}{h^{2}}[u(i+1, j)-2 u(i, j)+u(i-1, j)]  \tag{3.1}\\
\frac{\partial^{2} u}{\partial z^{2}} \rightarrow D_{z}^{2}(u) & =\frac{1}{h^{2}}[u(i, j+1)-2 u(i, j)+u(i, j-1)]  \tag{3.2}\\
\frac{\partial^{2} u}{\partial \rho \partial z} \rightarrow D_{\rho z}^{2}(u)= & \frac{1}{4 h^{2}}[u(i+1, j+1)-u(i-1, j+1) \\
& -u(i+1, j-1)+u(i-1, j-1)]  \tag{3.3}\\
\frac{\partial u}{\partial \rho} \rightarrow D_{\rho}(u) & =\frac{1}{2 h}[u(i+1, j)-u(i-1, j)]  \tag{3.4}\\
\frac{\partial u}{\partial z} \rightarrow D_{z}(u) & =\frac{1}{2 h}[u(i, j+1)-u(i, j-1)] \tag{3.5}
\end{align*}
$$

The forward one-sided operators used are given by:

$$
\begin{equation*}
D_{\rho, B D Y 1}^{2}(u)=-\frac{1}{h^{2}}[u(4, j)-4 u(3, j)+5 u(2, j)-2 u(1, j)] \tag{3.6}
\end{equation*}
$$

$$
\begin{align*}
D_{z, B D Y 1}^{2}(u) & =-\frac{1}{h^{2}}[u(i, 4)-4 u(i, 3)+5 u(i, 2)-2 u(i, 1)]  \tag{3.7}\\
D_{\rho, B D Y 1}(u) & =-\frac{1}{2 h}[u(3, j)-4 u(2, j)+3 u(1, j)]  \tag{3.8}\\
D_{z, B D Y 1}(u) & =-\frac{1}{2 h}[u(i, 3)-4 u(i, 2)+3 u(i, 1)] \tag{3.9}
\end{align*}
$$

and the backward one-sided operators used are given by:

$$
\begin{align*}
D_{\rho, B D Y 2}^{2}(u)= & -\frac{1}{h^{2}}[u(N 1-3, j)-4 u(N 1-2, j) \\
& \quad+5 u(N 1-1, j)-2 u(N 1, j)]  \tag{3.11}\\
& =-\frac{1}{h^{2}}[u(i, N 2-3)-4 u(i, N 2-2) \\
& +5 u(i, N 2-1)-2 u(i, N 2)]  \tag{3.12}\\
D_{z, B D Y 2}^{2}(u)= &  \tag{3.13}\\
& \frac{1}{2 h}[u(N 1-2, j)-4 u(N 1-1, j)+3 u(N 1, j)]  \tag{3.14}\\
D_{\rho, B D Y 2}(u)= & \\
D_{z, B D Y 2}(u)= & \frac{1}{2 h}[u(i, N 2-2)-4 u(i, N 2-1)+3 u(i, N 2)]
\end{align*}
$$

The terms involving $\frac{1}{\rho}$ but known to remain finite on the axis are put in finite difference form via:

$$
\begin{align*}
\left.\frac{1}{\rho} \frac{\partial u}{\partial \rho}\right|_{a x i s} & \rightarrow-\frac{1}{2 h^{2}}[u(3, j)-8 u(2, j)+7 u(1, j)]  \tag{3.15}\\
\left.\frac{v}{\rho}\right|_{a x i s} & \rightarrow-\frac{1}{6 h}[v(3, j)-8 v(2, j)] \tag{3.16}
\end{align*}
$$

These expressions are derived by assuming the following behavior near the axis:

$$
\begin{align*}
u & =A+B \rho^{2}+C \rho^{4}+\ldots  \tag{3.17}\\
v & =\rho\left(A+B \rho^{2}+C \rho^{4} \ldots\right) \tag{3.18}
\end{align*}
$$

In particular, $u \in\left\{\alpha, \psi, \beta^{z}, \phi_{i}\right\}, v \in\left\{\beta^{p}, \sigma_{i}\right\}$. Finally:

$$
\begin{align*}
\left.\frac{\partial}{\partial z}\left(\frac{\beta^{\rho}}{\rho}\right)\right|_{\rho=0}=\left.\frac{\partial^{2} \beta^{\rho}}{\partial \rho \partial z}\right|_{\rho=0} \rightarrow & -\frac{1}{12 h^{2}}\left[\beta^{\rho}(3, j+1)-8 \beta^{\rho}(2, j+1)\right. \\
& \left.-\beta^{\rho}(3, j-1)+8 \beta^{\rho}(2, j-1)\right] \tag{3.19}
\end{align*}
$$

### 3.3 Solving the Elliptic System: Multigrid Methods

For a given matter distribution, the geometry of a spacelike slice of the spacetime can be determined by solving the elliptic system presented in the previous chapter. The algorithm of choice for a problem of this nature is the multigrid method, first introduced by A. Brandt [4]. The algorithm relies on relaxation of the discretized system and on transfers of grid functions between grids with different mesh spacing.

### 3.3.1 Discretization on the Grid

The equations are discretized to second order using mostly centered difference operators. Ghost points are introduced all around the boundary and they are eliminated from the difference equations by using the discretized boundary conditions obtained from equations (2.158) and (2.159). Ghost points are a virtual extension of the existing numerical grid; when the lattice defined by the discretization of space is extended beyond the original domain, the ghost points are the first virtual points encountered directly outside the domain boundary. The only troublesome points are the corners: the inner corners (on the axis) have enough conditions to eliminate all ghost points (the regularity condition and the outer boundary condition). This idea cannot be applied to the outer corners, however, because there is only one equation, the outer boundary condition, available but two ghost points next to the corner, which is why backward/forward differencing is used in the $z$ direction. Finally, terms in $1 / \rho$ known to remain finite on the axis are discretized using the operators defined in the last section.

### 3.3.2 Relaxation

The numerical grid is split into a "red" grid and a "black" grid, in analogy with a chess board. If $i+j$ is even, a point is said to belong to the red grid and if $i+j$ is odd, the point belongs to the black grid. A full red-black relaxation step consists in a relaxation sweep on the red subgrid followed by a relaxation sweep on the black subgrid.

In the context of multigrid, the role of relaxation is to smooth the error and Gauss-Seidel relaxation with red-black ordering is a good way to reach that goal. At each grid point, the discretized equations can be viewed as a set of four (three on the axis) algebraic relations in the grid functions at that point. Hence, at each point we want to solve:

$$
\begin{align*}
\vec{P}(\vec{v}) & =0  \tag{3.20}\\
\vec{v} & =\left(\alpha(i, j), \psi(i, j), \beta^{\rho}(i, j), \beta^{z}(i, j)\right) \tag{3.21}
\end{align*}
$$

Following a strategy suggested by Choptuik [22], the Newton method is employed to approximate a solution to this equation. This method consists in applying the following iteration until a certain tolerance is attained (in practice, a single iteration step is enough).

$$
\begin{align*}
\vec{v}^{n+1} & =\vec{v}^{n}-J^{-1} \vec{P}^{n}  \tag{3.22}\\
J & =\frac{\partial\left(P_{1}, P_{2}, P_{3}, P_{4}\right)}{\partial\left(v_{1}, v_{2}, v_{3}, v_{4}\right)} \tag{3.23}
\end{align*}
$$

Here $J$ is a "jacobian matrix" and $J^{-1}$ is its inverse. As is well known, given a good initial guess this method reduce the error in the approximation quadratically.

Gauss-Seidel red-black relaxation reduces high frequency error modes down very efficiently, but leaves lower frequency error mode virtually untouched. If relaxation was the only solution process used, it would take an inordinate amount
of operations(i.e. $O\left(N^{2}\right)$ operations where $N$ is the total number of grid points) to reach a decent approximation to the solution. Multigrid, on the other hand, can solve these problems in $O(N)$ operations.

### 3.3.3 Transfers and the FAS Algorithm

The described relaxation is a good smoother, but a bad solver, since low frequencies are slow to converge. Fortunately, the meaning of "smooth" depends on the mesh size. By transferring the smooth data from a fine mesh to a coarse mesh, what was low frequency error becomes high frequency on the coarse grid and can efficiently be relaxed away. This is exactly what the multigrid algorithm relies on to solve the difference equations rapidly. A lengthy discussion of multigrid methods would take us too far off course, but we note that since the problem solved is essentially non-linear, the FAS method is used, meaning that a full approximation to the solution is being manipulated at each multigrid level.

The coarsening is done by simply doubling the mesh size in both dimensions. Following Brandt [4], the grid functions themselves are transmitted from fine grid to coarse grid using a full-weighted injection operator. The defects, which are zero on the black grid and vary smoothly on the red grid, are transmitted using a half-weighted injection operator. Finally, the approximations to the errors are transmitted from a coarse grid to the finer grid using the bilinear interpolation operator. All these operators basically perform weighted averages over neighboring points and are defined in the caption of figure (3.2). Using the multigrid method applied to the discretized elliptic system, the geometry of the spacetime can be determined efficiently from the matter distribution.

### 3.4 Solving the Hyperbolic System: Time Evolution

Ideas relating to the numerical solutions of hyperbolic equations are presented in Ascher et al. [14][15][16]. The time evolution of the matter field is given by equations (2.137) and (2.138). the index $i=1,2$ for the matter fields will be suppressed, with the understanding that the following applies to both the real and the imaginary part of the scalar field. Further, the function names will now designate their gridfunction approximations, and not their actual continuum counterparts.

### 3.4.1 Interior Difference Scheme

As suggested by Choptuik [22], the Crank-Nicholson scheme with Kreiss-Oliger dissipation is used to obtain a finite difference version of the hyperbolic system. This scheme is second order in both time and space. Kreiss-Oliger dissipation is equivalent to introducing a term of the form $h^{4} \frac{\epsilon}{32 k}\left(u_{\rho \rho \rho \rho}+u_{z z z z}\right)$ to the equations, where $\epsilon$ is a small parameter and $u$ is $\phi$ or $\sigma$ as the case may be.

The Crank-Nicholson scheme can be summarized as follows. For a continuum equation of the form

$$
\frac{\partial u}{\partial t}=£ u
$$

the discrete system is given by

$$
u_{h}^{n+1}-\frac{k}{2} L u_{h}^{n+1}=u_{h}^{n}+\frac{k}{2} L u_{h}^{n}
$$

where $L$ is the discrete equivalent of the operator $£, k$ is the mesh spacing in time, $h$ the mesh spacing in space and $n$ denotes the time level. Define the following operators:

$$
\begin{align*}
K O(u)= & \frac{\epsilon}{32 k}[u(i+2, j)-4 u(i+1, j)+6 u(i, j)-4 u(i-1, j) \\
& +u(i-2, j)+u(i, j+2)-4 u(i, j+1) \\
& +6 u(i, j)-4 u(i, j-1)+u(i, j+2)]  \tag{3.24}\\
\operatorname{AVG}(u)= & \frac{1}{2}\left[u^{n}(i, j)+u^{n+1}(i, j)\right] \tag{3.25}
\end{align*}
$$

Then the following implicit finite difference equations are obtained:

$$
\begin{align*}
\phi^{n+1}(i, j)= & \phi^{n}(i, j) \\
& +k A V G\left[\frac{\alpha \sigma}{\rho \psi^{6}}+\beta^{\rho} D_{\rho}(\phi)+\beta^{z} D_{z}(\phi)-K O(\phi)\right]  \tag{3.26}\\
\sigma^{n+1}(i, j)= & \sigma^{n}(i, j) \\
& +k A V G\left[\beta^{\rho} D_{\rho}(\sigma)+\beta^{z} D_{z}(\sigma)+\sigma\left(D_{\rho}\left(\beta^{\rho}\right)+D_{z}\left(\beta^{z}\right)\right)\right. \\
& +\alpha \psi^{2}\left(\rho D_{\rho}^{2}(\phi)+\rho D_{z}^{2}(\phi)+D_{\rho}(\phi)\right)-\alpha \rho \psi^{6} m^{2} \phi \\
& +2 \alpha \rho \psi\left(D_{\rho}(\psi) D_{\rho}(\phi)+D_{z}(\psi) D_{z}(\phi)\right) \\
& \left.+\rho \psi^{2}\left(D_{\rho}(\alpha) D_{\rho}(\phi)+D_{z}(\alpha) D_{z}(\phi)\right)-K O(\sigma)\right] \tag{3.27}
\end{align*}
$$

### 3.4.2 Boundary Conditions

On the axis, regularity conditions prescribe what form the boundary conditions should take:

$$
\begin{aligned}
\frac{\partial \phi}{\partial \rho} & =0 \\
\sigma & =0
\end{aligned}
$$

By introducing ghost points next to the axis, and using the regularity condition to solve for the value of the scalar field at that point, it is possible to use the inside equation on the axis by simply setting the derivative in the $\rho$ direction
to zero. Hence, the boundary equations on the axis are given by:

$$
\begin{align*}
\phi^{n+1}(1, j)= & \phi^{n}(1, j) \\
& +k A V G\left[\frac{\alpha \sigma}{\rho \psi^{6}}+\beta^{z} D_{z}(\phi)-K O(\phi)\right]  \tag{3.28}\\
\sigma^{n+1}(1, j)= & 0 \tag{3.29}
\end{align*}
$$

The equations for the outer boundaries are the same as the equations inside the domain but the one-sided boundary operators replace the centered operators where it is appropriate. It is understood that the $K O$ operator is only used in the direction parallel to the boundary, i.e. only in the direction in which it is well defined.

### 3.5 Obtaining Solutions

The time evolution code was generated using RNPL, the higher level language developed by Choptuik and Marsa [23]. RNPL was designed to solve hyperbolic equations and it is thus used to solve the time evolution system for the matter. The geometry is updated using an add-on multigrid routine designed and programmed by the author. The principal parameters used by the program are the tolerance (the maximum value of the defects tolerated by the solver when iteratively solving the equations), the dimensions of the domain, the value of $\epsilon$, the Courant factor (the ratio of the time meshsize and the space meshsize, $k / h$ ) and the maximum number of time steps to be taken.


Figure 3.2: Coarse gridpoint (circle) surrounded by its fine grid neighbors (squares and triangles). The full-weighted injection operator attributes a value to a grid function at the coarse point by summing its values over the fine points with weights $\frac{1}{4}$ for the fine point at the position of the coarse point, $\frac{1}{8}$ for the triangle points and $\frac{1}{16}$ for the square points. The half-weighted injection operator attributes half the fine grid value of the grid function at the circle point as the coarse grid value of the grid function at the circle point. Note that this is equivalent to the full-weighted injection operator in the limit that the values are zero at the triangle points and equal at the circle and square points. The bilinear interpolation operator, which allows to transfer information from a coarser grid to a finer grid, distributes the coarse value at the circle point on the finer grid with following weights: 1 for the circle point, $\frac{1}{2}$ for the triangle points and $\frac{1}{4}$ for the square points. The actual value of a grid function thus transmitted at a given fine point is the sum of all the coarse point values distributed on that point.

## Chapter 4

## Scheme Analysis

Finite difference systems, in a sense, are richer than differential systems. Even if a differential system is well behaved, a bad finite differencing of it can lead to spurious results. The following analysis, following Ascher [14] [15] [16], provides some necessary conditions for the chosen schemes to be stable and convergent.

### 4.1 Multigrid Algorithm

The elliptic system governing the geometry is quite complicated. Second order differencing has been used throughout, so we expect the truncation error to be of second order in the mesh spacing. A sharp and comprehensive analysis of the finite difference system would be very arduous, if at all possible, and outside the scope of this thesis. There is, however, a useful necessary condition that can be derived with respect to relaxation.

### 4.1.1 Necessary Condition for Relaxation

Let us consider the flat space case, i.e. a matter-free initial condition. Then, the lapse equation only involves the lapse function and the problem becomes fairly simple. The matter fields all vanish, and the geometry is given by $\alpha=1$, $\psi=1$ and $\vec{\beta}=0$. It is crucial that relaxation be numerically stable with respect to this simplified problem, or else there is no hope for it to be a good solver for the general case. With this simplifying assumption the elliptic system becomes:

$$
\begin{align*}
& 0=\frac{\partial^{2} \psi}{\partial \rho^{2}}+\frac{\partial^{2} \psi}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial \psi}{\partial \rho}  \tag{4.1}\\
& 0=\frac{\partial^{2} \alpha}{\partial \rho^{2}}+\frac{\partial^{2} \alpha}{\partial \rho^{2}}+\frac{1}{\rho} \frac{\partial \alpha}{\partial \rho}+\frac{2}{\psi}\left(\frac{\partial \alpha}{\partial \rho} \frac{\partial \psi}{\partial \rho}+\frac{\partial \alpha}{\partial z} \frac{\partial \psi}{\partial z}\right) \tag{4.2}
\end{align*}
$$

and the outer boundary conditions are the same as before, i.e.:

$$
\begin{array}{r}
\rho \frac{\partial \psi}{\partial \rho}+z \frac{\partial \psi}{\partial z}+\psi-1=0 \\
\psi\left(\rho \frac{\partial \alpha}{\partial \rho}+z \frac{\partial \alpha}{\partial z}\right)+\alpha-1=0
\end{array}
$$

Clearly, the $\psi$ equation is uncoupled and can be solved on its own, without requiring reference to $\alpha$. Once $\psi$ is known, $\alpha$ can be deduced.

Using centered differencing, relaxation inside the domain is given by:

$$
\begin{align*}
\psi^{n+1}(i, j)= & \frac{\psi^{n}(i+1, j)+\psi^{n}(i-1, j)+\psi^{n}(i, j+1)+\psi^{n}(i, j-1)}{4} \\
& +\frac{h}{8 \rho(i)}\left(\psi^{n}(i+1, j)-\psi^{n}(i-1, j)\right)  \tag{4.3}\\
\alpha^{n+1}(i, j)= & \frac{\alpha^{n}(i+1, j)+\alpha^{n}(i-1, j)+\alpha^{n}(i, j+1)+\alpha^{n}(i, j-1)}{4} \\
& +\frac{h}{8 \rho(i)}\left(\alpha^{n}(i+1, j)-\alpha^{n}(i-1, j)\right) \\
& +\frac{1}{8} \frac{1}{\psi^{n+1}(i, j)}\left(\left(\alpha^{n}(i+1, j)-\alpha^{n}(i-1, j)\right) \times\right. \\
& \left.\left(\psi^{n+1}(i+1, j)-\psi^{n+1}(i-1, j)\right)\right) \\
& +\frac{1}{8} \frac{1}{\psi^{n+1}(i, j)}\left(\left(\alpha^{n}(i, j+1)-\alpha^{n}(i, j-1)\right) \times\right. \\
& \left.\left(\psi^{n+1}(i, j+1)-\psi^{n+1}(i, j-1)\right)\right) \tag{4.4}
\end{align*}
$$

Note that the superscript $n$ in the above expressions denotes the relaxation sweep iteration, not the time level.

We define the errors in the grid functions, $\epsilon_{\psi}^{n}$ and $\epsilon_{\alpha}^{n}$ via

$$
\begin{align*}
\psi^{n} & =1+\epsilon_{\psi}^{n}  \tag{4.5}\\
\alpha^{n} & =1+\epsilon_{\alpha}^{n} \tag{4.6}
\end{align*}
$$

and rewrite the above iteration procedure in terms of these defects. Working to first order in the errors, we get:

$$
\begin{align*}
\epsilon^{n+1}(i, j)= & \frac{\epsilon^{n}(i+1, j)+\epsilon^{n}(i-1, j)+\epsilon^{n}(i, j+1)+\epsilon^{n}(i, j-1)}{4} \\
& +\frac{h}{8 \rho(i)}\left(\epsilon^{n}(i+1, j)-\epsilon^{n}(i-1, j)\right) \tag{4.7}
\end{align*}
$$

which is valid for both $\epsilon_{\psi}$ and $\epsilon_{\alpha}$. If we consider a given Fourier mode of the form: $\epsilon^{n}=\hat{\epsilon}^{n} e^{i\left(\xi_{\rho} \rho+\xi_{z} z\right)}$, we get (do not confuse the grid index $i$ and $i=\sqrt{-1}$; the index always appear in grid functions):

$$
\begin{equation*}
\dot{\epsilon}^{n+1}=\hat{\epsilon}^{n}\left(\frac{1}{2} \cos \left(\xi_{\rho}\right)+\frac{1}{2} \cos \left(\xi_{z}\right)+\frac{i h}{4 \rho(i)} \sin \left(\xi_{\rho}\right)\right) \tag{4.8}
\end{equation*}
$$

Clearly, for $\rho(i) \geq h$, i.e. inside the domain, the norm of the amplification factor is smaller than 1 and relaxation reduces the error.

The same analysis can be carried through at the outer boundary, but there's a twist: the ghost points introduced in the centered differencing of the inside
equations must be solved for in the boundary conditions. Let's consider the $\rho=\rho_{\max }$ boundary for definiteness. Using the boundary conditions, we get for the ghost points:

$$
\begin{align*}
\psi(N 1+1, j)= & \psi(N 1-1, j)+\frac{2 h}{\rho(N 1)}(1-\psi(N 1, j)) \\
& -\frac{z(j)}{\rho(N 1)}(\psi(N 1, j+1)-\psi(N 1, j-1))  \tag{4.9}\\
\alpha(N 1+1, j)= & \alpha(N 1-1, j)+\frac{2 h}{\rho(N 1) \psi(N 1, j)}(1-\alpha(N 1, j)) \\
& -\frac{z(j)}{\rho(N 1)}(\alpha(N 1, j+1)-\alpha(N 1, j-1)) \tag{4.10}
\end{align*}
$$

Now, we substitute the above result into the interior equation. Focusing on the $\psi$ equation, we get:

$$
\begin{align*}
\psi^{n+1}(N 1, j)= & \frac{\rho^{2}}{4 \rho^{2}+2 h \rho+h^{2}}\left(2 \psi^{n}(N 1-1, j)+\psi^{n}(N 1, j+1)\right. \\
& \left.+\psi^{n}(N, j-1)\right) \\
& +\frac{2 \rho+h}{2\left(4 \rho^{2}+2 h \rho+h^{2}\right)}\left(2 h-z\left(\psi^{n}(N, j+1)\right.\right. \\
& \left.\left.-\psi^{n}(N, j-1)\right)\right) \tag{4.11}
\end{align*}
$$

By introducing the error and looking at a specific Fourier mode, we get:

$$
\begin{align*}
\hat{\epsilon}^{n+1}= & \hat{\epsilon}^{n}\left(\frac{2 \rho(N 1)^{2}}{4 \rho(N 1)^{2}+2 h \rho(N 1)+h^{2}}\left(\cos \left(\xi_{z}\right)+e^{-i \xi_{\rho}}\right)\right. \\
& \left.-i \frac{z(2 \rho(N 1)+h)}{h^{2}+2 \rho(N 1)(2 \rho(N 1)+h)} \sin \left(\xi_{z}\right)\right) \tag{4.12}
\end{align*}
$$

We see that the second term above contains a term of the form $z /(2 \rho)$. If our scheme is to be stable, this term must be smaller than 1 , or else the amplification factor will be greater than unity and the error will blow up! We thus obtain the following necessary condition:

$$
z_{\max }<2 \rho_{\max }
$$

This condition prohibits the use of a very narrow grid where $z_{\max } \gg \rho_{\max }$. This is why the domain used is $0 \leq \rho \leq R_{\max },-R_{\max } \leq z \leq R_{\max }$ which respects the above condition.

### 4.2 Time Evolution System

The discretized system commanding the time evolution can be analysed using standard techniques. We will consider the geometry as given and we will perform "frozen coefficient" analysis.

## Scheme Order and Truncation Error

The truncation error is calculated by substituting the continuum solution in the difference scheme and then performing Taylor expansion.

As discussed in the previous chapter, for the continuum equation

$$
\frac{\partial f}{\partial t}=£(f)
$$

the Crank-Nicholson scheme is of the form

$$
f^{n+1}-\frac{k}{2} L f^{n+1}=f^{n}+\frac{k}{2} L f^{n}
$$

where $f$ is the function whose approximation we seek and $L$ is the discretization of the differential operator $£$. We thus get:

$$
\tau=\frac{-f(t+k, \rho, z)+f(t, \rho, z)}{k}+\frac{1}{2} L(f(t+k, \rho, z)+f(t, \rho, z))
$$

Knowing that $L$ is second order in the mesh size, we deduce:

$$
\begin{gathered}
\tau=\frac{-\left(f+k f_{t}+\frac{k^{2}}{2} f_{t t}+\frac{k^{3}}{6} f_{t t t}\right)+f}{k}+\frac{1}{2}\left(£+O\left(h^{2}\right)\right)\left(\left(f+k f_{t}+\frac{k^{2}}{2} f_{t t}\right)+f\right)+O\left(k^{3}\right) \\
\tau=-\left(f_{t}+\frac{k}{2} f_{t t}+\frac{k^{2}}{6} f_{t t t}\right)+£\left(f+\frac{k}{2} f_{t}+\frac{k^{2}}{4} f_{t t}\right)+O\left(h^{2}\right)+O\left(k^{3}\right) \\
\tau=\left(-f_{t}+£(f)\right)+\frac{k}{2}\left(-f_{t t}+£\left(f_{t}\right)\right)+O\left(h^{2}\right)+O\left(k^{2}\right)
\end{gathered}
$$

Now, using the original differential equation, we have

$$
\tau=O\left(h^{2}\right)+O\left(k^{2}\right)
$$

and we thus see that the Crank-Nicholson scheme is of order $(2,2)$.

### 4.2.1 Amplification Matrix and Von Neumann Condition

We now proceed to a Von Neumann analysis of the Crank-Nicholson schemesuch analyses generally give rise to necessary conditions for stability of a difference method applied to a time dependent problem. We first define the following coefficients:

$$
\begin{align*}
& C_{1}=\frac{\alpha}{\rho \psi^{6}}  \tag{4.13}\\
& C_{2}=\beta^{\rho}  \tag{4.14}\\
& C_{3}=\beta^{z}  \tag{4.15}\\
& C_{4}=\alpha \rho \psi^{2}  \tag{4.16}\\
& C_{5}=\alpha \psi^{2}+\rho D_{\rho}(\alpha) \psi^{2}+2 \rho \alpha \psi D_{\rho}(\psi)  \tag{4.17}\\
& C_{6}=\rho D_{z}(\alpha) \psi^{2}+2 \rho \alpha \psi D_{z}(\psi)  \tag{4.18}\\
& C_{7}=-m^{2} \alpha \rho \psi^{6}  \tag{4.19}\\
& C_{8}=D_{\rho}\left(\beta^{\rho}\right)+D_{z}\left(\beta_{z}\right) \tag{4.20}
\end{align*}
$$

In terms of these coefficients, our discrete system is given by

$$
\begin{equation*}
(I-M)\binom{\phi}{\sigma}^{n+1}=(I+M)\binom{\phi}{\sigma}^{n} \tag{4.21}
\end{equation*}
$$

where

$$
M=\frac{k}{2}\left(\begin{array}{cc}
C_{2} D_{\rho}+C_{3} D_{z}-K O & C_{1}  \tag{4.22}\\
C_{7}+C_{5} D_{\rho}+C_{6} D_{z}+C_{4}\left(D_{\rho}^{2}+D_{z}^{2}\right) & C_{8}+C_{2} D_{\rho}+C_{3} D_{z}-K O
\end{array}\right)
$$

By going to Fourier space, we can diagonalize the difference operators. By applying the operators to single Fourier modes, we get

$$
\begin{align*}
D_{\rho} & \rightarrow \frac{i}{h} \sin \left(\xi_{\rho}\right)  \tag{4.23}\\
D_{z} & \rightarrow \frac{i}{h} \sin \left(\xi_{z}\right)  \tag{4.24}\\
D_{\rho}^{2} & \rightarrow \frac{1}{h^{2}} \sin ^{2}\left(\frac{\xi_{\rho}}{2}\right)  \tag{4.25}\\
D_{z}^{2} & \rightarrow \frac{1}{h^{2}} \sin ^{2}\left(\frac{\xi_{z}}{2}\right)  \tag{4.26}\\
K O & \rightarrow \frac{\epsilon}{8}\left(\left\{1-\cos \left(\xi_{\rho}\right)\right\}^{2}+\left\{1-\cos \left(\xi_{z}\right)\right\}^{2}\right) \tag{4.27}
\end{align*}
$$

We thus obtain

$$
\hat{M}=\frac{k}{2}\left(\begin{array}{cc}
-\hat{K O}+\frac{i}{h}\left(C_{2} \sin \left(\xi_{\rho}\right)+C_{3} \sin \left(\xi_{z}\right)\right) & C_{1}  \tag{4.28}\\
C_{7}+\frac{C_{4}}{h^{2}}\left(\sin ^{2}\left(\frac{\xi_{\rho}}{2}\right)+\sin ^{2}\left(\frac{\xi_{z}}{2}\right)\right) & C_{8}-\hat{K O} \\
+\frac{i}{h}\left(C_{5} \sin \left(\xi_{\rho}\right)+C_{6} \sin \left(\xi_{z}\right)\right) & +\frac{i}{h}\left(C_{2} \sin \left(\xi_{\rho}\right)+C_{3} \sin \left(\xi_{z}\right)\right)
\end{array}\right)
$$

where $\hat{K O}$ is the Fourier transform of the $K O$ operator described above.
Thus, in Fourier space, we have the equation:

$$
\binom{\hat{\phi}}{\hat{\sigma}}^{n+1}=(I-\hat{M})^{-1}(I+\hat{M})\binom{\hat{\phi}}{\hat{\sigma}}^{n}
$$

and therefore an amplification matrix given by

$$
\begin{equation*}
G\left(\xi_{\rho}, \xi_{z}\right)=(I-\hat{M})^{-1}(I+\hat{M}) \tag{4.29}
\end{equation*}
$$

Let $\Lambda$ be an eigenvalue of $G$ and $\lambda$ an eigenvalue of $\hat{M}$. Then we have:

$$
\begin{aligned}
G \vec{v} & =\Lambda \dot{\vec{v}} \\
\Rightarrow(I-\hat{M})^{-1}(I+\hat{M}) \vec{v} & =\Lambda \vec{v}
\end{aligned}
$$

$$
\begin{align*}
\Rightarrow(I+\hat{M}) \vec{v} & =(I-\hat{M}) \Lambda \vec{v} \\
\Rightarrow(1+\Lambda) \hat{M} \vec{v} & =(\Lambda-1) \vec{v} \\
\Rightarrow \hat{M} \vec{v} & =\left(\frac{\Lambda-1}{1+\Lambda}\right) \vec{v} \\
\Rightarrow \lambda & =\frac{\Lambda-1}{1+\Lambda} \\
\Rightarrow \Lambda & =\frac{1+\lambda}{1-\lambda} \tag{4.30}
\end{align*}
$$

Physically, we don't expect the "norm" of the matter field, i.e. the amount of matter in the spacetime, to increase with time; heuristically, conservation of energy prohibits it. Applying the Von Neumann necessary stability condition, which in this case demands that the spectral radius of $G$ be smaller or equal to 1, we obtain:

$$
\begin{aligned}
|\Lambda|^{2} & \leq 1 \\
\Rightarrow\left|\frac{1+\lambda}{1-\lambda}\right|^{2} & \leq 1 \\
\Rightarrow \operatorname{Re}(\lambda) & \leq 0
\end{aligned}
$$

Hence, the Von Neumann stability condition reduces to demanding that the real part of the eigenvalues of $\hat{M}$ be smaller than 0 . Although the form taken by the eigenvalues is quite complicated, it can be calculated easily by the quadratic root formula. We define the following quantities:

$$
\begin{aligned}
A & =C_{8}-\epsilon\left(\sin ^{4}\left(\frac{\xi_{\rho}}{2}\right)+\sin ^{4}\left(\frac{\xi_{z}}{2}\right)\right) \\
a & =h^{2}\left(C_{8}^{2}+4 C_{1} C_{7}\right)+4 C_{1} C_{4}\left(\sin ^{2}\left(\frac{\xi_{\rho}}{2}\right)+\sin ^{2}\left(\frac{\xi_{z}}{2}\right)\right) \\
b & =4 C_{1} h\left(C_{5} \sin \left(\xi_{\rho}\right)+C_{6} \sin \left(\xi_{z}\right)\right)
\end{aligned}
$$

With these quantities now defined, the Von Neumann condition reduces to :

$$
A \leq-\sqrt{\frac{a+\sqrt{a^{2}+b^{2}}}{2 h^{2}}}
$$

We notice right away that $k$, the time step, is unrestricted! In practice, however, due to the way RNPL solves the Crank-Nicholson equations (point-wise Newton-Gauss-Seidel iteration) there actually is a restriction on k .

### 4.2.2 Limiting cases

The above Von Neumann condition does not tell us much in its current form, which is a direct consequence of the fact that our equations are so complicated. However, we can consider some limiting cases:

1) low frequency modes $\left(\xi_{\rho}=\xi_{z}=0\right)$

$$
\begin{aligned}
A & \rightarrow C_{8} \\
a & \rightarrow h^{2}\left(C_{8}^{2}+4 C_{1} C_{7}\right) \\
b & \rightarrow 0
\end{aligned}
$$

Recalling the definitions of the coefficients, we have that $C_{1} C_{7}=-m^{2} \alpha^{2}$ and $C_{8}=D_{\rho}\left(\beta^{\rho}\right)+D_{z}\left(\beta^{z}\right)$. Typically, $\vec{\beta} \ll 1$ and $m^{2} \alpha^{2}=O(1)$, which implies that $a<0$. Hence, the condition turns into something of the form $C_{8} \leq 0$; this is not strictly true everywhere, but we expect $C_{8}$ to be many orders of magnitude smaller than 1, so it is hoped that this slight violation will not have dire consequences.
2) high frequency modes ( $\xi_{\rho}=\xi_{z}=\pi-2 \theta, \theta \ll 1$ )

Let us set $C_{8}=0$ for simplicity. We then have, expanding to first order in $\theta$ :

$$
\begin{aligned}
A & \rightarrow-2 \epsilon \\
a & \rightarrow 4 h^{2} C_{1} C_{7}+8 C_{1} C_{4}\left(1-\theta^{2}\right) \\
b & \rightarrow 8 h C_{1}\left(C_{5}+C_{6}\right) \theta
\end{aligned}
$$

The result will depend on the sign of $a$. We define

$$
\begin{aligned}
& \Gamma_{1}=4 h^{2} C_{1} C_{7}+8 C_{1} C_{4}=\alpha^{2}\left(-4 h^{2} m^{2}+\frac{8}{\psi^{4}}\right) \\
& \Gamma_{2}=8 C_{1} C_{4}=\alpha^{2} \frac{8}{\psi^{4}} . \\
& \Gamma_{3}=8 h C_{1}\left(C_{5}+C_{6}\right)=8 h \frac{\alpha}{\rho \psi^{6}}\left(D_{\rho}\left(\alpha \rho \psi^{2}\right)+D_{z}\left(\alpha \rho \psi^{2}\right)\right)
\end{aligned}
$$

With these definitions, the Von Neumann condition becomes:

$$
\epsilon \geq \frac{1}{\sqrt{2 h^{2}}}\left(\left(\Gamma_{1}+\left|\Gamma_{1}\right|\right)-\left(1+\frac{\Gamma_{1}}{\left|\Gamma_{1}\right|}\right) \Gamma_{2} \theta^{2}+\frac{\Gamma_{3}^{2}}{2\left|\Gamma_{1}\right|} \theta^{2}\right)^{\frac{1}{2}}
$$

Thus

$$
\begin{array}{ll}
\Gamma_{1}<0: & \epsilon \geq \frac{1}{4 h} \frac{\left|\Gamma_{3}\right|}{\sqrt{\left|\Gamma_{1}\right|}} \theta \\
\Gamma_{1}>0: & \epsilon \geq \frac{\Gamma_{1}}{2 h}+\frac{1}{4 h}\left(\frac{\Gamma_{3}^{2}}{4 \Gamma_{1}}-\Gamma_{2}\right) \theta^{2}
\end{array}
$$

Hence, we see that if $\Gamma_{1}<0$, the scheme obeys the Von Neumann condition (i.e. is dissipative) for high modes for $\epsilon>0$. On the other hand, if $\Gamma_{1}>0$, the scheme
obeys the condition only if $\epsilon>\Gamma_{1} / 2 h$. For typical values $\alpha=\psi=h=m=1$, this yields $\epsilon>2$.

Of course, what has been done cannot be taken at face value because we are not dealing with a constant coefficient problem. Hence, Fourier analysis is not "rigorously" justified, but experience of others has shown that it is still a good "ball park" tool. As it turns out, the results obtained are somewhat pessimistic: the scheme seems stable even for small values of $\epsilon$.

## Chapter 5

## Numerical Testing

### 5.1 Solution Error and Tolerance

### 5.1.1 Definitions

Consider the differential system

$$
\begin{equation*}
\partial_{t} \phi=£ \phi \tag{5.1}
\end{equation*}
$$

and its discretized version

$$
\begin{equation*}
D_{t} \hat{\phi}=L \hat{\phi} \tag{5.2}
\end{equation*}
$$

where $\hat{\phi}$ is the exact discrete solution. The solution error is given by

$$
\begin{equation*}
e=\phi-\hat{\phi} \tag{5.3}
\end{equation*}
$$

and, of course, is a measure of how "good" the discrete solution is compared to the exact solution.

Since the problem at hand is essentially non-linear, the numerical solutions are obtained by an iterative procedure. Thus, these solutions are never exactly equal to the discrete solutions, but would converge to them in the limit of infinite number of iterative steps. The residual is defined as the amount by which a given estimate of the discrete solution fails to satisfy the discrete equations, ie by

$$
\begin{equation*}
\text { Residual }=-D_{t} \hat{\phi}_{n u m}+L \hat{\phi}_{n u m} \tag{5.4}
\end{equation*}
$$

where $\hat{\phi}_{n u m}$ is the numerical approximation to the discrete solution. The difference between the discrete solution and the numerical approximation is not readily available. Here, we assume that the residuals and errors are of the same order; this assumption seems to lead to good results in this case. The numerical solution is obtained by iteratively driving the residual below a certain tolerance. Thus, the difference between the discrete solution and the numerical approximation is :

$$
\begin{equation*}
\hat{\phi}-\hat{\phi}_{n u m} \simeq t o l \tag{5.5}
\end{equation*}
$$

It is of great importance to know what the tolerance should be set to since it determines how much effort it takes to obtain the approximation. Manipulating the above expressions, one obtains:

$$
\begin{equation*}
\phi-\hat{\phi}_{n u m} \simeq e+t o l . \tag{5.6}
\end{equation*}
$$

It is clear that setting the tolerance much smaller than the solution error leads to wasted effort, since the numerical approximation, relative to the continuum solution, has intrinsic error $e$.

### 5.1.2 Solution Error Estimates

Since in general exact solutions are not known, the value of the solution error cannot be calculated exactly. However, it can be approximated by using different levels of discretization. Let $h$ be the mesh size of level of ultimate interest. Then

$$
\begin{equation*}
e^{h}=\phi-\hat{\phi}^{h} \tag{5.7}
\end{equation*}
$$

setting the tolerance to a very small number, the following estimates hold:

$$
\begin{equation*}
\phi \simeq \hat{\phi}_{n u m}^{\frac{h}{2}}, \quad \hat{\phi}^{h} \simeq \hat{\phi}_{n u m}^{h} \tag{5.8}
\end{equation*}
$$

leading to:

$$
\begin{equation*}
e^{h} \simeq \hat{\phi}_{n u m}^{\frac{h}{2}}-\hat{\phi}_{n u m}^{h} \tag{5.9}
\end{equation*}
$$

To be on the safe side, the tolerance should then be set to one or two orders of magnitude smaller than the truncation error estimate.

### 5.1.3 Values of the Tolerance

The above arguments are easily generalized to the problem at hand. To find the value of the tolerance at each level for a specific problem, one solves the equations using a very small tolerance (say $10^{-10}$ ), at the desired level and at one level higher. Subtracting the two solutions; one obtains an approximation to the truncation error for every grid function and the tolerance should be set to one or two orders of magnitude smaller than this approximation. In effect, since the scheme used is of second order, the tolerance at higher levels can simply be deduced from the tolerance at lower levels by dividing the low level tolerance by four for every level between the low level and the high level.

### 5.2 Convergence and Independent Residuals

The scheme used is of second order in all gridfunctions. In order to be confident the features observed in the numerical results are indeed features of the exact solution, it must be established that the code indeed present this second order convergence behavior. Furthermore, it must be established that the right equations are being solved by using an independent residual evaluation.

### 5.2.1 Convergence

The convergence factor can be used to measure how well a code is converging. For a second order scheme, we define the convergence factor, $C_{f}$ via

$$
\begin{equation*}
C_{f}=\frac{\left\|f^{4 h}-f^{2 h}\right\|_{2}}{\left\|f^{2 h}-f^{h}\right\|_{2}} \tag{5.10}
\end{equation*}
$$

where $\|\cdot\|_{2}$ is the $\ell_{2}$ (RMS) norm. In the limit $h \rightarrow 0$ we should find $C_{f} \rightarrow 4$ for a second order accurate scheme.

To test the convergence properties of the code, the following initial data was evolved

$$
\begin{align*}
\phi_{1} & =A \exp \left[-\frac{\rho^{2}+z^{2}}{\delta^{2}}\right]  \tag{5.11}\\
\phi_{2} & =0  \tag{5.12}\\
\sigma_{1} & =0  \tag{5.13}\\
\sigma_{2} & =2 \rho A \exp \left[-\frac{\rho^{2}+z^{2}}{\delta^{2}}\right] \tag{5.14}
\end{align*}
$$

with parameters $A=0.1, \delta=8$, level $\in\{5,6,7,8\}, T_{\max }=5.0$ and domain $0 \leq$ $\rho \leq 32,-32 \leq z \leq 32$, leading to $h \in\{1.0,0.5,0.25,0.125\}$. The Courant factor was set to 0.1 implying that 50 time steps are taken at the coarsest resolution. As can be seen in Figure (5.1), the initial data specified leads to large general relativistic effects, as evidenced by values of the lapse that are substantially smaller than 1. Figures (5.2), (5.3) and (5.4) display the convergence factor as a function of time for level $5,6,7$ and then level $6,7,8$. Considering the resolution limitations of the code, the results seem to indicate second order convergence. The chosen data is generic; one can be reasonably sure that the fact that the code converges for this initial data implies that it converges for essentially arbitrary initial data.

Central Value of the lapse function


Figure 5.1: The central value of the lapse as a function of time for the convergence testing trial data. The geometry is significantly curved.


Figure 5.2: Convergence factor for trial initial data at level 5,6,7 for all the grid functions


Figure 5.3: Convergence factor for trial initial data at level $6,7,8$ for all the grid functions

### 5.2.2 Independent Residuals

In order to ensure that the right equations are being solved, an independent residual evaluation must be performed, as suggested by Choptuik [22]. This consists in taking a solution and calculating its residuals with respect to a distinct discretization of the original continuum equations. These residuals, if indeed the solution solves the right set of equations, should behave like the truncation error, i.e. in this case should converge to zero to second order (assuming that the independent discretization is also second order). The specific independent discretization used involves second order finite difference operators that are onesided. The domain is split in four quadrants and the finite difference operators are defined in every quadrant such that they always point inward, towards the center of the domain. Results relevant to the trial initial data are presented in Figures (5.5), (5.6) and (5.7).


Figure 5.4: The convergence factor of $\partial \alpha / \partial \rho$ is shown here. As can be seen, the convergence is much better than the convergence of $\alpha$ itself. This is possibly due to the fact that the boundary conditions on the lapse are only correct asymptotically, in the limit that the outer boundary of the computational domain tends to infinity.


Figure 5.5: Convergence factor calculated at level 5,6,7 for all the independent residuals for the trial initial data. Some of the $1 / \rho$ terms are badly resolved on the axis at level 5 ; this is probably why such bad convergence is observed in certain grid functions.


Figure 5.6: Convergence factor calculated at level $6,7,8$ for all the independent residuals for the trial initial data.


Figure 5.7: $\ell_{2}$ norm of the independent residuals for $\alpha$ and $\psi$. Clearly, these residuals are converging to zero. The other grid functions behave similarly.

### 5.3 Stability of Boson Stars

Static boson stars have been studied extensively in the past and their stability properties are well understood in spherical symmetry, as discussed by Jetzer [18]. The boson star solutions form a one parameter family where $\phi_{0}$, the central value of the magnitude of the scalar field, is a convenient parameter. Although it appears as though $\dot{m}$, the Klein-Gordon mass parameter, is also a freely specifiable quantity, it only in fact defines the mass scale. Indeed, it can be easily checked that the system described by equations (2.174) to (2.175) is invariant under the change:

$$
\begin{equation*}
m \rightarrow \lambda m, \quad w \rightarrow \lambda w, \quad r \rightarrow \frac{r}{\lambda} \tag{5.15}
\end{equation*}
$$



Figure 5.8: Universal quantities as functions of $\phi_{0}$, as obtained from the initial data code. The mass parameter attains a maximum of 0.633 at the value $\phi_{\text {crit }} \simeq 0.27$. The radius of the star is defined as the radius at which the amplitude of the scalar field is $1 \%$ of its central value. In spherical symmetry, stars with $\phi_{0}$ smaller than $\phi_{\text {crit }}$ are stable and stars with $\phi_{0}$ bigger than the critical parameter are unstable.
for $\lambda$ a dimensionless parameter. Hence two solutions differing only by the value of the $m$ parameter are in fact the same solution, but expressed in different units. Thus, universal (independent of the value of $m$ ) dimensionless quantities describing the boson stars can be constructed:

$$
\begin{equation*}
\frac{m}{M_{p l}} \frac{M}{M_{p l}}, \quad \frac{m}{M_{p l}} \frac{R_{s t a r}}{L_{p l}}, \quad \frac{M_{p l}}{m} T_{p l} w \tag{5.16}
\end{equation*}
$$

Here $M$ is the ADM mass of the star, $R_{s t a r}$ is its radius and $w$ is its frequency eigenvalue. The rather counter intuitive fact that $M m$ is independent of $m$ is derived by using the geometric definition of $M$.

Using linear perturbation theory, it is possible to predict the behavior of the spherical stars under small radial perturbations. Since the perturbation equations are linear in the perturbed fields, it is possible to Fourier decompose the perturbations into oscillatory "modes" with time dependence $\exp (-i \gamma t)$, with $\gamma$ the frequency of the mode. Demanding that such perturbations conserve the Noether charge and vanish at infinity leads to an eigenvalue problem for $\gamma$. For $\gamma^{2}>0$, the star is stable with an oscillatory perturbation about the boson star solution, while for $\gamma^{2}<0$, the star is unstable. In the latter case, perturbations increase exponentially and the system leaves the linear perturbation regime in a finite time.

Boson stars are known to be stable under radial perturbation as long as the parameter is lower than a certain critical value, $\phi_{\text {crit }}$. This critical value corresponds to the maximum of the ADM mass, $M_{\max }$.

### 5.3.1 Time Evolution of Boson Stars

When studied numerically, the boson star solutions are always in a slightly perturbed state. Indeed, the solution error appearing in the generation of the initial data, in conjunction with the fact that this data is obtained by solving a system of ordinary differential equations to a much higher degree of accuracy than could be obtained via a corresponding solution in two dimensions, as well as further perturbations generated by the time evolution of this data are bound to take the boson star configuration away from the exact analytical solution. Thus the numerical time evolution of a boson star never yields a precisely static solution.

A first example is considered in order to establish how the numerics should be set up. The first boson star studied has parameter $\phi_{0}=0.1$, well within the stability region with respect to spherical perturbations. From Figure (5.8), it is seen that the radius of such a star is about 20 Planck lengths for $m=M_{p l}$. A preliminary run is launched to determine what value the tolerance should have. The parameters chosen are:

$$
\begin{align*}
\epsilon=0.001, \quad \lambda=0.1, \quad R_{\max } & =32, \quad \text { level }=6,7,8 \quad T_{\max }=25.0 \\
\text { tolerance } & =10^{-10} \tag{5.17}
\end{align*}
$$

|  | $\alpha$ | $\psi$ | $\beta^{\rho}$ | $\beta^{z}$ | $\phi_{1}$ | $\phi_{2}$ | $\sigma_{1}$ | $\sigma_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $L_{\infty}\left(f^{h}-f^{\frac{h}{2}}\right)\left(\times 10^{-5}\right)$ | 28 | 13 | 2 | 2 | 37 | 10 | 59 | 77 |

Table 5.1: Approximation to the truncation error for all grid functions at level 6,7 . The value is taken at $T=5.0$, when the effects due to the use of the same initial data have disappeared. The tolerance for level 6 will thus be set to $2.0 \times 10^{-6}$, which is one order of magnitude smaller than the smallest error above.
where $\lambda$ is the Courant factor. The approximation to the truncation error can be found in table (5.1). The tolerance is thus set to:

| level | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: |
| tolerance | $2.0 \times 10^{-6}$ | $5.0 \times 10^{-7}$ | $1.0 \times 10^{-7}$ |

Next, knowing what the tolerance should be set to, the initial data is evolved for a longer time, with $\lambda=0.5$. As can be seen in Figure (5.9), the solution appears to change behaviour around $t=300$. Charge and mass conservation begin to become seriously violated and the scalar field starts behaving in a way that is inconsistent with a stable perturbed boson star. The scalar field reaches an amplitude of $1 \%$ of its central value on the outer boundaries at $t \simeq 400$. The boundary conditions were derived under the assumption that the scalar field would vanish at the outer boundaries and thus the solutions become untrustworthy when the scalar field amplitude becomes large there. Thus, to see whether the star is really unstable or if the features observed are only boundary effects, the same initial data is evolved, but using $R_{\max }=64$. As can be seen on Figure (5.10), the bad behavior observed at $R_{\max }=32$ is a boundary effect. As a general rule of thumb, the outer boundary should be set three boson star radii away from the origin. This seems to be the best compromise between distant outer boundaries and good resolution, since the computational resources available are limited.


Figure 5.9: Norm of the scalar field, Noether charge and ADM mass as functions of coordinate time for $\phi_{0}=0.1, R_{\max }=32$. As can be seen in the Figure, results appear to deteriorate around $t=300$, where the scalar field attains about $1 \%$ of the central value on the outer boundaries at the coarsest level.


Figure 5.10: Norm of the scalar field, Noether charge and ADM mass as functions of coordinate time for $\phi_{0}=0.1, R_{\max }=64$. The figures show that the star is indeed stable and that the outer boundaries need to be placed further away than $R_{\max }=32$.

### 5.4 Spherically Perturbed Boson Stars

As a non trivial test of the numerical implementation, spherically perturbed boson stars are studied. In particular, in a recent article Hawley and Choptuik [6] quote the frequencies of the fundamental perturbation mode as calculated in linear perturbation theory. Their values must be modified slightly in order to match the system of units used in this thesis. Their perturbative results are compared to those obtained from the current numerical implementation in table 5.2 . The perturbation used for $\phi_{0}=\{0.06,0.10,0.14\}$ is given by:

$$
\begin{align*}
|\Phi| & =\phi \rightarrow \phi+\delta \phi \\
\delta \phi & =A \exp \left[-\frac{\rho^{2}+z^{2}}{\Delta^{2}}\right] . \tag{5.19}
\end{align*}
$$

with $A=0.02$ and $\Delta=2$, leading to a spherical perturbation that is substantially larger than the truncation error, thus allowing convergence testing. The

| $\phi_{0}$ | $\alpha_{0}$ | $\sigma_{\text {pert }}\left(\times 10^{-4}\right)$ | $\sigma_{\text {num }}\left(\times 10^{-4}\right)$ |
| :---: | :---: | :---: | :---: |
| 0.06 | 0.922 | $154 \pm 3$ | $161 \pm 17$ |
| 0.10 | 0.873 | $225 \pm 2$ | $242 \pm 25$ |
| 0.14 | 0.826 | $275 \pm 1$ | $273 \pm 26$ |
| 0.18 | 0.781 | $293 \pm 1$ | $279 \pm 20$ |
| 0.22 | 0.738 | $267 \pm 1$ | $? ? ?$ |

Table 5.2: Comparison between the frequencies obtained from the code and the values obtained by Hawley and Choptuik by perturbation theory. $\sigma_{\text {pert }}$ is obtained by taking the square root of the values quoted in the article and multiplying by $\alpha_{0}$ as obtained from the initial data code. The uncertainties are approximate. Values quoted come from level 7 data. The outer radii used for the domain are: $R_{\max }=64$ for $\phi_{0}=0.06,0.1$ and $R_{\max }=48$ for $\phi_{0}=0.14$ and $\phi_{0}=0.18$. The lack of resolution, due to numerical cost constraints, render the code unable to produce valid solutions at $\phi_{0}=0.22$, which is too close to the unstable branch.
central values of different grid functions as a function of time and the convergence properties of the solutions can be viewed in Appendix A. The frequencies are calculated from the graphs of $|\Phi(0)|^{2}$ vs. time; by measuring the position of successive mimimae (within uncertainty), one can deduce a value for the period of oscillation and thus the frequency. This is possible because the amplitude of the oscillation is dominated by the amplitude of the lowest mode, the fundamental mode we want to consider.

Unfortunately, the resolution used is inadequate to properly study perturbed solutions close to the boson star unstable branch, i.e. solutions with $\phi_{0}$ close to 0.27 . As it turns out, the perturbed $\phi_{0}=0.14$ solution is unstable at level 6 and the $\phi_{0}=0.18$ solution is unstable at level 7 . Stars with a $\phi_{0}$ value higher than 0.14 are thus considered without additional perturbation. The $\phi_{0}=0.18$ star behaves well at level 7 under truncation error perturbation. The program crashes for a $\phi_{0}=0.22 \mathrm{star}$, on the other hand; the only way to keep evolution going for a long time is to add so much dissipation that the star "evaporates" into a lighter configuration. To ensure that this indeed is caused by lack of resolution, the equivalent situation in spherical symmetry is considered. Using a one dimensional spherical code, the solutions can be studied with much higher resolution. The spherical code is constructed in the exact same way that the axisymmetric code was built, with the exceptions that 1) the code is 1 dimensional, and 2) the boundary conditions are used directly to solve for the boundary points, instead of indirectly through the use of ghost points. As can be seen in Figure (5.11), spherical calculations lead to what appears to be an unstable star at level 7, but turns out to be stable at a finer resolution. It is thus not surprising that the two dimensional code should exhibit the same properties.


Figure 5.11: Amplitude of the scalar field for a truncation error perturbed boson star with parameter $\phi_{0}=0.18$ using the spherically symmetric code briefly described in the text. Computations at levels 7 and 10 and shown. Here, $R_{\max }=32$ which is the same value that leads to an unstable evolution at level 7 with the 2-D code. As can be seen on the plot, the level 7 spherical calculation also appears unstable whereas the level 10 data shows that the star is in fact stable.

### 5.5 Newtonian boson stars collision

In the limit of light stars moving very slowly, the conformally flat approximation, like the full Einstein equations, reduce to Newtonian gravity. A non trivial test for the code is to see if it will generate collision between stars in the Newtonian limit in a time comparable to the timescale predicted by Newtonian gravity (assuming that the stars are point masses). The Newtonian equation for the gravitational force:

$$
\begin{equation*}
F=\frac{G m_{1} m_{2}}{r^{2}} \tag{5.20}
\end{equation*}
$$

can easily be integrated to yield the time two point masses should take to collide. Choosing $m_{1}=m_{2}=M_{s t a r}$ and $d_{0}$ as the initial distance between the two stars, the time to collision in Planck units is given by:

$$
\begin{equation*}
t_{c o l}=\frac{\pi}{4} \sqrt{\frac{d_{0}^{3}}{M_{s t a r}}} \tag{5.21}
\end{equation*}
$$

Results from a sample calculation are presented in Figure (5.12), where two light boson stars ( $\phi_{0}=0.02, M_{A D M}=0.28$ ) are initially placed 120 Planck units apart. The Newtonian prediction for the collision time is given by $t_{c o l} \simeq$ 1950 and the level 6 result show a collision time of 2310 . Considering that the situation is not purely Newtonian and that the stars are not point masses, this seems to indicate that the solution reduces to the Newtonian case, as it should.


$$
t=1800.00
$$


$6.76 \mathrm{e}-07 \quad 2.03 \mathrm{e}-02$
$\mathrm{t}=2310.00$


Figure 5.12: Newtonian collision between two light boson stars. The value of $\phi_{0}$ is 0.02 and the stars are initially 120 Planck units apart. The mass of each star is 0.28 Planck units. The central value of $|\Phi|$ reaches a maximum at $t \simeq 2310$ Planck units.

## Chapter 6

## Critical Phenomena

### 6.1 Introduction

The subject of critical phenomena has been extensively reviewed by Gundlach [13]; here we present only a brief overview of some key results. Consider an initial data set for time evolution of a general relativistic system characterized by a parameter $p$ such that for large enough values of the parameter, the spacetime contains a black hole and that for small enough values of $p$ all the matter dissipates to infinity. Then there must be a critical value of the parameter, $p^{*}$, at the threshold of black hole formation. The question of what the critical solution, i.e. the spacetime lying on the edge between dissipation and collapse, looks like was first studied by Choptuik [20]. The critical solution is defined as the limit solution for the spacetime when $p \rightarrow p^{*}$, and subsequent work suggested that it has only a single growing mode in perturbation theory. According to the sign of the coefficient in front of that growing mode, the near critical spacetime will either collapse or dissipate all its matter to infinity. Choptuik found unexpected and interesting behavior for diverse families of initial data leading to spherically symmetric collapse. Depending on the matter model used, two types of symmetry have been observed for solutions close to criticality: the critical solution can be static or periodic (type I solution) or the critical solution can have scale-translation symmetry, where the solution is either continuously or discretely self-similar (type II solution).

Working with a massless scalar field, Choptuik [20] found type II solutions. By tuning the parameter $p$ closer and closer to $p^{*}$, it was found that the solution exhibited "discrete self-similarity" (DSS), i.e.:

$$
\begin{array}{r}
Z_{*}(r, t)=Z_{*}\left(e^{n \Delta} r, e^{n \Delta} t\right)  \tag{6.1}\\
n=\{1,2,3, \ldots\}, \quad \Delta \simeq 3.44
\end{array}
$$

where $Z_{*}$ is any dimensionless dynamical variable computed at criticality, and where the time coordinate $t$ must be defined appropriately. It was found that the masses of the black holes formed for p close to $p^{*}$.scale as

$$
\begin{equation*}
M \simeq C\left(p-p^{*}\right)^{\gamma} \tag{6.2}
\end{equation*}
$$

The value found by Choptuik for $\gamma$ was 0.37 . Other models were also investigated and it was found that these initial data sets led to continuous self-similar (CSS) critical solutions:

$$
\begin{equation*}
Z_{*}=Z_{*}\left(-\frac{r}{t}\right) \tag{6.3}
\end{equation*}
$$

These types of critical solutions were called "Type II DSS" and "Type II CSS".
Other matter models exhibit a different behavior, dubbed "Type I". For these solutions, for $p>p^{*}$ black hole formation is switched on with a finite mass. The scaling appears in the lifetime of the solution, i.e. solutions close to criticality behave like the critical solution for a time:

$$
\begin{equation*}
\Delta \tau \simeq-\gamma \ln \left|p-p^{*}\right|+\text { const. } \tag{6.4}
\end{equation*}
$$

The geometric functions for the critical solution are either periodic or static rather than self similar. In particular, this is the type of behavior observed when a spherical boson star is appropriately perturbed by a spherical pulse of real scalar field [6].

The non-spherical case has received little attention in the past; Abrahams and Evans [24] were the first to study the collapse of gravitational waves in vacuum in axisymmetry. In this thesis, a single spherical boson star perturbed by an incoming axisymmetric wave of massless real scalar field is used to investigate critical phenomena in a non-spherical case within the context of the conformally flat approximation.

### 6.2 Numerical Setup

Many technical factors influence which one-parameter family of initial data will be studied. The competing demands of highest possible resolution for lowest possible numerical costs greatly constrain the kind of situations practically available for study. The situation chosen is given by a single spherical boson star that is perturbed by an incoming pulse of massless real scalar field. The massless scalar field, described by $\phi_{3}$ and $\sigma_{3}$, obeys the exact same equations as the components of the complex scalar field with $m=0$ (see equations (2.137) and (2.138)). The code is thus naturally extended to deal with these fields; the matter source terms for the geometry are modified by introducing the new real field and the evolution code is modified as well. Since more dynamics at the boundaries is expected, all the matter fields are endowed with outgoing boundary conditions at the outer boundary. This amounts to sssuming that the field will behave approximately like a flatspace outgoing spherical wave when it reaches the outer boundary. The form of the perturbation at the initial time is given by:

$$
\left.\begin{array}{rl}
\phi_{3} & =\left\{\begin{array}{ll}
A \exp \left[-\frac{\left(\rho-\rho_{0}\right)^{2}}{\delta^{2}}\right] & |z|<z_{0} \\
A \exp \left[-\frac{\left(\rho-\rho_{0}\right)^{2}}{\delta^{2}}\right. \\
\hline
\end{array} \frac{\left(|z|-z_{0}\right)^{2}}{\delta}\right] \\
|z| \geq z_{0}
\end{array}\right] \begin{array}{ll}
\sigma_{3} & =\frac{\rho \psi^{6}}{\alpha} \frac{\partial \phi_{3}}{\partial \rho} \tag{6.6}
\end{array}
$$

The initial data for the scalar field basically represents a cylindrical gaussian pulse of finite extent in the $z$ direction. This finite extent is chosen such that the bulk of the pulse is initially contained in the domain considered (see figure

## $\mathrm{t}=0.00$



Figure 6.1: Typical form of the initial data. The norm of the complex scalar field and the real massless scalar field are superimposed in the figure.
(6.1)). The initial data for the conjugate variable $\sigma_{3}$ is chosen to make the pulse initially ingoing. The initial data describing the boson star is taken to be the single boson star solution. Care must be taken not to specify too large a perturbation, or else $\rho_{m}+S_{i}^{i}$, as described by equation (2.84), can become negative, leading to a non-physical $\alpha>1$.

The parameters chosen are:

$$
\begin{array}{ll}
\phi_{0}=0.27, & R_{\max }=40, \quad \delta=8, \quad \rho_{0}=32, \quad z_{0}=35  \tag{6.7}\\
& \hat{\delta}=10, \quad \text { level }=5,6, \quad \lambda=0.1, \quad \epsilon=0.25
\end{array}
$$

and $A$ is the tunable parameter.

### 6.3 Results

A, the family parameter, was tuned to high precision at level 5 and 6 . In both cases, near critical solutions appear exhibit type I behavior. The critical values of the parameters obtained are:

$$
\begin{align*}
& A_{5}^{*}=0.3185799460534935 \pm 5 \times 10^{-16}  \tag{6.8}\\
& A_{6}^{*}=0.2117047263 \pm 10^{-10} \tag{6.9}
\end{align*}
$$

Solutions close to criticality all exhibit the same behavior: initially, the geometry is non-spherical due to the incoming pulse but it "shakes off" the non-spherical perturbation and the solution becomes periodic for a time before either dispersing most of the matter to infinity, or collapsing to a black hole, depending on the sign of $A-A^{*}$. The nature of the distribution of the matter left at the origin by a subcritical evolution is unclear, but a very large fraction of the initial matter is dispersed to infinity. Evidence of the spherical nature of the critical solution can be viewed in Appendix B. The black holes formed by supercritical solutions seem to have a finite mass and the value of the scaling exponent, as defined by equation (6.4) is given by 9.7 at level 5 and 3.7 at level 6. The value cited by Hawley and Choptuik [6] for spherical simulations is 9.2 . The large discrepancy at level 6 motivates further investigation. The relatively naive fitting method used for level 5 data probably is not appropriate at level 6 because the critical solution was not tuned to the same precision.

To obtain a measure of just how different the level 6 result is from the level 5 result, two techniques were used: 1) a 2 -parameter fit was used on level 6 data, fitting $\gamma$ and $A^{*}$, to the experimental points dropping the last one, and 2) a similar analysis was performed on a subset of the level 5 data that mimics the gathered data at level 6 .

Using the gnuplot data fitting package, the 2-parameter fit on the subset of the level 6 data excluding the final point yielded:

$$
\begin{aligned}
A_{6}^{*} & =0.211705 \pm 4 \times 10^{-5} \\
\gamma_{6} & =3.7 \pm 0.3
\end{aligned}
$$

This is similar to the first naive one-parameter fit with the value of $A_{6}^{*}$ stated earlier.

Using the same algorithm on the full data set at level 5 yielded:

$$
\begin{aligned}
A_{5}^{*} & =0.31858 \pm 1 \times 10^{-5} \\
\gamma_{5}^{f u l l} & =9.4 \pm 0.3
\end{aligned}
$$

This is slightly different from the value obtained previously for $\gamma$. Using only a truncated set approximating the level 6 set, the values obtained were:

$$
\begin{aligned}
A_{5}^{*} & =0.31858 \pm 5 \times 10^{-5} \\
\gamma_{5}^{\text {trunc }} & =8.4 \pm 0.8
\end{aligned}
$$

As can be seen from these results, the level 5 truncated set does yield a result that is substantially different than the full set value, but the value is still very different from what is observed at level 6.

We can also compute another scaling exponent, $\hat{\gamma}$, which for the case of a spherical static critical solution should be related to $\gamma$ via $\hat{\gamma}=\gamma / \alpha_{0}$ where $\alpha_{0}$ is the central value of the lapse during critical evolution. Specifically $\hat{\gamma}$ is calculated via the same basic technique used above in the computation of $\gamma$, but using coordinate time rather than central proper time. As can be seen in figure 6.3, the difference between the estimates of $\hat{\gamma}$ for level 5 and level 6 calculations appears to be of the order of $50 \%$ instead of the roughly $200 \%$ the previous discussion seems to imply. This would indicate that the method employed to compute $\gamma$ is somewhat imprecise and that the discrepancy between the results at the two resolutions is not that large. Furthermore, the critical solutions at the two discretization scales appear to be somewhat distinct (due, presumably, to the substantial discretization errors on the relatively coarse meshes used), which may well account for the remaining discrepancy. Indeed, the minimum values of the lapse function in the critical regime are significantly different: at level 5 , the mimimum value of the lapse is $\left.\alpha_{5}\right|_{\min }=0.179$ and at level 6 it is $\left.\alpha_{6}\right|_{\min }=0.095$. This indicates that the solutions considered are indeed different, which no doubt contributes in part to the different values of $\gamma$ that were computed.

Although the obtained values are of the same order of magnitude as the value cited by Hawley and Choptuik, it remains unclear whether the observed data in axisymmetry behaves in the same way as the spherically symmetric case. If higher resolutions could be achieved it would be interesting to see if the axisymmetric value of $\gamma$ converges to the spherical one.


Figure 6.2: Central value of $\alpha$ for diverse values of the family parameter for supercritical level 5 data. As can be seen in the figure, the closer the parameter is to its critical value, the longer the solution behaves like the critical one.


Figure 6.3: Central value of $\alpha$ for diverse values of the family parameter for supercritical level 6 data.


Figure 6.4: Lifetime spent in the critical regime as function of the family parameter, $A$, for level 5 data. Proper time at the center of the grid is used; the time variable must be rescaled using $\tau=\int \alpha d t$ (the shift is negligible). The value of the critical parameter, defined in equation (6.4), is given by $\gamma=9.7$, where the quoted uncertainty comes from the uncertainty on $A^{*}$. The value of $\gamma$ is obtained by making a linear fit to the data.


Figure 6.5: Lifetime spent in the critical regime as function of the family parameter, $A$, for level 6 data. Proper time at the center of the grid is used; the time variable must be changed using $\tau=\int \alpha d t$ (the shift is negligible). The value of the critical parameter, defined in equation (6.4), is given by $\gamma=3.7$, where the quoted uncertainty comes from the uncertainty on $A^{*}$. The value of $\gamma$ is obtained by making a linear fit to the data.


Figure 6.6: Lifetime spent in the critical regime over comparable ranges of the family parameter, $A$, for level 5 data and level 6 data using coordinate time. The values of $\hat{\gamma}$ are obtained by making linear fits to the data. The disagreement between level 5 and level 6 is much smaller here than for the computations of $\gamma$ that were made using central proper time.


Figure 6.7: ADM mass for supercritical and subcritical solutions for level 5 data. Once an apparent horizon forms, the value of the ADM mass rapidly increases, probably indicating that the scheme quickly becomes less accurate due to the steep gradients arising from the impending coordinate pathology. When the solution oscillates in the critical regime, though, the bulk of the matter is concentrated around the origin and the computed mass yields a sensible result. Clearly, the solution does not "shed mass" while in the critical regime (type II behavior) and the black holes formed must have a finite mass, which is typical of type I behavior.

## Chapter 7

## Conclusion

In this thesis, boson stars studied in axisymmetry under the conformally flat approximation have been shown to behave similarly to the spherical solutions of the Einstein-Klein-Gordon equations under small perturbation. The program devised to solve the set of equations has been shown to converge well, to conserve the ADM mass and the Noether charge and independent residual evaluations have confirmed that indeed the right equations were being solved.

Additional results, though preliminary, indicate that the model also admits Type I critical behavior at the black hole threshold when a boson star is perturbed by a massless scalar field pulse. Results indicate that within this approximation the critical solution seem to be spherical, as evidenced in appendix $B$, even though the perturbations are highly non spherical. Furthermore, as $p \rightarrow p^{*}$, the solutions in the critical regime exhibited periodicity that probably can be interpreted as the "ringing" of an unstable boson star. On the other hand, a definitive value of the scaling exponent $\gamma$ has not yet been obtained, since the current results display significant dependence on the mesh spacing used.

A major drawback suffered by numerical simulations in axisymmetry is the high computational cost for adequately resolved calculations, particularly relative to spherically symmetric simulations. Although there is no "magic resolution" and solution features should be observable even at coarse discretizations, convergence and conservation testing are less crisp than they would be in a highly resolved spherical (one dimensional) numerical investigation. Furthermore, the desire for the highest resolution possible interferes with the demand for large numerical domains in order to accommodate the boundary conditions, which are only valid in the asymptotically flat region. Bigger domains mean coarser resolution or longer solving time, which can become problematic in a tuning problem.

There still remains the difficult problem of quantifying the validity of the conformally flat approximation. This question is of high interest to numerical relativists, for solving the conformally flat system of equations is much simpler than tackling the full Einstein equations. In this thesis, this approximation seems to yield solutions consistent with the expected behavior of a full Einstein solution at a fraction of the numerical price, so a definitive exposition of its validity would be profitable to the numerical relativity community.
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## Appendix A

## Perturbed Boson Stars Data

Here is displayed the data relevant to the calculation of the frequency of the fundamental mode for a single spherical boson star under spherical perturbation as well as evidence that the code behaves as expected and converges properly.

The static boson star solutions are labeled by two parameters: $\phi_{0}$, the maximum value of the scalar field's amplitude at the origin, and $m$, the mass parameter in the Klein-Gordon equation. $m$ is always set to 1 and $\phi_{0}$ is chosen between 0.06 and 0.18 , which always puts the static boson star solution in the stable region of parameter space (see figure 5.8).

Two types of perturbation are considered. Truncation error perturbation, which is the perturbation imposed on the boson star solution by the fact that the continuum solution doesn't satisfy the discretized equations exactly, drives the solution away from staticity. This perturbation is always present and is the only form of perturbation acting when no other perturbation is introduced "by hand". A second type of perturbation is also considered. The initial data is modified by adding a spherical gaussian pulse to the initial value of the scalar field. This perturbation is parametrized as follows:

$$
\begin{align*}
\phi_{1} & \rightarrow \phi_{1}+\delta \phi  \tag{A.1}\\
\phi_{2} & \rightarrow \phi_{2}  \tag{A.2}\\
\sigma_{1} & \rightarrow \sigma_{1}  \tag{A.3}\\
\sigma_{2} & \rightarrow \sigma_{2}+\rho \delta \phi \tag{A.4}
\end{align*}
$$

where $\Phi(t=0)=\phi_{1}+i \phi_{2}$ is the initial value of the scalar field and $\Pi(t=0)=$ $\sigma_{1}+i \sigma_{2}$ is the momentum conjugate field to $\Phi$. The particular form chosen respects the demand that the conjugate momentum vanish on the axis. The perturbation is given by:

$$
\begin{equation*}
\delta \phi=A \exp \left[-\frac{\rho^{2}+z^{2}}{\Delta^{2}}\right] \tag{A.6}
\end{equation*}
$$

Hence the perturbation is described by two parameters: $\Delta$ and $A$, with the understanding that $A=0$ represents truncation error perturbation.

Finally, the numerical solving process also involves freely adjustable parameters: $R_{\text {max }}$, which defines the position of the outer boundary, $\epsilon$, the KreissOliger dissipation coefficient, $h$ and $k$, the meshsizes in space and time, and


Figure A.1: Amplitude of the scalar field as a function of time. After $t \simeq 150$, boundary effects generate high frequency noise. Level 8 data was only generated up to $t=250$ due to high computational costs.
Parameters: $\phi_{0}=0.06, A=0.02, \quad R_{\max }=64$
level, which measures the coarseness of the mesh. As discussed in Chapter 3, all these parameters are not independent:

$$
\begin{align*}
& h=\frac{R_{\max }}{2^{\text {level }}+1}  \tag{A.7}\\
& \lambda=\frac{k}{h} \tag{A.8}
\end{align*}
$$

where $\lambda$, the Courant factor, has been introduced. Thus, a sufficient set of parameters to describe a particular implementation is composed of level, $R_{\max }$, $\lambda$ and $\epsilon$.

Thus, in summary, a numerical solution will be labeled by the following parameters:

$$
\begin{equation*}
\phi_{0}, \quad A, \quad \Delta=2, \quad \text { level }=6,7,8, \quad R_{\max }, \quad \lambda=0.25, \quad \epsilon=0.01 \tag{A.9}
\end{equation*}
$$

where the numerical values indicate that these parameters are the same for all the graphs presented in this appendix.


Figure A.2: Convergence factor for some of the grid functions at level $6,7,8$ for $50 \leq t \leq 150$.
Parameters: $\phi_{0}=0.06, A=0.02, \quad R_{\max }=64$


Figure A.3: Convergence factor for some of the grid functions at level $6,7,8$ for $50 \leq t \leq 150$.
Parameters: $\phi_{0}=0.06, \quad A=0.02, \quad R_{\text {max }}=64$


Figure A.4: Convergence factor for some of the grid functions at level $6,7,8$ for $50 \leq t \leq 150$.
Parameters: $\phi_{0}=0.06, \quad A=0.02, \quad R_{\text {max }}=64$


Figure A.5: ADM mass at level 6,7,8. Boundary effects become important around $t \simeq 800$ and the solution is probably untrustworthy after that time. The mass is only computed up to $t=250$ at level 8 because of large computational cost.
Parameters: $\phi_{0}=0.06, \quad A=0.02, \quad R_{\max }=64$


Figure A.6: Noether charge at level $6,7,8$. Boundary effects become important around $t \simeq 800$ and the solution is probably untrustworthy after that time. The charge is only computed up to $t=250$ at level 8 because of large computational cost.
Parameters: $\phi_{0}=0.06, \quad A=0.02, \quad R_{\text {max }}=64$


Figure A.7: Amplitude of the scalar field as a function of time. Level 8 data was only generated up to $t=150$ due to high computational costs.
Parameters: $\phi_{0}=0.10, \quad A=0.02, \quad R_{\max }=64$


Figure A.8: Convergence factor for some of the grid functions at level $6,7,8$ for $50 \leq t \leq 150$.
Parameters: $\phi_{0}=0.10, \quad A=0.02, \quad R_{\max }=64$


Figure A.9: Convergence factor for some of the grid functions at level 6,7,8 for $50 \leq t \leq 150$.
Parameters: $\phi_{0}=0.10, \quad A=0.02, \quad R_{\text {max }}=64$


Figure A.10: Convergence factor for some of the grid functions at level $6,7,8$ for $50 \leq t \leq 150$.
Parameters: $\phi_{0}=0.10, A=0.02, \quad R_{\text {max }}=64$


Figure A.11: ADM mass at level 6,7,8.
Parameters: $\phi_{0}=0.10, \quad A=0.02, \quad R_{\max }=64$


Figure A.12: Noether charge at level 6,7,8.
Parameters: $\phi_{0}=0.10, \quad A=0.02, \quad R_{\max }=64$


Figure A.13: Amplitude of the scalar field as a function of time. Only level 7 data is presented. At lower resolution, the star is unstable and no oscillating solution could be produced.
Parameters: $\phi_{0}=0.14, \quad A=0.02, \quad R_{\text {max }}=32$


Figure A.14: ADM mass and Noether charge at level 7. Boundary effects render the solution invalid around $\mathrm{t}=800$.
Parameters: $\phi_{0}=0.14, \quad A=0.02, \quad R_{\max }=32$


Figure A.15: Amplitude of the scalar field as a function of time at level 7. The star is perturbed by truncation error.
Parameters: $\phi_{0}=0.18, \quad A=0.0, \quad R_{\max }=32$


Figure A.16: $\phi_{0}=0.18:$ ADM mass and Noether charge at level 7 for truncation error perturbation.
Parameters: $\phi_{0}=0.18, \quad A=0.0, \quad R_{\max }=32$

## Appendix B

## Grid Function Slicing for Critical Phenomena

Here is presented some time evolution data for single static boson star perturbed by an axisymmetric massless scalar field pulse. The data shows evidence that, although the perturbation is highly non-spherical, the resulting close-to-critical solutions appear to be close to spherical. All the data presented is super-critical, i.e. $A>A^{*}$ and thus the solution eventually develops a black hole.


Figure B.1: $\rho=0$ (dotted line) and $z=0$ (full line) spacelike slices of the lapse for $\left|A-A^{*}\right| \simeq 10^{-15}$ at level 5. At initial times, the lapse is highly aspherical because of the perturbation, but once the solution is in the critical regime $(t>400)$ the radial and axial slices become close to identical. The critical solution's axial slice past $t \simeq 500$ seems off centered by one grid point to the left with respect to the radial slice. This effect converges away, as will be seen at level 6.


Figure B.2: $\rho=0$ (dotted line) and $z=0$ (full line) spacelike slices of the conformal factor for $\left|A-A^{*}\right| \simeq 10^{-15}$ at level 5 . The same features present in the lapse data can be observed.



Figure B.3: $\rho=0$ (dotted line) and $z=0$ (full line) spacelike slices of the amplitude of the complex scalar field for $\left|A-A^{*}\right| \simeq 10^{-15}$ at level 5 . Even though the boson star parameter is $\phi_{0}=0.27$, the presence of the perturbation changes the amplitude of the boson star significantly. The star appears to be in a aspherical excited mode, as the nodes on the axis slice indicate. The star seems to be dissipated away before the end of the lifetime of the critical solution, but a look at the boson star data at a relative scale by reducing the range of the vertical axes indicates that massive scalar field is still present in the vicinity of the origin for the duration of the critical regime. Clearly, the star is not well resolved; it occupies roughly a subgrid of 7 by 15 points.


Figure B.4: $\rho=0$ (dotted line) and $z=0$ (full line) spacelike slices of the amplitude of the real scalar field for $\left|A-A^{*}\right| \simeq 10^{-15}$ at level 5. The data presented is super-critial, i.e. it leads to the formation of a black hole.


Figure B.5: $\rho=0$ (dotted line) and $z=0$ (full line) spacelike slices of the lapse for $\left|A-A^{*}\right| \simeq 10^{-9}$ at level 6 . The asymmetry observed at level 5 is now gone.


Figure B.6: $\rho=0$ (dotted line) and $z=0$ (full line) spacelike slices of the conformal factor for $\left|A-A^{*}\right| \simeq 10^{-9}$ at level 6 .


Figure B.7: $\rho=0$ (dotted line) and $z=0$ (full line) spacelike slices of the amplitude of the complex scalar field at a late time for $\left|A-A^{*}\right| \simeq$ $10^{-9}$ at level 6. The star is better resolved than at level 5 , but is still clearly very poorly resolved.

