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Abstract

In this thesis, practical techniques for analyzing, tuning and implementing an industrial model predictive controller (MPC) for paper machine cross-directional (CD) processes are developed. These techniques include model reduction, performance and robust stability analysis of a linear closed-loop system, and optimal prediction of steady-state performance for constrained MPC.

Paper machine cross-directional processes are large-scale two-dimensional systems. In order to make the online computational load feasible in real time, it is necessary to reduce the dimensions of the model, especially for multiple-array systems. Due to the very large dimension and ill-conditioning of the process, the plant model can be effectively reduced by wavelet matrices based on a modified wavelet packet method. The reduced model captures the controllable spatial components of CD processes. After model reduction, MPC based on the reduced model is implemented in the wavelet domain. Meanwhile, the constraints can be exactly represented in the wavelet domain. The main benefit of implementing MPC in the reduced domain is that the on-line computational time for solving the quadratic programming (QP) problem is greatly reduced compared to the implementation of MPC based on the original model while good control performance is preserved. This method is applicable for multiple-array systems.

For large-scale spatially-distributed systems such as CD processes, the process model, the additive structured uncertainty, and the linear portion of the MPC controller are approximated as linear, spatially-invariant, and time-invariant. The transfer function analysis will hold as long as the disturbances are small enough magnitude that the MPC does not hit constraints. To analyze the relevant closed-loop transfer matrices, the novel concept of rectangular circulant matrices (RCMs) is proposed. RCMs can be diagonalized by complex Fourier matrices, allowing analysis in terms of a family of single-input single-output (SISO) transfer functions across the spatial frequencies. Familiar concepts from control engineering such as bandwidth and stability margin are extended into the two-dimensional frequency domain, providing intuitive measures of closed-loop performance and robustness. Consistent criteria are given for the analysis of the closed-loop effect of the industrial CD MPC tuning weights based on standard robust control theory. Properly tuning the magnitude of weights, choosing the structure of weights, and considering the structure of model uncertainty in the MPC design stage can greatly improve the performance. This method can be used to design robust CD MPC for multiple-array systems.

In order to assess the steady-state performance of constrained CD MPC, the state of the art requires to run closed-loop simulations. Due to the large-scale characteristic of CD processes, especially for multiple-array systems, it is very time-consuming and
inconvenient for use as a practical tuning tool. However, fast and correct prediction of the steady-state performance is necessary for tuning the CD MPC, especially for the cases with active constraints. A one-step static optimizer is proposed to predict the steady-state closed-loop performance of CD MPC. Two examples are given for demonstrating that the static optimizer is significantly more efficient (up to two orders of magnitude) than the conventional closed-loop simulation method while reliably and accurately predicting the steady-state closed-loop performance.
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Chapter 1
Introduction

1.1 Paper Machine Cross-Directional Processes

Papermaking is an important industry worldwide worth billions of dollars annually. The paper machine plays one of the most important roles in paper production. Its function is to continuously transform a slurry of water and cellulose fibers into a sheet of paper as efficiently as possible. Figure 1.1 illustrates a typical Fourdrinier style paper machine. The following is a brief description of its operation and more detailed information may be found in [9, 14, 31].

In general, a paper machine can be divided into four sections: the wet end section, the press section, the dryer section, and the post drying operations section. First, a dilute suspension of fibers, typically 0.3 0.6% consistency (i.e., 0.3 0.6% fibers, and 99.4 99.7% water), is pumped into the headbox. The headbox then evenly distributes the slurry over the cross direction on an endless wire screen which may be moving at speeds up to 120 km/h. Water in the slurry is removed by gravity and suction devices under the wire screen. The sheet of paper is formed and at this point (the end of the wet end section) it is 18 23% consistency. More water is squeezed out in the press section by counter-rotating rollers to a consistency of 35 55%. Then, the sheet enters the dryer section and is dried by a series of steam heated dryer cans to 91 95% dryness (finished paper contains 5 9% water content). The dry sheet then enters the post drying operations section and passes a series of rotating rolls known as the calender stack for improving the surface smoothness and gloss, and controlling the sheet thickness (caliper). Finally, the dry paper is wound up on a reel as shown in Figure 1.1.

The direction of sheet travel is known as the machine direction (MD) and the direction perpendicular to the sheet travel is known as the cross direction (CD). In industry, paper machine control is split in two parts: MD control and CD control.

The paper properties are measured by sensors mounted on a scanner that traverses back and forth across the moving paper sheet, taking between 15 45 seconds to cross its width. In each pass across the moving paper sheet, the scanning sensor measures the sheet properties at up to 2000 evenly spaced locations, called measurement points or data boxes. The paper properties of particular concern to the papermaker are moisture (water

\(^1\)Consistency is defined as weight concentration of fibers in the suspension
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content of the sheet weight in \%), basis weight or grammage (the sheet weight per unit area in grams per square metre gsm), caliper (the thickness of the sheet in \(\mu m\)), and gloss (a measure of the optical reflectance of the sheet measured in points).

As illustrated in Figure 1.2, the combined effect of the moving paper sheet with the motion of the scanning sensor results in the sensor measuring a zig-zag path over the produced sheet. However the industrial practice and the actuator design are concerned with the sheet properties partitioned into pure MD component and pure CD profile, while the extraction of true CD and MD signals from scanning sensor measurements is currently unresolved (see the research on two-dimensional aliasing issues in \[73, 91\]).

The industrial practice is to simply filter the scan profiles and create estimates of the CD and MD signals. Such filtering will generally slow down the observed dynamics of the system in an effort to produce a more reliable estimation.

In order to control the time-varying MD component, the overall paper weight is controlled by manipulating the flow rate of pulp into the paper machine and the speed of the machine itself. The MD moisture content is controlled via the overall drying effect of the machine, typically actuated by manipulating the overall steam flow into the dryer section. MD control is outside of the scope of the current work, and no MD actuators are illustrated in Figure 1.1.

Cross-directional control refers to the control of the paper profile in the CD. This is a finer-resolution control that is actuated by arrays of identically-constructed actuators distributed across the CD width of the paper machine. Figure 1.1 illustrates five of the most common types of CD actuator arrays in their typical positions on the paper machine.
including slice lip, dilution actuators, steam boxes, rewet shower and induction heating actuators.

Slice lip actuators are traditionally designed for controlling CD variations in the basis weight profile. The pulp exits the headbox shown in Figure 1.1 through a narrow opening across the width of paper machine. The size of this opening can be changed locally by bending the flexible slice lip using a set of actuators (screws). Tightening one of the screws locally narrows the opening thus decreasing the amount of fibers at that location on to the wire and decreasing the basis weight. It is worth noting that the change in the basis weight profile by the slice lip will also bring about changes in the moisture and caliper profiles [3, 14]. Increasing the basis weight at one location in the CD will reduce drainage and thus locally increase moisture, and locally increase the thickness of the sheet due to increased fibre deposition in the absence of closed-loop moisture and caliper control. Figure 1.3 illustrates the steady-steady responses of basis weight and moisture to slice lip actuators with data from a Canadian newsprint paper machine. Figures 1.3a and 1.3b show the basis weight and moisture profiles including the process responses and the modelled responses respectively, and Figure 1.3c shows the actuator profile. Note that all of these figures are showing the deviations attributed to the bump test, which is normally used for identifying the process model.

A typical set of slice lip actuators (screws) has \( n = 50 \sim 118 \) actuators and the actuator spacing is between 7.0\( cm \) and 20\( cm \) [14, 77]. Besides the common maximum/minimum and rate constraints, slice lip actuators are subject to bending constraints in order to prevent damaging the expensive slice lip due to excessive flexing and bending.
Figure 1.3: (a) Steady-state response of basis weight to slice lip actuators; (b) Steady-state response of moisture to slice lip actuators; (c) The slice lip actuator profile. The thick smooth solid lines in (a) and (b) are the modelled responses. Data was obtained from a Canadian newsprint machine.

A newer type of actuator for basis weight control is the dilution actuator [90]. The basis weight profile can be changed by an array of dilution actuators distributed across the back of the headbox through locally altering the concentration of pulp fibers in the headbox. Increasing the flow of a dilution actuator reduces the local concentration of pulp fibers and thus decreases the local basis weight. A typical set of dilution actuators has $n = 150 \sim 300$ actuators with actuator spacing $3.5cm \sim 7.0cm$. Detailed information about basis weight response to a dilution actuator may be found in [77, 90]. Again the adjustment in the basis weight profile by the dilution actuators will likely impact the moisture and caliper profiles although experimental data do not yet exist.

Steam boxes utilize the principle of hot pressing to improve water removal by increasing the sheet temperature. The sheet temperature is increased by condensing steam on and in the sheet and thus the water in the sheet can be more easily removed. The number of actuators in an array of steam boxes is $n = 55 \sim 171$ and actuator spacing is between $7.5cm \sim 15cm$. Analogous to slice lip actuators, steam boxes have an impact on both moisture and caliper [14].
Rewet shower actuators are used for preventing over drying of the sheet and correcting the dry steaks. These actuators atomize water into fine droplets and spray on the sheet in order to reduce the variations of the moisture profile. There are \( n = 50 \sim 120 \) actuators for a rewet shower actuator array with actuator spacing \( 5cm \sim 15cm \).

The calendar stack is located at the dry end of paper machine and is a series (stack) of counter-rotating rollers through which the paper sheet is fed in order to modify the caliper or thickness of the sheet. CD control of the caliper profile is actuated via an array of induction heating actuators that are mounted about \( 5mm \) from one of the rollers. Each actuator in the array is an independently controlled AC current source. Increasing the amplitude of the current has the effect of inducing heat-generating eddy currents in the roller. As the temperature increases, the diameter of the roller locally increases at that CD location, due to thermal expansion. This in turn increases the applied pressure on the paper sheet and reduces the resulting caliper. Induction heating actuators thus have a strong impact on the caliper profile and have also been observed to positively influence the sheet gloss due to the effect of increased surface temperature and applied pressure. A typical set of induction heating actuators has \( n = 100 \) actuators on average with actuator spacing \( 7.5cm \).

As seen above, although each actuator array is originally designed for controlling a single sheet property, strong interactions exist between multiple actuator arrays and multiple sheet properties.

The estimated standard deviation of the paper properties is used as a quality standard in the sale of paper [1]. If a reel of paper is measured by the scanning sensor in Figure 1.1 at \( m \) locations in the CD and the reel consists of \( T \) scans, then the sheet measurements are given by \( y(k) \in \mathbb{R}^m \) with discrete-time index \( k = 1, \cdots, T \), and the conventional paper quality index \( \kappa \) is defined as

\[
\kappa := 2 \cdot \sqrt{\frac{1}{mT - 1} \sum_{k=1}^{T} (y(k) - \bar{y})^T(y(k) - \bar{y})}, \tag{1.1}
\]

\[
\bar{y} := \left[ y_{avg}, y_{avg}, \cdots, y_{avg} \right], \quad y_{avg} = \sum_{k=1}^{T} \sum_{j=1}^{m} \frac{y_j(k)}{m \cdot T}, \tag{1.2}
\]

where \( y_{avg} \) is the overall mean of the two-dimensional array of measurements. Minimizing the quality index \( \kappa \) has been used in many CD control strategies.
1.2 Process Characteristics

The goal of this section is to describe the features of the CD process that make its control a challenging problem.

1.2.1 Single-array System

In most CD control literature, a CD process only describes a single actuator array and single controlled property case, which is modelled as a cascade connection of a dynamic and a spatial response. In other words, the discrete-time model of the process has separable dynamic and spatial responses given by,

\[ y(z) = G(z)u(z), \quad G(z) = G_0 \cdot h(z), \]

where \( y(z) \in \mathbb{C}^m, u(z) \in \mathbb{C}^n \) are the Z-transforms of the measurement profile and the actuator set-point profile. As discussed in Section 1.1, the scanning sensor measures the sheet at \( m \leq 2000 \) locations in the CD. The actuator array is composed of \( n \leq 300 \) individual identically-constructed actuators. \( G_0 \in \mathbb{R}^{m \times n} \) is the constant interaction matrix which describes the spatial response of the process, \( h(z) \) is the Z-transform of the scalar dynamic response of the process, which is usually considered as a first-order-plus-deadtime transfer function. The separability of the dynamics \( h(z) \) from the spatial response matrix \( G_0 \) in (1.3) is a common simplification in CD control. Its implication is that the response of the paper sheet to one of the actuators does not change in shape after changing the actuator's magnitude.

Figure 1.4 shows a typical basis weight response to a slice lip which illustrates the separability of the two-dimensional (space and time) feature of a CD process.

Depending on the type of arrays and of different controlled properties, the spatial responses could be very different. For example, the basis weight spatial response to a dilution actuator is usually much narrower than that to a slice lip actuator as shown in Figure 1.5. Similarly, the dynamic responses could vary from a very fast one to a very slow one. For example, the dynamic response of moisture to a rewet shower is very fast compared with the scan time (the rise time could be less than one scan time), and thus the process dynamics are dominated by the sensor filtering and the transport delay. The rise time of the dynamic response of caliper to an induction heating actuator could be more than 10 times the scan time while the dead time due to the transport delay is quite small as the scanning sensor is often installed just after the calender stack. Thus this rise time is the main factor of this process dynamics.
1.2.2 Multiple-Array System

In order to address the interactions between the actuator arrays as qualitatively described in Section 1.1, a multiple-array CD process model has been proposed in [3, 4, 44]. It is a large scale model composed of single-array model blocks of the type in (1.3),

\[
Y(z) = G(z)U(z),
\]

\[
Y(z) = \begin{bmatrix} y_1(z) \\ \vdots \\ y_{Ny}(z) \end{bmatrix}, \quad U(z) = \begin{bmatrix} u_1(z) \\ \vdots \\ u_{Nu}(z) \end{bmatrix},
\]

\[
G(z) = \begin{bmatrix} G_{11}h_{11}(z) & \cdots & G_{1Nu}h_{1Nu}(z) \\ \vdots & \ddots & \vdots \\ G_{Ny1}h_{Ny1}(z) & \cdots & G_{NyNu}h_{NyNu}(z) \end{bmatrix},
\]

where \( G_{ij} \) and \( h_{ij}(z) \) are spatial interaction response matrix and dynamic response for each actuator array and each property, \( Ny \) and \( Nu \) are the numbers of actuator arrays and controlled sheet properties respectively. As introduced in Section 1.1, for a typical paper machine, there could be a total of as many as 600 individual actuators and 6000 profile measurements if all CD actuator arrays and all controlled properties are included in one control system. In other words, the dimensions for the multiple-array process model \( G(z) \) in (1.6) could be \( 6000 \times 600 \).
1.2.3 Ill-Conditioned System

The majority of industrial CD processes are severely ill-conditioned [38, 50, 69, 77]. In other words, the condition number of the spatial response matrix $G_0$ in (1.3) is large,

$$\Upsilon(G_0) := \frac{\sigma(G_0)}{\sigma(G_0)} \gg 1,$$

where $\sigma(G_0)$ and $\sigma(G_0)$ denote the largest and smallest singular values of $G_0$ respectively. Figure 1.6 shows the singular values of a typical CD process model for basis weight to slice lip actuators. Thus the gain of the CD process response is strongly dependent on the singular vector directions of the process. The smaller singular values corresponds to the weak or low-gain directions.

The sign of the small gains of a CD process is usually not certain [29] and up to half the gains are vanishingly small even at steady-state $\omega = 0$ [77]. From Figure 1.6, it is evident that the controller needs to provide larger magnitudes of actuation to remove output disturbances that are aligned with these weakly controllable directions of the process (from the direction 40 to 64). As stated in [74, 75], the small value (close to zero) of the smallest singular value $\sigma(G_0)$ is undesirable and may cause control problems, such as sensitivity to
uncertainty. If the controller has integral action, the closed-loop system could be unstable due to continuously erroneously increasing the magnitudes of the actuator actions in the low-gain directions which are not properly handled by the controller. A large magnitude actuation will more likely conflict with the physical constraints. Consideration of actuator limitations (constraints) will form an important part of this work.

1.2.4 Model Uncertainty

Due to the process complexity and absence of physical modelling, the CD process model parameters are usually identified by input-output data [29, 37, 35]. The CD process spatial and dynamic responses are usually assumed as a constant transfer matrix and a linear low-order transfer function respectively. This assumption is only an approximation of the real industrial CD process. The presence of model uncertainty is thus inevitable in CD control.

An important class of process model uncertainties that plague the CD process can be characterized as global changes in the process model. In other words, deviations in the process model that influence the response of all actuators simultaneously. There are a variety of mechanisms for this and we present an overview of the main types here.

- Sheet wander. The paper sheet may travel several hundred metres in the MD from the headbox to the scanning sensor (see Figure 1.1). The sheet can wander back and
forth in the CD by several centimetres, corresponding to a change in the alignment between the inputs and outputs.

- The base loading of an actuator array can alter the cross-directional spatial response shape. For example, increasing the average actuator setpoint base load to a steam-box will alter the manner in which the steam leaves each individual actuator, thus resulting in a changed CD response shape.

- Paper machine operators will sometimes speed up or slow down the paper machine for production reasons. Slowing the machine speed will have the effect of increasing the dwell time of the paper sheet travelling under each actuator array and altering the response of the sheet.

- The overall slice opening is sometimes changed to improve the formation of the paper sheet. This action has a drastic impact on the spatial response of the weight profile to the slice lip actuators. To safely change this machine parameter requires having a CD control strategy that can handle the model change (typical strategies either use robustness or schedule the controller tuning for slice opening changes).

- Many paper mills use the same set of controller tuning parameters for several grades of paper manufactured on a machine. Each grade of paper will respond differently to the actuators, as the weight, moisture and caliper targets, as well as the pulp stock properties, and machine speed may be significantly different.

- A common form of global uncertainty is in terms of neglecting the multivariable characteristics of the paper machine (meaning that the off-diagonal blocks in (1.6) are neglected). For example, the slice lip illustrated in Figure 1.1 is typically used to control the basis weight profile of the paper sheet. However, it is well-known to papermakers that achieving a good moisture profile requires to first achieve a good weight profile.

- Finally, the process models are identified from input-output data, and there are always unmodelled dynamics and features of the process that are not captured by the parameters of the process model.

There exist other forms of non-global model uncertainty that will affect individual actuators such as:

- Faults such as failure or partial failure of one or more actuators in an array.

- Due to the physical construction of the paper machine, the paper sheet will typically respond differently to the CD actuators near the sheet edges that in the middle of the sheet.
As water is removed from the drying paper sheet, it may shrink in the CD resulting in the paper sheet being narrower at the scanning sensor than it was at the actuator array.

It is true that no modelling technique can accurately capture all features of an industrial paper machine. Our structured model uncertainty described in Section 2.1.1 of Chapter 2 addresses the effects of the global uncertainty as described above.

Conventional presentation of process model uncertainty is achieved by including “unknown” matrix perturbations $\Delta$ on the process model [75]. Model uncertainty can be either unstructured or structured [75]. Unstructured uncertainty is defined as a “full” complex perturbation $\Delta$, where at each frequency any $\Delta(j\omega)$ satisfying $\bar{\sigma}(\Delta(j\omega)) \leq 1$ is allowed. Structured uncertainty typically means that the perturbations can be rearranged into block diagonal form $\Delta = \text{diag}(\Delta_i)$. In [28, 29, 82, 84], an additive unstructured model uncertainty based on uncertain singular values is used, while a structured model uncertainty description may be found in [33, 39, 40, 51, 52]. In [51, 52], the authors addressed the parameter uncertainty for both dynamic response and spatial response, however they did not explicitly address an important uncertainty – misalignment $^1$ between the inputs and the outputs in real-life CD processes. In [39, 40], the process model is described by rational transfer functions of spatial and dynamic Laplace variables and includes a structured uncertainty representation. In [33], a frequency method is used to show that the misaligned mapping between the actuators and the measurements results in a narrower achievable closed-loop bandwidth.

1.2.5 Coordination of Actuator Arrays

As mentioned in Sections 1.1, one actuator array could affect more than one controlled property or one controlled property may be controlled by two actuator arrays. For example, slice lip actuators can affect basis weight, moisture and caliper. On industrial paper machines, the steam box (drying) and water spray (rewet) actuators are coordinated for controlling moisture [42, 72]. More recently, model predictive control for multiple-array systems in (1.6) has been proposed in [3, 4] for coordinating the actuator arrays and has proven to get much better control performance and energy savings than conventional CD control strategy (i.e., ignoring the interactions between the actuator arrays).

$^1$Misalignment means that the actual CD locations of the outputs are not consistent with the predicted ones from the corresponding inputs.
1.3 Industrial CD Model Predictive Control

A block diagram of Honeywell’s industrial CD model predictive control (MPC) is shown in Figure 1.7. In Figure 1.7, the CD process block refers to the physical plant which needs to be controlled (including the actuator arrays, the sheeting forming process, and the scanning sensor(s), see Figure 1.1 for the various actuator arrays and scanning sensors). The MPC controller block refers to a computer on which the control software which is used for user interface and communication with other equipments has been installed. The real time QP solver block is another computer which is used for calculating the optimal solutions and is always connected with the MPC controller computer. The local area network (LAN) is used for communicating the computer with the actuators and the scanning sensors, because in a paper mill, they are often located far away. The model identification and tuning tool block represents the identification software [35, 36] and a software tool for tuning the performance and robustness of traditional feedback CD control [82]. The dashed line block refers to the software used to tune the CD-MPC parameters and predict the steady-state performance of the closed-loop system. The identification and tuning software is installed in a laptop computer which is connected with the MPC controller computer only when needed. Currently trial and error and closed-loop simulations are mostly used for tuning the large-scale CD-MPC and predicting the steady-state closed-loop performance.

The implementation procedure of the CD-MPC in the paper mill is as follows: first, the user turns off the closed-loop control of the process and uses the identification software to identify the process model. Then, based on the model, the user tunes the CD-MPC parameters and predicts the closed-loop performance until he/she is satisfied with the predicted closed-loop performance. This can be completed off-line. Finally, the user transfers the tuning parameters to the MPC controller for implementation.

1.4 Literature Overview

1.4.1 Spatial Frequency and Rectangular Plant

Spatial frequency methods have been used in CD control for some time. Because the actuators in an actuator array are identically constructed and evenly distributed across the sheet, the responses to these actuators can be considered as identical except for those near edges. If we have enough large number of actuators in an array, the CD process is almost spatially-invariant [18, 20]. In other words, the output profile can be obtained through convolution of the input profile and one single actuator’s response [20, 33]. It is known that the convolution of two signals in time (space) domain can be transferred into...
the production of two signals in the (spatial) frequency domain. Therefore, the output profile can be transferred from the spatial domain into the spatial frequency domain by the Fourier transform. The spatial frequency concept for web processes was thoroughly addressed by Duncan in [18]. The spatial bandwidth of CD control systems for web processes was investigated by Duncan and Bryant [20], reporting that the spatial bandwidth of the whole array of actuators depends on the spatial frequency response of a single actuator. The spatial frequency method brings an important advance for CD control by separating the controllable and uncontrollable components of a CD disturbance in an intuitive spatial frequency domain, because this method is directly associated with a physical variable (spatial frequency) unlike the singular value decomposition method, which is usually not linked with any intuitively understandable physical variables.

A two-dimensional frequency domain loop shaping design technique was developed in [77, 83] and applied to CD controller design in [82]. This two-dimensional loop shaping method assumed that the spatial response matrix $G_0$ in (1.3) is a (square) symmetric
circulant matrix [17], which can be diagonalized by the Fourier matrix. Thus, this method greatly simplified the controller design via decoupling the multi-input-multi-output CD system into a family of single-input-single-output transfer functions across the discrete spatial frequencies as in [6]. More recently, a spatial frequency anti-windup strategy for cross-directional control problems was provided by Goodwin et al in [34, 68]. Global closed-loop stability condition can be easily provided by this anti-windup spatial frequency method, while the steady-state performance attained with this method is close to the optimal QP solution.

In real industrial paper machine CD processes, the outputs generally significantly outnumber the inputs (by a factor between 3 ~ 10). These rectangular plants are usually transformed into square plants by first filtering the high resolution outputs with a low-pass anti-aliasing filter and then downsampling the outputs to the resolution of the inputs. The square CD model was used by a lot of CD control literature [46, 47, 51, 77, 82, 83]. However, squaring the process model before applying control techniques may be inappropriate for large-scale processes as pointed out in [69]. In addition, it is generally not possible to square the multiple-array process model $G(z)$ in (1.6) when considering CD control with multiple actuator arrays and multiple controlled properties [3].

1.4.2 CD Model Predictive Control (MPC)

Model predictive control is a very successful control technique [63, 55] in process industry, especially in the petrochemical sector, due to its systematic capability for handling constraints on the inputs and outputs. However, it is less common in paper machine CD or other sheet forming process control. The main reasons include the large-scale and severe model uncertainty characteristics of CD processes as introduced in Section 1.2.

There are mainly two methods for solving the large-scale problem of CD processes (up to 600 inputs and 6000 outputs). The first is to reduce the model size [20, 43, 44, 45, 50, 67, 71, 87]. All these model reduction methods use different basis functions to approximate the outputs and inputs profiles. In [20], Fourier transform is used to represent the controllable subspace in terms of spatial frequencies. In [43], spline functions are used to represent the sheet profiles. In [44, 67, 71], the principal component analysis method is used for model identification and reduction. In [45, 50], the Gram polynomials or discrete Chebyshev coefficients are used for model reduction. In [87], the truncated singular values method is used for keeping robustly controllable components in the original model.

The second method is to use a fast quadratic programming (QP) solver [3, 7, 13, 87] or using a linear programming (LP) solver [15, 16]. In [3], on-line computational time was shown to be greatly reduced by making use of the sparse structure of CD process models. In [7], an efficient QP solver called QPSchur, which is basically an active set
method using Schur complement algorithm, is developed for CD-MPC by re-organizing the constraints. In [13], the specific features of the system’s state-space matrices are exploited to reduce the computational time for solving the QP problem. In [87], the actuator constraint set is approximated by an ellipsoid and then an efficient algorithm is developed for solving the convex problem through scaling the size of the ellipsoid. In [15, 16], the linear programming method and modifications thereon have demonstrated their ability to solve large-scale control problems in real time at the expense of some performance degradation relative to QP formulation.

Although there is significant literature about robust MPC for handling model uncertainty [5, 32, 48, 49, 53, 66, 70, 89], robust constrained MPC may be not implementable in real large-scale industrial processes due to intensive on-line computational requirements [8, 55]. The on-line computational demand of most of robust MPC algorithms grows exponentially with the problem size and thus is prohibitively high for CD processes [29].

1.4.3 Robust CD Control

Since Laughlin [52] in 1988 and Duncan [18] in 1989 analyzed the robustness of CD control systems, much has been published about robust CD control [10, 19, 51, 79, 82, 83, 88]. In [51], the authors used circulant matrix theory to develop methods for designing robust controllers based on the design of one single loop controller. The controller can be expressed as

\[
 u(z) = \begin{cases} 
 k_1(z)y(z), & \text{for decentralized control,} \\
 G_1^{-1}k_2(z)y(z), & \text{for model-inverse-based control,}
\end{cases}
\]  

(1.8)

where \( k_1(z) \) and \( k_2(z) \) are scalar transfer functions, \( G_1 \) is the square spatial interaction matrix. The decentralized controller’s robustness is achieved by detuning its dynamics. One disadvantage is that forcing the controller \( k_1(z) \) to be decentralized may introduce too much conservativeness because the well-controllable modes of the system have to be detuned. Another method presented in [51] is model-inverse-based control. Both these techniques require well-conditioned interaction gain matrix \( G_1 \), while in practice CD processes are usually ill-conditioned [20, 45, 50].

For plants where the singular vector directionality is independent of frequency (such is the case for the separable plant \( G(z) \) in (1.3)), the singular value decomposition (SVD) method can be used to decouple the system into nominally independent subsystems [46]. As evident from the model \( G(z) \) in (1.3), the CD process is such a plant because of the separation of the spatial response matrix \( G_0 \) and the dynamic response \( h(z) \). In [18, 19], singular value decomposition (SVD) of the system was used and the resulting set of \( n \)
SISO systems was analyzed. The controller was designed as follows:

\[ u(z) = K \cdot k(z)y(z), \quad (1.9) \]

\[ K = (G_0^T G_0 + r I_n)^{-1} G_0^T \in \mathbb{R}^{n \times m}, \quad (1.10) \]

where \( n \) and \( m \) are dimensions of the inputs and outputs respectively, \( K \) is the pre-compensator matrix. The pre-compensator matrix was detuned with a uniform penalty \( r \) in (1.10) so that the controller satisfied Nyquist stability requirements for all control modes based on limits on maximum and minimum singular values. This led to a degradation of the performance of the well-controllable modes of the system but to a lesser extent than the decentralized scheme in (1.8) of [51] (i.e. detuning the dynamics).

In [10, 28, 88], the pseudo-SVD was used for robust CD control, which is defined as

\[ G(z) = G_0 h(z) = U \Sigma V^T h(z) = U \Lambda(z) V^T, \quad (1.11) \]

\[ \Lambda(z) = \Sigma \cdot h(z) \quad (1.12) \]

where \( U \) and \( V \) are real orthogonal matrix. The elements of the diagonal matrix \( \Lambda(z) \) are transfer functions. These diagonal elements \( \Lambda_{ii}(z) \) are referred to as pseudo-singular values [27]. The controller form was

\[ K(z) = V \begin{bmatrix} k_1(z) & \cdots & k_n(z) \end{bmatrix} U^T. \quad (1.13) \]

In [28], a data-driven multivariable uncertainty identification algorithm was presented and a reduced-order pseudo-SVD controller based on confidence of each of the pseudo-singular values was proposed. This controller is robust because it does not try to control those directions whose corresponding pseudo-singular values' signs are not known with enough confidence.

More recently, a robust loop shaping CD controller has been reported in [77, 80, 81, 82, 83]. The CD process is modelled as a linear, square, circulant symmetric system with a norm bounded additive unstructured model uncertainty. The control structure is as follows:

\[ u(t) = C(z)y(t) + Su(t - 1), \quad (1.14) \]

where \( C(z) \) is the 'control' part and \( S \in \mathbb{R}^{n \times n} \) is a band diagonal matrix. If \( S = I \), it is an integral controller and the closed-loop system could be unstable due to ill-conditioning and uncertain pseudo-singular values of the process model as mentioned above. Proper design of \( S \) can improve the robustness of the closed-loop control system. Details about
1.4.4 Steady-State Closed-Loop Performance with Constrained CD-MPC

The CD control application is particularly concerned with the appearance of the steady-state measurement profiles and actuator profiles. The main reason being that the CD process is typically so severely ill-conditioned that the familiar requirement of zero steady-state error cannot be imposed on the closed-loop [18, 20, 29, 45, 83, 92]. A significant number of the singular values of the plant model are vanishingly small and thus any component of the error profile which aligns with the corresponding singular vector directions must remain unattenuated.

Model predictive controller (MPC) tuning is typically performed via simulations of the closed-loop system [12, 54, 76]. However, even with efficient MPC algorithms [7], it is still time-consuming and inconvenient to run such a large-scale simulation to evaluate the effect on the steady-state of any changes to the tuning parameters. It may require up to an hour for the simulation to evolve sufficiently to evaluate the steady-state.

The difficulty inherent in this strategy then is in the development of a tuning tool that will be practical in an industrial environment. Rawlings et al [59, 60, 64, 65] proposed a target calculation method for steady-state of the inputs and outputs under an infinite horizon MPC structure. Unfortunately, their calculation method can not be used for finite horizon MPC used in the industrial strategy in hand [3, 4]. Wills and Heath [92] analyzed the steady-state behavior of CD control systems in a closed-loop for a class of CD controllers and gave a lower bound on output variations, but they did not explicitly provide a technique to directly calculate the steady-state input and output profiles with active constraints on actuators.

1.5 Aims and Contributions of the Work

1.5.1 Motivation and Objective

As described in Section 1.4.2, MPC has advantages in constraint handling and actuator arrays coordination for CD processes. However, for an industrial CD-MPC such as described by Backström et al [3, 4, 7], there are some disadvantages including intensive computational time and the lack of guaranteed robustness in presence of the inevitable model uncertainty. Also, there are no currently consistent methods for designing optimization weights to achieve the desired performance and no convenient technique for predicting the constrained CD-MPC performance. Therefore, the main aim of this work is to solve
1.5.2 Contributions

The main contributions of this work are summarized as follows:

1. The development of a novel effective and efficient model reduction method for CD processes based on wavelet packets. This method is equally applicable to single-array and multiple-array systems. This technique was incorporated into the industrial CD-MPC and greatly reduced the on-line computational time while maintaining close to optimal closed-loop control performance.

2. The new concept of rectangular circulant matrix is proposed and its properties are proven. An intuitive two-dimensional frequency technique based on rectangular circulant matrices is applied to CD processes including the open-loop plants, the structured model uncertainties, and the closed-loop transfer functions. The non-square nature of CD processes has rarely been preserved in industrial control design because of previous inability to perform two-dimensional frequency analysis.

3. The performance and robustness of the linear response of the CD-MPC is analyzed in the two-dimensional frequency domain. Properly tuning the CD-MPC controller parameters and considering the practical structured model uncertainty is shown to greatly improve the control performance while preserving robustness.

4. A practical performance-prediction tool based on the sensitivity function technique is developed for constrained CD-MPC. This prediction technique has reduced the computation time by up to two orders of magnitude when compared with the conventional method while accurately predicting closed-loop performance of the CD-MPC.

1.5.3 Thesis Overview

The thesis is organized as follows: Chapter 2 first presents CD process models and the industrial CD-MPC structure. Then, the CD-MPC controller design requirements for model reduction, performance and robust stability, and constrained CD-MPC performance prediction are addressed.
Chapter 3 introduces rectangular circulant matrices and their properties. These rectangular circulant matrices can be (block) diagonalized by the Fourier matrices. A two-dimensional frequency technique based on rectangular circulant matrices is used to decouple the large MIMO transfer functions such as the open-loop plants into a family of SISO transfer functions.

Chapter 4 presents a modified wavelet packet method for model reduction. Some practical and important issues such as correction of distortions are investigated. This method is extended to multiple-array systems. The implementation of the CD-MPC in the reduced domain is described. Two simulated examples based on industrial paper machine CD processes are given for demonstrating the effectiveness and efficiency of this method.

Chapter 5 presents the robust stability for the unconstrained CD-MPC closed-loop system with structured and unstructured uncertainty. The robust stability condition for multiple-array systems is also derived. The roles of tuning parameters are described. Three examples show that properly tuning the parameters, choosing the structures of the optimization parameters, and considering the structured model uncertainties may greatly improve the closed-loop performance of the control system.

Chapter 6 describes the development of a static optimizer for predicting the closed-loop steady-state performance of the CD-MPC, especially for the constrained case. The method is based on the minimization of the difference between two sensitivity functions, one for the static optimizer and another for the conventional CD-MPC. Two examples are given for demonstrating the efficiency of the proposed method.

Finally, conclusions are given and future research directions are discussed in Chapter 7.
Chapter 2

Problem Statement

In this chapter, the industrial CD process models for a single-array system and a multiple-array system are introduced. Then, a particular industrial model predictive controller for these processes is described. Finally, the requirements for this work are specified.

2.1 Process Model

2.1.1 Single-Array Process Model

The standard paper machine CD process model for a single-array system is used in this work and is given by

\[ y(z) = G(z)u(z) + d(z), \]

\[ G(z) = G_0 - h(z), \quad h(z) = \frac{z^{-T_d}}{1 - az^{-1}}, \]

where \( y(z) \in \mathbb{C}^m, u(z) \in \mathbb{C}^n, \) and \( d(z) \in \mathbb{C}^m \) are the Z-transforms of the measurement profile, the actuator set-point profile and the disturbances respectively. \( G_0 \in \mathbb{R}^{m \times n} \) is the interaction matrix which describes the spatial response of the process, \( h(z) \) is the Z-transform of the first-order with dead-time\(^1\) dynamic response of the process. The dimension \( m \) of the measurements \( y \) is typically much higher than the dimension \( n \) of the actuator set-points \( u \) (usually \( 3n < m < 10n \)). In addition to the dynamics, each of the \( n \) actuators has an influence on the spatial response of the paper profile. As presented in [36, 37], the parameterized structure

\[ g(x) = \frac{\gamma}{2} \left\{ e^{-\frac{\alpha(x+\beta\xi)^2}{\xi^2}} \cos \left[ \frac{\pi (x + \beta\xi)}{\xi} \right] + e^{-\frac{\alpha(x-\beta\xi)^2}{\xi^2}} \cos \left[ \frac{\pi (x - \beta\xi)}{\xi} \right] \right\} \]

models the effect of an actuator on the continuous paper profile, where \( g(x) \) is a continuous function, the spatial coordinate \( x \) is a scalar real number, the gain parameter \( \gamma \), the attenuation parameter \( \alpha \), the width parameter \( \xi \), and the divergence parameter \( \beta \) are

\(^1\)It is very likely that the deadtime \( T_d \) is not an integer number of sample times. For such a case, the transfer function \( h(z) \) may include a non-minimum phase zero in the numerator. The uncertainty of the process dynamics due to the presence of non-integer deadtime may be included in the unstructured uncertainty which will be defined in (2.7).
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scalar parameters which are used for describing the spatial response shape. In practice, this continuous medium is measured by a scanning sensor at \( m \) evenly spaced positions across the sheet. As there are \( n \) actuators, the discrete process model can be given by

\[
G_0 = [\bar{g}_1, \bar{g}_2, \ldots, \bar{g}_n] \in \mathbb{R}^{m \times n},
\]  

(2.4)

where column \( \bar{g}_i \in \mathbb{R}^m \) represents the sampled spatial response to the \( i^{th} \) actuator given by

\[
\bar{g}_i(X) = g(X - c_i), \quad X = 1, 2, \ldots, m
\]  

(2.5)

where the alignment parameter \( c_i \) is the measurement point coordinate of the spatial response centre for the \( i^{th} \) actuator (it is also known as the alignment parameter), \( X \) is the measurement point, \( g(X - c_i) \) is the sampled version of \( g(x) \) in (2.3).

For illustration purposes throughout this thesis, we will utilize an example model of a slice lip actuator array used to control the basis weight profile of a newsprint paper machine. The parameters of the nominal model \( G(z) \) in (2.2)-(2.3) are \( \gamma = 0.0084, \alpha = 1.56, \xi = 19.5, \beta = 0.13, \varphi = 0.3679, T_d = 2, \) and \( c_i = 2.5 + 5(i - 1), \ i = 1, \ldots, 64. \) The dimensions of the outputs and the inputs are \( m = 320, \) and \( n = 64. \) From equations

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2_1.png}
\caption{(a) Columns of the spatial response matrix \( G_0 \) in (2.4) identified by a basis weight process controlled by \( n = 64 \) slice lip actuators; (b) Corresponding slice lip actuators positions; (c) The singular values of \( G_0 \) (Data courtesy of Honeywell).}
\end{figure}

(2.1)-(2.3), the nominal model \( G(z) \) can be constructed. Figures 2.1a and 2.1b illustrate
the nominal steady-state response of the basis weight profile to slice lip actuators. The spatial interaction matrix $G_0$ in (2.2) is a band diagonal matrix as shown in (2.6) when very small values of $\bar{g}_i$ in (2.5) are truncated. The non-zeros of $G_0$ in (2.2) are illustrated in Figure 2.2. This band diagonal and nearly spatially-invariant structure of the spatial interaction matrix $G_0$ in (2.6) is very important and extensively used in Chapters 3 and 5.

\[
G_0 = \begin{bmatrix}
g_{11} & g_{12} & \cdots & g_{16} & 0 & \cdots \\
g_{21} & g_{22} & \cdots & g_{26} & 0 & \cdots \\
g_{31} & g_{32} & \cdots & g_{36} & 0 & \cdots \\
g_{41} & g_{42} & \cdots & g_{46} & 0 & \cdots \\
g_{51} & g_{52} & \cdots & g_{56} & 0 & \cdots \\
g_{61} & g_{62} & \cdots & g_{66} & 0 & \cdots \\
g_{71} & g_{72} & \cdots & g_{76} & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
g_{261} & g_{262} & \cdots & g_{266} & 0 & \cdots \\
g_{021} & g_{022} & \cdots & g_{026} & 0 & \cdots \\
g_{031} & g_{032} & \cdots & g_{036} & 0 & \cdots \\
g_{041} & g_{042} & \cdots & g_{046} & 0 & \cdots \\
g_{051} & g_{052} & \cdots & g_{056} & 0 & \cdots \\
g_{061} & g_{062} & \cdots & g_{066} & 0 & \cdots \\
g_{071} & g_{072} & \cdots & g_{076} & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & g_{25} & 0 & \cdots \\
0 & 0 & \cdots & g_{25} & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & 0 & \cdots 
\end{bmatrix} \in \mathbb{R}^{320 \times 64}. \quad (2.6)
\]

Following the traditional approach used in robust control for representing model uncertainty \[75, 93\], we assume that the true process response belongs to a set of possible response models, described by an additive unstructured or structured perturbation on the nominal transfer matrix model $G(z)$ in (2.2). The additive unstructured model uncertainty $\Delta_G(z)$ is given by

\[
G_p(z) \in \Pi_1 := \{ G(z) + \Delta_G(z) : \sigma(\Delta_G(e^{i2\pi \omega})) \leq l(\omega) \}, \quad (2.7)
\]

where $l(\omega)$ is a positive scalar function which limits the perturbed transfer matrix $G_p(z)$ to a neighborhood of the nominal model $G(z)$ in (2.1); $\sigma$ denotes the maximum singular value, $z = e^{i2\pi \omega}$ and the symbol $\omega$ denotes the dynamic frequency.

On the other hand, the effects of the global model uncertainty described in Section
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1.2.4 of Chapter 1 can be addressed by the following additive structured model uncertainty,

\[ G_p(x) \in \Pi_2 := \{ \overline{g}_{1p}, \overline{g}_{2p}, \ldots, \overline{g}_{np} \} h(z) = G(z) + \Delta_{G2}(z), \]  
\[ \overline{g}_{ip}(X) = g_p(X - c_{ip}), \]  
\[ g_p(x) = \frac{\gamma_p}{2} \left\{ e^{-\frac{\alpha_p(x+c_p)^2}{\xi_p^2}} \cos \frac{\pi(x + \beta_p\xi_p)}{\xi_p} + e^{-\frac{\alpha_p(x-c_p)^2}{\xi_p^2}} \cos \frac{\pi(x - \beta_p\xi_p)}{\xi_p} \right\} \]  
\[ c_{ip} = c_i + \delta_c, \]  
\[ \gamma_p = \gamma(1 + \delta_\gamma), \ \alpha_p = \alpha(1 + \delta_\alpha), \ \xi_p = \xi(1 + \delta_\xi), \ \beta_p = \beta(1 + \delta_\beta), \]  
\[ \delta_\gamma, \alpha, \xi, \beta \in [-\delta_1, \delta_1], \ \delta_c \in [-\delta_2 m/n, \delta_2 m/n], \]  
\[ X = 1, \ldots, m, \ \ i = 1, \ldots, n, \]

where \( g_p(x) \) denotes the parameterized structure \( g(x) \) in (2.3) with parameter uncertainty, \( g_p(X - c_{ip}) \) is the sampled version of \( g_p(x) \) with alignment uncertainty, \( \delta_c, \delta_\gamma, \delta_\alpha, \delta_\xi, \delta_\beta \) denote the parameters uncertainty, \( \delta_1 \) and \( \delta_2 \) are parameters uncertainty limits.

A matrix with a large condition number \( \Upsilon(G_0) \) in (1.7) is said to be ill-conditioned \cite{75}. The majority of industrial CD processes are severely ill-conditioned \cite{45, 50}. Indeed, because the minimum singular value \( \sigma(G_0) \) is very close to zero for most CD processes \cite{20, 29, 45, 83}, the ratio \( \Upsilon(G_0) \) in (1.7) between the maximum and minimum singular values could be very large. Figure 2.1c illustrates that about 20 smallest singular values of \( G(e^{i2\pi\omega}) \) in (2.2) are almost zero at steady-state \( \omega = 0 \). The severe ill-conditioning plus the model uncertainty \( \Delta_{G1}(z) \) in (2.7) and \( \Delta_{G2}(z) \) in (2.8) make the CD control problem challenging. In fact, even the sign of small gains of the process model are usually not known \cite{29} due to model uncertainty, which is rare in general control systems. If not properly handled, this steady-state sign uncertainty may destabilize the control system.
A state-space model is much more convenient than a transfer matrix model for the forthcoming controller development, and Equation (2.1) can be rewritten in the following form,

\[
x(k + 1) = Ax(k) + Bu(k), \quad (2.14)
\]
\[
y(k) = Cx(k) + d(k). \quad (2.15)
\]

The generation of matrices \(A, B, C\) in (2.14) and (2.15) from the transfer matrix equations (2.1) and (2.2) is standard and may be found in Appendix D.2.

An augmented state-space model is used in the forthcoming model predictive control (MPC) framework in order to work in terms of changes to the actuator set-point profile \(\Delta u(k)\) as suggested in [54, 58],

\[
x_a(k + 1) = A_a x_a(k) + B_a \Delta u(k), \quad (2.16)
\]
\[
y(k) = C_a x_a(k) + d(k), \quad (2.17)
\]

where

\[
x_a(k) = \begin{bmatrix} \Delta x(k) \\ Cx(k) \end{bmatrix}, \quad \Delta u(k) = u(k) - u(k - 1), \quad (2.18)
\]

\[
A_a = \begin{bmatrix} A & 0 \\ CA & I \end{bmatrix}, \quad B_a = \begin{bmatrix} B \\ CB \end{bmatrix}, \quad C_a = \begin{bmatrix} 0 & I \end{bmatrix}. \quad (2.19)
\]

To clarify notation, the operator \(\Delta\) followed by a time-indexed variable denotes the first difference in time, such as \(\Delta u(k), \Delta x(k)\) in (2.18), and the operator \(\Delta\) with subscript is used to denote model uncertainty as \(\Delta G_1(z)\) in (2.7) and \(\Delta G_2(z)\) in (2.8).

### 2.1.2 Multiple-Array Process Model

In current industrial paper machine CD control systems, there are often one or two actuator arrays for controlling one of the paper properties (basis weight, moisture or caliper). However, one actuator array will affect more than one property. For example, slice lip actuators are originally designed for controlling basis weight, but they affect moisture and caliper too. Hence, it is necessary to coordinate all actuator arrays for controlling all paper properties [3, 4, 72]. In this work, we also use the following multiple-array CD process model:

\[
Y(z) = G(z)U(z) + D(z), \quad (2.20)
\]
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\[ G(z) = \begin{bmatrix} G_{11}h_{11}(z) & \ldots & G_{1N_u}h_{1N_u}(z) \\ \vdots & \ddots & \vdots \\ G_{N_y}h_{N_y1}(z) & \ldots & G_{N_yN_u}h_{N_yN_u}(z) \end{bmatrix} \]  

(2.21)

where

\begin{align*}
Y(z) &= \begin{bmatrix} y_1(z) \\ \vdots \\ y_{N_y}(z) \end{bmatrix}^T \in \mathbb{C}^{(N_y \times m)} \\
U(z) &= \begin{bmatrix} u_1(z) \\ \vdots \\ u_{N_u}(z) \end{bmatrix}^T \in \mathbb{C}^{(\sum_{j=1}^{N_u} n_j) \times 1} \\
D(z) &= \begin{bmatrix} d_1(z) \\ \vdots \\ d_{N_y}(z) \end{bmatrix}^T \in \mathbb{C}^{(N_y \times m)}
\end{align*}

(2.22) (2.23) (2.24)

\[ G_{ij} \in \mathbb{R}^{m \times n_j}, \quad h_{ij}(z) = \frac{z^{-T_{dij}}}{1 - a_{ij}z^{-1}}, \quad i = 1, \ldots, N_y, \quad j = 1, \ldots, N_u, \]  

(2.25)

where \( N_y \) and \( N_u \) are the numbers of controlled properties \( Y(z) \) and actuator arrays \( U(z) \) respectively, \( G_{ij} \) and \( h_{ij}(z) \) are the sub-plants' spatial interaction response matrices (constant transfer matrices) and dynamic responses (scalar transfer functions) respectively as defined in (2.2), \( D(z) \) are the disturbances, \( T_{dij} \) is the time-delay, \( a_{ij} \) is the open-loop pole. The number of controlled properties \( 1 \leq N_y \leq 5 \) and the number of the actuator array \( 1 \leq N_u \leq 5 \). Note that all the controlled properties have the same dimension \( m \) because they are usually measured by the same scanning system while the actuator arrays have different dimensions denoted as \( n_1, \ldots, n_{N_u} \). The state-space model for the multiple-array system is a straightforward extension from the single-array system and will be discussed in Chapter 6.

2.2 Industrial Cross-Directional MPC

It is well known that, due to its large-scale, the paper machine CD process can pose computational load problems for the on-line optimization used in model predictive control (MPC). This thesis considers an industrial MPC controller for CD processes developed by making use of the sparse structure of \( G_0 \) in (2.2) [3] and choosing an efficient quadratic programming (QP) solver [7]. In this industrial MPC, replacing \( \bar{y} \) in (1.1) by the target paper profile \( y_{sp} \), the MPC problem is posed as follows,

\[
\min_{\Delta u(k)} \mathbf{J}(k) = \min_{\Delta u(k)} \left\{ \sum_{j=1}^{H_0} (\hat{y}(k+j) - y_{sp}(k+j))^T Q_1 (\hat{y}(k+j) - y_{sp}(k+j)) + \right. \\
\left. \sum_{j=0}^{H_u-1} \left[ \Delta u(k+j)^T Q_2 \Delta u(k+j) + u(k+j)^T Q_3 u(k+j) \right] \right\}
\]

(2.26)
subject to the augmented state-space equations (2.16) and (2.17) and the following constraints on the actuator array:

\[
\begin{align*}
U_{\text{min}} & \leq u(k) \leq U_{\text{max}}, \\
-U_{\text{dmax}} & \leq U_{\text{dmax}}, \\
-U_{\text{avgmax}} & \leq u_{\text{avg}}(k) \leq U_{\text{avgmax}}, \\
-M_{\text{max}} & \leq M_{\text{max}},
\end{align*}
\]

where \( \hat{y}(k+\hat{i}) \in \mathbb{R}^m \): output predictions;
\( y_{sp} \in \mathbb{R}^m \): set-points for controlled properties;
\( H_p \): prediction horizon;
\( H_u \): control horizon;
\( Q_1 \in \mathbb{R}^{m \times m} \): diagonal weighting matrix for controlled properties;
\( Q_2 \in \mathbb{R}^{n \times n} \): diagonal weighting matrix for the changes in the actuator array;
\( Q_3 \in \mathbb{R}^{n \times n} \): weighting matrix for the actuator array;
\( Q_1, Q_2, Q_3 \) are positive semidefinite;
\( U_{\text{min}}, U_{\text{max}} \in \mathbb{R}^n \): lower and upper actuator limits respectively;
\( M_{\text{max}} \in \mathbb{R}^n \): bounds for bending limits;
\( U_{\text{dmax}} \in \mathbb{R}^n \): maximum change between successive control actions;
\( u_{\text{avg}}(k) = \frac{e^T u(k)}{n}, e = [1, \cdots, 1] \in \mathbb{R}^n \): average of one actuator array;
\( U_{\text{avgmax}} \): maximum value allowed for the average of one actuator array;
\( B_m \in \mathbb{R}^{n \times n} \): band diagonal bending moment matrix, which is given by

\[
B_m = \begin{bmatrix}
-1 & 1 & 0 & \cdots & \cdots & \cdots & 0 \\
1 & -2 & 1 & \cdots & \cdots & \cdots & \vdots \\
0 & 1 & -2 & \cdots & \cdots & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & -2 & 1 & 0 & \vdots \\
0 & \cdots & \cdots & 1 & -2 & 1 & \vdots \\
0 & \cdots & \cdots & 0 & 1 & -1 & \vdots
\end{bmatrix}.
\]

The constraint (2.30) is typically used only for slice lip actuators in Figure 1.1 as the actuators involve bending a flexible metal lip and need to limit bending to avoid permanently deforming the expensive lip. The remaining constraints (2.27)–(2.29) are typically required for all other actuator arrays. The constraints (2.27)–(2.30) are set up based on mechanical considerations of the paper machine.
2.3 Model Reduction

The MPC controller described in the previous section is designed for single-array systems but can be naturally extended to multiple-array systems. Due to the huge dimensionality in such systems (up to 600 inputs, 6000 outputs, 1800 hard constraints for a multiple-array system) and relatively short sampling interval (from 15 seconds to 30 seconds), solving a constrained QP problem such as (2.26)–(2.30) during the sampling interval is challenging. There are two ways to solve this problem: one is to find an efficient QP solver, another is to effectively reduce the model dimensions while maintaining good control performance. Both methods may be used together for solving some extreme cases, e.g. when having a very large number of actuators with very tight constraints on inputs. Because there is an efficient QP solver [7] for the above industrial CD-MPC, this thesis will focus on the model reduction method.

The objectives of this part of the work include:

1. developing an effective and efficient model reduction method for a large, sparse, ill-conditioned band matrix such as $G_0$ in (2.2). Detailed requirements for the model reduction are as follows:
   - Dimensionality reduction;
   - Preservation of controllable components;
   - Elimination of non-robustly controllable components;
   - Reduction in the condition number of the spatial interaction matrix;
   - Sparsity of the reduced model;
   - Applicability to multiple-array systems.

2. developing an MPC for paper machine CD processes based on the reduced model. Detail requirements for this reduced model based MPC are as follows:
   - Fast enough for implementation;
   - Good closed-loop performance.

2.4 Robust Stability and Performance

The output predictions $\hat{y}(k)$ are calculated based on the nominal process model in (2.1)–(2.2). However, the true process response will differ from the nominal response and the model uncertainty such as $\Delta_{G_1}$ in (2.7) and $\Delta_{G_2}$ in (2.8) must be incorporated in an industrial control strategy.
The design degrees of freedom available in the industrial model predictive controller are the weighting matrices $Q_1, Q_2, Q_3$, the prediction horizon $H_p$, and the control horizon $H_u$. These parameters should be designed such that:

- the closed-loop control system given by (2.26)-(2.30) and (2.1)-(2.2) is stable for all $G_p(z) \in \Pi_1$ in (2.7) for the unstructured uncertainty or $G_p(z) \in \Pi_2$ in (2.8) for the structured uncertainty;

- the paper quality index $\kappa$ in (1.1) is kept as small as possible.

### 2.5 Steady-State Performance Prediction

The industrial MPC controller is tuned via the optimization weights $Q_1, Q_2, Q_3$ and the horizons $H_p$ and $H_u$ in (2.26). The standard tuning approach is to select some values for $Q_1, Q_2, Q_3, H_p$ and $H_u$, then evaluate the expected closed-loop performance through offline simulations. Through trial and error, values of the tuning parameters are determined for acceptable closed-loop performance.

For conventional multivariable problems, the system is of small enough dimension to make this approach feasible and efficient [54]. However, to run a closed-loop simulation to steady-state for a multivariable CD control problem often takes several minutes (up to 60 minutes) due to the large-scale characteristics of $G(z)$ in (2.2). This simulation would need to be run each time the user modified one of the tuning parameters in the performance index (2.26). In order to be used as a component of a practical tuning tool in an industrial environment, a prediction of the closed-loop’s steady-state performance must be available quickly after the user modifies a parameter of the optimization problem in (2.26).

A static optimizer is proposed to solve this problem in Chapter 6. The requirements for the static optimizer are:

- significantly faster than the usual closed-loop simulation method;

- optimally predicting the steady-state closed-loop performance;

- applicable for multiple-array systems.
Chapter 3

Two-Dimensional Frequencies in CD Control

Circulant matrices and the Fourier matrices have been used for CD processes (square models) in [34, 47, 51, 77, 82, 83] in order to simplify the controller design. This previous literature motivates us to propose the novel concept of rectangular circulant matrix [23, 24], which can be applied to rectangular CD processes.

This chapter first introduces closed-loop transfer functions with an unconstrained CD-MPC given by (2.26) and (2.1)-(2.2). Then, the definition of a rectangular circulant matrix (RCM) and its properties are described in Section 3.2. The relationship between the RCM and two-dimensional frequency is described in Section 3.3. Then, the closed-loop transfer functions are proven to be approximate RCMs in Section 3.4. Finally, the open-loop plant $G(z)$ in (2.1), the structured uncertainty $\Delta_{G2}(z)$ in (2.8), and the closed-loop transfer functions are analyzed in the two-dimensional frequency domain in Section 3.5.

3.1 Closed-Loop Transfer Functions

Strictly speaking, the problem as described in Section 2.4 of Chapter 2 would require analyzing the robust stability of a closed-loop control system containing a nonlinear optimization. While such a solution would be beneficial [48, 49], it is quite challenging for CD processes due to their large-scale characteristics [8, 55]. In this section, we propose a technique based upon a linear approximation to the problem. We proceed as follows:

1. We first ignore constraints (2.27)–(2.30) such that the closed-loop system given by (2.26)–(2.30) and (2.1)-(2.2) is linear;

2. We then compute equivalent transfer matrices of the CD-MPC in (2.26);

3. We compute the closed-loop transfer matrices and analyze the performance and robustness of the system;

4. Finally, we re-introduce the constraints (2.27)–(2.30) for implementation and use the static optimizer, which will be presented in Chapter 6, to check the performance again.

The subsequent development in Section 3.5.3 and Chapter 5 will justify the use of this approach in analyzing the expected performance of a linear closed-loop system. Numerous
simulations have shown that this technique is useful for evaluating the design of the optimization parameters for the problem in (2.26) even with active constraints.

The model predictive control strategy that is used to optimize the performance index (2.26) can be split into two components: prediction and optimization. If the constraints (2.27)-(2.30) are neglected, then the system is linear and we may write down a closed-form solution for these operations [54]. Figure 3.1 illustrates the block diagram structure for such a system. In the figure, $z^{-1}$ is the unit-delay operator. Following common practice $z$ will also denote the $Z$-transform complex variable and it should be clear which is applicable from the context of its use.

![Figure 3.1: The closed-loop system block diagram with the unconstrained MPC in (2.26).](image)

The MPC controller optimizing (2.26) is equivalent to the linear control law,

\[ \Delta u(k) = K_r \cdot y_{sp} + K_x \cdot \hat{x}_a(k) + K_{u-1} \cdot u(k - 1), \]  
\[ \hat{x}_a(k) = L \cdot y(k) + (I - L \cdot C_a) \{ A_a \hat{x}_a(k - 1) + B_a \Delta u(k - 1) \}, \]  

where the constant matrices $A_a$, $B_a$, $C_a$ are components of the augmented state-space model in (2.19). The constant matrix $L$ is the observer gain and its default value is $L = [0_{n_x \times m}, I_{m \times m}]^T$ for the industrial MPC controller, here $n_x$ is the size of states $x(k)$ in (2.14), $0_{n_x \times m}$ denotes a $n_x \times m$ zeros matrix and $I_{m \times m}$ denotes a $m \times m$ identity
matrix. The constant matrices $K_r \in \mathbb{R}^{n \times m}$, $K_x \in \mathbb{R}^{n \times (n_x + m)}$, and $K_{u-1} \in \mathbb{R}^{n \times n}$ are found from the optimization of the performance index (2.26) and are functions of the process model in (2.14)–(2.19) as well as the horizons $H_p$, $H_u$ and the weighting matrices $Q_1$, $Q_2$, $Q_3$ in (2.26). The derivation of $K_r$, $K_x$, $K_{u-1}$ may be found in Appendix A.

The constant matrices and delay elements of Figure 3.1 can be re-arranged into the transfer matrices illustrated in Figure 3.2 with some tedious algebra. The constant pre-filter matrix $K_r \in \mathbb{R}^{n \times m}$ is preserved from Figure 3.1 and the complex transfer matrix $K_1(z) \in \mathbb{C}^{n \times n}$ and the constant transfer matrix $K_y \in \mathbb{R}^{n \times m}$ may be found in Appendix A.

![Figure 3.2: Equivalent transfer matrix representation of Figure 3.1.](image)

The linear closed-loop system in Figure 3.2 is robustly stable for all plants $G_p(z)$ in (2.7) and (2.8) if it is nominally stable and

$$\rho(T_{ud}(z)\Delta_G(z)) < 1,$$

$$T_{ud}(z) = K(z) \cdot [I - G(z) \cdot K(z)]^{-1},$$

$$K(z) = K_1(z)K_y,$$

where $\rho$ denotes the spectral radius, $\Delta_G(z)$ is the unstructured uncertainty $\Delta_{G1}(z)$ in (2.7) or the structured uncertainty $\Delta_{G2}(z)$ in (2.8) and the result (3.3) follows from the small gain theorem [75], the control sensitivity function $T_{ud}(z) \in \mathbb{C}^{n \times m}$ is the nominal closed-loop transfer matrix connecting the actuator set-points $u(z)$ to the output disturbance $d(z)$.

As CD control is largely a regulation problem with only occasional set-point changes, the performance criterion is a function of its disturbance rejection properties. The nominal transfer matrix linking the measured profile $y(z)$ with the output disturbances $d(z)$ is
obtained from Figure 3.2 as,

\[ T_{yd}(z) = [I - G(z) \cdot K(z)]^{-1}, \]  

(3.6)

where \( T_{yd}(z) \in \mathbb{C}^{m \times m} \) is also known as the sensitivity function [75]. Note that \( T_{ud}(z) \) and \( T_{yd}(z) \) themselves should be stable in order to get the nominally stable closed-loop system. For stable plants like CD processes, properly choosing the control and the prediction horizon can guarantee that the transfer matrices \( T_{ud}(z), T_{yd}(z) \) are stable [30, 55].

The two transfer matrices \( T_{ud}(z) \) in (3.4) and \( T_{yd}(z) \) in (3.6) will be used to analyze the behavior of the linear closed-loop system illustrated in Figures 3.1 and 3.2. However, as \( T_{ud}(z) \in \mathbb{C}^{n \times m} \) and \( T_{yd}(z) \in \mathbb{C}^{m \times m} \) have very large dimension \((n \leq 300, m \leq 2000)\), the study of their properties is difficult. A two-dimensional frequency domain analysis approach will be presented in the following sections for solving this problem.

### 3.2 Rectangular Circulant Matrices

In this section, we first introduce circulant matrices, and then propose the new concept of a rectangular circulant matrix (RCM) and show the properties of RCMs.

A circulant matrix is a special square matrix which is defined as follows [17, 41]:

\[
C = \begin{bmatrix}
c_0 & c_1 & c_2 & \cdots & c_{n-1} \\
c_{n-1} & c_0 & c_1 & \cdots & c_{n-2} \\
c_{n-2} & c_{n-1} & c_0 & \cdots & c_{n-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
c_1 & c_2 & c_3 & \cdots & c_0
\end{bmatrix},
\]  

(3.7)

where each row is a cyclic shift of the row above it. The properties of circulant matrices may be found in [17].

Here, we propose the definition of a rectangular circulant matrix (RCM):

**Definition 1** A matrix \( N \in \mathbb{C}^{m \times n} \) is a rectangular circulant matrix if it satisfies the following conditions:

1. If \( m = n_{a} \cdot n \), then column \( j = \text{column } (j - 1) \) circularly down shifted \( n_{a} \) times, \( j = 2, 3, \ldots, n \),

2. If \( n = n_{a} \cdot m \), then row \( k = \text{row } (k - 1) \) circularly right shifted \( n_{a} \) times, \( k = 2, 3, \ldots, m \),

for a positive integer \( n_{a} \).
Rectangular circulant matrices (RCMs) are analogous to square circulant matrices (SCMs) with respect to several properties:

1. If $N_1, N_2 \in \mathbb{C}^{m \times n}$ are both RCMs, then $N_3 = N_1 + N_2$ is an RCM;

2. If $N_1 \in \mathbb{C}^{m_1 \times n_1}$ and $N_2 \in \mathbb{C}^{m_2 \times n_2}$ are both RCMs, and either $n_2 = m_1$ ($N_2$ is a SCM) or $n_2 = n_1$ ($N_2$ has the same dimension as $N_1$), then $N_4 = N_1^TN_2 \in \mathbb{C}^{m_1 \times n_2}$ is an RCM;

3. If $N_1 \in \mathbb{C}^{m \times n}$ is an RCM with $m = n$ and $N_1$ is invertible, then $N_5 = N_1^{-1}$ is an RCM;

Properties (1)-(3) show that the class of RCMs is preserved under the matrix operations most commonly required for feedback control.

A well known property of SCMs is their diagonalization with the Fourier matrix\(^\text{1}\) [17],

\[
F_n = \frac{1}{\sqrt{n}} \begin{bmatrix}
1 & 1 & 1 & 1 & 1 & \cdots & 1 \\
1 & \varrho^{-1} & \varrho^{-2} & \varrho^{-3} & \varrho^{-4} & \cdots & \varrho^{-(n-1)} \\
1 & \varrho^{-2} & \varrho^{-4} & \varrho^{-6} & \varrho^{-8} & \cdots & \varrho^{-(2(n-1))} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \varrho^{-(n-1)} & \varrho^{-(2(n-1))} & \varrho^{-(3(n-1))} & \varrho^{-(4(n-1))} & \cdots & \varrho^{-(n-1)(n-1)}
\end{bmatrix}, \quad (3.8)
\]

where $\varrho = e^{\frac{2\pi i}{n}}, i^2 = -1$.

An analogous property holds for the RCMs defined above:

4. The matrix $N \in \mathbb{C}^{m \times n}$ is an RCM if and only if $\tilde{N} = F_nNF_n^H$ is a matrix of diagonal blocks:

\[
\tilde{N} = \begin{cases}
[\tilde{N}_1, \ldots, \tilde{N}_{n_a}]^T & \text{if } m = n_a \cdot n \\
[\tilde{N}_1, \ldots, \tilde{N}_{n_a}] & \text{if } n = n_a \cdot m
\end{cases}, \quad (3.9)
\]

where $H$ denotes conjugate transpose, each $\tilde{N}_k \in \mathbb{C}^{\min(m,n) \times \min(m,n)}$ is a diagonal matrix for $k = 1, \ldots, n_a$.

For SCMs, the advantage of the diagonalization with the Fourier matrix $F_n$ in (3.8) is that the eigenvectors and singular vectors of all SCMs can be expressed in terms of the harmonic functions [47, 83]. While eigenvalues have no meaning for a rectangular matrix, an analogous result holds for singular values.

---

\(^{1}\)The Fourier matrix can be obtained by the Matlab command $F_n = ft(eye(n))/sqrt(n)$. 
(5) If $N \in \mathbb{C}^{m \times n}$ is an RCM, then $\tilde{N} = F_m N F_n^H$ has the diagonal block structure of (3.9), and

$$\sigma_j(N) = \sigma_j(\tilde{N})$$

$$= \left\{ \begin{array}{ll} \sqrt{\sum_{k=1}^{n_a} |\tilde{N}(j + (k - 1)n, j)|^2} & \text{if } m = n_a \cdot n, \\
\sqrt{\sum_{k=1}^{n_a} |\tilde{N}(j, j + (k - 1)m)|^2} & \text{if } n = n_a \cdot m. \\
\end{array} \right. \quad (3.10)$$

$$j = 1, \ldots, \min(m, n), \quad k = 1, \ldots, n_a.$$

Note that the singular values $\sigma_j(N)$ in (3.10) are not necessarily sorted in descending order as usually presented.

It is known [17, 77] that if $N \in \mathbb{C}^{n \times n}$ is a SCM, then the diagonal elements of $\tilde{N} = F_n N F_n^H$ occur in conjugate pairs. An analogous property holds for the RCMs,

(6) If $N \in \mathbb{C}^{m \times n}$ is an RCM and $\vec{n} = (q = \max(m, n))$ is a vector which represents the diagonal elements of $\tilde{N}_1, \ldots, \tilde{N}_{n_a}$ in (3.9),

$$\mathcal{N} = \begin{bmatrix}
\tilde{N}_1 & 0 & \cdots & 0 \\
0 & \tilde{N}_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \tilde{N}_{n_a}
\end{bmatrix}, \quad \vec{n}_d := \text{diag}(\mathcal{N}), \quad (3.11)$$

then,

$$\vec{n}_d(j + 1) = \vec{n}_d(q - j + 1)^H, \quad j = 1, \ldots, k, \quad (3.12)$$

where $k = q/2 - 1$ for even $q$ and $k = (q - 1)/2$ for odd $q$.

Figure 3.3 shows nonzero elements of a SCM $N_s \in \mathbb{C}^{320 \times 320}$, an RCM $N_r \in \mathbb{C}^{320 \times 64}$ and the nonzero diagonal elements of $\tilde{N}_s$ and $\tilde{N}_r$. See Appendix C for the proofs of the above properties.

### 3.3 Frequency Domain Interpretation

Given the spatial signals $y \in \mathbb{C}^m$ and $u \in \mathbb{C}^n$, then the formulas

$$\tilde{y} = F_m \cdot y \quad \text{and} \quad \tilde{u} = F_n \cdot u, \quad (3.13)$$
where multiplication by matrices $F_m$ and $F_n$, defined in (3.8), is equivalent to performing the standard $m$-point and $n$-point discrete Fourier transforms respectively. The usual interpretation is that this is a decomposition of the (spatial) signals into spatial harmonic functions with $m$ (respectively $n$) equally spaced frequencies between $\Omega = 0$ and $\Omega = 2\pi$ [62].

We will consider the case $m = n_a \cdot n$ in Definition 1 in some detail (the case $n = n_a \cdot m$ is a straightforward extension). If $y = N \cdot u$, then

$$\tilde{y} = \tilde{N} \cdot \tilde{u},$$

(3.14)

with $\tilde{y}$ and $\tilde{u}$ in (3.13) and $\tilde{N} = F_m N F_n^H$. From (3.9) we find that for an input signal $\tilde{u}$ of a single spatial frequency $\Omega_u(j)$,

$$\tilde{u}(i) = \begin{cases} 1 & \text{for } i = j, \\ 0 & \text{otherwise} \end{cases}, \quad \Omega_u(j) = 2\pi \frac{j - 1}{n},$$

(3.15)
then the output

\[ y(j + (k - 1)n) = \begin{cases} \tilde{N}(j + (k - 1)n, j) \cdot \tilde{u}(j), & k = 1, 2, \ldots, n_a \\ 0, & \text{otherwise} \end{cases} \quad (3.16) \]

is composed of \( n_a \) spatial frequency components,

\[ \Omega_y(j + (k - 1)n) = \frac{2\pi}{n_a} \left( \frac{j - 1}{n} + (k - 1) \right), \quad k = 1, 2, \ldots, n_a. \quad (3.17) \]

Each of the discrete spatial frequencies \( \Omega_u \) or \( \Omega_y \) may be converted into engineering units with the usual formula

\[ \nu = \begin{cases} \frac{1}{X} \Omega, & 0 \leq \Omega \leq \pi \\ \frac{1}{2\pi X} (2\pi - \Omega), & \pi < \Omega < 2\pi \end{cases} \quad (3.18) \]

where \( X \) denotes the sampling interval, and typical units for the spatial frequency \( \nu \) are \textit{cycles/metre}. For the CD control systems in general the input and output sampling intervals \( X_u \neq X_y \) due to the fact that there are typically several times more measurements than actuators distributed across the same spatial domain. Two important spatial frequencies are the spatial Nyquist frequency of the measurements and the actuators defined by

\[ \nu_N^\mu = \frac{1}{2X_u}, \quad \nu_N^\nu = \frac{1}{2X_y}, \quad (3.19) \]

where \( X_y \) and \( X_u \) denote the sampling intervals of the outputs and the inputs respectively.

Denote the \( j^{th} \) column of \( N \in \mathbb{C}^{m \times n} \) as \( \tilde{n}_j \in \mathbb{C}^m \), and define the Fourier transform of \( \tilde{n}_j \) as

\[ \tilde{\tilde{n}}_j = F_m \cdot \tilde{n}_j, \quad (3.21) \]

where the complex Fourier matrix \( F_m \) is defined in (3.8). Note that due to the circular nature of the columns of an RCM, then \( |\tilde{n}_{j_k}| = |\tilde{n}_{k}| \) for any \( j, k = 1, \ldots, n \) and is denoted as \( \tilde{f} = |\tilde{n}_j| \) for any \( j = 1, \ldots, n \), where \( \tilde{f} \in \mathbb{R}^m \) contains the magnitude of the spatial frequency components of the columns of \( N \). A bandlimited \( \tilde{f} \) is one for which there exists an index \( j_b < \text{floor}(m/2) \) such that

\[ \tilde{f}(j) = 0 \quad \text{for} \quad j_b \leq j \leq m - j_b. \quad (3.22) \]
The discrete indices in (3.22) correspond to a physical spatial bandwidth \( \nu_B \) from (3.18),

\[
\nu_B = \frac{1}{2\pi X_y} \Omega_y(j_b). \tag{3.23}
\]

**Theorem 1** If \( N \in \mathbb{C}^{m \times n} \) is an RCM, \( y = N \cdot u \), and the spatial bandwidth in (3.23) is limited to \( \nu_B \leq \nu_N^B \) (the spatial Nyquist frequency of input \( u \) in (3.19)), then,

\[
\tilde{y}(i) = \begin{cases} 
\tilde{N}(i,j)\tilde{u}(j), & i = j + k \\
0, & \text{otherwise}
\end{cases}, \tag{3.24}
\]

where

\[
k = \begin{cases} 
0, & j = 1, \ldots, \text{floor}(n/2) + 1 \\
m - n, & j = \text{floor}(n/2) + 2, \ldots, n
\end{cases}. \tag{3.25}
\]

Proof: see Appendix C.

This result indicates that when the column vectors of \( N \) are bandlimited to the spatial Nyquist frequency of the inputs \( \nu_N^B \), the matrix operator \( N \) can be replaced by a family of scalar equations, one for each discrete spatial frequency \( \Omega_u(j) \) with \( j = 1, 2, \ldots, n \) in (3.15).

**Corollary 1** If \( N \in \mathbb{C}^{m \times n} \) is an RCM and \( \nu_B \leq \nu_N^B \) (in (3.19), (3.23)), then

\[
\sigma_1(N) = \left| \tilde{N}(i,j) \right|, \tag{3.26}
\]

where \( i = j \) for \( j = 1, \ldots, \text{floor}(n/2) + 1 \), or \( i = j + m - n \) for \( j = \text{floor}(n/2) + 2, \ldots, n \).

Proof: From Theorem 1, the elements of \( \tilde{N}(i,j) \) are zeros except \( i = j \) and \( i = j + m - n \), then (3.26) follows from (3.10).

**Remark:** the singular vectors of \( N \) in Corollary 1 can be given by the complex Fourier matrices \( F_m \) and \( F_n \) defined in (3.8).

Based on the RCM's properties and Theorem 1, the following theorem is derived:

**Theorem 2** For the closed-loop system in Figure 3.1, if

1. \( G_0 \in \mathbb{R}^{m \times n} \) in (2.4) is an RCM, and
2. the columns \( \tilde{g}_j \) in (2.4) are bandlimited with \( \nu_B \leq \nu_N^B \) in (3.19) and (3.23), and
3. the weighting matrices \( Q_1 \in \mathbb{R}^{m \times m}, Q_2, Q_3 \in \mathbb{R}^{n \times n} \) in (2.26) are RCMs, and
4. the observer gain matrix \( L = [0 \quad \varepsilon I]^T \) with \( \varepsilon \in (0, 1] \) in Figure 3.1,
then, transfer matrices defining the open-loop plant model $G(z) \in \mathbb{C}^{m \times n}$ in (2.2), the closed-loop transfer matrices $T_{ud}(z) \in \mathbb{C}^{n \times m}$ in (3.4) and $T_{ud}(z) \in \mathbb{C}^{m \times m}$ in (3.6) are also RCMs.

Proof: See Appendix D.

### 3.4 Approximate Rectangular Circulant Matrices

Theorem 2 shows that the RCM structure would be preserved for each of the transfer matrices important to the problem at hand. The optimization weighting matrices $Q_1, Q_2, Q_3$ in (2.26) are each a diagonal matrix\(^1\) and therefore satisfy Condition (3) in Theorem 2. The industrial MPC has an observer gain matrix $L$ satisfying Theorem 2 [3]. However, for practical CD control systems, the spatial interaction matrix $G_0$ in (2.2) is not an RCM according to Definition 1. There are two reasons for this. First, there is no guarantee that the number of measurements $m$ in a scan is an integer multiple of the number of actuators $n$ [29, 50]. Second, even assuming that $m = n_a \cdot n$ for integer $n_a$, there is still the problem that each column $g_j$ of $G_0$ in (2.4) is not equivalent to a circularly downshifted vector of $g_{j-1}$. Each column $g_j$ for $j = 1, \cdots, n$ models the steady-state spatial response of the paper sheet to a unit step in the $j^{th}$ actuator. The spatial shift invariance holds for the actuators near the centre of the sheet, but does not hold for actuators near the edge of the sheet whose response is modelled as the truncated response to the last actuator in Figure 2.1 (also see (2.6)). In Figure 3.3(c), we know that all the column vectors are circularly shifted based on the RCM’s definition, but in Figure 2.2, the column vectors are circularly shifted except the column vectors near the edges. Comparing Figure 2.2 with Figure 3.3(c), these two figures are exactly the same except for the upper right corner and the lower left corner. In other words, the interaction matrix $G_0$ in (2.2) is spatially invariant except for the edges.

Before exploring the effect of this violation of Condition (1) in Theorem 2, it should be mentioned that those columns $g_j$ in (2.4) that do satisfy the spatial shift invariance (of Definition 1), will typically also satisfy Condition (2) for the majority of practical CD control systems.

Section 3.3 introduced the attractive properties of RCMs in terms of the ability to decouple across “spatial” frequencies. If we are to exploit two-dimensional loop shaping techniques [82, 83] for controller analysis and design then it is necessary to use a rectangular circulant approximation as the “true” system in (2.2).

\(^1\)The weight matrix $Q_3$ could be equal to $q_3 B_m^T B_m$ ($q_3$ is a real scalar number) and then it is an approximate RCM, $B_m$ is the bending moment matrix in (2.31).
3.4.1 Spatial Boundary Effects

The following experiment was designed for testing the difference between an RCM and its approximation arising from the spatial edge problem. In order to compare the “true” closed-loop transfer matrices to their RCM approximations, the following definitions are required:

\[
\tilde{T}_{yd}(z) = F_m T_{yd}(z) F_m^H, \tag{3.27}
\]
\[
\tilde{T}_{ud}(z) = F_n T_{ud}(z) F_n^H, \tag{3.28}
\]

where the Fourier matrices \( F_m \) and \( F_n \) are defined in (3.8), the integer \( n_a = m/n \). Then define

\[
\{\tilde{t}_{yd}(\nu_j^y, z), \cdots, \tilde{t}_{yd}(\nu_m^y, z)\} = \text{diag} (\tilde{T}_{yd}(z)), \tag{3.29}
\]
\[
\{\tilde{t}_{ud}(\nu_j^u, z), \cdots, \tilde{t}_{ud}(\nu_n^u, z)\} = \text{DIAG} (\tilde{T}_{ud}(z)), \tag{3.30}
\]

where \( \nu_j^y \) and \( \nu_j^u \) are spatial frequencies with engineering units in (3.18) corresponding to the normalized spatial frequency \( \Omega_y(j) \) in (3.17) and \( \Omega_u(j) \) in (3.15) respectively, \( \text{diag}(T) \) denotes the operation of extracting the diagonal elements of \( T \), \( \text{DIAG}(T) \) denotes the operation of getting the following elements of a rectangular matrix \( T \in \mathbb{C}^{n \times m} \) (such as \( \tilde{T}_{ud}(z) \)).

\[
\text{DIAG}(T) = \{T(1, 1), \cdots, T(k, k), T(k + 1, k + 1 + m - n), \cdots, T(n, m)\}, \tag{3.31}
\]

where \( k = n/2 \) for even \( n \) or \( k = (n + 1)/2 \) for odd \( n \). If \( T_{yd}(z) \) in (3.6) and \( T_{ud}(z) \) in (3.4) are true RCMs, then \( \tilde{t}_{yd}(\nu_j^y, z) \) and \( \tilde{t}_{ud}(\nu_j^u, z) \) would contain all of the frequency information. However, as mentioned above, the edge effects of the spatial interaction matrix \( G_0 \) in (2.4) and (2.6) lead to an approximation. Consider the closed-loop response of the system to a step disturbance \( d(z) \in \mathbb{C}^m \) in Figure 3.1 of a single spatial frequency \( \nu_{j_d}^y \) (i.e., the disturbance is a step function in the dynamical domain and a unit-magnitude sine wave with a spatial frequency \( \nu_{j_d}^y \) in the spatial domain), \( \tilde{d}(z) = F_m d(z) \in \mathbb{C}^m \), and

\[
\tilde{d}_j(z) = \begin{cases} \frac{z}{z-1}, & \text{for } j = j_d \\ 0, & \text{for } 1 \leq j \leq m, j \neq j_d \end{cases}, \tag{3.32}
\]

\(^1\)It is a straightforward extension for the case \( T \in \mathbb{C}^{m \times n} \), such as \( G(z) \) in (2.2).
the true response is given by

\[ \bar{y}(z) = \tilde{T}_{yd}(z) \cdot \tilde{d}(z), \]  
\[ \bar{u}(z) = \tilde{T}_{ud}(z) \cdot \tilde{d}(z), \]  

and the RCM approximation response is obtained from (3.27) and (3.28),

\[ \hat{y}(\nu_j^y, z) = \begin{cases} \tilde{T}_{yd}(\nu_j^y, z) \cdot \frac{z}{z-1}, & \text{for } j = j_d \\ 0, & 1 \leq j \leq m, j \neq j_d \end{cases}, \]  
\[ \hat{u}(\nu_j^u, z) = \begin{cases} \tilde{T}_{ud}(\nu_j^u, z) \cdot \frac{z}{z-1}, & \text{for } j = j_d \\ 0, & 1 \leq j \leq n, j \neq j_d \end{cases}. \]  

Figure 3.4 compares the approximations \[\hat{y}(\nu_j^y, z)\] in (3.35), \[\hat{u}(\nu_j^u, z)\] in (3.36) with the true responses \[\bar{y}(z)\] in (3.33) and \[\bar{u}(z)\] in (3.34) respectively at two spatial frequencies when they reach steady-state (i.e., \(z \rightarrow 1\)). The plots show a dominant response at the \(\nu = \nu_j\) frequency, the transfer matrices \(T_{yd}(z)\) in (3.6) and \(T_{ud}(z)\) in (3.4) will be approximated as a SCM and an RCM respectively, enabling the use of SISO transfer functions \(t_{yd}(\nu_j^y, z)\) and \(t_{ud}(\nu_j^u, z)\) in (3.29), (3.30). Please note that the spatial frequency of the disturbance in Figure 3.4f is very close to the spatial cut-off frequency \(\nu_B\) in (3.23). It is clear that there is no big difference in the responses as shown in Figure 3.4d and Figure 3.4e for such a disturbance.

### 3.4.2 Input and Output Dimensions Related by a Non-Integer Factor

In practical CD control it is generally not true that the number of measurements \(m\) is an integer multiple of the number of actuators \(n\), in which case the process model matrix \(G_0\) in (2.2) will not be a rectangular circulant matrix by Definition 1. However a technique analogous to that used to change the sampling frequency of a continuous signal in multirate signal processing [86] may be used to obtain a useful result by upsampling and downsampling in turn. First, create a new spatial interaction matrix \(G_1 \in \mathbb{R}^{m_1 \times n}\) where \(m_1 = m \cdot n\) by upsampling the continuous response \(g(x)\) in (2.4) as in (2.5) at the
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![Figure 3.4: Response of the closed-loop system to steady-state disturbances at spatial frequencies \( \nu = 1.42 \) cycles/metre and \( \nu = 2.84 \) cycles/metre, illustration of modelled process outputs \( \hat{y} \) (dotted) in (3.33) and approximated by \( \hat{\hat{y}} \) in (3.35), and steady-state actuator set-points \( \hat{u} \) (dotted) in (3.34) and approximated by \( \hat{\hat{u}} \) in (3.36).](image)

corresponding high resolution. Then, create a second matrix

\[
G_2 = \begin{bmatrix}
1 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & \cdots & 0 & 0 & \cdots & 0
\end{bmatrix}^{T} \\
\begin{bmatrix}
0 & 0 & \cdots & 0 & 1 & 0 & \cdots & 0 & \cdots & 0 & 0 & \cdots & 0
\end{bmatrix}^{T}
\begin{bmatrix}
\vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots
\end{bmatrix}^{T}
\begin{bmatrix}
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & \cdots & 1 & 0 & \cdots & 0
\end{bmatrix}^{T}
\end{bmatrix} \\
\in \mathbb{R}^{m \times m_1}
\tag{3.37}
\]

for downsampling from the high resolution \( m_1 \) to the true measurement resolution \( m \). Then, the model matrix in (2.4) is given by,

\[
G_0 = G_2 \cdot G_1 \in \mathbb{R}^{m \times n}.
\tag{3.38}
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The downsampling matrix $G_2$ in (3.37) is an RCM by Definition 1, and we will approximate the upsampled model matrix $G_1 \in \mathbb{R}^{m_1 \times n}$ with an RCM through the use of periodic boundary conditions (as discussed in Section 3.4.1 above). However, $G_0 = G_2 \cdot G_1$ itself is not an RCM due to the fact that the dimension of $G_2 \in \mathbb{R}^{m \times m_1}$ and $G_1 \in \mathbb{R}^{m_1 \times n}$ do not satisfy property 2 of the RCM.

From the RCM's property 4, both $\tilde{G}_2 = F_m G_2 F_n^H$ and $\tilde{G}_1 = F_m G_1 F_n^H$ are each a matrix of diagonal blocks as illustrated in (3.9), and further, as the column vectors of $G_1$ satisfy the condition $\nu_B \leq \nu_N^*$ of Theorem 1,

$$
\tilde{G}_1(i, j) \begin{cases} 
\neq 0, & \text{for } i = j + k, \\
0, & \text{otherwise}
\end{cases}, \quad (3.39)
$$

where (similar to (3.25)),

$$
k = \begin{cases} 
0, & \text{when } j = 1, \ldots, \text{floor}(n/2) + 1 \\
m_1 - n, & \text{when } j = \text{floor}(n/2) + 2, \ldots, n
\end{cases}. \quad (3.40)
$$

Therefore, $\tilde{G}_0 = \tilde{G}_2 \tilde{G}_1 \in \mathbb{C}^{m \times n}$ has the following characteristic:

$$
\tilde{G}_0(i, j) \begin{cases} 
\neq 0, & \text{for } i = j + k, \\
0, & \text{otherwise}
\end{cases}, \quad (3.41)
$$

where $k$ is given in (3.25), but in this case $m$ is not restricted to be an integer multiple of $n$. Comparing (3.41) with (3.24), $G_0 \in \mathbb{C}^{m \times n}$ with a non-integer $\nu_a = m/n$ will have a properly analogous property to that of the RCM $N$ in Theorem 1.

### 3.5 Two-Dimensional Frequency Analysis

In this section, we will first analyze the open-loop system $G(z)$ in (2.1) in the two-dimensional frequency domain, then check the structured uncertainty $\Delta_{G2}(z)$ in (2.8) in the two-dimensional frequency domain, and finally examine the closed-loop system behavior of the control system in Figure 3.1 in terms of the two-dimensional frequency domain with $\tilde{t}_{pd}(\nu_j^y, z)$ in (3.29) and $\tilde{t}_{ad}(\nu_j^y, z)$ in (3.30).

#### 3.5.1 Open-Loop Transfer Functions in the Two-Dimensional Frequency Domain

From the previous section, we know that the open-loop plant model $G(z)$ in (2.1) of CD processes is an approximate RCM. Its corresponding representation approximation in the
two-dimensional frequency domain can then be obtained by

\[ \{ \bar{g}(\nu_j^y, z), \cdots, \bar{g}(\nu_{mj}^y, z) \} = \text{DIAG}(F_m G(z) F_m^H), \tag{3.42} \]

similar to the approach used in (3.27)-(3.30).

Figure 3.5 shows the nominal model's representation \( \bar{g}(\nu_j^y, z) \) in (3.42) in the two-dimensional frequency domain. The spatial Nyquist frequency of the inputs \( \nu_j^x = 4.54 \text{ cycles/metre} \) in (3.19) \( (X_u = 0.11 \text{ metre in (3.19) in this case}) \) and the dynamical Nyquist frequency \( \omega_N = 0.033 \text{ cycles/second} \) (here the sampling time \( T_s = 15 \text{ seconds} \)). Figure 3.5 illustrates that the process model \( \bar{g}(\nu_j^y, z) \) in (2.1), (2.2) and (3.42) has a large gain for low spatial and dynamical frequencies, and small gain for high spatial and dynamical frequencies. This high-frequency gain roll-off is a familiar feature of physical processes and limits the controllability of disturbances \( d(z) \) in (2.1) to the low spatial and dynamical frequencies [20, 29, 82]. The ill-conditioning of \( G_0 \) in (2.2) can be interpreted using (3.26) in Corollary 1 as gain roll-off for high spatial frequencies [20, 29].

Figure 3.5: The two-dimensional frequency approximation \( \bar{g}(\nu_j^y, z) \) in (3.42) of the nominal plant model \( G(z) \) in (2.1).
3.5.2 Structured Uncertainty in the Two-Dimensional Frequency Domain

If the nominal spatial response matrix $G_0$ in (2.4) is an RCM, then, all the possible models $G_p(z)$ in (2.8) are RCMs. This is because changing parameters such as $\gamma, \alpha$ in (2.3) and multiplication of the scalar function $h(z)$ in (2.2) will not change the RCM's property. Based on one of the RCM’s properties, i.e., two RCM's sum or subtraction is an RCM, all the additive structured uncertainties $\Delta G_2(z)$ in (2.8) are RCMs. Then, from Theorem 1, like $\tilde{T}_{ud}(z)$ in (3.28), $\Delta G_2(z) \in C^{m \times n}$ can be “diagonalized” as follows,

$$\tilde{\Delta}_{G_2(i,j)}(z) = F_m \Delta G_2(z) F_n^H \begin{cases} \neq 0, & i = j + k, \\ = 0, & \text{otherwise}, \end{cases}$$

where $k = 0$ for $j = 1, \cdots, n/2$ and $k = m - n$ for $j = n/2 + 1, \cdots, n$ for even $n$ or $k = 0$ for $j = 1, \cdots, (n + 1)/2$ and $k = m - n$ for $j = (n + 1)/2 + 1, \cdots, n$ for odd $n$. The structured uncertainty $\Delta G_2(z)$ has a two-dimensional frequency representation $\tilde{\delta}(\nu_j^v, z)$ and its singular values can be obtained by

$$\begin{cases} \tilde{\delta}(\nu_1^v, z), \cdots, \tilde{\delta}(\nu_n^v, z) \end{cases} = \text{DIAG}(F_m \Delta G_2(z) F_n^H),$$

$$\sigma_j(\Delta G_2(z)) = |\tilde{\delta}(\nu_j^v, z)|, \quad j = 1, \cdots, n.$$ 

For instance, if the nominal parameters in (2.3) of the nominal plant model $G(z)$ in (2.1) have uncertainty limits $\delta_1 = 0.25$ and $\delta_2 = 0.6$ in (2.13), the additive structured model uncertainty $\Delta G_2(z)$ can be calculated from (2.8). Figure 3.6 shows the nominal steady-state spatial responses to a single actuator and the responses with parameter uncertainties in the spatial domain. Figure 3.7 illustrates the corresponding perturbations $\tilde{\delta}(\nu_j^v, z)$ in (3.44) in the spatial frequency domain. Note the figures only show the structured uncertainty at the dynamical steady-state case ($\omega = 0$) in the spatial frequency domain for clear display. In Figures 3.6a-e, only one parameter has uncertainty, while Figure 3.6f shows a class of response shapes combining uncertainty in all parameters. Similarly, Figures 3.7a-e illustrate the effect of uncertainty in one parameter as indicated in order to separate each parameter’s contributions to the total structured model uncertainty. Figure 3.7f shows a class of structured model uncertainties which include all the parameters uncertainty in the spatial frequency domain. The dashed line may be considered as the maximum uncertainty limits across the spatial frequencies at steady-state.

Figure 3.8 shows a realization of an additive structured perturbation $\tilde{\delta}(\nu_j^v, z)$ in the two-dimensional frequency domain. Here only one $G_p(z)$ is used which has different parameters.
Figure 3.6: The nominal spatial response \( \tilde{g}_i \) in (2.4) (solid+dotted line) and its corresponding one with uncertainty \( \tilde{g}_{ip} \) in (2.10) (solid line): (a) the gain parameter uncertainty \( \delta_\gamma = -0.25 \) in (2.13); (b) the attenuation parameter uncertainty \( \delta_\alpha = -0.25 \) in (2.13); (c) the width parameter uncertainty \( \delta_\xi = -0.25 \) in (2.13); (d) the divergence parameter uncertainty \( \delta_\beta = 0.25 \) in (2.13); (e) the alignment parameter uncertainty \( \delta_c = -3 \) in (2.13); (f) all the parameters uncertainty limits \( \delta_\gamma \in [-0.25, 0.25] \) and \( \delta_c \in [-0.6, 0.6] \) in (2.13), (note that only some extreme cases are shown for clear display).

than the nominal ones: \( \gamma = 0.0084, \alpha = 1.56, \xi = 13, \beta = 0.13, \) \( a = 0.3679, q = 2, \) and \( c_i = 5.5 + 5(i - 1) \) with \( i = 1, \cdots, 64 \) in (2.2)-(2.3).

Generally speaking, it is always possible to diagonalize \( \Delta G_2(z) \) in (2.8) at each dynamical frequency \( \omega \) using the singular value decomposition (SVD). However, it is difficult to directly relate singular vectors to physical variables, such as spatial frequencies. When the RCM structure \( \Delta G_2(z) \) in (2.8) is exploited, then its singular vectors can be given by the harmonic functions of the spatial variable [24, 25, 82, 83]. Figure 3.9 shows \( \Delta G_2(z) \)'s representation in the input singular vectors vs dynamical frequency space. From Corollary 1 in (3.26), we know that the maximum singular value in Figure 3.9 is the same as the maximum gain in Figure 3.8.

A casual analysis of Figure 3.7f indicates that uncertainty in the selected model param-
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Figure 3.7: The additive structured uncertainty $|\tilde{g}(\nu_j, e^{\jmath 2\pi \omega})|$ in (3.44) for $\omega = 0$ in the spatial frequency domain due to: (a) the gain parameter uncertainty $\delta_\gamma \in [-0.25, 0.25]$ in (2.13); (b) the attenuation parameter uncertainty $\delta_\alpha \in [-0.25, 0]$ in (2.13); (c) the width parameter uncertainty $\delta_\varepsilon \in [-0.25, 0]$ in (2.13); (d) the divergence parameter uncertainty $\delta_\beta \in [0, 0.25]$ in (2.13); (e) the alignment parameter uncertainty $\delta_c \in [-3, 3]$ in (2.13); (f) all the parameters uncertainty limits $\delta_1 \in [-0.25, 0.25]$ and $\delta_2 \in [-0.6, 0.6]$ in (2.13). (note that the vertical axes have different scales for clear display)

eters has its strongest effect at the mid-range spatial frequencies. While it is not unusual to find systems with low uncertainty at low frequencies, these plots should not be interpreted to indicate that high spatial frequencies are easily controllable. On the contrary, the relatively low model uncertainty simply indicates that we are relatively certain that the process model gain is small at high spatial frequencies. This important characteristic is very useful for robust CD control design. It helps to remove unnecessary conservativeness of the robust CD controller based on the maximum singular values of unstructured model uncertainty [23, 77].
Figure 3.8: One structured model uncertainty in the two-dimensional frequency domain.

3.5.3 Closed-Loop Transfer Functions in the Two-Dimensional Frequency Domain

Figures 3.10 and 3.11 show the two-dimensional frequency representations \( \tilde{t}_{yd}(\nu, z) \) in (3.29) and \( \tilde{t}_{ud}(\nu, z) \) in (3.30) of the closed-loop transfer matrices \( T_{yd}(z) \) and \( T_{ud}(z) \) in (3.6) and (3.4) respectively. Here again the nominal model \( G(z) \) in (2.1) of Section 2.1 is used, and horizons \( H_p = 8 \) and \( H_u = 1 \), and weights \( Q_1 = 4I, Q_2 = 10^{-4}I, \) and \( Q_3 = 0.002I \) in (2.26). The flat surface in Figure 3.10 will be used for the definition of two-dimensional frequency bandwidth in Chapter 5. The low-gain part in Figure 3.10 means that the disturbances can be rejected by this controller in the low spatial and dynamical frequency range. If the disturbances belong to high spatial frequencies (such as over 3 cycles/metre) and high dynamical frequencies (such as over \( 10^{-2} \) cycles/second), they will not be rejected because of high gains in the corresponding frequency range. Note that if the disturbances belong to high dynamical frequencies (such as 0.05 cycles/second, those disturbances will be amplified because of the waterbed effects [75]. From Figure 3.11, the controller responds more aggressively to the lower spatial frequency disturbances (such as 0 \( \sim \) 3 cycles/metre) than to the higher spatial frequency disturbances (such as 3 \( \sim \) 4 cycles/metre). In other words, the controller tries to remove the lower spatial
Figure 3.9: The structured model uncertainty in Figure 3.8 in the input singular vectors and dynamical frequency domain.

frequency disturbances and leave the higher spatial frequency disturbances untouched.

3.6 Summary

In this chapter, a rectangular circulant matrix (RCM) was defined and its properties were discussed in detail. If the column vectors of an RCM are bandlimited to the spatial Nyquist frequency of the inputs $u_N$, its singular values can be easily obtained by pre- and post-multiplication of the complex Fourier matrices. The RCM structure can be preserved for the closed-loop transfer matrices in a linear feedback system if the open-loop plant and the controller are each an RCM and both of their column vectors are bandlimited to $u_N$.

The process model $G(z)$, the structured uncertainty $\Delta_G(z)$, and the closed-loop transfer functions $T_{pd}(z)$ and $T_{ud}(z)$ were approximated as RCMs and then decoupled into the two-dimensional frequency domain. This allows the large-scale MIMO closed-loop transfer matrices to be analyzed in terms of a family SISO transfer functions, one for each spatial frequency. The two-dimensional analysis method provides a better insight into the ill-conditioning characteristic of the process model and the role of the structured model uncertainty. It also provides theoretical basis for analyzing the closed-loop system’s performance and robust stability, which will be explored in Chapter 5.
Figure 3.10: The two-dimensional frequency approximation $\tilde{T}_{yd}(v_j, z)$ in (3.29) of the sensitivity function $T_{yd}(z)$ in (3.6) with the nominal process model $G(z)$ in (2.1) and the controller parameters $H_p = 8, H_u = 1, Q_1 = 4I, Q_2 = 10^{-4}I,$ and $Q_3 = 0.002I$ in (2.26).

Figure 3.11: The two-dimensional frequency approximation $\tilde{T}_{ud}(v_j, z)$ in (3.30) of the closed-loop transfer matrix $T_{ud}(z)$ in (3.4) with the nominal process model $G(z)$ in (2.1) and the controller parameters $H_p = 8, H_u = 1, Q_1 = 4I, Q_2 = 10^{-4}I,$ and $Q_3 = 0.002I$ in (2.26).
Chapter 4
Model Reduction

The problem statement of Section 2.3 requires that an effective and efficient model reduction method and a reduced-model based MPC be designed for a large-scale CD process to satisfy reduction and implementation specifications. The motivation for using wavelet packets for model reduction comes from well-known signal compression theory and previous application of wavelets in paper machine data analysis [61]. The reduced model using the wavelets method maintains the band diagonal and sparse structure features of the original CD process model, which are required by the CD-MPC QP solver [3, 7].

This chapter includes a summary of the main properties of wavelets, wavelet filters, and wavelet packets which may be found in [11, 85]. In Section 4.2, it is demonstrated that a given signal can be decomposed into and reconstructed from wavelet coefficients using wavelet matrices. In Section 4.3, a modified wavelet packets method is designed for model reduction and an example is shown that how efficiently reduce large-scale signals or models. In Sections 4.4, some practical issues such as distortion correction, the relationship between the spatial controllability and the reduced dimensions are discussed and summarized. In Section 4.5, implementation of MPC in the wavelet domain is investigated. In Section 4.6, the method is extended to multiple-array systems. Finally, Section 4.7 provides two examples for demonstrating the method’s effectiveness and efficiency.

### 4.1 Signal Decomposition and Reconstruction Using Discrete Wavelet Transform

Wavelet transform is an alternative to the Fourier transform. Instead of transforming a pure “time” description into a pure “frequency” description, wavelet transform provides a good compromise — a “time-frequency” description. Note that “space-spatial frequency” replaces “time-frequency” in CD processes.

A given function $f(t) \in L^2(R)$ can be decomposed as [11]:

$$f(t) = \sum_k c_J(k) \phi_{J,k}(t) + \sum_k \sum_{j \leq J} d_j(k) \psi_{j,k}(t)$$

(4.1)

$$= \sum_k <f(t), \phi_{J,k}> \phi_{J,k}(t) + \sum_k \sum_{j \leq J} <f(t), \psi_{j,k}> \psi_{j,k}(t)$$

(4.2)
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where \( c_j(k), d_j(k) \) are defined as the scaling coefficients and the wavelet coefficients respectively, the symbol ‘<, >’ represents the inner product, the scale level \( J \) and the shifting variable \( k \) are integers, \( \phi_{j,k} \) and \( \psi_{j,k} \) are the scaling functions and the wavelet functions, which are obtained by dilation and translation of the scaling and mother wavelet functions \( \phi \) and \( \psi \) respectively. Figure 4.1 shows a scaling function and a wavelet function of the wavelets–symlets [57].

\[
\begin{align*}
C_j(k) & = \sum_{l} h_0(l)f(2t - n), \\
D_j(k) & = \sum_{l} h_1(l)f(2t - n).
\end{align*}
\]

Finally, the coefficients \( c_j(k) \) and \( d_j(k) \) in (4.1) are obtained from the following equations:

\[
C_{j+1}(k) = \sum_{l_f} h_0(l_f - 2k)c_j(k),
\]

Figure 4.1: (a) The scaling function \( \phi(t) \) of sym4; (b) The wavelet function \( \psi(t) \) of sym4.

In most applications, one never deals directly with the scaling functions or the wavelet functions. Only the low-pass filter coefficients \( h_0(n) \) and the high-pass filter coefficients \( h_1(n) \) need to be considered [11, 85] through the following relationships:

\[
\begin{align*}
\phi(t) & = \sum_{n} h_0(n)\sqrt{2}\phi(2t - n), \\
\psi(t) & = \sum_{n} h_1(n)\sqrt{2}\psi(2t - n).
\end{align*}
\]
where \( j \geq 0 \) (for \( j = 0 \), \( c_0(k) \) is the same as the original signal \( f(t) \)), and \( l_f \) represents the length of the filter. The above equations (4.5) and (4.6) can be easily implemented by the two-band analysis tree in Figure 4.2, where the symbol \( \downarrow 2 \) (downsampling) throws away every second data point.

\[
d_{j+1}(k) = \sum_{l_f} h_1(l_f - 2k)c_j(k), \tag{4.6}
\]

Similarly, the original signal \( f(t) \) can be perfectly reconstructed from the coefficients through the two-band synthesis tree in Figure 4.3, where the symbol \( \uparrow 2 \) (upsampling) inserts one zero between every two samples in order to get the same length of the original signal at scale level 0, and \( g_0(n) = h_0(n) \), \( g_1(n) = h_1(n) \). Figure 4.4 and Figure 4.5 illustrate the filters and their frequency responses.

For orthogonal wavelets, the relationship between the low-pass filter coefficients and the high-pass filter coefficients is given by,

\[
h_1(k) = (-1)^{k+1}h_0(l_f - k), \tag{4.7}
\]

where \( k = 0, 1, 2, \cdots l_f - 1 \), \( l_f \) is the length of the filter. In addition, the low-pass filter
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Lowpass filter for decomposition

Highpass filter for decomposition

Lowpass filter for reconstruction

Highpass filter for reconstruction

Figure 4.4: The decomposition and reconstruction filters of \( \text{sym}4 \).

\( h_0(n) \) and the high-pass filter \( h_1(n) \) are double-shift orthogonal,

\[
\begin{align*}
\sum h_0(n)h_0(n-2k) &= \delta(k), \\
\sum h_0(n)h_1(n-2k) &= 0, \\
\sum h_1(n)h_1(n-2k) &= \delta(k),
\end{align*}
\]

(4.8) (4.9) (4.10)

where the Kronecker delta function \( \delta(k) \) is

\[
\delta(k) = \begin{cases} 
1, & k = 0 \\
0, & \text{otherwise}
\end{cases}
\]

(4.11)

4.2 Signal Decomposition and Reconstruction Using the Wavelet Matrices

From Section 4.1, it is known that signal decomposition and reconstruction can be implemented by low-pass and high-pass filters. It is convenient to express the relationship between the signal and the coefficients (scaling and wavelet) in matrix form. One-stage
two-band analysis can be expressed as

\[
\begin{bmatrix}
  c_{j+1}(1) \\
  c_{j+1}(2) \\
  \vdots \\
  c_{j+1}(m) \\
  d_{j+1}(1) \\
  d_{j+1}(2) \\
  \vdots \\
  d_{j+1}(m)
\end{bmatrix} =
\begin{bmatrix}
  r_1 & r_0 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
  r_3 & r_2 & r_1 & r_0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
  0 & 0 & r_3 & r_2 & r_1 & r_0 & \ldots & 0 & 0 & 0 & 0 \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ldots & \vdots & \vdots & \vdots & \vdots \\
  0 & 0 & 0 & 0 & 0 & 0 & \ldots & r_3 & r_2 & r_1 & r_0 \\
  0 & 0 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & r_3 & r_2 \\
  s_1 & s_0 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
  s_3 & s_2 & s_1 & s_0 & 0 & 0 & \ldots & 0 & 0 & 0 & 0 \\
  0 & 0 & s_3 & s_2 & s_1 & s_0 & \ldots & 0 & 0 & 0 & 0 \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ldots & \vdots & \vdots & \vdots & \vdots \\
  0 & 0 & 0 & 0 & 0 & 0 & \ldots & s_3 & s_2 & s_1 & s_0 \\
  0 & 0 & 0 & 0 & 0 & 0 & \ldots & 0 & 0 & s_3 & s_2 \\
\end{bmatrix}
\begin{bmatrix}
  c_j(1) \\
  c_j(2) \\
  \vdots \\
  c_j(N)
\end{bmatrix},
\]  

(4.12)
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where \( m = \text{floor}(\frac{N+l_f-1}{2}) \), the filter's length is assumed to \( l_f = 4 \), and \( r_n = h_0(n), s_n = h_1(n) \), the large matrix in (4.12) is called the wavelet matrix \( W^T \). For orthogonal wavelets, signal reconstruction can be easily implemented using the following formula,

\[
\begin{bmatrix}
  c_j(1) \\
  c_j(2) \\
  \vdots \\
  c_j(N)
\end{bmatrix}
= W
\begin{bmatrix}
  c_{j+1}(1) \\
  c_{j+1}(2) \\
  \vdots \\
  c_{j+1}(m) \\
  d_{j+1}(1) \\
  d_{j+1}(2) \\
  \vdots \\
  d_{j+1}(m)
\end{bmatrix}
\]

(4.13)

It is worth noting that the above equations (4.12) and (4.13) only apply to one-stage analysis and synthesis. As for multi-resolution analysis and synthesis, the dimensions of wavelet matrices should be adjusted for different scale levels. For example, the original signal's length (at scale level 0) is 1000 and the filter length \( l_f = 4 \), thus at scale level 1, the length of the scaling coefficients or the wavelet coefficients is 501, then the wavelet matrix between the scaling (or wavelet) coefficients and the original signal \( W_1 \) is 501 \( \times \) 1000, but at scale level 2, the wavelet matrix \( W_2 \) between level 1 and level 2 is changed to 252 \( \times \) 501. Therefore, the wavelet matrix between the original signal and the coefficients at level 2 is \( W_3 \in R^{252 \times 1000} = W_2 \times W_1 \).

4.3 Model Reduction

4.3.1 Modified Wavelet Packet Analysis

Not all components of the measurement profiles (basis weight, moisture, and caliper) of paper machine CD processes can be controlled due to the limited spatial bandwidth [20]. These profiles can be split into lower and higher spectral parts [50]. The higher spectral part is considered to be uncontrollable. In CD control systems, there are two important spatial frequencies: one is the Spatial Nyquist frequency of the inputs \( \nu_N^k \) in (3.19), another is the spatial cut-off frequency \( \nu_c \) which depends on the spatial response of a single actuator and is usually quite smaller than the above \( \nu_N^k \). In [78], the authors provided some practical rules for estimating this frequency \( \nu_c \) in paper machine CD processes. If \( g_{max} \) represents the maximum gain of the spatial frequency response of a single CD actuator and \( g_{\nu_c}^\nu_c \),

\(^1\) \textit{floor}(X) is a \textit{Matlab} function which represents the operation of getting the integer part of \( X \).
represents the gain at the cut-off spatial frequency, then

$$g_{\nu_c} = r \cdot g_{\text{max}},$$  \hspace{1cm} (4.14)

where \( r \) is a scalar number between 0.05 ~ 0.2. This cut-off spatial frequency \( \nu_c \) is smaller than the spatial bandwidth \( \nu_B \) in (3.23). From Theorem 1, Corollary 1 in Section 3.3 of Chapter 3 and (D.11), it is known that this cut-off frequency is closely related to the cut-off singular value \( \gamma_i \),

$$\gamma_i = \frac{g_{\nu_c}}{\sqrt{m/n}},$$  \hspace{1cm} (4.15)

where \( m \) and \( n \) are dimensions of the outputs and inputs respectively. This cut-off frequency indicates how much dimensional reduction can be achieved without losing any controllable components.

If the cut-off frequency \( \nu_c \) is known, the lower frequency part can be obtained by decomposing the original signal. However, this part can not normally be exactly represented by the scaling coefficients obtained by the above standard discrete wavelet analysis tree. This is where wavelet packet analysis becomes useful. A two-stage standard wavelet packet analysis tree is shown in Figure 4.6, where \( S \) is the original signal, \( ca1 \) and \( cd1 \) are scale level 1's coefficients, and \( caa2, cad2, cda2, \) and \( cdd2 \) are scale level 2's coefficients. Please note that those coefficients represent different frequency bandwidths but are not necessarily sorted from low to high [57]. Please see Appendix B for the correct frequency sequence.

Here a modified wavelet packet method is introduced as an attractive alternative to
standard wavelet packet analysis. The length of the original signal is assumed as \( N \). First, a proper scale level \( L \) is selected using a standard wavelet analysis tree. At this level \( L \), the approximation profile generated from the scaling coefficients \( c_L(k) \) with \( k = 1, 2, \cdots, n_L \) has a spatial frequency bandwidth \( \nu_B \) in (3.23) which is just smaller than the cut-off frequency \( \nu_c \) in (4.14). This can be justified by checking the bandwidth of the approximation profile at scale level \( L - 1 \), where the bandwidth should be bigger than \( \nu_c \). Second, only the wavelet coefficients \( d_L(k) \) at scale level \( L \) are continuously decomposed to another proper scale level \( P \) (or several scale levels). At this \( P \) level, the spectral part contributed by the scaling coefficients \( c_P(k) \) with \( k = 1, 2, \cdots, n_P \) should be close to the spectral difference between \( \nu_B \) and \( \nu_c \). Finally, the reduced dimension signal includes the above scaling coefficients \( c_L \) and \( c_P \), and its length is \( n_L + n_P \ll N \). \( n_L \) and \( n_P \) can be computed by

\[
n_x = \text{floor}(\frac{N}{2^X} + \sum_{k=1}^{X} \frac{l_f - 1}{2^k}), \quad (4.16)
\]

where \( X \) is the scale level number.

Compared to standard wavelet packet analysis, the modified wavelet packet method only decomposes the interesting scale levels and wavelet coefficients. An example of the modified wavelet packet analysis tree is shown in Figure 4.7, where \( n_L = 134 \) and \( n_P = 38 \), \( h_0 \) and \( h_1 \) are the low-pass and high-pass filter coefficients, \( c_j(k) \) and \( d_j(k) \) are the scaling and the wavelet coefficients at scale level \( j \). The original signal (1024 data numbers) is decomposed to 172 scaling and wavelet coefficients which come from scale level 3 and scale level 5.

\subsection*{4.3.2 Model Reduction Using the Modified Wavelet Packets Method [21]}

If \( y_r(z) \) and \( \hat{y}(z) \) represent the controllable part of the measurement profile \( y(z) \) in (2.1) in the wavelet domain and spatial domain respectively, we have the following relationship:

\[
y_r(z) = W_y y(z), \quad (4.17)
\]
\[
\hat{y}(z) = W_y^T W_y y(z) = W_y^T y_r(z), \quad (4.18)
\]

where \( W_y \) is a \( p \times m \) (\( p \ll m \)) matrix and \( \hat{y}(z) \) is also the controllable approximation profile of \( y(z) \). Generally speaking, \( W_y^T W_y \) works like a low-pass filter,

\[
W_y^T W_y y(z) \cong \begin{cases} 
\ y(z), & \text{for spatial frequency components of } y(z) \text{ below } \nu_c \\
0, & \text{for spatial frequency components of } y(z) \text{ over } \nu_c 
\end{cases} \quad (4.19)
\]
where $\nu_c$ is the cut-off spatial frequency in (4.14). This is due to the fact that different scale wavelet coefficients have different frequency bandwidth [85] and the wavelet matrix $W_y$ is composed of several scale level wavelet coefficients.

Similarly, the actuator profile can be decomposed and reconstructed by

$$u_r(z) = W_u u(z), \quad (4.20)$$
$$\hat{u}(z) = W^T_u u_r(z) = W^T_u W_u u(z), \quad (4.21)$$

where $W_u$ is a $q \times n$ matrix and $\hat{u}(z)$ is the approximation profile of $u(z)$ in (2.1). $W^T_u W_u$ removes high spatial components from the actuator profile $u(z)$. Therefore, the reduced model can be obtained from (2.1), (4.17) and (4.21) by

$$y_r(z) = W_y G_0 h(z) u(z) + W_y d$$
$$\cong W_y G_0 h(z) \hat{u}(z) + W_y d \quad (4.23)$$
$$= G_r(z) u_r(z) + d_r(z), \quad (4.24)$$
$$G_r(z) = W_y G_0 h(z) W^T_u, \quad (4.25)$$
$$d_r(z) = W_y d(z), \quad (4.26)$$

where $G_r(z) \in \mathbb{C}^{p \times q}$ is the reduced model in discrete wavelet domain, $d_r(z) \in \mathbb{C}^{p}$ is a vector
of the disturbance in the wavelet domain. We also can construct the approximation model \( \hat{G}(z) \) from the reduced model \( G_r(z) \) in (4.25) as follows:

\[
\hat{G}(z) = W^T G_r(z) W_u = W^T u G(z) W^T u .
\] (4.27)

Figure 4.8 shows the singular values of \( W^T y W_y \) (\( W_y \in \mathbb{R}^{86 \times 1100} \)) and \( W^T u W_u \) (\( W_u \in \mathbb{R}^{82 \times 1100} \)) for the model reduction example in Section 4.7.1. The discontinuity in Figures 4.8a and 4.8b is related to the cut-off singular \( \gamma_1 \) in (4.15). Note that the singular values and the eigenvalues of \( W^T y W_y \) or \( W^T u W_u \) are same.

\[
\text{Figure 4.8: An example for illustrating the singular values of } W^T y W_y \text{ (a) and } W^T u W_u \text{ (b).}
\]

\( \hat{G}(z) \) is useful for evaluating the distortions during the model reduction process, which will be discussed in Section 4.4. Figure 4.9 illustrates the construction of the signals that define the model reduction.

### 4.3.3 Quantification of the Model Reduction Requirements

In general, a system’s controllability is discussed in terms of the output signal \( y(z) \) (e.g., the cut-off frequency in (4.14)). For CD processes, this cut-off frequency is related to the system’s singular values [24, 78]. If a singular value is large, then the corresponding singular vector is easily controllable. Small singular values correspond to non-robustly controllable modes.
The singular value decomposition of the steady-state process model $G_{ss}$ (i.e. $G(1) = G_0h(1)$ in (2.2)) is:

$$G_{ss} = U \cdot \Sigma \cdot V^H. \quad (4.28)$$

The input singular vectors of $G_{ss}$ are given by the columns of $V$ in (4.28) denoted by $v_j$. Define the set of controllable input singular vectors as,

$$\Pi_l := \{v_j : \sigma_j(G_{ss}) > \gamma_l\}, \quad (4.29)$$

then the set of non-robustly controllable singular vectors will be defined by,

$$\Pi_h := \{v_j : \sigma_j(G_{ss}) < \gamma_l\}, \quad (4.30)$$

where $\sigma_j$ is the singular value corresponding to the singular input vector $v_j$.

The selection for $\gamma_l$ depends on the process spatial response. Detailed information can be found in [78] for a possible way to select its value.

It is necessary to quantify the reduction performance for the subsequent reduction algorithm development in Chapter 4.

1. **Dimensionality reduction.** It is required that $p < m$ and $q < n$. The numbers $m, n, p$, and $q$ are defined in (2.1) and (4.25).

2. **Preservation of controllable components.** The reduced model is required to preserve the controllable components of the system. This may be quantified by the following equation,

$$\frac{\| \hat{y}_s - y_s \|_2}{\| u_s \|_2} \leq w_l, \quad u_s \in \Pi_l \quad (4.31)$$

where $\hat{y}_s, y_s,$ and $u_s$ are the reconstructed output profile in (4.18), the output profile
in (4.18), and the input profile in (4.21) at steady-state respectively. \( \Pi_f \) is the set of controllable input singular vectors defined in (4.29), and \( w_t \) is the tolerance which can be used as the distortion index. A smaller value of \( w_t \) is preferred as it corresponds to a smaller distortion of the controllable components.

3. Elimination of non-robustly controllable components. The reduced model is required to eliminate the non-robustly controllable components of the system. This may be quantified by the following equation,

\[
\frac{\| \hat{y}_s \|_2}{\| u_s \|_2} \leq w_h, \quad u_s \in \Pi_h
\]  

(4.32)

where \( \Pi_h \) is the set of non-robustly controllable singular vectors defined in (4.30) and \( w_h \) is the tolerance which can be used as the index of eliminating the non-robustly controllable components. A smaller \( w_h \) means a better elimination of the non-robustly controllable components.

4. Reduction of the condition number. It is required that the reduced model's condition number \( \gamma(G_r) \) be small. Well-conditioned systems are more easily controlled than ill-conditioned ones, because the non-robustly controllable directions do not exist in the well-conditioned systems.

5. Sparsity of the reduced model. For its use in the quadratic program solver the reduced matrix \( G_r \in \mathbb{C}^{p \times q} \) is required to be a sparse, banded matrix. Sparseness of a matrix may be quantified by the ratio \( w_s \) of nonzero elements to the total number of elements,

\[
w_s = \frac{n_z}{p \cdot q} \leq 1,  
\]  

(4.33)

where \( n_z \) is the number of nonzero elements in the reduced model \( G_r \).

4.4 Practical Issues in Reduction Implementation

4.4.1 Distortion Correction

If the signal is of infinite length, the wavelet matrix is also infinite and no distortions exist. Because the signal is always finite and there are convolution operations between the signal and the wavelet filters during the decomposition and the reconstruction, there will be distortions in the first and last few rows of the wavelet matrix. The number of seriously distorted rows in the wavelet matrix depends on the length of the filter \( l_f \) and
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the scale level number $X$:

$$n_{dr} = \text{floor}\left(\frac{N}{2^X} + \sum_{k=1}^{X} \frac{l_f - 1}{2^k}\right) - \text{floor}\left(\frac{N}{2^X}\right), \quad (4.34)$$

where $n_{dr}$ is the number of the seriously distorted rows, and $N$ is the original dimension.

The following example illustrates how to remove these distorted rows in the reduced models. The model $G$, the output $y(z)$ and the input $u(z)$ in (2.1) are assumed to be $693 \times 226, 693 \times 1$ and $226 \times 1$ respectively; the filter’s length $l_f$ is 8. Decomposing the signal to scale level 1 is assumed. According to (4.16), the length of the reduced output $y_r(z)$ is 350, that is, the distorted wavelet matrix $W_y$ is $350 \times 693$. 4 rows have to be removed from $W_y$. Which rows need to be removed depends on what kind of wavelets is used. If sym4 (a member of the symlets family [57] shown in Figure 4.1) is used, the first row and the last three rows should be removed. Therefore, the wavelet matrix $W_y$ is changed to $346 \times 693$. Similarly, the wavelet matrix $W_u$ without the distorted rows is $113 \times 226$. Finally, the reduced model $G_r$ without serious distortion is $346 \times 113$.

### 4.4.2 Choice of Wavelets

Because the CD responses are usually symmetric except at the edges, it makes sense to choose wavelets which are symmetric or nearly symmetric and have similar shapes as the CD response ones in order to effectively capture the features of the input and the output profiles. These wavelets include symlets (near symmetry), coiflets (near symmetry), and biorthogonal wavelets (symmetry) (refer to [57]). However orthogonality is lost for biorthogonal wavelets. Therefore, symlets and coiflets are good wavelet families for CD process model reduction.

One has to choose the length $l_f$ of the low-pass filter and the high-pass filter in (4.7) used for model reduction. It depends on the desired sparsity of $G_r$ in (4.25) and the allowable distortion between the original model $G$ in (2.1) and the approximation model $\hat{G}$ in (4.27). If $l_f$ is increased, $G_r$ becomes more dense and the distortion between $G$ and $\hat{G}$ will be decreased and vice versa. Our experience indicates that $l_f$ between 8 to 16 is a good choice. As an example, consider the model of an industrial working paper machine which uses dilution actuators for controlling the basis weight. The original model at steady-state $G_{ss}$ in (2.2) is $693 \times 226$. The reduced model $G_r$ (4.25) is $129 \times 141$. Figure 4.10 illustrates the relationship between the wavelet filter length and the distortion. Before we give detailed numbers about model reduction performance mentioned in Section 2.3, we may define the distortion ratios for preservation of controllable components and elimination of
non-robustly controllable components as

\[
\eta_l = \frac{\sum_{j=1}^{\min(p,q)} w_l(j)}{\sum_{j=1}^{\min(p,q)} \sigma_j(G_{ss})}, \quad (4.35)
\]

\[
w_l(j) = \| (\hat{G} - G_{ss}) \cdot v_j \|_2, \quad (4.36)
\]

\[
\eta_h = \frac{\sum_{j=\min(p,q)+1}^{n} w_h(j)}{\sum_{j=\min(p,q)+1}^{n} \sigma_j(G_{ss})}, \quad (4.37)
\]

\[
w_h(j) = \| \hat{G} \cdot v_j \|_2, \quad (4.38)
\]

where \(p, q\) are the dimensions of the reduced model \(G_r\) in (4.25) and \(n\) is the actuator number, \(\hat{G}\) is in (4.27), the input singular vector \(v_j\) is the \(j^{th}\) column vector of \(V\) in (4.28). Smaller \(\eta_l\) means smaller distortion introduced from the reduction process while smaller \(\eta_h\) denotes larger elimination of non-robustly controllable components. These two ratios also apply for the original model. If this is the case, \(\eta_l\) and \(\eta_h\) are 0 and 1 respectively.

The model reduction performance criteria for different wavelet filter lengths are shown in Table 4.1. From the numbers in the table, there is trade-off among the model reduction requirements, i.e., it is impossible to let all the indices such as \(w_l\) in (4.31), \(w_h\) in (4.32), and the sparsity index \(w_s\) in (4.33) be small. Note in Figures 4.10 and 4.11, and Table 4.1, only the values at steady-state (i.e., \(z = 1\)) are shown.

<table>
<thead>
<tr>
<th>Model</th>
<th>Wavelets name</th>
<th>Filter length (l_f)</th>
<th>Condition number (T)</th>
<th>Distortion index (\eta_l)</th>
<th>Distortion index (\eta_h)</th>
<th>Sparsity index (w_s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(G_{ss} \in \mathbb{R}^{893 \times 226})</td>
<td>-</td>
<td>-</td>
<td>57.5</td>
<td>0</td>
<td>1</td>
<td>0.0236</td>
</tr>
<tr>
<td>(G_{r1} \in \mathbb{R}^{129 \times 141})</td>
<td>sym4</td>
<td>8</td>
<td>3.36</td>
<td>0.1002</td>
<td>0.7076</td>
<td>0.1986</td>
</tr>
<tr>
<td>(G_{r2} \in \mathbb{R}^{129 \times 141})</td>
<td>sym8</td>
<td>16</td>
<td>3.14</td>
<td>0.0449</td>
<td>0.3190</td>
<td>0.4210</td>
</tr>
<tr>
<td>(G_{r3} \in \mathbb{R}^{129 \times 141})</td>
<td>coif2</td>
<td>12</td>
<td>3.34</td>
<td>0.0665</td>
<td>0.6781</td>
<td>0.2781</td>
</tr>
<tr>
<td>(G_{r4} \in \mathbb{R}^{129 \times 141})</td>
<td>sym6</td>
<td>12</td>
<td>3.24</td>
<td>0.0651</td>
<td>0.4922</td>
<td>0.2777</td>
</tr>
<tr>
<td>(G_{r5} \in \mathbb{R}^{150 \times 155})</td>
<td>sym8</td>
<td>16</td>
<td>6.03</td>
<td>0.0457</td>
<td>0.2852</td>
<td>0.4413</td>
</tr>
</tbody>
</table>

For \textit{symlets} and \textit{coiflets} with same filter length (for example, \(sym6\) and \(coif2\), the filter length is 12), \(\hat{G}\) in (4.27) generated by \(sym6\) has smaller distortions than by \(coif2\). Figure 4.11 shows the distortion difference due to different wavelets. The quantified indices may be found in Table 4.1. From this table, \(sym6\) or \(sym8\) and the reduced dimensions between \(129 \times 141\) and \(150 \times 155\) are good choices for this plant model.
Figure 4.10: (a) The spectra of the wavelet filters: sym4 (dotted) and sym8 (dashed); (b) Illustration of the distortion difference in the reduced model $G_r$ in (4.25) due to different wavelet filter lengths.

### 4.4.3 Spatial Controllability and Model Reduction

Duncan and Bryant (1997) [20] proposed that the spatial bandwidth of an actuator array in web forming CD processes depends on single actuator's spatial response. Stewart et al. (2001) [78] further gave some practical rules about how to choose the cut-off spatial frequency $\nu_c$ in (4.14) in CD processes. Only those spatial frequency components below the cut-off spatial frequency $\nu_c$ can be controlled. In fact, this frequency $\nu_c$ is closely related to the singular value $\gamma_i$ in (4.29), because the process model $G(z)$ is an approximate RCM and its singular values can be obtained from (3.26) by multiplication of Fourier matrices.

It is well known that most CD control systems are ill-conditioned or singular [50, 77]. In addition, due to model inaccuracies, some smaller singular values, which are related to high spatial frequencies, can not be reliably identified [27]. Therefore, the input directions corresponding to these smaller unreliable singular values can be discarded, that is, the input singular vectors belong to $\Pi_h$ in (4.30) are not robustly-controllable.

Generally speaking, choosing $\gamma_i$ in (4.29) between $0.1 \sim 0.2\bar{\sigma}(G_{sa})$ is typically good for most CD processes [78], which implies that the reduced model's condition number
will be smaller than 10. We may use $\gamma_l$ to decide what numbers are good for the reduced dimensions $p$ and $q$ of $G_r$ in (4.25). Figure 4.12 shows the singular values and the distortion indices of the reduced model $G_r$ is larger than one with the reduced model $G_{r2}$ in Table 4.1 as $G_{r5}$ keeps 21 more input singular values than $G_{r2}$. However, the condition number of $G_{r5}$ is larger than that of $G_{r2}$. Therefore, there is trade-off between the reduced dimensions and the condition number (i.e., performance and robustness).

### 4.4.4 Model Reduction Distortion Test

We tested a large number of possible CD process models in order to verify the effectiveness of the model reduction method described above. The measurements $m$ in (2.1) ranged from 300 to 2000 by step 200, the actuator numbers $n$ in (2.1) ranged from 40 to 300 by step 65, the attenuation parameter $\alpha$ in (2.3) was changed from 2 to 7 by step 1, the width parameter $\xi$ in (2.3) was changed from 2 to 10 by step 1, and the divergence parameter $\beta$ in (2.3) was changed from 0 to 0.45 by step 0.15. The default controllable singular value $\gamma_l$ in (4.29) was set as $0.1\sigma(G_{ss})$ for all these models. If the model’s condition number is less than 10. We may use $\gamma_l$ to decide what numbers are good for the reduced dimensions $p$ and $q$ of $G_r$ in (4.25).
than 10, then the model will not be reduced. There are a total of 7704 effective models (needed to be reduced\(^1\) for the above variable parameters. We calculated the distortion ratio \(\eta_i\) in (4.35) for each model using two different length wavelet filters. The statistical results for this ratio are shown in Figure 4.13. From the figure, the distortion ratios using the short wavelet filter are usually bigger than those using the long wavelet filters.

4.4.5 Comparison With Other Reduction Methods

In industry, the measurement profile (high-resolution) is usually first filtered by an anti-aliasing filter (such as Hamming window) and then down-sampled (using an averaging method) to low-resolution profile (same resolution as the actuator profile), i.e. transfer the process model from a rectangle matrix to a square one. Here we calculate the distortions in the output profile using the proposed wavelet packets method and the commonly used averaging method. Figure 4.14 shows the distortions using these two methods for the previous same dilution actuator response model example in Section 4.4.2. From this figure, it is clear that the wavelet method is much better than the averaging method.

\(^1\)These model are ill-conditioned because their condition numbers are more than 10.
Another advantage is that the condition number of the reduced model using the wavelet method (6.03 as shown in Table 4.1) is much smaller than that of the square model (which is 68 for this CD process).

Compared with Gram polynomials in [50], this wavelet method can directly build relationship between the reduced dimension and the cut-off frequency. The wavelet method has also the localization capability, i.e. the wavelet coefficients are related to the spatial response locations. Other orthogonal bases including Gram polynomials and singular vectors (column vectors in $U$ and $V$ in (4.28)) lack this capability because those bases span over the entire sheet width. The sparsity feature of CD process models will be kept in the reduced model by using the wavelet method but lost if using other reduction methods.

This method can be used for multiple-array systems, but the singular value decomposition method can not be used for such systems. Detailed information will be given in Section 4.6.
Figure 4.14: Spectra of the approximation output profiles using different methods

4.5 MPC Implementation in the Wavelet Domain

4.5.1 Constraint Handling

The inequality constraints in (2.27 - 2.30) can be simply expressed by [22]

\[ A_1 \Delta u(k) \leq b_1 - C_1 u(k - 1), \]  

(4.39)

where \( A_1, b_1, \) and \( C_1 \) can be easily obtained after some algebra.

Note that the above constraints are in the spatial domain, and need to be transferred to the wavelet domain. However, that transfer to the wavelet domain can be avoided simply by replacing \( u(k) \) in (4.39) with \( \hat{u}(k) \) in (4.21), that is, inequality (4.39) is replaced by

\[ A_1 W_u^T \Delta \hat{u}(k) \leq b_1 - C_1 W_u^T \hat{u}(k - 1). \]  

(4.40)

This inequality will guarantee that the constraints in the spatial domain will not be violated while the minimization of the upcoming objective function (4.41) is in the wavelet domain. The reason is that the optimal solution \( \hat{u}(k) \) in the wavelet domain will be
projected back to the spatial domain by using the inverse wavelet transform (i.e., \( \hat{u}(k) = W_u^T u_r(k) \) in (4.21)) and then the solution \( \hat{u}(k) \) is implemented in the spatial domain. Please note that it is \( \hat{u}(k), \) not \( u(k), \) that is used for implementation.

### 4.5.2 Objective Function in the Wavelet Domain

The objective function for CD-MPC in the wavelet domain is:

\[
\min_{\Delta u_r(k)} J_r(k) = \min_{\Delta u_r(k)} \left\{ \sum_{j=1}^{H_u} (y_r(k+j) - y_{spr}(k+j))^T Q_1 r(y_r(k+j) - y_{spr}(k+j)) + \sum_{j=0}^{H_u-1} [\Delta u_r(k+j)^T Q_2 r \Delta u_r(k+j) + u_r(k+j)^T Q_3 r u_r(k+j)] \right\}
\]

subject to (4.24) and (4.40), where \( y_r(k) \) in (4.24) and \( y_{spr}(k) \) are the reduced output profile and the reduced desired profile in the wavelet domain respectively. \( y_{spr}(k) \) can be gotten by \( W_y y(k) \) analogous to \( y_T(k) \) in (4.17). \( Q_1 r, Q_2 r \) and \( Q_3 r \) have the same structures as \( Q_1, Q_2, \) and \( Q_3 \) in (2.26) respectively, but have the smaller dimensions. Due to the large size of the plant and simple dynamical characteristics, \( H_u \) is restricted up to 3, and \( H_p \) is chosen between 10 and 20, which correspond to typical settling times for paper machine CD processes.

If we substitute \( y_r(k) \) with \( W_y y(k) \) from (4.17) and \( u_r(k) \) with \( W_u u(k) \) from (4.20) into (4.41), the objective function \( J_r(k) \) is the same as the objective function \( J(k) \) in (2.26) except for different weighting matrices. For the objective function \( J_r(k), \) the equivalent weighting matrices are \( W_y^T Q_1 W_u, W_y^T Q_2 W_u, \) and \( W_u^T Q_3 W_u. \) As discussed in Section 4.3.2, for controllable components of the output profile \( y \) below the cut-off frequency \( \nu_c \) in (4.14) (related to the cut-off singular value \( \gamma_l \) in (4.29)), \( W_y^T W_y \) will not significantly change their magnitude. For uncontrollable components of the output profile \( y \) above the cut-off frequency \( \nu_c, \) \( W_y^T W_y \) will remove them. In other words, the equivalent weighting matrix \( W_y^T Q_1 W_u \) is very close to the weight matrix \( Q_1 \) for the objective function \( J(k) \) in (2.26) in terms of its effect on controllable components (refer to Figure 4.8a). Similarly, other two equivalent weighting matrices \( W_u^T Q_2 W_u \) and \( W_u^T Q_3 W_u \) are also very close to the weight matrices \( Q_2 \) and \( Q_3 \) respectively in the controllable subspace of \( G(z) \) (i.e., for controllable singular vectors \( v_j \in \Pi_l \) in (4.29)). Therefore, the optimal solution \( \Delta u_r \) in (4.41) based on the reduced model is very close to the optimal solution \( \Delta u \) in (2.26) based on the full model in the controllable subspace. Examples will be presented in Section 4.7.

When the optimal solution of (4.41) \( \Delta u_r(k) \) is calculated, then the reduced actuator profile \( u_r(k) \) is equal to \( \Delta u_r(k) + u_r(k-1). \) Finally, the corresponding actuator profile \( u(k) \) in the spatial domain can be obtained by (4.21). Figure 4.15 shows the MPC controller.
implementation diagram in the wavelet domain.

Because the reduced model \( G_r(z) \) in (4.25) removes high spatial frequency components (i.e., small singular values), it inherently increases robustness of the MPC controller. The controller also will rarely result in a picketing phenomenon, which happens often in practical CD control systems, because the actuators are not permitted to operate in high spatial frequency range after transforming control actions from the wavelet domain to the spatial domain. The robustness and performance analysis method, which will be presented in Chapter 5, can be used for the wavelet-based MPC when \( W_y^TQ_1W_y, W_u^TQ_2W_u \), and \( W_u^TQ_3W_u \) are considered as the equivalent weight matrices for the wavelet-based MPC.

### 4.6 Extension to Multiple-Array Systems

As mentioned in Section 1.2.5 and Section 2.1.2, it may be necessary to coordinate all actuator arrays for controlling all the properties in CD processes. It is known that the computational time of solving the QP problem such as (2.26) could exponentially increase with the variables of the problem (such as inputs and constraints) [87]. Due to several times more actuators, measurements, and constraints in a multiple-array system than in a single-array system, the on-line computational time for solving the QP problem is so long that the MPC controller may not be implementable in reality. Due to severe ill-conditioning both in single-array systems [20, 29, 50, 83] and in multiple-array systems [4], the model reduction method used for single-array systems can be used for multi-array systems too.

The singular value decomposition method [87] cannot be used for multiple-array systems. The reason is that there is not such a constant spatial matrix in a multiple-array
system model $G(z)$ in (2.21) due to different sub-plants’ dynamics (i.e., $h_{ij}(z)$ in (2.21)). However, the model reduction method based on the modified wavelet packets described above can be used for multiple-array systems. Here is the procedure:

1. We first decide the reduced dimensions for each controlled property and each actuator array.

   - For a particular property $y_i$, we should keep the maximum controllable components in the reduced property $y_{ri}$. For example, the moisture profile is controlled by slice lip actuators, steam boxes and rewet showers as shown in Figure 1.1 and the spatial cut-off frequencies for each of these subplants (a row of the multiple-array system model $G(z)$ in (2.21)) are $\nu_{c1}$, $\nu_{c2}$, and $\nu_{c3}$ in (4.14). Then, let the maximum of the three frequencies as the spatial bandwidth for the moisture. Based on the this bandwidth, using the method for the single-array systems described in Section 4.3, step by step, we can get the reduced dimension for the moisture.

   - For a particular actuator array $u_j$, we should keep the maximum control capacity after the model reduction. For example, a slice lip actuator array can affect the basis weight, the moisture, and the caliper profile. If the reduced dimensions for the slice lip actuators for each of these subplants (a column of the multiple-array system model $G(z)$ in (2.21)) are $q_{ij}$ with $j = 1, 2, 3$, then, the reduced dimension for the slice lip actuators is the maximum of $q_{ij}$.

2. We then build the wavelet matrices $W_{y1}, \ldots, W_{yNy}$ for each controlled property and $W_{u1}, \ldots, W_{uNu}$ for each actuator array. Here $N_y$ and $N_u$ are the numbers of the controlled properties and the actuator arrays in (2.21) respectively.

3. Finally, we build the reduced model for a multiple-array system as follows:

\[
Y_r(z) = G_r(z)U_r(z) + D_r(z),
\]

\[
Y_r(z) = \begin{bmatrix} y_{r1}(z) \\ \vdots \\ y_{rNy}(z) \end{bmatrix} = \begin{bmatrix} W_{y1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & W_{yNy} \end{bmatrix} \begin{bmatrix} y_1(z) \\ \vdots \\ y_{Ny}(z) \end{bmatrix},
\]

\[
G_r(z) = \begin{bmatrix} W_{y1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & W_{yNy} \end{bmatrix} \begin{bmatrix} W_{u1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & W_{uNu} \end{bmatrix} = \begin{bmatrix} G_{r11}(z) & \cdots & G_{r1Nu}(z) \\ \vdots & \ddots & \vdots \\ G_{rNy1}(z) & \cdots & G_{rNyNu}(z) \end{bmatrix},
\]
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\[ G_{rij}(z) = W_{yi}G_{ij}W_{uj}h_{ij}(z), \quad i = 1, \ldots, N_y, \quad j = 1, \ldots, N_u, \quad (4.45) \]

\[ U_r(z) = \begin{bmatrix} u_{r1}(z) \\ \vdots \\ u_{rN_u}(z) \end{bmatrix} = \begin{bmatrix} W_{u1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & W_{uN_u} \end{bmatrix} \begin{bmatrix} u_1(z) \\ \vdots \\ u_{N_u}(z) \end{bmatrix}, \quad (4.46) \]

\[ D_r(z) = \begin{bmatrix} d_{r1}(z) \\ \vdots \\ d_{rN_y}(z) \end{bmatrix} = \begin{bmatrix} W_{y1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & W_{yN_y} \end{bmatrix} \begin{bmatrix} d_1(z) \\ \vdots \\ d_{N_y}(z) \end{bmatrix}, \quad (4.47) \]

where \( G, G_{ij}, h_{ij}, y_i, u_j, d_i, N_y, N_u \) are from (2.21), \( y_{ri} \in \mathbb{C}^{p_i} \) with \( i = 1, \ldots, N_y, \) \( u_{rj} \in \mathbb{C}^{q_j} \) with \( j = 1, \ldots, N_u. \)

After the reduced model \( G_r(z) \) in (4.42) is constructed, the constraints and the objective function for the multiple-array system in the wavelet domain can be handled in a similar fashion as the single-array system in Section 4.5.

4.7 Examples

In this section, two examples are given for demonstrating the effectiveness and efficiency of the wavelet-based reduced-order CD-MPC, first for a single-array system and then for a multiple-array system.

4.7.1 Basis Weight Profile Controlled by Slice Lip Actuators

In order to illustrate the effectiveness of the above wavelet-based reduced-order MPC, a real paper machine CD process model for 39 gsm paper grade is used in the following example. This paper machine has 110 slice lip actuators and the scanning sensor has 1100 measurements per scan (30 seconds per scan). The shape of the actuator response is shown in Figure 4.16 and is very typical for slice lip actuators on a light weight paper grade. The frequency power spectrum of the response is also shown, the Spatial Nyquist frequencies \( \nu_N^y \) in (3.19) can be calculated, and the cut-off spatial frequency \( \nu_c \) in (4.14) is chosen as the frequency whose magnitude is 10% of the maximum gain (i.e., \( r = 0.1 \) in (4.14)) [78]. This frequency \( \nu_c \) in (4.14) can be considered a tuning parameter for the robustness of the controller.

The design procedure for the wavelet-based reduced-order MPC is as follows:

1. We first calculate the reduced dimensions from the cut-off frequency \( \nu_c \) in (4.14).
Based on the cut-off frequency $\nu_c$, the output profile can be reduced from 1100 to 86. Similarly, according to the controllable singular vectors, the input profile can be reduced from 110 to 82.

2. **After choosing the wavelets, we then calculate the wavelet matrices $W_y$ and $W_u$ and obtain the reduced model $G_r$.**

In this example, we choose `sym8` as the wavelets for model reduction. According to the modified wavelet packets method in Section 4.3.1, we will keep scale level 4’s 69 and scale level 6’s 17 coefficients for the outputs in the wavelet domain, and scale level 2’s 55 and scale level 3’s 27 coefficients for the reduced inputs.

3. **We then check the model reduction indices such as the distortion ratios $\eta_l$ in (4.35) and $\eta_h$ in (4.37), condition number.**

If they are good, then we go to the next step. Otherwise, we go back to step 1 by changing the cut-off spatial frequency $\nu_c$ or step 2 by changing the wavelet filter length $l_f$. Figure 4.17 shows the singular values and the distortion indices $w_l$ in (4.36) and $w_h$ in (4.38). Table 4.2 shows the reduction performance. From the indices in the table, the reduction performance is pretty good except the condition number of the reduction model, which is slightly large. This is due to the slightly large cut-off spatial frequency $\nu_c$ (i.e., smaller $r$ in in (4.14)) and the original model’s...
large condition number (it is 102.07).

4. Finally, we apply the reduced model for the objective function in (4.41), calculate the controller performance $\kappa$ in (1.1) and computational time, and compare them with those using the original model.

If a good compromise between the performance and the time is obtained, then we finish the whole design procedure. Otherwise, we return to step 1 and do it again until we achieve our requirements.

Figure 4.18 shows the output profiles before and after control using the reduced model $G_r$ and the original model $G$. The output profile before control shown in Figure 4.18a is a realistic disturbance generated from a software simulator of Honeywell. When the original model $G \in \mathbb{C}^{1100\times110}$ is used in MPC, the paper quality index or control performance index $\kappa$ in (1.1) is decreased from 0.578 to 0.199, and the average computational time for each control action is 29.25 CPU seconds (on an Intel Pentium III 700MHZ CPU, 256Mb RAM PC). While the reduced model $G_r$ is used, the control performance index $\kappa$ is 0.213, which means this reduced-order controller rejects less about 3.7% disturbance than the controller based on the original model, however the computational time is reduced about
Table 4.2: The model reduction performance criteria for the single-array system.

<table>
<thead>
<tr>
<th></th>
<th>Original Model</th>
<th>Reduced Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimensions $m \times n(p \times q)$</td>
<td>$1100 \times 110$</td>
<td>$86 \times 82$</td>
</tr>
<tr>
<td>Condition number $\Upsilon$ in (1.7)</td>
<td>102.07</td>
<td>19.44</td>
</tr>
<tr>
<td>Distortion ratio $\eta_1$ in (4.35)</td>
<td>0</td>
<td>0.0455</td>
</tr>
<tr>
<td>Distortion ratio $\eta_2$ in (4.37)</td>
<td>1</td>
<td>0.2299</td>
</tr>
<tr>
<td>Sparsity index $w_s$</td>
<td>0.0206</td>
<td>0.3451</td>
</tr>
<tr>
<td>Computational time [CPU seconds]</td>
<td>29.25</td>
<td>12.38</td>
</tr>
<tr>
<td>Performance index $\kappa$ in (1.1)</td>
<td>0.199</td>
<td>0.213</td>
</tr>
</tbody>
</table>

57.7% (12.38 CPU seconds compared to the above 29.25 CPU seconds). Because there are some higher spatial frequency components than the cut-off frequency $\nu_c$ in (4.14) in the output profile before control, these components can not be removed by any controller.

There exists trade-off between the controller performance and the model reduction. Figure 4.19 shows the performance index $\kappa$ in (1.1) and on-line computational time for various reduced models. From this figure, the reduced model dimensions $86 \times 82$ may be a good compromise between the performance and the on-line computational time.

### 4.7.2 Three Properties Controlled by Four Actuator Arrays

This example considers the wavelets-based reduced-order CD-MPC for a working industrial paper machine. This paper machine is equipped with four actuator arrays and one scanning sensor. The actuator arrays are slice lip actuators $u_1$, steam box $u_2$, rewet shower $u_3$, and induction heating actuators $u_4$. Their dimensions $n_j$ in (2.23) and actuator spacings $X_{u_j}$ in (3.19) are $n_1 = 57$, $n_2 = 65$, $n_3 = 88$, and $n_4 = 84$, $X_{u_1} = 114.3$ mm, $X_{u_2} = 94.2$ mm, $X_{u_3} = 69.6$ mm, and $X_{u_4} = 72.9$ mm. Three controlled properties (basis weight $y_1$, moisture $y_2$, and caliper $y_3$) are measured by the sensor. The dimension for each of the measurements is 1280. Due to huge memory consumption in saving the predictions of the outputs and the limited resource of our computer, we downsamplled the output dimension to 320 in order to implement the MPC in our simulation test. This can be realized by changing the maximum of $k$ in (2.5) from 1280 to 320. The parameterized structure $g(x)$ in (2.3) for the spatial response model $G_{ij}$ in (2.21) has the following
Figure 4.18: (a) The output profile before control, (b) The output profile after control using the reduced model, (c) Difference of two controlled output profiles using the original model and the reduced model, (d) Spatial power spectra of the output profiles (dotted: before control, solid plus 'circle': after control using the original model, solid: after control using the reduced model). Note that the x-axis of (d) is enlarged for clear display.

parameters,

\[
\gamma_{ij} = \begin{bmatrix}
0.00647 & 0 & 0 & 0 \\
0.00502 & -0.02359 & 0.04872 & 0 \\
0.00549 & -0.00450 & 0.00794 & -0.01758
\end{bmatrix} ,
\]

(4.48)

\[
\alpha_{ij} = \begin{bmatrix}
1.2 & 0 & 0 & 0 \\
1.2 & 7 & 7 & 0 \\
7 & 7 & 7 & 7
\end{bmatrix} ,
\]

(4.49)

\[
\xi_{ij} = \begin{bmatrix}
40 & 0 & 0 & 0 \\
51 & 53 & 50 & 0 \\
114 & 94 & 26 & 50
\end{bmatrix} ,
\]

(4.50)

\[
\beta_{ij} = \begin{bmatrix}
0.3 & 0 & 0 & 0 \\
0 & 0.3 & 0 & 0 \\
0 & 0 & 0.15 & 0
\end{bmatrix} .
\]

(4.51)
Please note that there is no interaction between the basis weight profile $y_1$ and steam boxes $u_2$; the basis weight profile $y_1$ and rewet shower $u_3$, the basis weight profile $y_1$ and induction heating actuators $u_4$, and the moisture profile $y_2$ and induction heating actuators $u_4$. That is why there are no identification parameters in the equations (4.48)-(4.51). Other parameters for the subplants’ dynamics $h_{ij}(z)$ in (2.21) are as follows,

\[
a_{ij} = \begin{bmatrix} 0.3679 & 0 & 0 & 0 \\ 0.5057 & 0.7575 & 0.4895 & 0 \\ 0.9024 & 0.6739 & 0.3679 & 0.9374 \end{bmatrix}, \quad (4.52)\\
T_{dij} = \begin{bmatrix} 2 & 0 & 0 & 0 \\ 2 & 1 & 0 & 0 \\ 2 & 1 & 0 & 2 \end{bmatrix}. \quad (4.53)
\]

Then, we follow the procedure described in Section 4.6 and get the reduced model. Through trial and error, the reduced dimensions for the outputs are $p_i = 100$ with $i = 1, 2, 3$, and the reduced dimensions for the inputs are $q_1 = 50$, $q_2 = 57$, $q_3 = 77$, and $q_4 = 74$. Therefore, the dimensions for the original models $G_{ij}$ in (2.21) and the reduced
models $G_{rij}$ in (4.44) are

\[
m_i \times n_j = \begin{bmatrix} 320 \\ 320 \\ 320 \end{bmatrix} \times \begin{bmatrix} 57 & 65 & 88 & 84 \end{bmatrix},
\]

\[
p_i \times q_j = \begin{bmatrix} 100 \\ 100 \\ 100 \end{bmatrix} \times \begin{bmatrix} 50 & 57 & 77 & 74 \end{bmatrix}
\]

Finally, we obtain the results. Figure 4.20 shows the computational time vs the performance for the MPC using the full model and the reduced model. Table 4.3 gives the detailed numbers for these results. The profiles before control are generated from a software simulator of Honeywell which is used for simulating realistic disturbances of real CD processes. From the numbers in Table 4.3, it is worth sacrificing a few percents of performance for almost half computational time reduction. In addition, it may be not implementable for the multiple-array system MPC using the full model because the sampling time for each scan is 30 seconds in this case and smaller than the on-line computational time shown in Figure 4.20 or in Table 4.3.

Table 4.3: Performance and computational time for the MPC using the full and reduced models

<table>
<thead>
<tr>
<th>Performance</th>
<th>Before Control</th>
<th>After Control</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa_{y_1}$</td>
<td>0.4741</td>
<td>0.0875</td>
<td>0.0894</td>
</tr>
<tr>
<td>$\kappa_{y_2}$</td>
<td>0.7861</td>
<td>0.1337</td>
<td>0.1607</td>
</tr>
<tr>
<td>$\kappa_{y_3}$</td>
<td>0.6635</td>
<td>0.0370</td>
<td>0.0431</td>
</tr>
<tr>
<td>Average Computational Time per scan [CPU second]</td>
<td>-</td>
<td>32.55</td>
<td>17.18</td>
</tr>
</tbody>
</table>

4.8 Summary

In this chapter, a novel model reduction method based on wavelet packets has been presented for paper machine cross-directional processes. This model reduction method has been connected with CD process controllability. The reduced model can effectively capture the controllable spatial components and reject uncontrollable components. Some practical issues in implementing the reduction such as distortion correction and choice of wavelets
have been investigated. Properly choosing the wavelets and their filter lengths will reduce the distortions. A practical procedure for model reduction of multiple-array systems has been provided.

The constraints in the wavelet domain can be handled by using an inverse wavelet transform, and this method can guarantee that the constraints will not be violated in the original spatial (physical) domain and then no picketing will appear in the actuator profile. The major benefit of implementing MPC in the reduced domain is that the online computational time can be greatly reduced compared to the implementation of MPC based on the original model while good control performance is preserved. This has been demonstrated by two examples from real paper machine CD processes. Another minor benefit is that the controller implemented in the reduced domain will have some degree of robustness because it does not attempt control of the non-robustly controllable directions, that have been removed from the reduced model. However, this method can not guarantee robust stability of the closed-loop system. This issue will be explored in the next chapter.
Chapter 5
Robustness and Performance

In Chapter 3, the large MIMO transfer matrices $T_{ud}(z)$ in (3.4) and $T_{yd}(z)$ in (3.6) could be conveniently transferred into a family of SISO transfer functions $\tilde{t}_{ud}(\nu^u_j, z)$ in (3.30) and $\tilde{t}_{yd}(\nu^y_j, z)$ in (3.29) across the spatial frequencies. In this chapter, these SISO transfer functions will be used for deriving the robust stability condition for both the unstructured uncertainty $\Delta_{G1}(z)$ in (2.7) and the structured uncertainty $\Delta_{G2}(z)$ in (2.8) described in Section 2.1 of Chapter 2, and will also be used for evaluating the closed-loop system's performance. Tuning of the MPC controller’s parameters in the two-dimensional frequency domain will be demonstrated in Section 5.3. The method is extended to multiple-array systems in Section 5.4. Finally, several examples will demonstrate that both proper consideration of the structured uncertainty and careful design of the tuning parameters may greatly remove unnecessary conservativeness from the traditional controller design.

5.1 Closed-Loop Robust Stability for Single-Array Systems

5.1.1 Robust Stability Condition for the Unstructured Model Uncertainty

The standard robust stability (RS) condition in (3.3) can be rewritten for the unstructured model uncertainty and may be transferred into the two-dimensional frequency domain. If $T_{ud}(z)$ in (3.4) is an RCM, then, based on (3.26) in Corollary 1, the maximum singular value of $T_{ud}(z)$ is equal to the maximum value of $|\tilde{t}_{ud}(\nu_j^u, z)|$ in (3.30). In terms of the approximation $\tilde{t}_{ud}(\nu_j^u, z)$ the robust stability condition (3.3) may be rewritten as

$$\|T_{ud}(z)\Delta_{G1}(z)\|_\infty < \sigma(T_{ud}(z))\sigma(\Delta_{G1}(z)) < 1 \iff \max_j \left( \left| \tilde{t}_{ud}(\nu_j^u, e^{i2\pi\omega}) \right| \right) < \frac{1}{l(\omega)}, \quad \forall \nu_j^u, \omega. \tag{5.1}$$

This allows us to define a robust stability margin for unstructured additive model uncertainty as

$$\eta := \frac{1}{\max_j \sup_\omega \left( \left| \tilde{t}_{ud}(\nu_j^u, e^{i2\pi\omega}) \right| \right)}, \tag{5.2}$$

for $\nu_j^u \in \{\nu_1^u, \nu_2^u, \ldots, \nu_n^u\}$ and $\omega \in [0, \omega_N]$. 
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5.1.2 Robust Stability Condition for the Structured Model Uncertainty

From (3.28) and (3.43), the RS condition in (3.3) for the structured uncertainty $\Delta G_2(z)$ in (2.8) can be rewritten as

$$\rho(T_{ud}(e^{i2\pi\omega})\Delta G_2(e^{i2\pi\omega})) = \max_j(\lambda_j(T_{ud}(e^{i2\pi\omega})\Delta G_2(e^{i2\pi\omega})))$$

where $\nu_j^u \in \{\nu_1^u, \nu_2^u, \ldots, \nu_u^u\}$ are spatial frequencies with engineering units in (3.18) and $\omega \in [0, \omega_N]$ with the dynamical Nyquist frequency $\omega_N$. In the above derivation, from (5.3) to (5.5) we use the fact that $F_n$ and $F_m$ are unitary Fourier matrices, and eigenvalues are invariant under similarity transformations, that is, $T_{ud}\Delta$ and $F_n^{-1}T_{ud}\Delta F_n$ have the same eigenvalues\(^1\) [75]. From (5.5) to (5.6), we used (3.28) and (3.43) to conclude that $T_{ud}(e^{i2\pi\omega}) \cdot \tilde{\Delta}(e^{i2\pi\omega})$ is a diagonal matrix.

Note that for structured uncertainties the RS condition (5.6) is less conservative as it takes directionality into account. The unstructured RS condition (5.1) is equivalent to

$$\max_j(|\tilde{T}_{ud}(\nu_j^u, e^{i2\pi\omega})|) \max_k(|\tilde{\delta}(\nu_k^u, e^{i2\pi\omega})|) < 1, \ \forall \nu \Rightarrow (5.6)$$

which can be significantly worse than (5.6) since it “pairs-up” the two maxima. Figure 5.1 demonstrates the conservativeness of the controller based on unstructured uncertainties. In this figure, $\tilde{T}_{ud}(\nu, e^{i2\pi\omega})$ and $\tilde{\delta}_{ud}(\nu, e^{i2\pi\omega})$ comes from Figures 3.11 and 3.8 respectively (the steady-state case $\omega = 0$ is shown for clear display). In this figure, as $\max_j(|\tilde{T}_{ud}(\nu_j^u, 1)|) \max_k(|\tilde{\delta}(\nu_k^u, 1)|) = 50.4043 \times 0.0280 = 1.4129 > 1$, it seems that the closed-loop system is unstable based on the RS condition (5.7) for unstructured uncertainties. However, $\max_j(|\tilde{T}_{ud}(\nu_j^u, e^{i2\pi\omega})| \cdot \tilde{\delta}(\nu_j^u, e^{i2\pi\omega})) = 0.8497 < 1$, and that means the closed-loop system is stable for structured uncertainties.

Another benefit from (5.6) is that even for the same dynamical frequency $\omega$, the maxima of $\tilde{T}_{ud}(\nu_j^u, e^{i2\pi\omega})$ and $\tilde{\delta}(\nu_j^u, e^{i2\pi\omega})$ usually do not happen in the same spatial frequency $\nu$. In other words, given $\tilde{\delta}(\nu_j^u, e^{i2\pi\omega})$, it is possible to adjust $\tilde{T}_{ud}(\nu_j^u, e^{i2\pi\omega})$ for good robust

\(^1\)Note that $F_n^H = F_n^{-1}$ [17, 24].
margin and performance, especially through tuning the weighting matrix $Q_3$ in (2.26). This will be explored in detail in Section 5.3.1.

### 5.2 Closed-Loop Performance Indices

The two-dimensional frequency sensitivity function $\tilde{t}_{vd}(\nu_j^y, z)$ in (3.29) may be used for calculating the control system's bandwidth. The bandwidth in the two-dimensional frequency domain can be similarly defined as that in the dynamical frequency domain [75]:

**Definition 2** The closed-loop bandwidth $B_w(\nu_j^y, \omega)$ of CD processes is the contour in $(\nu_j^y, \omega)$ such that $|\tilde{t}_{vd}(\nu_j^y, e^{i2\pi\omega})| < \frac{1}{\sqrt{2}}$ for all $(\nu_j^y, \omega)$ enclosed by $B_w(\nu_j^y, \omega)$.

Figure 5.2 illustrates the two-dimensional frequency bandwidth contour $B_w(\nu_j^y, \omega)$ as the appropriate contour of Figure 3.10.

In order to effectively evaluate CD control performance, we may define a better CD performance index $\chi$ based on the two-dimensional frequency bandwidth:

**Definition 3** Let $\omega_s$ and $\nu_s$ be the dynamical frequencies and the spatial frequencies respectively when $|\tilde{t}_{vd}(\nu_j^y, e^{i2\pi\omega})|$ first crosses over 0.7071 from $(0,0)$ to the dynamical Nyquist frequency $\omega_N$ and the spatial Nyquist frequency of the inputs $\nu_j^y$, then the CD control per-
Figure 5.2: Contour plot illustrating the closed-loop bandwidth contour in the two-dimensional frequency domain from Definition 2 for the closed-loop transfer function $t_{yd}(v_j^y, z)$ in (3.29) with the nominal process model $G(z)$ in (2.1) and the controller parameters $H_p = 8, H_u = 1, Q_1 = 4I, Q_2 = 10^{-4}I$, and $Q_3 = 0.002I$ in (2.26) (compare with the surface plot in Figure 3.10).

The performance index is defined by

$$
\chi = \sum_{\omega = \omega_s}^{\omega = \omega_s} \sum_{v_j^y = v_j^y}^{v_j^y} \frac{\int_{v_j^y}^{v_j^y} \left[ t_{yd}(v_j^y, e^{i2\pi \omega'}) \right] d_{v_j^y} d_{\omega}}{0.7071 \cdot \omega_N \cdot v_j^y} \in (0, 1)
$$

(5.8)

where $d_{v_j^y}$ and $d_\omega$ denote frequency resolutions. The physical meaning of this index is that the volume of truly removed disturbance by the controller in the two-dimensional frequency domain is compared with the volume of theoretically removable disturbance, in other words, it truly reflects how much disturbance rejected by the controller. Please refer to Figure 3.10 for better understanding. A larger $\chi$ means better control performance, i.e., more disturbances are removed.

### 5.3 Role of MPC Tuning Parameters

Typically the choice of the horizons $H_p$ and $H_u$ in (2.26) is based on the dynamics of the process [2, 55, 76] and is not explored further here. In practice, $H_u > 1$ is rarely used as it leads to heavier on-line computational burden for solving the QP problem in (2.26) [7].

The number of degrees of freedom in the selection of tuning parameters in (2.26) can
be reduced by noting that without loss of generality, $Q_d$ in (2.26) may be fixed and the closed-loop performance modified via $Q_2$ and $Q_3$ [76]. Typically in MPC, the weight matrix $Q_2$ is considered to affect the dynamics of the closed-loop system while $Q_3$ affects the slower behavior and steady-state performance.

Figures 5.3 and 5.4 illustrate the effects of changing the weight $Q_2$ while Figures 5.5-5.7 illustrate the effects of changing the weight $Q_3$ on the closed-loop system in terms of the closed-loop transfer functions $\tilde{t}_{yd}(\nu_j^y, z)$ in (3.29) and $\tilde{t}_{ud}(\nu_j^d, z)$ in (3.30).

Figure 5.3 illustrates that increasing the weight $Q_2$ has the effect of depressing the peak of the sensitivity function $\tilde{t}_{yd}(\nu_j^y, z)$ in (3.29) while reducing its bandwidth (only shows the spatial frequency $\nu = 0$ case). Figure 5.4 confirms this using a contour plot of the two-dimensional bandwidth and illustrates that in this case, $Q_2$ has a negligible effect on the spatial component of the bandwidth $B_w(\nu_j^y, \omega)$ in Definition 2.

Figure 5.5 illustrates that decreasing the weight $Q_3$ helps to remove more low spatial frequency disturbances (only shows the steady-state case $\omega = 0$) because the sensitivity function $\tilde{t}_{yd}(\nu_j^y, z)$ in (3.29) is linked to the disturbance rejection as mentioned in Section 3.1 of Chapter 3. However, the closed-loop transfer function $\tilde{t}_{ud}(\nu_j^d, z)$ in (3.28), linked to the robust stability margin $\eta$ in (5.2), has a larger peak for smaller $Q_3$ as shown in Figure 5.6 (which is very similar as Figure 2 in [20]). Figure 5.7 confirms that changing $Q_3$ has a significant impact on the spatial bandwidth while in this case $Q_3$ has a little effect on the dynamical component of the two-dimensional bandwidth $B_w(\nu_j^y, \omega)$ in Definition 2.

The above results are in qualitative agreement with the traditional intuition regarding weights in the MPC. The above two-dimensional frequency analysis technique is useful for giving a consistent criterion for the selection of the MPC weights based on standard robust control theory, as compared to an ad-hoc design.

5.3.1 Structure of the Weighting Matrix $Q_3$

If the weighting matrix $Q_3$ in (2.26) is a diagonal penalty function as it was for Figures 5.5 and 5.6, it uniformly penalizes the actuator profile $u(z)$ from low spatial frequency to high spatial frequency. Then, a smaller $Q_3$ gets good performance and bad robustness, and vice versa. Given a model with structured uncertainty like in Figure 3.8, it is not beneficial to uniformly penalize the actuator profile from low to high spatial frequency. Also from a practical view, the most important task for a CD controller is to remove low spatial and dynamical frequency disturbance as much as possible.

Can we design a penalty function $Q_3$ so that $|\tilde{t}_{ud}(\nu_j^d, e^{i2\pi \omega})|$ in (3.30) has a peak in low spatial frequency range and no peak in middle or high spatial frequency range? This kind of $Q_3$ would give a controller with good compromise between performance and robustness. The band diagonal bending moment matrix $B_m$ in (2.31) is a good candidate.
Figure 5.3: Illustration of the effect of changing $Q_2$ on the gain of the closed-loop transfer function $\tilde{t}_{yd}(\nu^y_j, z)$ in (3.29) at spatial frequency $\nu^y_j = 0$ with respect to dynamical frequency with the nominal process model $G(z)$ in (2.1) and the controller parameters $H_p = 8, H_u = 1, Q_1 = 4I$, and $Q_3 = 0.002I$ in (2.26).

Figure 5.4: Contour plot illustrating the effect of changing $Q_2$ in (2.26) on the closed-loop bandwidth contour $B_w(\nu^y_j, \omega)$ in the two-dimensional frequency domain for the closed-loop transfer function $\tilde{t}_{yd}(\nu^y_j, z)$ in (3.29) with the nominal process model $G(z)$ in (2.1) and the controller parameters $H_p = 8, H_u = 1, Q_1 = 4I$, and $Q_3 = 0.002I$ in (2.26). Note the greater influence on the dynamical component of $B_w(\nu^y_j, \omega)$. 
Figure 5.5: (cf. Fig. 1 in [20]) Illustration of the effect of changing $Q_3$ in (2.26) on the gain of the closed-loop transfer function $\tilde{F}(\nu^y_j, z)$ in (3.29) at steady-state with respect to spatial frequency with the nominal process model $G(z)$ in (2.1) and the controller parameters $H_p = 8, H_u = 1, Q_1 = 4I, Q_2 = 10^{-4}I$ in (2.26).

Figure 5.6: (cf. Fig. 2 in [20]) Illustration of the effect of changing $Q_3$ in (2.26) on the gain of the closed-loop transfer function $\tilde{F}_d(\nu^y_j, z)$ in (3.30) at steady-state with respect to spatial frequency with the nominal process model $G(z)$ in (2.1) and the controller parameters $H_p = 8, H_u = 1, Q_1 = 4I, Q_2 = 10^{-4}I$ in (2.26).
Figure 5.7: Contour plot illustrating the effect of changing $Q_3$ in (2.26) on the closed-loop bandwidth contour $B_w(\nu, \omega)$ in the two-dimensional frequency domain for the closed-loop transfer function $\tilde{T}_{ud}(\nu, z)$ in (3.29) with the nominal process model $G(z)$ in (2.1) and the controller parameters $H_p = 8, H_u = 1, Q_1 = 4I$, and $Q_2 = 10^{-4}I$ in (2.26). Note the greater influence on the spatial component of $B_w(\nu, \omega)$ as compared with Figure 5.4.

The bending moment matrix $B_m$ in (2.31) includes the first order derivative near the edges and the second order in the middle. If let $B_m(1, 1) = B_m(n, n) = -2, B_m(m, 1) = B_m(1, m) = 1$, then $B_m$ is an RCM. Its spatial frequency frequency representation

$$\{\tilde{b}_{m1}(\nu), \ldots, \tilde{b}_{mn}(\nu_n)\} = \text{DIAG}(F_n B_m F_n^H).$$

Figure 5.8 shows $\tilde{b}_m(\nu_n)$ in the spatial frequency domain (the actuator number is 64). The bending moment matrix $B_m$ looks like a high-pass spatial filter itself, but in the cost function (2.26), if

$$Q_3 = q_3 \times B_m^T \times B_m,$$

where $q_3 \in \mathbb{R}^1$ is a tuning number, then, $Q_3$ works like a low-pass filter to remove high spatial frequency from the actuator profile $u$. This $Q_3$ has low gains in low spatial frequency and high gains in high spatial frequency, i.e., it lightly penalizes the low spatial frequency part of $u$ and heavily penalizes the high spatial one of $u$.

Table 5.1 and Figure 5.9 show that $Q_3$ using $B_m$ in (5.10) gets both better performance and better robustness than using diagonal penalty function. In Table 5.1, the performance index $\chi = 0.1579$ and the robustness margin index $\rho(T_{ud}\Delta) = 0.8120$ for $Q_3$ using $B_m$ in (5.10) compared to $\chi = 0.1443$ and $\rho(T_{ud}\Delta) = 0.8529$ using diagonal $Q_3$. In Figure
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Figure 5.8: The spatial frequency representation \(|\tilde{b}_m(\nu_j^w)|\) of the bending moment matrix \(B_m\) in (2.31).

5.9, \(Q_3 = 0.002 \times I\) for diagonal \(Q_3\) and \(Q_3 = 0.0007 \times B_m^T \times B_m\) in (5.10) using \(B_m\), and other tuning parameters in (2.26) are \(H_p = 8, H_u = 1, Q_1 = 4I, Q_2 = 10^{-3}I\). Please note that the figure only shows \(\omega = 0\) case for clear display. Definitely, there are ways to design better high-pass spatial filters than \(B_m\) for better performance and robustness. The bandwidth of such filters can be adjusted while that of \(B_m\) can not. This issue may be considered as a future research objective.

<table>
<thead>
<tr>
<th>Index</th>
<th>Diagonal (Q_3 = 0.002I)</th>
<th>Using (B_m) (Q_3 = 0.0007B_m^T \times B_m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robustness (\rho(T_{ud}\Delta G_2)) in (5.6)</td>
<td>0.8529</td>
<td>0.8120</td>
</tr>
<tr>
<td>Performance (\chi) in (5.8)</td>
<td>0.1443</td>
<td>0.1579</td>
</tr>
</tbody>
</table>

5.4 Robust Stability for Multiple-Array Systems

In this section, we will derive the RS condition for multiple-array systems. In order to simplify the following development without losing generality, we will let the numbers of actuator arrays and controlled properties \(N_v = N_u = 2\).

The structured uncertainty for multiple-array systems can be naturally extended from
Figure 5.9: The sensitivity functions $|t_{y_d}(\nu_j, 1)|$ in the spatial frequency domain: Diagonal $Q_3$ vs $Q_3$ using $B_m$ in (5.10).

In the single-array systems as described in Section 2.1 of Chapter 2. For a two actuator arrays and two controlled properties CD system, the plant model can be written as

\[
G_p(z) = G(z) + \Delta(z) \in \mathbb{C}^{2m \times (n_1+n_2)}, \tag{5.11}
\]

\[
G(z) = \begin{bmatrix}
G_{11}(z) & G_{12}(z) \\
G_{21}(z) & G_{22}(z)
\end{bmatrix}, \tag{5.12}
\]

\[
\Delta(z) = \begin{bmatrix}
\Delta_{11}(z) & \Delta_{12}(z) \\
\Delta_{21}(z) & \Delta_{22}(z)
\end{bmatrix}, \tag{5.13}
\]

where each $\Delta_{ij}$ satisfies (2.8) but is permitted to have different uncertainty limits in (2.13). Note that the coupling interactions between two properties $G_{12}(z)$ and $G_{21}(z)$ and their model uncertainties $\Delta_{12}(z)$ and $\Delta_{21}(z)$ are usually neglected in the traditional CD control strategy (i.e., one actuator array controls one property).

For a multiple-array system, the control sensitivity function $T_{ud}(z)$ is defined in a fashion similar to that in (3.4) for a single-array system:

\[
T_{ud}(z) = -K(z)[I_{2m \times 2m} + G(z)K(z)]^{-1}, \tag{5.14}
\]

where $K(z) \in \mathbb{C}^{(n_1+n_2)\times 2m}$ is from [3] (and may be found in (6.64) of next chapter), and $G(z) \in \mathbb{C}^{2m \times (n_1+n_2)}$ is in (5.12). Similar to the partition of the additive structured uncertainty $\Delta(z)$ in (5.13) for a multiple-array system, the transfer matrix $T_{ud}(z)$ can be
split into different sub-matrices (the $z$ argument will be ignored in this section for clarity of notation),

$$
T_{ud} = \begin{bmatrix}
R_{11} & R_{12} \\
R_{21} & R_{22}
\end{bmatrix} \in \mathbb{C}^{(n_1+n_2) \times 2m},
$$

(5.15)

where each of sub-transfer-matrices $R_{ij} \in \mathbb{C}^{n_i \times m}$ with $i = 1, 2$ in (5.15) is an RCM. Now let us derive the RS condition in (3.3) for multiple-array systems. The calculation of the eigenvalues of $T_{ud} \Delta$.

$$
\lambda(T_{ud} \Delta) = \lambda \left( \begin{bmatrix}
M_a & M_b \\
M_c & M_d
\end{bmatrix} \right)
$$

(5.16)

$$
= \lambda \left( \begin{bmatrix}
F_{n_1} & 0 \\
0 & F_{n_2}
\end{bmatrix} \begin{bmatrix}
M_a & M_b \\
M_c & M_d
\end{bmatrix} \begin{bmatrix}
F_{n_1}^H & 0 \\
0 & F_{n_2}^H
\end{bmatrix} \right)
$$

(5.17)

$$
= \lambda \left( \begin{bmatrix}
\tilde{M}_a & \tilde{M}_b \\
\tilde{M}_c & \tilde{M}_d
\end{bmatrix} \right)
$$

(5.18)

where

$$
M_a = R_{11} \Delta_{11} + R_{12} \Delta_{21}, \quad M_b = R_{11} \Delta_{12} + R_{12} \Delta_{22},
$$

(5.19)

$$
M_c = R_{21} \Delta_{11} + R_{22} \Delta_{21}, \quad M_d = R_{21} \Delta_{12} + R_{22} \Delta_{22},
$$

(5.20)

$$
\tilde{M}_a = F_{n_1} M_a F_{n_1}^H, \quad \tilde{M}_b = F_{n_1} M_b F_{n_2}^H,
$$

(5.21)

$$
\tilde{M}_c = F_{n_2} M_c F_{n_1}^H, \quad \tilde{M}_d = F_{n_2} M_d F_{n_2}^H.
$$

(5.22)

The complex Fourier matrices $F_{n_1}$ and $F_{n_2}$ have dimensions $n_1 \times n_1$ and $n_2 \times n_2$ respectively. Because all $R_{ij}$ and $\Delta_{ij}$ are RCMs, based on the RCM's properties [24], then $M_a \in \mathbb{C}^{n_1 \times n_1}$ and $M_d \in \mathbb{C}^{n_2 \times n_2}$ are each an RCM, and $\tilde{M}_a$ and $\tilde{M}_d$ are diagonal matrices. Similarly, because all $R_{ij}$ and $\Delta_{ij}$ are RCMs and their column vectors are bandlimited to the spatial Nyquist frequencies of the inputs $v_{n_j}^H$, although $M_b \in \mathbb{C}^{n_1 \times n_2}$ and $M_c \in \mathbb{C}^{n_2 \times n_1}$ are not RCMs due to non-integer $n_2/n_1$ (assuming without loss of generality that $n_2 > n_1$), $\tilde{M}_b$ and $\tilde{M}_c$ have a similar "diagonal" structure [24] as $\tilde{T}_{ud}(z)$ in (3.28),

$$
\tilde{M}_{b(i,j)}(z) \begin{cases}
\neq 0, & j = i + k, \\
= 0, & \text{otherwise}
\end{cases},
$$

(5.23)

$$
\tilde{M}_{c(i,j)}(z) \begin{cases}
\neq 0, & j = i + k, \\
= 0, & \text{otherwise}
\end{cases},
$$

(5.24)

where $k = 0$ for $i = 1, \ldots, n_1/2$ and $k = n_2 - n_1$ for $i = n_1/2 + 1, \ldots, n_1$ for even $n_1$ or $k = 0$ for $i = 1, \ldots, (n_1 + 1)/2$ and $k = n_2 - n_1$ for $i = (n_1 + 1)/2 + 1, \ldots, n_1$ for odd $n_1$. Now the matrix in (5.18) is highly structured since $\tilde{M}_a$ and $\tilde{M}_d$ are both diagonal.
matrices, and $\widetilde{M}_b$ and $\widetilde{M}_c$ are composed of diagonal blocks as shown in (5.23) and (5.24) respectively as illustrated in Figure 5.10.

The RS condition (3.3) for a multiple-array system with structured uncertainties can be rewritten as

$$\rho(T_{ud}\Delta) = \max_j \left( \lambda_j \left( \begin{bmatrix} \widetilde{M}_a & \widetilde{M}_b \\ \widetilde{M}_c & \widetilde{M}_d \end{bmatrix} \right) \right) < 1$$

(5.25)

for all $\Delta$ given in (5.13). Appendix E exploits the block diagonal structure as shown in Figure 5.10 to derive an analytical formula for the eigenvalues.

By contrast, the RS-condition (3.3) for a multiple-array system with unstructured uncertainties is

$$\overline{\sigma}(T_{ud})\overline{\sigma}(\Delta) < 1 \Leftrightarrow \overline{\sigma}(T_{ud}) < \frac{1}{\overline{\sigma}(\Delta)}.$$  

(5.26)

### 5.5 Examples

In this section, we will demonstrate the effectiveness of the proposed method through three examples. The first is for a single-array system with unstructured uncertainties, the second is for a single-array system with structured uncertainties, and the third is for a multiple-array system with structured uncertainties.
Table 5.2: The performance criteria for the conservative and aggressive controllers

<table>
<thead>
<tr>
<th></th>
<th>Conservative</th>
<th>Aggressive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stability margin</td>
<td>( \eta ) in (5.2)</td>
<td>( \eta ) in (5.2)</td>
</tr>
<tr>
<td>( \eta ) in (5.1)</td>
<td>0.0310</td>
<td>0.0134</td>
</tr>
<tr>
<td>Model uncertainty tolerance</td>
<td>81%</td>
<td>35%</td>
</tr>
<tr>
<td>Spatial bandwidth</td>
<td>2.51</td>
<td>2.79</td>
</tr>
<tr>
<td>Dynamical bandwidth</td>
<td>4.65 \times 10^{-3}</td>
<td>4.71 \times 10^{-3}</td>
</tr>
<tr>
<td>Performance index</td>
<td>0.1332</td>
<td>0.2192</td>
</tr>
<tr>
<td>Paper quality index</td>
<td>0.9370</td>
<td>0.9012</td>
</tr>
</tbody>
</table>

\*\|\(\|G(z)\|_{\infty}\) = 0.0382.

\^\(\kappa_d = 1.2984\), here \(d\) denotes the disturbance profile before control.

5.5.1 Unstructured Model Uncertainty Case

In this section, we will show how the closed-loop bandwidth \(B_w(\nu^y, \omega)\) in Definition 2, the performance index \(\chi\) in (5.8), and the robust stability margin \(\eta\) in (5.2) can be used for practical tuning of the cross-directional model predictive controller (2.26).

In this example, the nominal model \(G(z)\) in (2.1) with the parameters in Section 2.1 of Chapter 2 is used. Its two-dimensional approximation \(\tilde{g}(\nu^y, z)\) is illustrated in Figure 3.5. The model uncertainty in this case is assumed to be constant across dynamical and spatial frequencies with \(l(\omega) = 0.0115\), which is 30% of the \(H_\infty\) norm of the nominal model \(G(z)\) (in this case \(\|G(z)\|_{\infty} = 0.0382\)).

Through trial and error, both a conservative and an aggressive controller were determined. For the conservative case, the tuning parameters in (2.26) are the horizons \(H_p = 8\), \(H_u = 1\), the weights \(Q_1 = 4I\), \(Q_2 = 10^{-3}I\), and \(Q_3 = 5 \times 10^{-3}I\). For the aggressive case, only the weights \(Q_2 = 10^{-4}I\) and \(Q_3 = 9 \times 10^{-4}I\) while the other parameters are unchanged. The performance criteria \(B_w(\nu^y, \omega)\) and \(\eta\) developed in this paper are found in Table 1. From the table, the approximate stability margin \(\eta\) is a close match to the true stability margin \(1/\overline{\sigma}(T_{ud})\) for this example. Table 1 also shows that the aggressive controller has larger bandwidth but smaller model uncertainty tolerance than the conservative controller.

The simulation uses a steady-state disturbance \(d(z)\) in (3.6) as shown in Figure 5.11a and target profile \(y_{sp} = 45\ gsm\) in (2.26). This disturbance profile \(d(z)\) comes from a real working paper machine. Using (3.6), Figure 5.11c and 5.11d show the output profile...
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$y(z)$ and its spatial spectrum $|\hat{y}(z)| = |F_m \cdot y(z)|$ at steady-state $\omega = 0$ after using the conservative controller while Figures 5.11e and 5.11f display the analogous plots after using the aggressive controller respectively. Note that the vertical axes in Figures 5.11b, 5.11d, and 5.11f are displayed on different scales in order to clearly show the difference in the performance achieved using the aggressive and the conservative controllers. From the numbers of the estimated steady-state standard deviation in Table 1, the aggressive controller removes about 9.9% more disturbances than does the conservative controller (the open-loop variation was $k_d = 1.2984$). An improvement in performance is to be expected as the spatial bandwidth $B_w(\nu_j, 0)$ and the performance index $\chi$ were increased.
from 2.51 cycles/metre to 2.79 cycles/metre and from 0.1332 to 0.2192 respectively. Note that only the spatial components lower than the actuator Nyquist spatial frequency \( \nu_N = 4.54 \) cycles/metre are shown in this Figure and those higher than this frequency are not controllable.

### 5.5.2 Structured Uncertainty vs Unstructured Uncertainty

In this example, the nominal model \( G(z) \) in (2.1) with the parameters in Section 2.1 of Chapter 2 is used again. This time we assume the parameter uncertainty limits \( \delta_1 = 0.25 \) and \( \delta_2 = 0.6 \) in (2.13) respectively. Then, a class of perturbed models \( G_p(z) \) can be obtained by (2.8). Therefore, the maximum singular value of the additive uncertainty \( \Delta_{g2}(z) \) in (2.8) for all dynamical frequencies is 0.0307 (this can be obtained by performing a grid-search, i.e., let each parameter such as \( \gamma \) in (2.13) run across its range by small steps). This number is much larger than 30% of the maximum singular value of the nominal model \( G(z) \) as we assumed in the previous section for the unstructured uncertainties. If we were to use the RS condition for unstructured uncertainty in (5.1) the we would require

\[
\max_j \left( |\tilde{t}_{ud}(\nu_j^u, e^{i2\pi \omega})| \right) < \frac{1}{\sigma(\Delta(e^{i2\pi \omega}))} = 32.6042. \tag{5.27}
\]

To satisfy the RS condition for unstructured uncertainty requires a controller \( K(z) \) such that \( \tilde{\sigma}(T_{ud}) = \tilde{\sigma}(-K(I + GK)^{-1}) < 32.6042 \). Using trial and error, a controller \( K_1(z) \) is found\(^1\) such that \( \tilde{\sigma}(T_{ud}(z)) = 32.3825 \). Figures 5.12a and 5.12c show the two-dimensional frequency representations \( \tilde{t}_{ud}(\nu_j^u, z) \) and \( \tilde{t}_{yd}(\nu_j^v, z) \) of \( T_{ud}(z) \) and \( T_{yd}(z) \) respectively. From Figure 5.12c, it is obvious that a lot of low frequency disturbances will not be removed by this controller based on the unstructured model uncertainty assumption.

In order to incorporate the structure of model uncertainty, we first find the maximum absolute values surface of \( \tilde{\delta}(\nu_j^u, e^{i2\pi \omega}) \) in the two-dimensional frequency domain (for example, the dashed line in Figure 3.7f shows the uncertainty bounds surface at steady-state), then let \( \tilde{t}_{ud}(\nu, e^{i2\pi \omega}) \) satisfy the RS condition (5.6). Again using trial and error tuning, another controller \( K_2(z) \) is found\(^2\) and \( \max_j \max_\omega |\tilde{t}_{ud}(\nu_j^u, e^{i2\pi \omega}) \cdot \tilde{\delta}(\nu_j^u, e^{i2\pi \omega})| = 0.9912 \). In order to compare the two controller's performance, Table 5.3 shows the results about the RS condition from (5.6) and (5.7). The controller \( K_1(z) \) which is designed based on the unstructured uncertainties is too conservative for the structured uncertainties. Figures 5.12b and 5.12d show \( \tilde{t}_{ud}(\nu_j^u, z) \) and \( \tilde{t}_{yd}(\nu_j^v, z) \) in the two-dimensional frequency domain respectively for the controller \( K_2(z) \) designed for the structured uncertainty.

---

\(^1\) \( K_1(z) \) has parameters: \( H_p = 8, H_u = 1, Q_1 = 4I, Q_2 = 10^{-3}I, Q_3 = 0.007I \) in (2.26).

\(^2\) \( K_2(z) \) has parameters: \( H_p = 8, H_u = 1, Q_1 = 4I, Q_2 = 10^{-4}I, Q_3 = 0.0005I \) in (2.26).
Figure 5.12: (a) and (c): Illustration of $t_{ud}(v_j^u, \theta e^{j2\pi\omega})$ in (3.28) and $t_{yd}(v_j^y, e^{j2\pi\omega})$ in (3.27) in the two-dimensional frequency domain which satisfies the RS condition (5.1) for the unstructured uncertainty case; (b) and (d): Illustration of $t_{ud}(v_j^u, z)$ in (3.28) and $t_{yd}(v_j^y, z)$ in (3.27) in the two-dimensional frequency domain which satisfies the RS condition (5.6) for the structured uncertainty case.

It is evident from comparing Figure 5.12c with Figure 5.12d that the controller based on the structured uncertainty $K_2(z)$ has much better nominal performance than one based on the unstructured uncertainty $K_1(z)$. The main reason is that the maximum singular values of $t_{ud}(v_j^u, e^{j2\pi\omega})$ and $\delta(v_j^u, e^{j2\pi\omega})$ occur neither at the same dynamical frequency $\omega$, nor at the same spatial frequency $v_j^u$.

We assume the MPC controller is unconstrained when we analyze the closed-loop transfer functions $T_{yd}(z)$ and $T_{ud}(z)$ in Chapter 3 and the above sections. Here we will test whether the closed-loop system is stable or not under constrained cases. We use the same tuning parameters above which are designed for the structured uncertainties and then test if the controller is stabilizing for all the possible models belong to $\Pi_2$ in (2.8) with parameter limits $\delta_1 = 0.25$ and $\delta_2 = 0.6$. Figure 5.13 shows the test results. Figure 5.13a shows the realistic disturbance profile before control which is generated from a software
Table 5.3: RS and performance test results for structured and unstructured uncertainties (the single-array system)

<table>
<thead>
<tr>
<th>RS and performance Test</th>
<th>$K_1(z)$ (for unstructured uncertainties)</th>
<th>$K_2(z)$ (for structured uncertainties)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma(T_{ud}(e^{i2\pi\omega}))\sigma(\Delta(e^{i2\pi\omega}))$</td>
<td>0.9941</td>
<td>3.8739 (fails RS)</td>
</tr>
<tr>
<td>$\max_j \sup_{\omega} \left[ \frac{\tilde{t}_{ud}(\nu_j, e^{i2\pi\omega})}{\tilde{\nu}_j(e^{i2\pi\omega})} \right]$</td>
<td>0.0943 (very conservative)</td>
<td>0.9912</td>
</tr>
<tr>
<td>Performance index $\chi$ in (5.8)</td>
<td>0.0912</td>
<td>0.1950</td>
</tr>
</tbody>
</table>

simulator of Honeywell. Figures 5.13b and 5.13c show a class of the output profiles due to different possible models after control and the variances of the output profiles with time respectively, while Figures 5.13d and 5.13f show a class of the input profiles due to different possible models after control and their variances with time respectively. Note that the bending limits $U_{max}$ in (2.30) is 20 for this case and from Figure 5.13e the actuator array apparently hits the limits. However, the closed-loop system is stable from Figures 5.13c and 5.13f.

### 5.5.3 Moisture Controlled by Steam Box and Rewet Shower Actuators

In this example, we analyze a system comprised of two actuator arrays for controlling the moisture profile of a newsprint sheet. The first array consists of $n_1 = 64$ independently operated steam showers for drying. The second array is made of $n_2 = 80$ independently operated water showers to rewet the sheet and prevent over-drying. The moisture profile is measured by a scanning sensor at $m = 320$ locations across the sheet. The nominal model in $G(z)$, the inputs $U(z)$ and the outputs $Y(z)$ in (2.20) are

$$G(z) = \begin{bmatrix} G_{11} h_{11}(z) & G_{12} h_{12}(z) \end{bmatrix} \in \mathbb{C}^{320 \times 144},$$

$$U(z) = \begin{bmatrix} u_1(z) \\ u_2(z) \end{bmatrix} \in \mathbb{C}^{144}, \quad u_1(z) \in \mathbb{C}^{64}, \quad u_2(z) \in \mathbb{C}^{80},$$

$$Y(z) = y_1(z) \in \mathbb{C}^{320}. \quad (5.30)$$

The nominal parameters of $G_{11}$ and $G_{12}$ are $\gamma_{11} = -0.02358$, $\alpha_{11} = 7$, $\xi_{11} = 13.25$, $\beta_{11} = 0.10$, $c_{11i} = 2.5 + 5(i - 1)$ for $i = 1, \ldots, 64$, and $\gamma_{12} = 0.04872$, $\alpha_{12} = 7$, $\xi_{12} = 7.5$, $\beta_{12} = 0.10$, $c_{12i} = 2 + 4(i - 1)$ for $i = 1, \ldots, 80$. The parameters of the dynamical responses $h_{11}(z)$ and $h_{12}(z)$ are $a_{11} = 0.5057$, $q_{11} = 1$ and $a_{12} = 0.7575$, $q_{12} = 0$. Although these
Figure 5.13: Application of the CD-MPC controller designed for the structured uncertainties to constrained cases: (a). The output profile before control; (b) a class of output profiles after control; (c) a class of variations of the output profiles with time; (d) a class of input profiles after control; (e) the second order derivatives of the input profiles after control; (f) a class of variations of the input profiles with time (note that the y-axes are different in (a) and (b) for clear display.}

parameters come from simulated CD processes, they are consistent with those identified on real paper machines. The parameter uncertainty limits $\delta_1$ and $\delta_2$ in (2.13) for both the nominal responses are assumed as 0.25 and 0.6 respectively. Based on the above parameters uncertainty, the maximum singular value for all the additive structured uncertainty $\bar{\sigma}(\Delta(e^{i2\pi\nu})) = 0.0868$ in (5.13) (i.e., $H_\infty$ norm of $\Delta(z)$). Therefore, the robust stability condition (5.26) for the additive unstructured uncertainty (in fact it is structured) is $\bar{\sigma}(T_{ud}(e^{i2\pi\nu})) < 11.5229$, where a controller $K_3(z) \in \mathbb{C}^{144\times320}$ was obtained through trial and error tuning\(^1\). Figure 5.14a shows that all the singular values of $T_{ud}(e^{i2\pi\nu})$ in (5.15) satisfies the RS condition (5.26). In this figure, the maximum singular value is 11.0993. Note that the discontinuity in this Figure is due to the fact that there are two actuator arrays. The sensitivity function $\tilde{t}_{ud}(\nu,e^{i2\pi\nu})$ in the two-dimensional frequency domain is

\(^1K_3(z)$ has parameters: $H_p = 8, H_u = 1, Q_1 = 4I, Q_2 = 10^{-3}I, Q_3 = 0.006I$ in (2.26).
illustrated in Figure 5.14c. 5.14c.

Figure 5.14: (a) and (c): Illustration of the singular values of $T_{ud}(z)$ in (5.15) in the dynamical frequency and singular vectors domain and the sensitivity function $t_{yd}(v_j, z)$ in (3.27) in the two-dimensional frequency domain for the unstructured uncertainty case; (b) and (d): Illustration of the singular values of $T_{ud}(z)$ in (5.15) in the dynamical frequency and singular vectors domain and the sensitivity function $t_{yd}(v_j^y, z)$ in (3.27) in the two-dimensional frequency domain for the structured uncertainty case (for the multiple-array system).

From trial and error tuning, a controller $K_4(z) \in \mathbb{C}^{144 \times 320}$ is found\(^1\) such that $\rho(T_{ud}\Delta) = 0.9838$ in (5.25). In order to be comparable with the unstructured case, Figure 5.14b shows the singular values of $T_{ud}(z)$ in (5.15) as does Figure 5.14a. Note that while the maximum singular value in Figure 5.14b is much larger (87.6746) than that in Figure 5.14a, it still satisfies the RS condition in (5.25) for the structured uncertainty. Table 5.4 also shows RS test results for the two controllers. The sensitivity function $|t_{yd}(v_j^y, z)|$ at low spatial and dynamical frequency range is about 0.15 in Figure 5.14c, which means at least 15% disturbances belonging to this frequency range can not be removed by the controller

\(^1\) $K_4(z)$ has parameters: $H_p = 8, H_u = 1, Q_1 = 4I, Q_2 = 10^{-4}I, Q_3 = 4.8 \times 10^{-4}I$ in (2.26).
Comparing Figures 5.14c with 5.14d, it is clear that the controller performance is much better when considering the uncertainty’s structured characteristic, in other words, making use of the structure in real CD processes can remove unnecessary conservativeness.

Table 5.4: RS and performance test results for structured and unstructured uncertainties (the multiple-array system)

<table>
<thead>
<tr>
<th>RS and performance test</th>
<th>( K_3(z) ) (for unstructured uncertainties)</th>
<th>( K_4(z) ) (for structured uncertainties)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \overline{\sigma}(T_{ud}(e^{j2\pi\omega}))\overline{\sigma}(\Delta(e^{j2\pi\omega})) )</td>
<td>0.9634</td>
<td>7.6102 (fails RS)</td>
</tr>
<tr>
<td>( \rho(T_{ud}(e^{j2\pi\omega}) \Delta(e^{j2\pi\omega})) )</td>
<td>0.6121 (very conservative)</td>
<td>0.9838</td>
</tr>
<tr>
<td>Performance index ( \chi ) in (5.8)</td>
<td>0.2585</td>
<td>0.3779</td>
</tr>
</tbody>
</table>

5.6 Summary

The two-dimensional frequency bandwidth \( B_{\omega}(\nu_j^y, \omega) \), the performance index \( \chi \), and the robust stability conditions for structured and unstructured uncertainties have been presented in the two-dimensional frequency domain as intuitive measures of closed-loop performance and robustness.

The balance between robustness and performance of the CD-MPC can be achieved by tuning the weighting matrices \( Q_2 \) and \( Q_3 \). Roughly speaking, the weight matrix \( Q_2 \) affects the closed-loop dynamical behavior while the weight matrix \( Q_3 \) determines the spatial performance. The example in Section 5.5.1 has shown that this two-dimensional frequency analysis method gives consistent criteria for selecting the weights of the CD-MPC.

Considering the structure of model uncertainty and the structure of the weight matrix \( Q_3 \) can greatly improve the controller’s closed-loop performance while maintaining the robustness. The robust stability condition for multiple-array systems has been derived in the two-dimensional frequency domain. To the author’s knowledge, this is the first time this problem is explicitly addressed in the robust control framework for CD systems. Examples in Sections 5.5.2 and 5.5.3 clearly demonstrated the effectiveness of this method.

The tuning parameters (weighting matrices) of the controller based on unconstrained MPC are usually satisfactory for constrained MPC. However, accurately predicting the steady-state performance is still needed for CD-MPC tuning, especially for the constrained case. This will be investigated in the next chapter.
Chapter 6

Steady-State Performance Prediction

As stated in Chapter 2, it is very inconvenient and time-consuming to run the large-scale CD-MPC simulation, especially for constrained cases, in order to evaluate the performance given by a set of tuning parameters. In this chapter, a static optimizer is proposed to optimally predict the steady-state performance of the large-scale CD-MPC closed-loop system [26]. First, we will introduce the state-space model for a multiple-array system and the objective function for MPC of this system. Then, we will propose a one-step static optimizer for predicting the steady-state performance. This objective can be achieved by designing the optimizing weighting matrices of the static optimizer. Finally, two examples from real working paper machines are given for demonstrating the effectiveness and efficiency of the static optimizer.

6.1 CD-MPC Implementation for Multiple-Array Systems

6.1.1 Objective Function

The CD-MPC quadratic programming (QP) problem for a multiple-array system is set up as for a single-array system in (2.26) and solved by

\[
\min_{\Delta U(k)} \sum_{i=1}^{H_p} \left( \hat{Y}(k+i) - Y_{sp}(k+i) \right)^T Q_1 \left( \hat{Y}(k+i) - Y_{sp}(k+i) \right) \\
+ \sum_{i=0}^{H_u-1} \{ \Delta U(k+i)^T Q_2 \Delta U(k+i) + U(k+i)^T Q_3 U(k+i) \},
\]

subject to equation (2.20) and the following constraints:

\[
U_{\text{min}}(j) \leq u_j(k) \leq U_{\text{max}}(j), \text{ for } j = 1, \ldots, N_u, \quad (6.2)
\]

\[
-M_{\text{max}}(j) \leq B_m(j) \cdot u_j(k) \leq M_{\text{max}}(j), \text{ for } j = 1, \ldots, N_u, \quad (6.3)
\]

\[
-u_{\text{avg}}(k) \leq u_{\text{avg}}(j) \leq U_{\text{avgmax}}(j), \text{ for } j = 1, \ldots, N_u, \quad (6.4)
\]

\[
-\Delta U_{\text{max}}(j) \leq u_j(k) - u_j(k-1) \leq \Delta U_{\text{max}}(j), \text{ for } j = 1, \ldots, N_u, \quad (6.5)
\]
where \( \hat{Y} \in \mathbb{R}^{N_y \times m} \): output predictions; 
\( Y_{sp} \in \mathbb{R}^{N_y \times m} \): set-points for controlled properties; 
\( H_p \): prediction horizon; 
\( H_u \): control horizon; For simplicity, \( H_u \) is chosen as 1 in the following development.

\( Q_1 \in \mathbb{R}^{N_y \times m \times N_y \times m} \): diagonal penalty function for controlled variables; 
\( Q_2 \in \mathbb{R}^{\sum_{j=1}^{N_u} n_j \times \sum_{j=1}^{N_u} n_j} \): diagonal penalty function for the changes in manipulated variables; 
\( Q_3 \in \mathbb{R}^{\sum_{j=1}^{N_u} n_j \times \sum_{j=1}^{N_u} n_j} \): penalty function for manipulated variables; 
\( Q_1, Q_2, \) and \( Q_3 \) are symmetric positive semidefinite.

\( U_{min}(j), U_{max}(j) \in \mathbb{R}^{n_j} \): lower and upper limits respectively; 
\( M_{max}(j) \in \mathbb{R}^{n_j} \): bounds for bending limits; 
\( B_m(j) \in \mathbb{R}^{n_j \times n_j} \): band diagonal bending moment matrix; 
\( u_{avgj}(k) = \frac{\sum_{j=1}^{n_j} u_j(k)}{n_j} \), \( e_j = [1, \cdots, 1] \in \mathbb{R}^{n_j} \): average of the \( j^{th} \) actuator array; 
\( U_{avgmax}(j) \): maximum value allowed for the average of the \( j^{th} \) actuator array; 
\( \Delta U_{max}(j) \in \mathbb{R}^{n_j} \): maximum change allowed between successive control actions.

For each controlled property, there is a sub-penalty function \( Q_{1i} \), and for each actuator array, there is a sub-penalty function \( Q_{3j} \). In other words, \( Q_1 \) and \( Q_3 \) have the following (block) diagonal structure:

\[
Q_1 = \mathcal{D}(Q_{11}, Q_{12}, \cdots, Q_{1N_y}), \quad Q_3 = \mathcal{D}(Q_{31}, Q_{32}, \cdots, Q_{3N_u}),
\]

where ‘\( \mathcal{D}(X_1, X_2, \cdots, X_N) \)’ denotes a block diagonal matrix with diagonal elements \( X_1, X_N \) etc, that is,

\[
\mathcal{D}(X_1, X_2, \cdots, X_N) = \begin{bmatrix}
X_1 & 0 & 0 & 0 \\
0 & X_2 & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & X_N
\end{bmatrix}.
\]  

6.1.2 State-Space Model

It is convenient in MPC implementation to use a state-space model rather than a transfer matrix model as in (2.20). For each controlled property \( y_i(z) = \sum_{j=1}^{N_u} (G_{ij}h_{ij}(z)u_j(z)) + d_i(z) \), we can write the following state-space form

\[
x_{ij}(k+1) = A_{ij}x_{ij}(k) + B_{ij}u_j(k), \quad (6.8)
\]

\[
y_i(k) = \sum_{j=1}^{N_u} C_{ij}x_{ij}(k) + d_i(k), \quad (6.9)
\]

where \( i = 1, \cdots, N_y, \ j = 1, \cdots, N_u. \)
Since $\Delta U$, not $U$, is minimized in the objective function (6.1), the following augmented state-space model form is used:

\[
x_{aij}(k+1) = A_{aij}x_{aij}(k) + B_{aij}\Delta u_j(k),
\]

\[
y_j(k) = \sum_{j=1}^{N_u} C_{aij}x_{aij}(k) + d_j(k),
\]

where

\[
x_{aij} = \begin{bmatrix} \Delta x_{ij} \\ C_{ij}x_{ij} \end{bmatrix}, \quad \Delta u_j(k) = u_j(k) - u_j(k-1),
\]

\[
A_{aij} = \begin{bmatrix} A_{ij} & 0 \\ C_{ij}A_{ij} & I \end{bmatrix}, \quad B_{aij} = \begin{bmatrix} B_{ij} \\ C_{ij}B_{ij} \end{bmatrix}, \quad C_{aij} = \begin{bmatrix} 0 & I \end{bmatrix}.
\]

### 6.1.3 Output Predictions

The predicted future outputs $\hat{Y}(k+i)$ in (6.1) are a function of the current states, past and future changes in $U$ of (6.1). The sub-plant state prediction can be described as [54]:

\[
\hat{X}_{ij}(k) = P_{xij}\hat{x}_{aij}(k) + P_{uij}\Delta U_j(k),
\]

where $\hat{x}_{aij}(k)$ is the estimated state at time $k$, and

\[
\hat{X}_{ij}(k) = \begin{bmatrix} \hat{x}_{aij}(k+1) \\ \hat{x}_{aij}(k+2) \\ \vdots \\ \hat{x}_{aij}(k+H_p) \end{bmatrix}, \quad \Delta U_j(k) = \begin{bmatrix} \Delta u_j(k) \\ \Delta u_j(k+1) \\ \vdots \\ \Delta u_j(k+H_u - 1) \end{bmatrix},
\]

\[
P_{xij} = \begin{bmatrix} A_{aij} \\ A_{aij}^2 \\ \vdots \\ A_{aij}^{H_p} \end{bmatrix}, \quad P_{uij} = \begin{bmatrix} B_{aij} & 0 & \cdots & 0 \\ A_{aij}B_{aij} & B_{aij} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ A_{aij}^{H_p-2}B_{aij} & A_{aij}^{H_p-1}B_{aij} & \cdots & A_{aij}^{H_p-H_u}B_{aij} \end{bmatrix}.
\]

Then, all sub-plants state predictions can be written by

\[
\hat{X}(k) = P_x\hat{x}_a(k) + P_u\Delta U(k),
\]

where

\[
\hat{X}(k) = \begin{bmatrix} \hat{X}_{11}(k), \ldots, \hat{X}_{1N_u}(k), \ldots, \hat{X}_{N_p1}(k), \ldots, \hat{X}_{N_pN_u}(k) \end{bmatrix}^T.
\]
\[ \hat{x}_a(k) = \begin{bmatrix} \hat{x}_{a11}(k), & \cdots, & \hat{x}_{a1N_u}(k), & \cdots, & \hat{x}_{aN_Ny1}(k), & \cdots, & \hat{x}_{aN_NyN_u}(k) \end{bmatrix}^T, \quad (6.19) \]

\[ \Delta U(k) = \begin{bmatrix} \Delta U_1(k), & \Delta U_2(k), & \cdots, & \Delta U_{N_u}(k) \end{bmatrix}^T, \quad (6.20) \]

\[
\begin{bmatrix}
P_{u11} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & P_{u1N_u} \\
\vdots & \ddots & \vdots \\
P_{uN_y1} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & P_{uN_yN_u}
\end{bmatrix},
\]

\[ P_z = \mathcal{D}(P_{z11}, \cdots, P_{z1N_u}, P_{z21}, \cdots, P_{z2N_u}, \cdots, P_{zN_y1}, \cdots, P_{zN_yN_u}), \quad (6.22) \]

where \(\mathcal{D}\) denotes the block diagonal operation defined in (6.7).

Since the current states cannot be directly measured, they have to be estimated from the previous states and the current measurements,

\[ \hat{x}_{aij}(k) = \hat{x}_{aij}(k) + L(j)N_u(y_i(k) - \hat{y}_i(k)), \quad (6.23) \]

where the previous states \(\hat{x}_{aij}(k)\) can be inferred from

\[ \hat{x}_{aij}(k) = A_{aij}\hat{x}_{aij}(k - 1) + B_{aij}\Delta u_j(k - 1), \quad (6.24) \]

\(L(j) = [0, I]^T\) is the estimator gain for each actuator array. The estimated outputs \(\hat{y}_i(k)\) can be obtained by

\[ \hat{y}_i(k) = \sum_{j=1}^{N_u} C_{aij}\hat{x}_{aij}(k). \quad (6.25) \]

Then, the output prediction \(\hat{Y}_i(k)\) can be obtained by

\[ \hat{Y}_i(k) = \begin{bmatrix} \hat{y}_i(k + 1) \\
\hat{y}_i(k + 2) \\
\vdots \\
\hat{y}_i(k + H_p) \end{bmatrix} = \begin{bmatrix} C_{i1} & C_{i2} & \cdots & C_{iN_u} \end{bmatrix} \begin{bmatrix} X_{i1}(k) \\
X_{i2}(k) \\
\vdots \\
X_{iN_u}(k) \end{bmatrix}, \quad (6.26) \]

where

\[ C_{ij} = \mathcal{D}(C_{aij}, \cdots, C_{aij}), \quad j = 1, \cdots, N_u, \quad (6.27) \]

where \(\mathcal{D}\) denotes the block diagonal operation defined in (6.7). Therefore, all of the
outputs prediction $\hat{Y}(k)$ can be obtained from

$$\hat{Y}(k) = \left[ \begin{array}{c} \hat{Y}_1(k) \\ \hat{Y}_2(k) \\ \vdots \\ \hat{Y}_{N_y}(k) \end{array} \right] = \mathbf{C}\hat{\mathbf{x}}(k), $$

(6.28)

where $\hat{\mathbf{x}}(k)$ is in (6.17) and

$$\mathbf{C} = \begin{bmatrix} C_{11} & \cdots & C_{1N_u} & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\ 0 & \cdots & 0 & C_{21} & \cdots & C_{2N_u} & \cdots & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & \cdots & 0 & 0 & \cdots & 0 & \cdots & C_{N_y1} & \cdots & C_{N_yN_u} \end{bmatrix}, $$

(6.29)

### 6.1.4 Transfer to Standard QP Problem

The objective function in (6.1) can be rewritten as

$$ J(k) = (\hat{Y}(k) - Y_{sp}(k))^T \mathbf{Q}_1 (\hat{Y}(k) - Y_{sp}(k)) + \Delta \mathbf{U}(k)^T \mathbf{Q}_2 \Delta \mathbf{U}(k) + \mathbf{U}(k)^T \mathbf{Q}_3 \mathbf{U}(k), $$

(6.30)

where $\hat{\mathbf{y}}(k)$ and $\Delta \mathbf{U}(k)$ are in (6.28) and (6.20) respectively,

$$ Y_{sp}(k) = \left[ Y_{sp1}(k), Y_{sp2}(k), \ldots, Y_{spN_y}(k) \right]^T, $$

(6.31)

$$ Y_{spi} = \left[ Y_{spi}(k+1), Y_{spi}(k+2), \ldots, Y_{spi}(k+H_p) \right]^T, $$

(6.32)

$$ \mathbf{U}(k) = \left[ \begin{array}{c} U_1(k) \\ U_2(k) \\ \vdots \\ U_{N_u}(k) \end{array} \right]^T = \mathbf{U}_p U(k-1) + \mathbf{S}_{du} \Delta \mathbf{U}(k), $$

(6.33)

$$ U_j(k) = \left[ u_j(k), u_j(k+1), \ldots, u_j(k+H_u-1) \right]^T, \quad j = 1, \ldots, N_u, $$

(6.34)

$$ U(k-1) = \left[ u_1(k-1), u_2(k-1), \ldots, u_{N_u}(k-1) \right]^T, $$

(6.35)

$$ \mathbf{U}_p = \mathcal{D}(U_{p1}, U_{p2}, \ldots, U_{pN_u}), $$

(6.36)

$$ \mathbf{S}_{du} = \mathcal{D}(S_{du1}, S_{du2}, \ldots, S_{duN_u}), $$

(6.37)

$$ U_{pj} = \left[ \begin{array}{c} I \\ I \\ \vdots \\ I \end{array} \right], \quad H_u, \quad S_{duj} = \left[ \begin{array}{ccc} I & I & \cdots \\ I & I & \cdots \\ \vdots & \vdots & \ddots \\ I & I & \cdots \end{array} \right] \right] \right] \right] \right], \quad j = 1, \ldots, N_u, $$

(6.38)

$$ \mathbf{Q}_1 = \mathcal{D}(\underbrace{\mathbf{Q}_1, \mathbf{Q}_1, \ldots, \mathbf{Q}_1}_{H_p}), $$

(6.39)
From (6.30), after some algebra\(^1\), the QP problem (6.1) can be transferred to the standard QP format:

\[
\min_{\Delta U(k)} 0.5 \Delta U(k)^T H \Delta U(k) + \phi^T \Delta U(k)
\]

subject to

\[
\Omega \Delta U(k) \leq \omega(k)
\]

where

\[
H = P_u^T C^T Q_1 C P_u + Q_2 + S_{du}^T Q_3 S_{du},
\]

\[
\phi = -P_u^T C^T Q_1 Y_{sp}(k) + P_u^T C^T Q_1 C \hat{x}_u(k) + S_{du}^T Q_3 U_p U(k - 1),
\]

\(\Omega\) and \(\omega(k)\) can be obtained from (6.2)-(6.5).

### 6.2 Static Optimizer

As discussed in Section 2.5 of Chapter 2, the standard technique for tuning an MPC controller typically involves running simulations to analyze closed-loop performance. However, the QP problem presented in (6.41)-(6.44) is typically of very large-scale and the Hessian matrix \(H\) in (6.43) can be as large as \(600 \times 600\) in multi-array CD control applications. Even with modern computing power, the execution time of simulations is frustratingly long in industrial situations (up to 60 minutes). This section presents the framework for an optimization problem designed around the steady-state process model.

The plant model (2.20) at steady-state (i.e. \(z = 1\)) is

\[
Y_{ss} = G_{ss} U_{ss} + D_{ss},
\]

\[
G_{ss} = \begin{bmatrix}
G_{ss1} & \cdots & G_{ss1N_u} \\
\vdots & \ddots & \vdots \\
G_{ssN_y} & \cdots & G_{ssN_yN_u}
\end{bmatrix},
\]

\[
G_{ssij} = \frac{G_{ij}}{1 - a_{ij}}, \quad i = 1, \cdots, N_y, \quad j = 1, \cdots, N_u,
\]

where \(Y_{ss}, U_{ss},\) and \(D_{ss}\) are the outputs, inputs and disturbances at steady-state respectively, \(G_{ss}\) is the steady-state plant model, \(G_{ij}\) and \(a_{ij}\) in (6.47) come from (2.21) and (2.25) respectively.

\(^1\)Refer to Appendix F for details.
Assuming that the initial actuator profile is $U_0$, then the initial output profile $Y_0$ is

$$Y_0 = G_{ss}U_0 + D_{ss}, \quad (6.48)$$

therefore, $Y_{ss}$ in (6.45) can be expressed by

$$Y_{ss} = Y_0 + G_{ss}\delta U_{ss} \quad (6.49)$$

where

$$\delta U_{ss} = U_{ss} - U_0 \quad (6.50)$$

In the CD-MPC objective function (6.1), there is a cost component for penalizing the actuator move between consecutive samplings, i.e., $\Delta U(k)^TQ_2\Delta U(k)$. For the static optimizer, this item is removed, as it has no effect on the steady-state. In other words, there is no limit on the range of actuator move other than the minimum and maximum set-point limits. Therefore, the static optimizer's objective function is represented as

$$J_s = (Y_{ss} - Y_{sp})^TQ_{s1}(Y_{ss} - Y_{sp}) + U_{ss}^TQ_{s3}U_{ss}, \quad (6.51)$$

where $Q_{s1}$ and $Q_{s3}$ have same dimensions as $Q_1$ and $Q_3$ in (6.1). Replacing $Y_{ss}$ and $U_{ss}$ from (6.49) and (6.50), the objective function (6.51) can be expressed in the standard QP format,

$$\min_{\delta U_{ss}} 0.5\delta U_{ss}^TH_{ss}\delta U_{ss} + \phi_{ss}^T\delta U_{ss} \quad (6.52)$$

where

$$H_{ss} = G_{ss}^TQ_{s1}G_{ss} + Q_{s3} \quad (6.53)$$

$$\phi_{ss} = G_{ss}^TQ_{s1}(Y_0 - Y_{sp}) + Q_{s3}U_0. \quad (6.54)$$

The solution of the static optimizer can be obtained through minimizing the above objective function (6.52) subject to the constraints (6.2)-(6.4). The dynamical constraints (6.5) have no meaning in this static optimizer.

The solution to the static optimization problem (6.52)-(6.54) is not in general the same as the eventual steady-state of the dynamical MPC problem in (6.41)-(6.44). The next section will discuss how the static optimization weights $Q_{s1}$ and $Q_{s3}$ in (6.53)-(6.54) may be designed in order that the static optimization problem (6.52)-(6.54) will approximate the steady-state of the dynamical MPC problem (6.41)-(6.44).
6.3 Two Sensitivity Functions

In this section we derive the matrices that describe the steady-state of the closed-loop output disturbance rejection transfer matrices (often referred to as sensitivity functions) for the dynamical MPC problem (6.41)-(6.44) and also for the static optimization (6.52)-(6.54) in the absence of constraints (6.2)-(6.5). These matrices are required by the proposed technique which will (in Section 6.4) present a design for the static optimization weights $Q_s1$ and $Q_s3$ in (6.53)-(6.54) that is intended to match the steady-state sensitivity functions of both problems.

6.3.1 Closed-loop Sensitivity Function for Unconstrained MPC

The optimal solution for the unconstrained MPC QP problem (6.41) is

$$
\Delta U(k) = -H^{-1}\phi \\
= K_r Y_{sp}(k) + K_x \hat{x}_a(k) + K_{u-1} U(k - 1)
$$

(6.55)

where

$$
\Delta U(k) = \Delta U(k)|_{H_o=1} = \begin{bmatrix} \Delta u_1(k), \Delta u_2(k), \ldots, \Delta u_{N_u}(k) \end{bmatrix}^T,
$$

(6.56)

$$
U(k - 1) = \frac{1}{z - 1} \Delta U(k),
$$

(6.57)

$$
K_r = (P_u^T C^T Q_1 C P_u + Q_2 + S_{du}^T Q_3 S_{du})^{-1} P_u^T C^T Q_1,
$$

(6.58)

$$
K_x = -(P_u^T C^T Q_1 C P_u + Q_2 + S_{du}^T Q_3 S_{du})^{-1} P_u^T C^T Q_1 C P_x,
$$

(6.59)

$$
K_{u-1} = -(P_u^T C^T Q_1 C P_u + Q_2 + S_{du}^T Q_3 S_{du})^{-1} S_{du}^T Q_3 U_p.
$$

(6.60)

From (6.23)-(6.25), after some algebra\(^1\), $\hat{x}_a(k)$ can be represented by

$$
\hat{x}_a(k) = \Gamma \cdot Y(k) + \Theta \cdot \Delta U(k)
$$

(6.61)

where $\Gamma$ and $\Theta$ are matrixes in (G.3) and (G.8) in Appendix G respectively.

Figure 6.1 shows the block diagram of an unconstrained MPC. Since the matrix $K_r$ has no contributions to the closed-loop, when calculating the closed-loop system's sensitivity function to disturbances, it can be excluded from subsequent calculations. Substituting $\hat{x}_a(k)$ by (6.61) into (6.55) and ignoring $K_r$, the controller $K(z)$ from the measurements

\(^1\)Refer to Appendix G for details.
Figure 6.1: The block diagram of an unconstrained MPC diagram for a multiple-array CD system.

$Y(k)$ to $U(k)$ can be obtained through

$$
\Delta U(k) = \left( I - K_x \Theta - \frac{1}{z-1} K_u - 1 \right)^{-1} K_z Y(k), \tag{6.62}
$$

$$
U(k) = \frac{z}{z-1} \Delta U(k) = K(z) Y(k), \tag{6.63}
$$

$$
K(z) = z[(z-1)I - (z-1)K_x \Theta - K_{u-1}]^{-1} K_z \Gamma. \tag{6.64}
$$

The sensitivity function $S(z)$ (i.e., the transfer matrix from $D(k)$ to $Y(k)$) can be calculated by

$$
S(z) = (I - G(z) \cdot K(z))^{-1}, \tag{6.65}
$$

where $G(z)$ is the plant model in (2.21).

Because the control horizon $H_u = 1$ as mentioned in Section 6.1.1, $S_{du} = U_p = I$ and $Q_3 = Q_3$ in (6.60), at steady-state (i.e., $z=1$), the controller $K(z)$ reduces to

$$
K_{cl} = -(K_{u-1})^{-1} K_z \Gamma
= -Q_3^{-1} P_u^T C^T Q_1 CP_z \Gamma. \tag{6.66}
$$

If $L(j) = [0, I]^T, j = 1, \cdots, N_u$ (i.e., the default observer gain in Figure 6.1), at steady-
state, the term $CP_{2}\Gamma$ in (6.66) is

$$CP_{2}\Gamma = \left[ I, I, \ldots, I \right]^T.$$  \hfill (6.67)

Finally, $K_{cl}$ in (6.66) can be further simplified as

$$K_{cl} = -Q_{3}^{-1}G_{sum}^TQ_1,$$ \hfill (6.68)

where

$$G_{sum} = \begin{bmatrix} G_{sum11} & \cdots & G_{sum1N_u} \\ \vdots & \ddots & \vdots \\ G_{sumN_y1} & \cdots & G_{sumN_yN_u} \end{bmatrix},$$ \hfill (6.69)

$$G_{sumij} = \sum_{k=1}^{H_p} \sum_{l=1}^{H_p} C_{aij}A_{aij}^k B_{aij} = r_{ij}G_{ssij},$$ \hfill (6.70)

$$r_{ij} = (1 - a_{ij}) \sum_{k=1}^{H_p} \sum_{l=1}^{H_p} a_{ij}^k, \quad i = 1, \ldots, N_y, \quad j = 1, \ldots, N_u.$$ \hfill (6.71)

Refer to Appendix H for the derivation of $r_{ij}$ from (2.20)-(2.25), and (6.8)-(6.13).

The closed-loop system’s sensitivity function $S(z)$ in (6.65) at steady-state is

$$S_{cl} = (I - G(1) \cdot K_{cl})^{-1} = (I - G_{ss} \cdot K_{cl})^{-1}$$ \hfill (6.72)

$$= (I + G_{ss} \cdot Q_{3}^{-1} \cdot G_{sum}^T Q_1)^{-1}.$$ \hfill (6.73)

### 6.3.2 Sensitivity Function for the Static Optimizer

Next we derive the analogous sensitivity function for the static optimizer in (6.52)-(6.54).

Ignoring $Y_{sp}$ as we did in the above closed-loop sensitivity function, the optimal solution for (6.52) is

$$\delta U_{ss} = -H_{ss}^{-1}\phi_{ss}$$

$$= -(G_{ss}^T Q_{ss} G_{ss} + Q_{ss})^{-1}(G_{ss}^T Q_{ss} Y_0 + Q_{ss} U_0)$$

$$= -U_0 - (G_{ss}^T Q_{ss} G_{ss} + Q_{ss})^{-1}(G_{ss}^T Q_{ss} D_{ss}).$$ \hfill (6.74)

Then, we can find the relationship between $Y_{ss}$ and $D_{ss}$ through substituting (6.74) and (6.48) into (6.49),

$$Y_{ss} = Y_0 + G_{ss} \delta U_{ss} = S_{ss} D_{ss},$$ \hfill (6.75)
\[ S_{ss} = I - G_{ss}(G_{ss}^T Q_{s1} G_{ss} + Q_{s3})^{-1}(G_{ss}^T Q_{s1}) \]  
\[ = (I - G_{ss} \cdot K_{ss})^{-1}, \]  
\[ K_{ss} = -Q_{s3}^{-1} G_{ss}^T Q_{s1}, \]  

where \( S_{ss} \) is the sensitivity function for the static optimizer and \( K_{ss} \) is the controller for the static optimizer. Note that we used the matrix inversion lemma to obtain (6.77) from (6.76) [75].

### 6.4 Design for Matching Optimization Problems

In this section we propose a numerical optimization technique to design the static optimization weights \( Q_{s1} \) and \( Q_{s3} \) in (6.53)-(6.54) such that the static sensitivity matrix \( S_{ss} \) in (6.76)-(6.77) approximates the steady-state of the 'true' closed-loop sensitivity function \( S_{cl} \) in (6.72)-(6.73).

#### 6.4.1 Approximate Solution for the Static Optimizer

For each sub-plant \( G_{ssij} \) in (6.47) with \( i = 1, \cdots, N_y, \ j = 1, \cdots, N_u \), there is a positive scalar \( r_{ij} \) in (6.71) such that \( G_{sumij} = r_{ij} G_{ssij} \) in (6.70). Therefore, the relationship between \( G_{sum} \) and \( G_{ss} \) is

\[ G_{sum} = \begin{bmatrix}
    r_{11} G_{ss11} & \cdots & r_{1N_u} G_{ss1N_u} \\
    \vdots & \ddots & \vdots \\
    r_{N_y1} G_{ssN_y1} & \cdots & r_{N_yN_u} G_{ssN_yN_u}
\end{bmatrix}, \]  
\[ R = \begin{bmatrix}
    r_{11} I & \cdots & r_{1N_u} I \\
    \vdots & \ddots & \vdots \\
    r_{N_y1} I & \cdots & r_{N_yN_u} I
\end{bmatrix}, \]  

where '©' denotes the operation of element-by-element multiplication of two matrices.

Because of the block diagonal structure of \( Q_3 \) in (6.6), the difference between the inverses of the sensitivity functions \( S_{cl} \) in (6.73) and \( S_{ss} \) in (6.77) can be written as

\[ S_{cl}^{-1} - S_{ss}^{-1} = G_{ss}(R^T \odot Q_{s3}^{-1} G_{ss}^T Q_1 - Q_{s3}^{-1} G_{ss}^T Q_{s1}). \]  

The goal is then to design symmetric positive definite \( Q_{s1} \) and \( Q_{s3} \) such that this difference
is “small”. To simplify this problem, we restrict

\[
Q_{s1} = Q_1 \cdot E, \\
Q_{s3} = Q_3 \cdot F,
\]

where \(E\) and \(F\) are diagonal matrices

\[
E = \mathcal{D} (e_1 I, e_2 I, \cdots, e_{N_y} I), \quad F = \mathcal{D} (f_1 I, f_2 I, \cdots, f_{N_y} I),
\]

with scalar \(e_i\) and \(f_j\). Then (6.82) may be simplified as

\[
S_{cl}^{-1} - S_{ss}^{-1} = G_{ss} (R^T \odot Z - F^{-1} Z E),
\]

where

\[
Z = Q_3^{-1} G_{ss}^T Q_1 \in \mathbb{R}^{\sum_{j=1}^{N_y} n_j \times N_u \times m}.
\]

An upper bound on the size of the difference in (6.86) can be obtained by noting

\[
\|S_{cl}^{-1} - S_{ss}^{-1}\|_F \leq \|G_{ss}\|_F \cdot \|R^T \odot Z - F^{-1} Z E\|_F,
\]

where \(\| \cdot \|_F\) denotes the Frobenius matrix norm [75], which is defined as

\[
\|P\|_F = \sqrt{\sum_{ij} |p_{ij}|^2} = \sqrt{\sum_k \sigma_k^2(P),}
\]

where \(p_{ij}\) indicates the element of \(P\) in the \(i^{th}\) row and \(j^{th}\) column, and \(\sigma_k(P)\) denotes the \(k^{th}\) singular value.

Now we consider optimizing the second term on the RHS of (6.88) via the simplification

\[
\|R^T \odot Z - F^{-1} Z E\|_F = \|R_f^T \odot Z_f - F_f^{-1} Z_f E_f\|_F,
\]

where

\[
Z_f = \begin{bmatrix}
\|Z_{11}\|_F & \cdots & \|Z_{1N_y}\|_F \\
\vdots & \ddots & \vdots \\
\|Z_{N_y1}\|_F & \cdots & \|Z_{N_yN_y}\|_F
\end{bmatrix},
\] \[R_f = \begin{bmatrix}
r_{11} & \cdots & r_{1N_u} \\
\vdots & \ddots & \vdots \\
r_{N_y1} & \cdots & r_{N_yN_u}
\end{bmatrix}.
\]
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\[ E_f = \text{diag}(e_1, e_2, \ldots, e_{N_y}), \quad (6.93) \]
\[ F_f = \text{diag}(f_1, f_2, \ldots, f_{N_y}). \quad (6.94) \]

The matrices on the right hand side (RHS) of (6.90) are significantly smaller than those on the left hand side (LHS). For instance, Section 6.5.1 presents an example where \( R \) in (6.81) has dimensions \( 264 \times 153 \) and the corresponding \( R_f \) in (6.92) is only a \( 1 \times 2 \) matrix.

The optimization problem suggested by (6.90) has the structure

\[
\min_{\text{diagonal } V, W} \| \Psi - V \Phi W \|_F, \quad (6.95)
\]

then, setting \( \Psi = R_f^T \odot Z_f \) and \( \Phi = Z_f \), it can be solved for \( F_f = V^{-1} \) and \( E_f = W \) using (for example) the iterative technique developed in Appendix I.

The prediction performance index may be evaluated by the following:

\[
\eta_p = 1 - \frac{\| S_{cl} - S_{ss} \|_F}{\| S_{cl} \|_F}, \quad (6.96)
\]

where \( S_{cl} \) can be calculated from (6.73), and \( S_{ss} \) can be obtained by (6.76) after \( Q_{s1} \) in (6.83) and \( Q_{s3} \) in (6.84) are solved using (6.91)-(6.95).

### 6.4.2 Special Cases

In general, the performance index in the optimization problem in (6.90) cannot be made exactly equal to zero for diagonal matrices \( F_f \) and \( E_f \). In order to achieve perfect matching, the matrix \( R_f \) in (6.92) must have a certain structure, such that

\[
R_f^T = \begin{bmatrix}
    f_1^{-1} e_1 & f_1^{-1} e_2 & \cdots & f_1^{-1} e_{N_y} \\
    f_2^{-1} e_1 & f_2^{-1} e_2 & \cdots & f_2^{-1} e_{N_y} \\
    \vdots & \vdots & \ddots & \vdots \\
    f_{N_y}^{-1} e_1 & f_{N_y}^{-1} e_2 & \cdots & f_{N_y}^{-1} e_{N_y}
\end{bmatrix} \in \mathbb{R}^{N_u \times N_y}, \quad (6.97)
\]

then a perfect solution for the minimization problem (6.90) can be found, and \( \| R_f^T \odot Z_f - F_f^{-1} Z_f E_f \|_F = \| S_{cl}^{-1} - S_{ss}^{-1} \|_F = 0 \). In other words, the static optimizer can perfectly predict the closed-loop system’s steady-state performance. However, the elements \( r_{ij} \) of \( R_f \) in (6.71) are a function of the identified dynamics of the process and do not follow such a predictable structure. Thus the condition (6.97) is not satisfied in general, but two special cases occur frequently in practice.

If the number of measured profiles \( N_y = 1 \) in (2.21) and (6.85), i.e., there is only one controlled property, then we can get the perfect solution for (6.90) with \( E_f = 1 \) and
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\[ F_f^{-1} = \text{diag}(r_{11}, \ldots, r_{1N_u}), \]  
leading to

\begin{align*}
Q_{s1i} &= Q_{1i}, \quad i = 1, \ldots, N_y, \\
Q_{s3j} &= \frac{1}{r_{ij}} Q_{3j}, \quad j = 1, \ldots, N_u.
\end{align*}

(6.98)  
(6.99)

Similarly, if the number of actuator arrays \( N_u = 1 \) in (2.21) and (6.85), i.e., there is only one actuator array, the perfect solution can be obtained with \( E_f = \text{diag}(r_{11}, \ldots, r_{N_y 1}) \) and \( F_f = 1 \), then from (6.83)-(6.84) this results in

\begin{align*}
Q_{s1i} &= r_{ii} Q_{1i}, \quad i = 1, \ldots, N_y, \\
Q_{s31} &= Q_{31}.
\end{align*}

(6.100)  
(6.101)

The problem and proposed solution above had the goal of designing the optimization weights \( Q_{s1} \) and \( Q_{s3} \) in (6.51) and (6.82) such that the static optimization problem in (6.52) would match as best as possible the steady-state of the MPC control in (6.1), in the absence of actuator constraints.

In order to be useful in practice, however the constraints (6.2)-(6.5) must be reintroduced into the problem. While the dynamical rate constraints (6.5) have no meaning for the static optimization in (6.52), the actuator position constraints (6.2)-(6.3) are imposed on the static optimizer as well as the MPC controller (6.1). While the matching was performed by comparing the unconstrained problems, the following section contains simulations that compare the results achieved by the MPC controller (6.1) with those obtained from the static optimizer in (6.52) with the weighting matrices \( Q_{s1} \) and \( Q_{s3} \) as designed using (6.91)-(6.95) subject to (6.2)-(6.3).

### 6.5 Examples

In numerous simulations, the above solutions have been found to be valid for the constrained CD-MPC. We present two representative examples, one for the perfect solution and one for the approximate solution.

#### 6.5.1 Two Actuator Arrays and One Controlled Property

The first example is one of the most common multi-array CD processes and consists of two actuator arrays \( (N_u = 2) \) controlling a single measured profile \( (N_y = 1) \). The first is an array of \( n_1 = 65 \) individual steam shower actuators (steam box) used to dry the sheet, and the second consists of an array of \( n_2 = 88 \) individual water spray actuators (rewet shower) that are used to rewet and overdried sections of the sheet. The moisture
profile is measured by a scanning sensor at \( m = 264 \) locations across the paper sheet. The parameters describing the process dynamics in (2.25) are

\[
a = [0.7515, 0.9718], \quad T_d = [2, 1].
\]

The spatial response matrices \( G_{ij} \) in (2.21) were identified by a commercial software \[35\]. The lower and upper limits \( U_{\min}(j) = 0\% \), \( U_{\max}(j) = 100\% \) in (6.2), the bound for bending limits \( M_{\max}(j) = 7.5\% U_{\max}(j) \) in (6.3), and the rate constraints \( \Delta U_{\max}(j) = 5\% U_{\max}(j) \) in (6.5), all with \( j = 1, 2 \).

The proposed design for the static optimizer does not depend on how the MPC in (6.1) dynamically tuned, but it does need \( Q_3 \) and \( Q_1 \) in (6.1) as inputs which are shown in (6.83)-(6.84). Through trial and error, the MPC controller (6.1) was tuned for acceptable performance with the following parameters: horizons \( H_p = 10 \) and \( H_u = 1 \), the weighting matrices \( Q_1 = 0.33I_m \), \( Q_2 = 5 \times 10^{-5} \cdot D(I_{n_1}, I_{n_2}) \), and \( Q_3 = 10^{-4} \cdot D(I_{n_1}, I_{n_2}) \). Due to strict rate constraints (5% of the upper limits), the MPC controller was required to be run for 150 sampling times until when the closed-loop system reached the steady-state.

Because of only one controlled property, as discussed in Section 6.4.2, the perfect solution can be achieved from (6.71), (6.98), and (6.99). The scalars \( r_{ij} \) in (6.92), \( E_f \) and \( F_f \) in (6.93)-(6.94) are

\[
R_f = [5.2839, 1.1770], \quad E_f = 1, \quad F_f^{-1} = \text{diag}(5.2839, 1.1770),
\]

thus, the weight matrices for the static optimizer (6.52)-(6.54) are

\[
Q_{s11} = Q_{11}, \quad Q_{s31} = Q_{31}/5.2839, \quad Q_{s32} = Q_{32}/1.1770.
\]

In Figure 6.2a, the dashed line is the realistic disturbance which is generated from a software simulator of Honeywell, the flat solid line is the set-point profile, and the solid curved lines are the measurements predicted from the static optimizer and the outputs from running the closed-loop simulation to steady-state (150 sampling times). Figures 6.2b and 6.2c show the steam boxes and rewet shower actuator profiles, where the solid lines are the actuator profiles predicted by the static optimizer and the dotted lines are the actuator profiles after running the closed-loop simulation (in fact, they are indistinguishable). Figure 6.2 shows that there is no difference in the measurements or actuator profiles between using the static optimizer and using the closed-loop simulator. However, the computational time for the static optimizer is only 1.4 CPU seconds versus the closed-loop simulator’s 137.3 CPU seconds (on a 700 MHz CPU, 768 MB RAM computer), the
later number is the total time for running 150 sample times. Note that two steam box actuators (the last two) in Figure 6.2b hit the lower constraints $U_{min}(j) = 0\%$ in (6.2). This means the perfect matching for the closed-loop MPC simulation in this example can be reached through the static optimizer even with active constraints.

Figure 6.2: (a) The moisture profiles before control (dashed) and after control (solid: static optimizer; dotted: closed-loop simulation); (b) The steam box actuator profiles (solid: static optimizer; dotted: closed-loop simulation); (c) The rewet shower profiles (solid: static optimizer; dotted: closed-loop simulation).

### 6.5.2 Four Actuator Arrays and Three Controlled Properties

This plant model comes from a Canadian working paper machine. This paper machine has four actuator arrays: slice lip $u_1$, steam box $u_2$, rewet shower $u_3$, and induction heating $u_4$, and the controlled properties are basis weight $y_1$, moisture $y_2$, and caliper (thickness) $y_3$. The numbers of the actuator arrays are $n_1 = 57, n_2 = 65, n_3 = 88, n_4 = 84$ in (2.23), and the dimensions of the controlled properties are the same as $m = 264$ in (2.22). In this example, note that $G_{12}h_{12}(z), G_{13}h_{13}(z), G_{14}h_{14}(z)$ and $G_{24}h_{24}(z)$ of (2.20) are zero, because, for example, steam box $u_2$ does not affect the basis weight $y_1$. Other subplants $G_{ij}$ in (2.21) were identified by the commercial identification software [35]. The dynamical
parameters $a$ and $T_d$ in (2.25) are

$$a = \begin{bmatrix} 0.2636 & 0 & 0 & 0 \\ 0.4029 & 0.6905 & 0.3858 & 0 \\ 0.8720 & 0.5908 & 0.2636 & 0.9174 \end{bmatrix}, \quad (6.106)$$

$$T_d = \begin{bmatrix} 2 & 0 & 0 & 0 \\ 2 & 1 & 0 & 0 \\ 2 & 1 & 0 & 2 \end{bmatrix}. \quad (6.107)$$

The lower and upper limits $U_{\min}(j) = 0\%$, $U_{\max}(j) = 100\%$ in (6.2), the bound for bending limits $M_{\max}(j) = 7.5\%U_{\max}(j)$ in (6.3), and the rate constraints $\Delta U_{\max}(j) = 2.5\%U_{\max}(j)$ in (6.5), all with $j = 1, 2, 3, 4$.

Through trial and error, the parameters for the MPC controller in (6.1) was set up as: the horizons $H_p = 10$ and $H_u = 1$, and the weight matrices in (6.1) are

$$Q_1 = D(1.65I_m, 0.33I_m, 0.33I_m), \quad (6.108)$$
$$Q_2 = 5 \times 10^{-4} \cdot D(I_{n_1}, I_{n_2}, I_{n_3}, I_{n_4}), \quad (6.109)$$
$$Q_3 = 10^{-4} \cdot D(I_{n_1}, I_{n_2}, I_{n_3}, I_{n_4}). \quad (6.110)$$

Due to tight rate constraints $\Delta U_{\max}$ in (6.5), the closed-loop simulation needs to be run 200 sample times for reaching the steady-state.

From the model and the parameters of the MPC controller, the matrix $Z_f$ in (6.91) can be calculated as

$$Z_f = \begin{bmatrix} 794.9 & 0 & 0 & 0 \\ 129.3 & 4.3867 & 3312.5 & 0 \\ 543.8 & 469.8 & 785.7 & 1590.4 \end{bmatrix}. \quad (6.111)$$

From the dynamical parameters $a$ in (6.106) and $T_d$ in (6.107), and the horizons $H_p = 10$ and $H_u = 1$, the scalar element $r_{ij}$ of $R_f$ in (6.92) is computed from (6.71),

$$R_f = \begin{bmatrix} 7.6421 & 0 & 0 & 0 \\ 7.3257 & 6.8488 & 9.3719 & 0 \\ 3.4653 & 7.5690 & 9.6420 & 2.4658 \end{bmatrix}. \quad (6.112)$$

Using the iterative approach developed in Appendix I, the optimal solution for (6.90) (after 50 iterations) is:

$$E_f = diag(16.1762, 7.5071, 7.7914), \quad (6.113)$$
Thus, for the static optimizer, the optimal choices are \( Q_{s1} = Q_1 \cdot E \) and \( Q_{s3} = Q_3 \cdot F \) from (6.83)-(6.85).

The prediction index \( \eta = 99.12\% \) in (5.8) indicating the static optimizer is providing good prediction. This can be further verified in Figures 6.3-6.6, which show the measurements and actuator profiles predicted from the static optimizer and those from the closed-loop simulation. All the disturbance profiles in Figures 6.3-6.5 are generated from a software simulator of Honeywell. The computational time of the static optimizer is 32.8 CPU seconds versus the closed-loop simulator’s 3283.5 CPU seconds (200 sampling times were required to reach steady-state). Note that in Figure 6.6, slice lip actuators \( u_1 \) and induction heating actuators \( u_4 \) hit the position constraints (6.2), which mean that the static optimizer works well even with active constraints in this example. Table 6.1 shows the standard deviations of the measurement profiles and the actuator profiles. Although there are slight differences in the steam box profile \( u_1 \) and rewet shower profile \( u_2 \) between using the closed-loop simulation and using the static optimizer, the moisture profiles are almost same. The reason is that the optimized design focussed on the output profile and different input combinations could generate the same output.

Figure 6.3: The basis weight profiles for the example in Section 6.5.2: static optimizer (solid+asterisk), closed-loop simulation (solid+circle), disturbance (dashed line), set-points (flat solid line).
In this chapter, we have proposed a static optimizer to accurately predict steady-state performance of large-scale constrained CD-MPC systems. The penalty functions of the optimizer can be obtained through minimization of the difference between the inverses of the sensitivity functions related to the optimizer and an unconstrained MPC closed-loop system. The most important contribution of this chapter is that this method can be used for constrained CD-MPC. For the paper machine CD-MPC, the closed-loop system’s steady-state performance can be optimally predicted. In two special cases (only one controlled property or one actuator array in CD processes), the optimal solutions happen to be perfect. The simplification of the complex minimization problem related to the large dimensional sensitivity functions has been addressed through solving for the optimal ratios. Two industrial examples have demonstrated that the computational time using the static optimizer for predicting the steady-state performance is significantly less than that using the closed-loop system simulator, while the results are almost the same for the two methods.
Figure 6.5: The caliper profiles for the example in Section 6.5.2: static optimizer (solid+asterisk), closed-loop simulation (solid+circle), disturbance (dashed line), setpoints (flat solid line).

Figure 6.6: The actuator profiles for the example in Section 6.5.2 using the static optimizer (dashed plus point line) and closed-loop simulations (solid line).
Table 6.1: Performance and computational time for the MPC using the closed-loop simulation and the static optimizer

<table>
<thead>
<tr>
<th>Performance (two times the standard deviation of the profile)</th>
<th>Before Control</th>
<th>After Control</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa_{y1}$</td>
<td>1.334</td>
<td>0.8705</td>
<td>0.8708</td>
</tr>
<tr>
<td>$\kappa_{y2}$</td>
<td>1.828</td>
<td>0.86</td>
<td>0.8622</td>
</tr>
<tr>
<td>$\kappa_{y3}$</td>
<td>1.961</td>
<td>1.247</td>
<td>1.249</td>
</tr>
<tr>
<td>$\kappa_{u1}$</td>
<td>0</td>
<td>35.23</td>
<td>35.3</td>
</tr>
<tr>
<td>$\kappa_{u2}$</td>
<td>0</td>
<td>5.247</td>
<td>5.749</td>
</tr>
<tr>
<td>$\kappa_{u3}$</td>
<td>0</td>
<td>9.413</td>
<td>9.888</td>
</tr>
<tr>
<td>$\kappa_{u4}$</td>
<td>0</td>
<td>13.41</td>
<td>13.23</td>
</tr>
<tr>
<td>Computational Time [CPU second]</td>
<td>-</td>
<td>3253.8</td>
<td>32.8</td>
</tr>
</tbody>
</table>
Chapter 7
Conclusions and Future Work

7.1 Summary

This work has concentrated on solving the problems of industrial model predictive control (MPC) for paper machine cross-directional (CD) processes, which are known as large-scale, two-dimensional, and ill-conditioned. Application of MPC to such processes has been a challenging task due to their large-scale characteristic plus the inevitable severe model uncertainty in the models. This work consists of three parts: model reduction in Chapter 4, analysis of robustness and performance in the two-dimensional frequency domain in Chapters 3 and 5, and performance prediction in Chapter 6.

Wavelet packets can be used as one orthogonal basis function for paper machine CD process model reduction. This reduction is closely related to the cut-off frequency of the spatial response and the non-robustly controllable singular vectors. The indices of model reduction performance including the distortion index and the sparsity index have been proposed for model reduction evaluation. There is trade-off among these conflicting indices. Different wavelets and different wavelet filter lengths affect the reduction performance. Longer wavelet filters can reduce the distortions but will increase the sparsity of the reduced model. Symlets with filter length between 8 ~ 16 are good choices for majority of paper machine cross-directional processes. This reduction method has been tested under numerous CD process models which simulate real working paper machines, and the results demonstrated its effectiveness.

The constraints of the CD-MPC can be exactly represented in the reduced domain by using the inverse wavelet transform. A cross-directional model predictive controller based on the reduced model has been designed. This technique can reduce on-line computational time by about 50% while maintaining close to optimal control performance. It also brings some degree of robustness and will not result in actuator picketing as it does not attempt control of the non-robustly controllable directions and does not have high spatial frequencies in its actuator profile. This wavelet-based model predictive controller can be used for multiple-array systems, whereas some other reduction methods such as the singular value decomposition method can not be used.

A two-dimensional frequency analysis method has been presented in Chapters 3 and 5 for cross-directional model predictive control. A rectangular circulant matrix (RCM) was defined and its properties was discussed in detail. If the column vectors of an RCM
are bandlimited to the spatial Nyquist frequency of inputs, its singular values can be easily obtained by pre- and post-multiplication of the complex Fourier matrices. The RCM structure can be preserved for the closed-loop transfer matrices in a linear feedback system if the open-loop plant and the controller are each an RCM and both of their column vectors are bandlimited to the spatial Nyquist frequency of inputs.

The process model, the additive structured model uncertainty and the closed-loop transfer functions has been addressed in Chapters 2 and 3. They are "close" to being RCMs and can thus approximately be decoupled in the two-dimensional frequency domain. This allowed these large-scale MIMO transfer matrices to be analyzed in terms of a family of simple SISO transfer functions, one for each spatial frequency. The two-dimensional frequency bandwidth, the performance index, and the robust stability margin index were presented as intuitive measures of closed-loop performance and robustness. Analysis of the realistic CD process model uncertainty in the spatial frequency domain can give a better physical insight into the uncertainty problem.

The balance between robustness and performance of the CD-MPC can be achieved by tuning the weighting matrices $Q_2$ and $Q_3$. Roughly speaking, in the presented examples, the weight $Q_2$ affects the closed-loop dynamical behavior while the weight $Q_3$ determines the spatial performance. The examples in Chapter 5 have shown that this two-dimensional frequency analysis method gives consistent criteria for selecting the weights of the CD-MPC using the guidelines from traditional robust control. The presented examples in Chapter 5 also demonstrated that proper selection of the weighting matrix $Q_3$’s structure and careful consideration of the structured model uncertainty will remove unnecessary conservativeness from the traditional design based on diagonal weighting matrix $Q_3$ and unstructured model uncertainties. This two-dimensional frequency analysis method was extended to multiple-array systems and demonstrated by the example in Section 5.5.3 of Chapter 5 for its effectiveness.

A static optimizer has been presented in Chapter 6 for solving the computational time problem of predicting the steady-state performance of the very large-scale constrained model predictive controller. The static optimizer which uses one-step optimization is much faster than the traditional closed-loop simulator. The design of the optimizing weighting parameters of this optimizer is solved by minimizing the difference between two sensitivity functions, one for the optimizer and another is for the closed-loop MPC simulator. Two examples in Chapter 6 demonstrated that the static optimizer is significantly more efficient (up to two orders of magnitude) than the conventional closed-loop simulation method while accurately predicting the steady-state performance of constrained CD-MPC.
7.2 Future Work

It may be necessary to investigate the parameter uncertainty limits presented in Section 2.1.1 of the process models in real working paper machines. A reasonable practical model uncertainty range is very helpful to design more effective MPC. After the model uncertainty range is known, the structures of the weighting matrix $Q_3$ should be investigated for better performance and robustness, such as other high-pass spatial filters rather than the bending moment matrix.

Although this work has given theoretical guidance for tuning the CD-MPC, it may be necessary to develop an automatic tuning tool of the CD-MPC for non-expert users. This tool should include automatic model reduction, optimal parameters tuning and accurate steady-state performance prediction. Such a tool will bring the maximum benefit for CD control systems. Field trials will be necessary for developing the automatic tool.

It is known that weakly controllable directions exist between different actuator arrays. For example, steam boxes and rewet shower actuator may easily fight each other for controlling the moisture profile in industrial CD control. It is likely that the CD-MPC objective function will require modification for penalizing these weakly controllable directions.
Appendix A

Closed-Loop Transfer Functions of Unconstrained MPC

In this appendix, we derive the static matrix $K_{mpc}$ in Figure 3.1 [54]. We have to use equations (2.16) and (2.17) for the future output predictions in (2.26). The states $x_a(k)$ in (2.16) are not measurable and have to be estimated. We denote the estimated states as $\hat{x}_a(k)$ as generated by the observer in (3.2).

From (2.16), we can predict the future states:

$$X(k) = P_x\hat{x}_a(k) + P_u\Delta U(k), \quad (A.1)$$

where

$$\begin{bmatrix}
\hat{x}_a(k + 1) \\
\hat{x}_a(k + 2) \\
\vdots \\
\hat{x}_a(k + H_p)
\end{bmatrix}, \quad \Delta U(k) = 
\begin{bmatrix}
\Delta u(k) \\
\Delta u(k + 1) \\
\vdots \\
\Delta u(k + H_u - 1)
\end{bmatrix}, \quad (A.2)$$

$$P_x = 
\begin{bmatrix}
A_a \\
A_a^2 \\
\vdots \\
A_a^{H_p}
\end{bmatrix}, \quad P_u = 
\begin{bmatrix}
B_a & 0 & \cdots & 0 \\
A_aB_a & B_a & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
A_a^{H_p-1}B_a & A_a^{H_p-2}B_a & \cdots & A_a^{H_p-H_u}B_a
\end{bmatrix}. \quad (A.3)$$

The current estimated states $\hat{x}_a(k)$ can be estimated from the previous states and the current measurement as in (3.2). The estimated outputs $\hat{y}(k)$ can be obtained by

$$\hat{y}(k) = C_a\hat{x}_a(k). \quad (A.4)$$

Equations (3.2) and (A.4) can be realized as shown in Figure 3.1. Therefore, the output predictions $Y(k)$ can be obtained by

$$Y(k) = 
\begin{bmatrix}
\hat{y}(k + 1) \\
\hat{y}(k + 2) \\
\vdots \\
\hat{y}(k + H_p)
\end{bmatrix} = C_aX(k), \quad (A.5)$$
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where \( C_a = \mathcal{D}(C_a, \ldots, C_a) \), \( \mathcal{D} \) denotes the operation of constructing a block diagonal matrix.

The cost function (2.26) can be rewritten with (A.1)-(A.5) as

\[
(Y(k) - Y_{sp}(k))^T Q_1 (Y(k) - Y_{sp}(k)) + \Delta U(k)^T Q_2 \Delta U(k) + U(k)^T Q_3 U(k),
\]

where

\[
Y_{sp}(k) = \begin{bmatrix} y_{sp}(k + 1) \\ y_{sp}(k + 2) \\ \vdots \\ y_{sp}(k + H_p) \end{bmatrix},
\]

\[
U(k) = \begin{bmatrix} u(k) \\ u(k + 1) \\ \vdots \\ u(k + H_u - 1) \end{bmatrix} = U_p u(k - 1) + S_{du} \Delta U(k),
\]

\[
U_p = \begin{bmatrix} I \\ I \\ \vdots \\ I \end{bmatrix} H_u, \quad S_{du} = \begin{bmatrix} I & I & \cdots \\ I & I & \cdots \\ \vdots & \vdots & \ddots \end{bmatrix} H_u,
\]

\[
Q_1 = \mathcal{D}(Q_1, \ldots, Q_1), \quad Q_i = \mathcal{D}(Q_i, \ldots, Q_i), \quad i = 2, 3.
\]

With some algebra, the MPC problem (A.6) can be transferred to the standard quadratic programming (QP) format:

\[
\min_{\Delta U(k)} 0.5 \Delta U(k)^T \Phi \Delta U(k) + \phi^T \Delta U(k),
\]

where

\[
\Phi = P_u^T C_a^T Q_1 C_a P_u + Q_2 + S_{du}^T Q_3 S_{du},
\]

\[
\phi = -P_u^T C_a^T Y_{sp}(k) + P_u^T C_a^T Q_1 C_a P \hat{x}_a(k) + S_{du}^T Q_3 U_p u(k - 1).
\]

Assuming that \( y_{sp}(k) \) is a constant target profile, then \( \phi \) can be rewritten as

\[
\phi = -P_u^T C_a^T E y_{sp}(k) + P_u^T C_a^T Q_1 C_a P \hat{x}_a(k) + S_{du}^T Q_3 U_p u(k - 1);
\]
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where $E = [I, I, \ldots, I]^T$.

The optimal solution for the unconstrained MPC QP problem (A.11) is

$$\Delta U(k) = -\Phi^{-1} \phi = K_{mpc} \begin{bmatrix} y_{sp}(k) & \hat{x}_a(k) & u(k-1) \end{bmatrix}^T,$$  \hspace{1cm} (A.15)

$$K_{mpc} = \begin{bmatrix} K_r & K_x & K_{u-1} \end{bmatrix}.$$ \hspace{1cm} (A.16)

where

$$K_r = (P^T C_a T Q_1 C_a P_u + Q_2 + S^T_d S_d) ^{-1} P^T C_a T Q_1 E,$$ \hspace{1cm} (A.17)

$$K_x = -(P^T C_a T Q_1 C_a P_u + Q_2 + S^T_d S_d) ^{-1} P^T C_a T Q_1 C_a P_x,$$ \hspace{1cm} (A.18)

$$K_{u-1} = -(P^T C_a T Q_1 C_a P_u + Q_2 + S^T_d S_d) ^{-1} S^T_d Q_3 U_p,$$ \hspace{1cm} (A.19)

where each matrix $K_r, K_x, K_{u-1}$ is static.

But (A.15) contains control moves up to $H_u - 1$ time steps into the future. In practice, MPC implements only first move, recomputing (A.11) at each time $k$, thus, only first $n$ of $\Delta U(k)$ (i.e., $\Delta u_{opt}(k)$) are used for implementation, $\Delta u_{opt}(k)$ can be obtained by,

$$\Delta u_{opt}(k) = \Gamma \Delta U(k), \hspace{0.5cm} \Gamma = \left[ I, 0, \ldots , 0 \right]_{H_u}. \hspace{1cm} (A.20)$$

Therefore, in Figure 3.1, $K_{mpc}, K_r, K_x$ and $K_{u-1}$ can be obtained by,

$$K_{mpc} = \Gamma K_{mpc}, \hspace{0.5cm} K_r = \Gamma K_r, \hspace{0.5cm} K_x = \Gamma K_x, \hspace{0.5cm} K_{u-1} = \Gamma K_{u-1}. \hspace{1cm} (A.21)$$

Now, $K_1(z)$ and $K_y$ in Figure 3.2 are derived as follows: substituting $A_a, B_a, C_a$ in (2.19) into (3.2), $\hat{x}_a(k)$ can be simplified as

$$\hat{x}_a(k) = \begin{bmatrix} \Delta x(k) \\ C x(k) \end{bmatrix} = L \cdot y(k) + \theta \Delta u(k), \hspace{0.5cm} \theta = \begin{bmatrix} (z I_{nx \times nx} - A)^{-1} B \\ 0_{n_x \times n} \end{bmatrix} \hspace{1cm} (A.22)$$

where $L = [0, I]^T$. Then, substituting $\hat{x}_a(k)$ in (A.22) and $u(k-1)$ by $\Delta u(k)/(z-1)$ into (3.1),

$$\Delta u(k) = \left( I - K_x \theta - \frac{1}{z-1} K_{u-1} \right)^{-1} \left( K_r \cdot y_{sp} + K_x \cdot L \cdot y(k) \right), \hspace{1cm} (A.23)$$

$$u(k) = \frac{z}{z-1} \Delta u(k) = K_1(z) \left( K_r \cdot y_{sp} + K_y \cdot y(k) \right), \hspace{1cm} (A.24)$$
\[ K_1(z) = \frac{z}{z-1} \left( I - K_x \theta - \frac{1}{z-1} K_{u-1} \right)^{-1}, \]  
(A.25)

\[ K_y = K_x \cdot L. \]  
(A.26)
Appendix B

Wavelet Packet Analysis Tree

The next page includes the 5-stage standard wavelet packet analysis tree and gives the frequency sequence of the coefficients. $h_0(-n)$ and $h_1(-n)$ are the low-pass and high-pass filter in (4.5) and (4.6) respectively. At each scale level, the coefficients have a convolution with the corresponding filter and then are downsamplied by 2 for getting the next scale level’s coefficients. Note that for each scale level, the corresponding wavelet packets are arranged by natural order, but not in frequency order. Details may be found in the Wavelet Toolbox [57].
Standard Wavelet Packet Tree

(0,0)

\[ h_0(n) \quad h_1(n) \]

(1,0)

\[ h_0(n) \quad h_1(n) \]

Scale level 1

(2,0)

\[ h_0(n) \quad h_1(n) \]

(2,1)

\[ h_0(n) \quad h_1(n) \]

Scale level 2

(3,0)

\[ h_0(n) \quad h_1(n) \]

(3,1)

\[ h_0(n) \quad h_1(n) \]

(3,2)

\[ h_0(n) \quad h_1(n) \]

(3,3)

\[ h_0(n) \quad h_1(n) \]

(3,4)

\[ h_0(n) \quad h_1(n) \]

(3,5)

\[ h_0(n) \quad h_1(n) \]

(3,6)

\[ h_0(n) \quad h_1(n) \]

(3,7)

(4,0)

\[ (4,1) \quad (4,2) \quad (4,3) \quad (4,4) \quad (4,5) \quad (4,6) \quad (4,7) \quad (4,8) \quad (4,9) \quad (4,10) \quad (4,11) \quad (4,12) \quad (4,13) \quad (4,14) \quad (4,15) \]

(5,0)

\[ (5,1) \quad (5,2) \quad (5,3) \quad (5,4) \quad (5,5) \quad (5,6) \quad (5,7) \quad (5,8) \quad (5,9) \quad (5,10) \quad (5,11) \quad (5,12) \quad (5,13) \quad (5,14) \quad (5,15) \quad (5,16) \quad (5,17) \quad (5,18) \quad (5,19) \quad (5,20) \quad (5,21) \quad (5,22) \quad (5,23) \quad (5,24) \quad (5,25) \quad (5,26) \quad (5,27) \quad (5,28) \quad (5,29) \quad (5,30) \quad (5,31) \]

Frequency sequence (from low to high): \( h_0(-n) \) and \( h_1(-n) \) are the wavelet low-pass and high-pass filter respectively.

Scale level 1: (1,0), (1,1)
Scale level 2: (2,0), (2,1), (2,2)
Scale level 3: (3,0), (3,1), (3,2), (3,3), (3,4)
Scale level 4: (4,0), (4,1), (4,2), (4,3), (4,4), (4,5), (4,6), (4,7), (4,8), (4,9), (4,10), (4,11), (4,12), (4,13), (4,14), (4,15)
Scale level 5: (5,0), (5,1), (5,2), (5,3), (5,4), (5,5), (5,6), (5,7), (5,8), (5,9), (5,10), (5,11), (5,12), (5,13), (5,14), (5,15), (5,16), (5,17), (5,18), (5,19), (5,20), (5,21), (5,22), (5,23), (5,24), (5,25), (5,26), (5,27), (5,28), (5,29), (5,30), (5,31)
Appendix C  
Proof of RCM's Properties

C.1 Proof of RCM Property 1

Assuming \( m = n \cdot n \) and the \( i^{th} \) and \((i+1)^{th}\) column vectors of \( N_1 \) and \( N_2 \) are \( \overline{a}_i, \overline{a}_{i+1}, \overline{b}_i, \overline{b}_{i+1} \) respectively, then the \( i^{th} \) and \((i+1)^{th}\) column vectors of \( N_3 \) are \( \overline{c}_i = \overline{a}_i + \overline{b}_i, \overline{c}_{i+1} = \overline{a}_{i+1} + \overline{b}_{i+1} \). Because \( N_1 \) and \( N_2 \) are RCMs, then from the RCM definition, then \( \overline{a}_{i+1}, \overline{b}_{i+1} \) are equal to \( \overline{a}_i \) and \( \overline{b}_i \) circularly down shifted \( n \) times respectively, therefore, \( \overline{c}_{i+1} \) is equal to \( \overline{c}_i \) circularly down shifted \( n \) times. Thus \( N_3 \) is an RCM by Definition 1.

C.2 Proof of RCM Property 3

Please refer to [17, 41] for the proof.

C.3 Proof of RCM Property 4

We have an RCM \( N \in \mathbb{C}^{m \times n} \), here assuming \( m = 2n \) for simplicity without losing generality. First, we prove that \( \tilde{N} = F_m N F_n^H \) is a matrix of diagonal blocks. Then, we prove that \( M = F_m^H \tilde{N} F_n \) is an RCM.

(1) "If" proof.

The complex Fourier matrix \( F_m \) and \( F_n^H \) can be written as

\[
F_m = \frac{1}{\sqrt{2n}} \begin{bmatrix}
1 & 1 & 1 & 1 & \cdots & 1 \\
1 & e^{-\frac{1}{2}} & e^{-1} & e^{-\frac{3}{2}} & \cdots & e^{-(n-1)} \\
1 & e^{-1} & e^{-2} & e^{-3} & \cdots & e^{-(2n-1)} \\
1 & e^{-\frac{1}{2}} & e^{-3} & e^{-\frac{5}{2}} & \cdots & e^{-(2n-1)} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
1 & e^{-(n-1)} & e^{-2(n-1)} & e^{-3(n-1)} & \cdots & e^{-(2n-1)(n-1)} \\
1 & e^{-2n} & e^{-(2n-1)} & e^{-(3(n-1))} & \cdots & e^{-(2n-1)(2n-1)}
\end{bmatrix}, \quad (C.1)
\]
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$$F_n^H = \frac{1}{\sqrt{n}} \begin{bmatrix} 1 & 1 & 1 & 1 & 1 & \cdots & 1 \\ 1 & e & e^2 & e^3 & e^4 & \cdots & e^{n-1} \\ 1 & e^2 & e^4 & e^6 & e^8 & \cdots & e^{2(n-1)} \\ 1 & e^3 & e^6 & e^9 & e^{12} & \cdots & e^{3(n-1)} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & e^{n-1} & e^{2(n-1)} & e^{3(n-1)} & e^{4(n-1)} & \cdots & e^{(n-1)(n-1)} \end{bmatrix}, \quad (C.2)$$

where $e = e^{2\pi i/n}$, $H$ denotes conjugate transpose. Note that $e^n = 1$, $e^H = e^{-1}$, $F_m$ and $F_n^H$ are unitary matrices, i.e., $F_m F_m^H = I, F_n F_n^H = I$.

An $m$-by-$n$ RCM with $m = 2n$ in Definition 1 has the following general form,

$$N = \begin{bmatrix} t_1 & t_3 & t_5 & \cdots & t_{2n-1} \\ t_{2n} & t_2 & t_4 & \cdots & t_{2n-2} \\ t_{2n-1} & t_1 & t_3 & \cdots & t_{2n-3} \\ t_{2n-2} & t_{2n} & t_2 & \cdots & t_{2n-4} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ t_3 & t_5 & t_7 & \cdots & t_1 \\ t_2 & t_4 & t_6 & \cdots & t_{2n} \end{bmatrix}. \quad (C.3)$$

Now introduce the $2n$-by-$2n$ permutation matrix

$$W = \begin{bmatrix} 1 & 0 & 0 & 0 & \cdots & 0 & 0 \\ 0 & 0 & 1 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & 1 & 0 \\ 0 & 1 & 0 & 0 & \cdots & 0 & 0 \\ 0 & 0 & 0 & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & 0 & 1 \end{bmatrix} \in \mathbb{R}^{2n \times 2n} \quad (C.4)$$
and form the product

$$\hat{N} = W \cdot N = \begin{bmatrix}
    t_1 & t_3 & t_5 & \cdots & t_{2n-1} \\
    t_{2n-1} & t_1 & t_3 & \cdots & t_{2n-3} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    t_3 & t_5 & t_7 & \cdots & t_1 \\
    t_{2n} & t_2 & t_4 & \cdots & t_{2n-2} \\
    t_{2n-2} & t_{2n} & t_2 & \cdots & t_{2n-4} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    t_2 & t_4 & t_6 & \cdots & t_{2n}
\end{bmatrix} = \begin{bmatrix}
    S \\
    R
\end{bmatrix}. \quad (C.5)$$

Note that the new matrix $\hat{N} \in \mathbb{C}^{2n \times n}$ is formed by stacking two square circulant matrices (SCMs) $S$ and $R \in \mathbb{C}^{n \times n}$, and $WW^T = W^TW = I$.

Similarly, we reorganize $F_m$ in (C.1) as $\hat{F}_m = F_m \cdot W^T$ in (C.6) in order to let $\hat{F}_m \hat{N} F_n^H = (F_m \cdot W^T) \cdot (W \cdot N) F_n^H = F_m N F_n^H$,

$$\hat{F}_m = \frac{1}{\sqrt{2n}} \begin{bmatrix}
    1 & 1 & \cdots & 1 \\
    1 & \varrho^{-1} & \cdots & \varrho^{-(n-1)} \\
    \vdots & \vdots & \ddots & \vdots \\
    1 & \varrho^{-(n-1)} & \cdots & \varrho^{-(n(1)(n-1))} \\
    1 & \varrho^{-n} & \cdots & \varrho^{-n(n-1)} \\
    1 & \varrho^{-(n+1)} & \cdots & \varrho^{-(n(n+1))} \\
    \vdots & \vdots & \ddots & \vdots \\
    1 & \varrho^{-(2n-1)} & \cdots & \varrho^{-(n(1)(2n-1))}
\end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix}
    F_n & \hat{F}_n \\
    F_n & -\hat{F}_n
\end{bmatrix}, \quad (C.6)$$

where

$$\hat{F}_n = \Lambda F_n, \quad \Lambda = \text{diag}(1, \varrho^{-\frac{1}{2}}, \varrho^{-1}, \varrho^{-\frac{3}{2}}, \cdots, \varrho^{-\frac{n-1}{2}}). \quad (C.7)$$

Please note that $\varrho^{-n} = 1$ and $\varrho^{-\frac{n}{2}} = -1$ have been used in the above simplification. $\tilde{N}$ can be obtained by

$$\tilde{N} = F_m N F_n^H = \hat{F}_m \hat{N} F_n^H = \frac{1}{\sqrt{2}} \begin{bmatrix}
    F_n & \hat{F}_n \\
    F_n & -\hat{F}_n
\end{bmatrix} \begin{bmatrix}
    S \\
    R
\end{bmatrix} F_n^H = \frac{1}{\sqrt{2}} \begin{bmatrix}
    F_n S F_n^H + \Lambda F_n R F_n^H \\
    F_n S F_n^H - \Lambda F_n R F_n^H
\end{bmatrix}. \quad (C.8)$$
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Since $S$ and $R$ are square circulant matrices, then $F_nSF_n^H$ and $F_nRF_n^H$ are known to be diagonal [17], and since $\Lambda$ is diagonal in (C.7), then $\tilde{N}$ in (C.8) is formed by two diagonal matrices

$$
\tilde{N} = \begin{bmatrix} \tilde{N}_1 \\ \tilde{N}_2 \end{bmatrix},
$$

(C.9)

$$
\tilde{N}_1 = \frac{1}{\sqrt{2}}(F_nSF_n^H + \Lambda F_nRF_n^H), \quad \tilde{N}_2 = \frac{1}{\sqrt{2}}(F_nSF_n^H - \Lambda F_nRF_n^H).
$$

(C.10)

(2) "Only if" proof.

From (C.1), the conjugate transpose of the $m$-by-$m$ Fourier matrix with $m = 2n$ $F_m^H \in \mathbb{C}^{2n \times 2n}$ can be written as

$$
F_m^H = \begin{bmatrix} f_1 & f_2 & \cdots & f_{2n} \end{bmatrix}^T,
$$

(C.11)

$$
f_i = \frac{1}{\sqrt{2n}} \begin{bmatrix} 1 & \theta^{\frac{i-1}{2}} & \theta^{\frac{2(i-1)}{2}} & \cdots & \theta^{\frac{(i-1)(2n-1)}{2}} \end{bmatrix}, \quad i = 1, \cdots, 2n.
$$

(C.12)

Consider a matrix $\tilde{N} \in \mathbb{C}^{2n \times n}$ of stacked diagonal form,

$$
\tilde{N} = \begin{bmatrix}
  l_1 & 0 & \cdots & 0 \\
  0 & l_2 & \cdots & \vdots \\
  \vdots & \ddots & \ddots & 0 \\
  0 & \cdots & 0 & l_n \\
  l_{n+1} & 0 & \cdots & 0 \\
  0 & l_{n+2} & \cdots & \vdots \\
  \vdots & \ddots & \ddots & 0 \\
  0 & \cdots & 0 & l_{2n}
\end{bmatrix}
$$

(C.13)

Now, post-multiplying with the $n$-by-$n$ Fourier matrix,

$$
\tilde{N} \times F_n = \frac{1}{\sqrt{n}} \begin{bmatrix}
  l_1 & l_1 & \cdots & l_1 \\
  l_2 & l_2\theta^{-1} & \cdots & l_2\theta^{-(n-1)} \\
  \vdots & \vdots & \ddots & \vdots \\
  l_n & l_n\theta^{-(n-1)} & \cdots & l_n\theta^{-(n-1)(n-1)} \\
  l_{n+1} & l_{n+1} & \cdots & l_{n+1} \\
  l_{n+2} & l_{n+2}\theta^{-1} & \cdots & l_{n+2}\theta^{-(n-1)} \\
  \vdots & \vdots & \ddots & \vdots \\
  l_{2n} & l_{2n}\theta^{-(n-1)} & \cdots & l_{2n}\theta^{-(n-1)(n-1)}
\end{bmatrix} = \begin{bmatrix} v_1 & v_2 & \cdots & v_n \end{bmatrix}.
$$

(C.14)
Then, pre-multiplying with the \( m \)-by-\( m \) Fourier matrix, \( M = F_m^H \tilde{N} F_n \). Now an expression for the matrix elements \( M(i, j) \) and \( M(i + 2, j + 1) \) can be obtained by

\[
M(i, j) = f_i \cdot v_j
\]

\[
= l_1 + \frac{e^{i\pi j}}{2}(l_2 e^{j-j} + \cdots + e^{(n-1)j/(n-1)}) + \frac{e^{i\pi n}}{2} l_{n+1} + \frac{e^{i\pi (n+1)}}{2}(l_{n+2} e^{j-j} + \cdots + e^{(2n-1)j/(2n-1)})
\]

\[
= l_1 + \frac{e^{i\pi j}}{2} l_{n+1} + \frac{e^{i\pi (n+1)}}{2} l_{n+2} + \cdots + \frac{e^{i\pi (2n-1)j/(2n-1)}}{2} l_{2n}.
\]

(C.15)

\[
M(i + 2, j + 1) = f_{i+2} \cdot v_{j+1}
\]

\[
= l_1 + \frac{e^{i\pi (j+1)}}{2}(l_2 e^{j-j} + \cdots + e^{(n-1)j/(n-1)}) + \frac{e^{i\pi n}}{2} l_{n+1} + \frac{e^{i\pi (n+1)}}{2}(l_{n+2} e^{j-j} + \cdots + e^{(2n-1)j/(2n-1)})
\]

\[
= l_1 + \frac{e^{i\pi (j+1)}}{2} l_{n+1} + \frac{e^{i\pi (n+1)}}{2} l_{n+2} + \cdots + \frac{e^{i\pi (2n-1)j/(2n-1)}}{2} l_{2n}.
\]

(C.16)

By inspection, \( M(i + 2, j + 1) = M(i, j) \) for \( i = 1, \ldots, 2n - 2, j = 1, \ldots, n - 1 \), (note that when \( i = 2n - 1, 2n, j = 1, \ldots, n - 1 \), \( M(i + 2, j + 1) = M(i, j) \), and when \( i = 1, \ldots, 2n - 2, j = n \), \( M(i + 2, j + 1) = M(i, j) \), all of these cases can be proved in a similar fashion), indicating that column \( j + 1 = \) column \( j \) circularly down shifted \( n_a = 2 \) times.

### C.4 Proof of RCM Property 2

For the case \( n_2 = n_1 \), form the product

\[
N_4 = F_{n_1} N_1^T N_2 F_{n_1}^H = (F_{n_1} N_1^T F_m^H)(F_m N_2 F_n^H), \quad (C.17)
\]

then both \( F_{n_1} N_1^T F_m^H \) and \( F_m N_2 F_n^H \) are stacked diagonal matrices as in (3.9) and it is straightforward to verify \( \tilde{N}_4 \) is diagonal, and therefore \( N_4 \) is an RCM by Property 4. The case for \( n_2 = m_1 \) is proved similarly.

### C.5 Proof of RCM’s Property 5

Assuming \( m = n_a \cdot n \). Since the Fourier matrix in (3.8) is a unitary matrix, then,

\[
\sigma_j(N) = \sigma_j(F_mN F_n^H) = \sigma_j(\tilde{N}). \quad (C.18)
\]
By the definition of singular value decomposition [75],

$$\sigma_j(\tilde{N}) = \sqrt{\lambda_j(\tilde{N}^H\tilde{N})}, \quad (C.19)$$

and since $\tilde{N}$ is a matrix of diagonal blocks (by Property 4), then equation (3.10) can be easily obtained. The case for $n = n_a \cdot m$ may be proved in a similar fashion.

C.6 Proof of RCM’s Property 6

We assume that $m = 2n$ and $n = 2k + 1$ for simplicity. From (C.8), $S$ and $R$ are SCMs, then, $\tilde{S} = F_nSF_n^H$ and $\tilde{R} = F_nRF_n^H$ are diagonal matrices and

$$\tilde{S}(j+1,j+1) = \tilde{S}(n-j+1,n-j+1)^H, \quad (C.20)$$
$$\tilde{R}(j+1,j+1) = \tilde{R}(n-j+1,n-j+1)^H, \quad (C.21)$$

where $j = 1, \cdots, k$ [17]. Therefore, $\tilde{N}(j+1,j+1)$ and $\tilde{N}(2n-j+1,n-j+1)$ are

$$\tilde{N}(j+1,j+1) = \tilde{S}(j+1,j+1) + \varrho^{-\frac{1}{2}}\tilde{R}(j+1,j+1), \quad (C.22)$$
$$\tilde{N}(2n-j+1,n-j+1) = \tilde{S}(n-j+1,n-j+1) - \varrho^{-\frac{n-j+1}{2}}\tilde{R}(n-j+1,n-j+1)$$
$$= \tilde{S}(j+1,j+1)^H + (\varrho^{-\frac{1}{2}}\tilde{R}(j+1,j+1))^H$$
$$= \tilde{N}(j+1,j+1)^H. \quad (C.23)$$

Note that $\varrho^{-\frac{1}{2}} = -1$. Because $\pi_d(j+1) = \tilde{N}(j+1,j+1)$ and $\pi_d(2n-j+1) = \tilde{N}(2n-j+1,n-j+1)$, (3.12) is confirmed.
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Proof of Theorems

D.1 Proof of Theorem 1

Here we assume that $m = 2n$ for simplicity without losing generality.

First, we construct a SCM $N_s \in \mathbb{C}^{2n \times 2n}$ from the RCM $N$ in (C.5) by inserting the column vectors,

$$N_s = \begin{bmatrix} t_1 & t_2 & t_3 & t_4 & \cdots & t_{2n-1} & t_{2n} \\ t_{2n} & t_1 & t_2 & t_3 & \cdots & t_{2n-2} & t_{2n-1} \\ t_{2n-1} & t_{2n} & t_1 & t_2 & \cdots & t_{2n-3} & t_{2n-2} \\ t_{2n-2} & t_{2n-1} & t_{2n} & t_1 & \cdots & t_{2n-4} & t_{2n-3} \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ t_3 & t_4 & t_5 & t_6 & \cdots & t_1 & t_2 \\ t_2 & t_3 & t_4 & t_5 & \cdots & t_2 & t_1 \end{bmatrix} \quad (D.1)$$

Similarly, we insert zeros in every two elements of $u$,

$$u_1 = \begin{bmatrix} u(1), & 0, & u(2), & 0, & u(3), & 0, & \cdots, & u(n), & 0 \end{bmatrix}^T. \quad (D.2)$$

It is apparent that $N_s \cdot u_1 = N \cdot u$, and we may write

$$\bar{y} = (F_m N_s F_m^H) \cdot (F_m \cdot u_1) = \bar{N}_s \cdot (F_m W^T W u_1) = \bar{N}_s \cdot (\hat{F}_m \hat{u}_1), \quad (D.3)$$

where $\hat{F}_m$ and $W$ are from (C.6) and (C.4) respectively,

$$\hat{u}_1 = W \cdot u_1 = \begin{bmatrix} u & 0_{n \times n} \end{bmatrix}^T, \quad (D.4)$$

substituting $\hat{F}_m$ in (C.6) into (D.3),

$$\bar{y} = \frac{1}{\sqrt{2}} \bar{N}_s \begin{bmatrix} F_n \cdot u \\ F_n \cdot u \end{bmatrix} = \frac{1}{\sqrt{2}} \bar{N}_s \begin{bmatrix} \bar{u} \\ \bar{u} \end{bmatrix} \quad (D.5)$$

Next, we let $\bar{\pi}_s \in \mathbb{C}^{2n}$ represent the diagonal elements of $\bar{N}_s$ in (D.3). Because $N_s$ in (D.1) is a SCM, $\bar{\pi}_s$ is equal to the Fourier transform of $N_s$'s column vectors $\bar{\pi}_j$ in (3.21)
Let \( \nu_r(i) \) represent the frequencies of \( \tilde{\pi}_j \), then,

\[
\begin{align*}
\nu_r(i) &\in [0, \nu_B], \quad i = 1, \ldots, j_b, \\
\nu_r(i) &= \frac{1}{2\pi}X_y \Omega_r(i),
\end{align*}
\]

where \( \nu_B \) and \( j_b \) are from (3.23), \( \Omega_r(i) \) denote the normalized frequencies as \( \Omega_y(i) \) in (3.17). Because we assume \( m = 2n \), then \( X_u = 2X_y \) in (3.19). Then, because \( 0 \leq \nu_r(i) \leq \nu_B \leq \nu_N^r \), from (3.18) and (3.19), we can get:

\[
0 \leq \Omega_r(i) \leq \frac{\pi}{2}.
\]

Because of symmetric characteristic of \( \tilde{\pi}_j \) in (3.21) [62],

\[
\frac{3\pi}{2} < \Omega_r(i) < 2\pi.
\]

We can obtain \( i \) satisfying (D.8)-(D.9) using (3.17),

\[
i = \begin{cases} 
1, 2, \ldots, \text{floor}(n/2) + 1, & \text{for } k = 1 \\
\text{floor}(n/2) + 2 + n, \text{floor}(n/2) + 3 + n, \ldots, 2n, & \text{for } k = n_a = 2
\end{cases}
\]

Then, given \( \tilde{u} = [0, \ldots, 0, 1, 0, \ldots, 0]^T \) with \( \tilde{u}(j) = 1 \), from (D.5),

\[
\tilde{y} = \begin{cases} 
\tilde{\pi}(i)^{\frac{1}{\sqrt{2}}}, & \text{for } i \text{ in (D.10)} \\
0, & \text{otherwise}
\end{cases}
\]

Further, from (3.9) and (3.14), because of only a single frequency input on \( \tilde{u} \) and the diagonal characteristic in \( \tilde{N}_j \) in (3.9), then (3.24) is confirmed.

\section*{D.2 Proof of Theorem 2}

1. The matrices \( A, B, C \) in (2.14) and (2.15) can be generated through the following method: first, assuming the inputs \( w(k) = G_0 \cdot u(k) \), transforming \( y(z) = h(z)Iw(k) \) (\( h(z) \) in (2.2)) into state-space, that is,

\[
\begin{align*}
x_h(k+1) &= A_h x_h(k) + B_h w(k), \\
y(k) &= C_h x_h(k) + d(k).
\end{align*}
\]

Because \( h(z) \) is a first-order plus dead time (\( p \) in (2.2)) system, \( \sum_{i=0}^{H_p} C_h A_h^i B_h \) or \( \sum_{i=0}^{H_p} C_h A_h^i (zI - A)^{-1} B_h \) with \( H_p > p \) is a diagonal matrix, in other words, they are
SCMs. Second, $C = C_h, A = A_h$, and $B = B_h G_0$.

2. From Condition (1), $G_0$ is an RCM, then, because $h(z)$ in (2.2) is a scalar for a particular $z$, the open-loop plant model $G(z)$ in (2.1) is an RCM.

3. For the MPC controller, the control horizon $H_u = 1$ for simplicity, the prediction horizon $H_p > p, p$ is time delay in (2.2), $Q_1 = q_1 I_{m 	imes m}, Q_2 = q_2 I_{n 	imes n}$ and $Q_3 = q_3 I_{n 	imes n}$, where $q_1, q_2$, and $q_3$ are scalar numbers.

From equation (3.5), the controller’s transfer matrix is given by

$$K(z) = \frac{z}{z-1} \left( I - K_x \theta - \frac{1}{z-1} K_{u-1} \right)^{-1} K_x L,$$

(D.14)

substituting $K_x$ and $K_{u-1}$ in (A.21) into (D.14),

$$K(z) = -\frac{z}{z-1} \left( \Phi_0 + \Psi \theta + \frac{1}{z-1} Q_3 \right)^{-1} \Psi L,$$

(D.15)

where $L$ and $\theta$ are given in (A.22), and

$$\Phi_0 = \frac{P_u^T C_a^T Q_1 C_a P_u}{P_u^T C_a^T Q_1 C_a P_x} + Q_2 + Q_3,$$

(D.16)

$$\Psi = \frac{P_u^T C_a^T Q_1 C_a P_x}{P_u^T C_a^T Q_1 C_a P_x},$$

(D.17)

Then, substituting $P_u$ in (A.3), $C_a$ in (A.5), $Q_1$ in (A.10), and $P_x$ in (A.3) into (D.16) and (D.17), and using (2.19) and (A.22),

$$\Phi_0 = \begin{bmatrix} C_a B_a \\ C_a A_B a \\ \vdots \\ C_a A_B a^{H_p-1} B_a \end{bmatrix}^T \cdot q_1 I \cdot \begin{bmatrix} C_a B_a \\ C_a A_B a \\ \vdots \\ C_a A_B a^{H_p-1} B_a \end{bmatrix} + q_2 I + q_3 I$$

$$= q_1 \sum_{j=0}^{H_p-1} \sum_{i=0}^{j}(CA_i B)^T (CA_i B) + q_2 I + q_3 I$$

$$= q_1 \sum_{j=0}^{H_p-1} \sum_{i=0}^{j}(C_h A_i^h B_h G_0)^T (C_h A_i^h B_h G_0) + q_2 I + q_3 I,$$

(D.18)
\[ \Psi = \begin{bmatrix} C_a B_a \\ C_a A B_a \\ \vdots \\ C_a A^{H_p-1} B_a \end{bmatrix}^T q_1 I \begin{bmatrix} C_a A \\ C_a A^2 \\ \vdots \\ C_a A^{H_p} \end{bmatrix} \]

\[ = q_1 \begin{bmatrix} CB \\ CAB + CB \\ \vdots \\ \sum_{i=0}^{H_p-1} CA^i B \end{bmatrix}^T \begin{bmatrix} CA \\ CA^2 + CA \\ \vdots \\ \sum_{i=0}^{H_p} CA^i \end{bmatrix} \]

(D.19)

\[ \Psi \cdot L = q_1 \begin{bmatrix} CB \\ CAB + CB \\ \vdots \\ \sum_{i=0}^{H_p-1} CA^i B \end{bmatrix}^T \begin{bmatrix} I \\ I \\ \vdots \\ I \end{bmatrix} = q_1 \sum_{j=0}^{H_p-1} \sum_{i=0}^{j} (CA^i B)^T \]

(D.20)

\[ \Psi \cdot \theta = q_1 \begin{bmatrix} CB \\ CAB + CB \\ \vdots \\ \sum_{i=0}^{H_p-1} CA^i B \end{bmatrix}^T \begin{bmatrix} CA(zI - A)^{-1}B \\ (CA^2 + CA)(zI - A)^{-1}B \\ \vdots \\ \sum_{i=0}^{H_p} CA^i (zI - A)^{-1}B \end{bmatrix} \]

\[ = q_1 \sum_{j=0}^{H_p-1} \sum_{i=0}^{j} (CA^i B)^T (CA^{i+1}(zI - A)^{-1}B) \]

\[ = q_1 \sum_{j=0}^{H_p-1} \sum_{i=0}^{j} (C_h A_h^i B_h G_0)^T (C_h A_h^{i+1}(zI - A_h)^{-1}B_h G_0). \]

(D.21)

As mentioned above, \( C_h A_h^i B_h \) and \( C_h A_h^i(zI - A)^{-1}B_h \) with \( i = 0, \ldots, H_p \) is a diagonal matrix \((A_h, B_h, \text{and } C_h \text{ in (D.12) and (D.13)})\). Since \( G_0 \) is an SCM, \( G_0^T G_0 \) is a SCM based on Property 2. Because \( q_2 I, q_3 I \) are SCMs, \( \Phi_0 \) in (D.18) and \( \Psi \cdot \theta \) in (D.21) are SCMs, and \( \Psi \cdot L \) in (D.20) is an RCM, then \( \Phi_0 + \Psi \theta + \frac{1}{z-1} Q_3 \) is a SCM from Property 1. The inverse of a SCM (i.e., \( \Phi_0 + \Psi \theta + \frac{1}{z-1} Q_3 \)) is a SCM from the RCM's property 3. The transpose of \( \Psi \cdot L \) is an RCM. According to the RCM property 2, the product of one RCM and one SCM is an RCM. Therefore, the controller \( K(z) \in \mathbb{C}^{n \times m} \) in (D.14) is an RCM.
Because the column vectors $\bar{g}_j$ of $G_0$ satisfy the condition of Theorem 1 (i.e., condition 2 of Theorem 2), only the upper half diagonal elements of $\bar{N}_i$ and the lower half diagonal elements of $\bar{N}_{na}$ of $\bar{G}(z)$ and $\bar{K}(z)$ in (3.9) are non-zeros. Then, $(\bar{G}(z) \cdot \bar{K}(z))$ is a square diagonal matrix, that is, $(G(z) \cdot K(z))$ is a SCM. Finally, based on the RCM's property 3, $T_{yd}(z) = [I - G(z) \cdot K(z)]^{-1}$ is a SCM. Then, from the property 2, $T_{ud}(z) = K(z) \cdot T_{yd}(z)$ is an RCM.
Appendix E

Calculation of the Eigenvalues of $T_{ud}\Delta$

In this Appendix, we derive an analytical expression for the eigenvalue problem in (5.18). In this derivation, we assume without loss of generality that the first actuator array’s dimension $n_1$ is an even number and the second actuator array’s dimension $n_2 > n_1$.

Denote the diagonal matrices $M_a$ and $M_d$’s diagonal elements by

$$\{a_1, \cdots, a_{n_1}\} = \text{diag}(M_a), \quad (E.1)$$

$$\{d_1, \cdots, d_{n_2}\} = \text{diag}(M_d). \quad (E.2)$$

and the nonzero “diagonal” elements of $M_b$ in (5.23) and $M_c$ in (5.24) as

$$\{b_1, \cdots, b_{n_1}\} = \text{DIAG}(M_b), \quad (E.3)$$

$$\{c_1, \cdots, c_{n_1}\} = \text{DIAG}(M_c), \quad (E.4)$$

where $\text{DIAG}$ is the generalized diagonal operation defined in (3.31).

Then, the eigenvalues $\lambda$ of $T_{ud}\Delta$ in (5.18) can be calculated as follows:

$$\det(\lambda I - T_{ud}\Delta) = \det \left( \begin{bmatrix} \lambda I - M_a & -M_b \\ -M_c & \lambda I - M_d \end{bmatrix} \right) \quad (E.5)$$

$$= \det(\lambda I - M_a) \cdot \det \left( (\lambda I - M_d) - (-M_c)(\lambda I - M_a)^{-1}(-M_b) \right) \quad (E.6)$$

where ‘det’ is the determinant and $\det(\lambda I - M_a)$ is assumed to be nonzero. Here we use Schur’s formula [75] for the determinant of a partitioned matrix. The second term in $E.6$ must be zero in order to calculate the eigenvalues.

$$\det \left( (\lambda I - M_d) - (-M_c)(\lambda I - M_a)^{-1}(-M_b) \right) = 0 \quad (E.7)$$

$$\Downarrow$$

$$\lambda^2 - (a_1 + \tilde{a}_1)\lambda + (a_1\tilde{d}_1 - \tilde{c}_1\tilde{b}_1) = 0; \quad (E.8)$$

$$\vdots \quad (E.9)$$

$$\lambda^2 - (\tilde{a}_{n_1/2} + \tilde{d}_{n_1/2})\lambda + (\tilde{a}_{n_1/2}\tilde{d}_{n_1/2} - \tilde{c}_{n_1/2}\tilde{b}_{n_1/2}) = 0, \quad (E.10)$$
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\[
\lambda = \tilde{d}_{n_1/2+1}, \quad \text{(E.11)}
\]
\[
\vdots \quad \text{(E.12)}
\]
\[
\lambda = \tilde{d}_{n_2-n_1/2}, \quad \text{(E.13)}
\]
\[
\lambda^2 - (\tilde{a}_{n_1/2+1} + \tilde{d}_{n_2-n_1/2+1})\lambda 
+ (\tilde{a}_{n_1/2+1} \tilde{d}_{n_2-n_1/2+1} - \tilde{c}_{n_1/2+1} \tilde{b}_{n_1/2+1}) = 0, \quad \text{(E.14)}
\]
\[
\vdots \quad \text{(E.15)}
\]
\[
\lambda^2 - (\tilde{a}_{n_1} + \tilde{d}_{n_2})\lambda + (\tilde{a}_{n_1} \tilde{d}_{n_2} - \tilde{c}_{n_1} \tilde{b}_{n_1}) = 0. \quad \text{(E.16)}
\]

Note that each equation from (E.8) to (E.10) and from (E.14) to (E.16) has two eigenvalues (the total number is $2n_1$). For example, the solutions for (E.8) are

\[
\lambda_{1,2} = \frac{(\tilde{a}_1 + \tilde{d}_1) \pm \sqrt{(\tilde{a}_1 + \tilde{d}_1)^2 - 4(\tilde{a}_1 \tilde{d}_1 - \tilde{c}_1 \tilde{b}_1)}}{2}. \quad \text{(E.17)}
\]

$\mathbf{T}_{ud}\Delta$ has a total of $n_1 + n_2$ eigenvalues.

The spatial frequency analysis method allows the huge eigenvalue problem to be reduced to a family of small eigenvalue problems. If there were $N_u$ actuator arrays, there would be $\sum_{i=1}^{N_u} n_i$ eigenvalues for the matrix $\mathbf{T}_{ud}\Delta$. 
Appendix F

Derivation of the Standard QP Format

Let the first term of (6.30) be $J_1$, from (6.28) and (6.17), (for clear notation, $k$ is ignored in the following derivation)

$$J_1 = (CP_u \Delta U + CP_x \hat{x}_a - Y_{sp})^T Q_1 (CP_u \Delta U + CP_x \hat{x}_a - Y_{sp})$$

$$= \Delta U^T P_u^T C^T Q_1 C P_u \Delta U - 2 \Delta U P_u^T C^T Q_1 \varepsilon + \varepsilon^T Q_1 \varepsilon, \quad (F.1)$$

$$\varepsilon = CP_x \hat{x}_a - Y_{sp}. \quad (F.2)$$

Similarly, let the third term of (6.30) be $J_3$, from (6.33),

$$J_3 = (S_{du} \Delta U + U_p U(k-1))^T Q_3 (S_{du} \Delta U + U_p U(k-1))$$

$$= \Delta U^T S_{du}^T Q_3 S_{du} \Delta U + 2 \Delta U^T S_{du}^T Q_3 \xi + \xi^T Q_3 \xi \quad (F.3)$$

$$\xi = U_p U(k-1). \quad (F.4)$$

Note that both the third terms in (F.1) and (F.3) do not relate with $\Delta U$, thus they can be removed from the objective function (6.30). From (F.1), (F.3) and the second term of (6.30), the standard QP format (6.41) can be obtained.
Appendix G

Derivation of Equation (6.61)

Substituting \( \hat{x}_{a_{ij}}(k) \) in (6.24) and \( \hat{y}_i(k) \) (6.25) into (6.23),

\[
\hat{x}_{a_{ij}}(k) = A_{a_{ij}} \hat{x}_{a_{ij}}(k-1) - \frac{L(j)}{N_u} \sum_{j=1}^{N_u} C_{a_{ij}} A_{a_{ij}} \hat{x}_{a_{ij}}(k-1) + \\
B_{a_{ij}} \Delta u_j(k-1) - \frac{L(j)}{N_u} \sum_{j=1}^{N_u} C_{a_{ij}} B_{a_{ij}} \Delta u_j(k-1) + \frac{L(j)}{N_u} y_i(k). \tag{G.1}
\]

Then, from (6.19), \( \hat{x}_a(k) \) can be formed as follows:

\[
\hat{x}_a(k) = \Gamma \cdot Y(k) + \Theta \cdot \Delta U(k),
\]

\[
\Gamma = \left[ I - z^{-1} \beta \right]^{-1} \cdot \mathcal{D}(\alpha, \cdots, \alpha),
\]

\[
\beta = \mathcal{D}(\gamma_1, \cdots, \gamma_{N_u}),
\]

\[
\gamma_i = \mathcal{D}(A_{a_{i1}}, \cdots, A_{a_{iN_u}}) - \alpha \cdot [C_{a_{i1}} A_{a_{i1}}, \cdots, C_{a_{iN_u}} A_{a_{iN_u}}],
\]

\[
\alpha = \left[ \frac{L(1)}{N_u}, \frac{L(2)}{N_u}, \cdots, \frac{L(N_u)}{N_u} \right]^T,
\]

\[
\Theta = [z \cdot I - \beta]^{-1} \cdot [L_{b_1}, \cdots, L_{b_{N_u}}]^T,
\]

\[
L_{bi} = \mathcal{D}(B_{a_{i1}}, \cdots, B_{a_{iN_u}}) - \alpha \cdot [C_{a_{i1}} B_{a_{i1}}, \cdots, C_{a_{iN_u}} B_{a_{iN_u}}],
\]

where \( \mathcal{D} \) is the block diagonal operation defined in (6.7).
Appendix H

Relationship Between $G_{sum}$ and $G_{ss}$

For simplicity, we consider $T_{dij} = 0$ case (if $T_{dij} \neq 0$, we can let $w(k) = u_j(k - T_{dij})$ as the new inputs and get similar results.)

From (2.25), $A_{ij}$, $B_{ij}$, and $C_{ij}$ in (6.8) and (6.9) can have a very simple form:

$$A_{ij} = a_{ij}I, \quad B_{ij} = G_{ij}, \quad C_{ij} = I. \quad (H.1)$$

Then, $A_{aij}$, $B_{aij}$, and $C_{aij}$ in (6.13) are

$$A_{aij} = \begin{bmatrix} a_{ij}I & 0 \\ a_{ij}I & I \end{bmatrix}, \quad B_{aij} = \begin{bmatrix} G_{ij} \\ G_{ij} \end{bmatrix}, \quad C_{aij} = \begin{bmatrix} 0 & I \end{bmatrix}. \quad (H.2)$$

Therefore, from (6.70),

$$G_{sumij} = \sum_{k=1}^{H_p-T_{dij}} \sum_{l=1}^{k} a_{ij}^{-l}G_{ij}$$

$$= (1 - a_{ij}) \sum_{k=1}^{H_p-T_{dij}} \sum_{l=1}^{k} a_{ij}^{-l}G_{ssij}. \quad (H.3)$$

The ratio $r_{ij}$ in (6.71) can be computed from (H.3).
Appendix I
Solution of (6.95)

We propose an iterative technique for solving the optimization problem (6.95) alternately for $V$ and $W$. The individual problems are straightforward to solve.

**Step 1:** Initialize $V = I$, $W = I$, and $L = \Phi$.

**Step 2:** Solve $V_t = \arg \min \{ \| \Psi - VL \|_F \}$, then form $V = V_t \cdot V$, and $L = V_t \cdot L$.

**Step 3:** Solve $W_t = \arg \min \{ \| \Psi - LW \|_F \}$, then form $W = W_t \cdot W$, and $L = L \cdot W_t$.

**Step 4:** If $V$ and $W$ have not converged, then go to Step 2.

The optimization problem in Step 2 is straightforward to solve. If we partition $\Psi$ and $L$ as the following:

$$\Psi = [\Psi_1, \Psi_2, \cdots, \Psi_{N_u}]^T, \quad L = [L_1, L_2, \cdots, L_{N_u}]^T,$$

and let $v_j$ represent the diagonal elements of $V$, then it is easy to see that

$$\| \Psi - VL \|_F^2 = \sum_{j=1}^{N_u} \| \Psi_j - v_jL_j \|_F^2,$$

and note that we can minimize the optimization problem in Step 2 by solving $N_u$ independent problems,

$$\min_{v_j} \| \Psi_j - v_jL_j \|_F^2, \quad \text{for } j = 1, 2, \cdots, N_u.$$  

Solving the optimization problem (I.3) is fairly straightforward,

$$J = \sum_{i=1}^{N_v} (\psi_{ij} - v_jl_{ij})^2$$

$$= \sum_{i=1}^{N_v} (\psi_{ij}^2 - 2v_j\psi_{ij}l_{ij} + v_j^2l_{ij}^2)$$

$$= \sum_{i=1}^{N_v} \psi_{ij}^2 - 2v_j \sum_{i=1}^{N_v} (\psi_{ij}l_{ij}) + v_j^2 \sum_{i=1}^{N_v} l_{ij}^2,$$
where \( \psi_{ij} \) and \( l_{ij} \) are elements of \( \Psi_j \) and \( L_j \) respectively.

We take derivative of \( J \),

\[
\frac{dJ}{dv_j} = -2 \sum_{i=1}^{N_y} (\psi_{ij} l_{ij}) + 2v_j \sum_{i=1}^{N_y} l_{ij}^2,
\]

then, setting \( \frac{dJ}{dv_j} = 0 \) gives

\[
v_j = \frac{\sum_{i=1}^{N_y} (\psi_{ij} l_{ij})}{\sum_{i=1}^{N_y} l_{ij}^2}, \quad j = 1, \ldots, N_u.
\]

The optimization problem in Step 3 is solved in a similar manner.
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