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ABSTRACT

The challenge of integrating information from multiple data sources automatically, via computers, has
long been of gteat interest in the area of Databases and Information Systems. It has become more
important with the growth of the Internet and proliferation of Semi-Structured information sources.
The major obstacle to integrating information from multiple sources lies in reconciling the meaning of

data, which is known as Semantic Reconciliation or Semantic Integration.

In the design of databases and information systems, the meaning of data that can be stored is usually
described by a conceptual model. Thus, one needs to express data or transform data into a
comprehensive and uniform conceptual model before approaching the issue of automatic (computet-

based) integration.

This thesis proposes a conceptual model - the property-based model - as the basis for semantic data
integration. The main premise undetlying the model is that to identify the meaning of data requires
identifying what the data represents in the wotld. The branch of philosophy dealing with what exists in
the wortld is Ontology; hence, the proposed model is based on ontological foundations. Specifically, it
is based on Bunge's ontology as adapted to information systems by Wand and Weber, and on a

method for semantic reconciliation proposed by Parsons and Wand.

The thesis begins with an overview of tesearch in the field of Information Integration. It discusses the
most common type of conceptual models - the Class-Based Model, which includes the Entity-
Relationship Model and Object-Oriented Models, and mentions some problems with this type of
models. Then the thesis ptesents the property-based model. Based on the Property-Based model, the
thesis proposes and develops a Property-Based Approach to integrating information from multiple
sources. The approach uses two main tools, the Property-Precedence Schema (PPS) and the Instance
Function (IF). After discussing briefly some practical issues, the thesis introduces a general integration

procedure and demonstrates it on a case study to illustrate the usability of the approach.
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Chapter One

INTRODUCTION

Since the wide adoption of relational databases, more and more companies have stored their
business information in computetized Information Systems. Along with the development of
Information Systems, the information becomes ctitical to the improvement of efficiency and
productivity, and even the survival of businesses. The demand for exchanging and integrating the
information between Information Systems fulfilled automatically by computers is increasing higher
and higher. This is particularly true when we look back at the changes in the Internet in the last
decade, such as E-Commerce and E-Business, and the current development of the third generation

Internet, the Semantic Web.

For this reason, Information Integration has been an active research area. The first step of
Information Integration is Semantic Interoperability, which is defined as reconciling and
integrating the meaning of the information. The difficulty arises from the problem of Semantic
Heterogeneity of the local Schemas of multiple data soutces. Semantic Heterogeneity is defined as
differences or similarities in the meaning of local data, or in other words, the éemandc of meta-data
in the local schemas (Hakimpour and Geppert, 2001). Semantic.Interoperability is also known as

Semantic Integration, or Semantic Reconciliation.



1.1 Motivation

In the cutrent field of Information Integration, there are several related research topics. These
include Databases Design and Management, Knowledge Representation (KKR) in the field of
Artificial Intelligence (AI), Knowledge Discovery in Databases (KDD) or Data Mining, Structured
and Semi-Structuted Data, Semantic Heterogeneity, Semantic Interoperability, Schema Integration

and most recently Ontology Languages on the Semantic Web.

However, Conceptual Modeling, as a fundamental research field of Information Systems that
studies the way people view the wotld (or the domain of interest) and thus determines the
structure and semantics of the information by which we describe the world, seems restricted in the
cutrent paradigm. We term the common type of conceptual model in the current use, Class-Based,
because things or instances are represented through classes or types. Two class-based models
commonly used in Information System are the Entity-Relation (ER) model and the Objected-
Oriented Model. There ate several problems (see details in section 2.4.1) inherent in such models
(Parsons and Wand, 2000). We might wonder if these models are obstacles when we try to

reconcile the semantics of the data.

1.2 Thesis Objectives

Parsons and Wand (2002) suggested a theotetical foundation for property reconciliation based on
the notion of Property Precedence (see more in Chapter 3), and described a theoretical approach
to property-based reconciliation. This work is one of the newest results in the line of research on
the usc; of Bunge’s Ontology (Wand and Weber, 1989, 1990, 1993, 1995; Wand et al., 1999;

Parsons and Wand, 2000). Since this theoretical approach only concerns properties and

precedence, it cannot be applied on the concepts of classes. In order to utilize this approach




effectively, we need a Property-Based view of data rather than the current paradigm — the Class-
Based Model. In other words, we need a model that does not use the concept of class. Such a
conceptual model is suggested by Parsons and Wand (2000), but has not yet been defined so it can
support practical semantics reconciliation.' We term it the Property-Based Model, which represents-

things directly using properties before classification. The objectives of this thesis are:

e To propose and develop a practical Property-Based Approach to integrating information from

multiple sources based on properties and their precedence in the following three steps:

a. To develop and formalize the basic part of the Property-Based Model that is sufficient

to support the Property-Based Approach;

b. To formalize the theoretical part of the Property-Based Approach for semantics

reconciliation;
c. To introduce a general integration procedure by using the Property-Based Approach.

1.3 Thesis Outline

This thesis is organised into eight chapters.

Chapter 2 provides an overview of some main research topics and related research in the field of
Information Integration and discussion of conceptual modelling. We also cover the basic

assumptions of this thesis during the discussions.

! Rubin E. (2002) defined a data structure based on the theory of property and precedences. However, he did not address any issues
of semantic reconciliation.




Chapter 3 presents the BWW-Ontology and its implications. It first discusses the postulates and
the definitions of some critical constructs in the BWW-Ontology, including the core concept of
this thesis, Property Precedence. Then it conducts a discussion to clarify some concepts in the field

of databases in terms of the BWW-Ontology.

In Chapter 4, we develop and formalize the basic part of the Property-Based Model based on the
BWW-Ontology and its theoties. In addition, we formalize the definition of the semantics of

propetty by the use of Property Precedence.

In Chapter 5, based on the Property-Based Model, we develop the Property-Based Approach to
integrating information from multiple sources. We formalize the notations to express precedence
and inference processes. Then we propose a method to express the semantics of properties, which
is the Property & Precedence Schema (PPS). Finally, we formalize and define Instaﬁce Functions

to facilitate the process of information integration.

In Chapter 6, we discuss. three practical issues related to the Property-Based Approach. The first
issue is to build a Property-Based view on the Class-Based Model so that we can transform the
data in the Class-Based Model to the data in the Property-Based Model. The next two issues are to
implement the Property & Precedence Schema (PPS) and to implement Instance Functions by

XML.

In Chapter 7, we introduce the general integration procedure by using the Property-Based

Approach, which is illustrated by a case study.

Finally, Chapter 8 concludes the thesis by reviewing the contributions, acknowledging the

limitations, and suggesting some future research directions.




Chapter Two

CONTEXT AND RELATED WORKS

Before we present the Property-Based approach, we would like to provide an overview of the
context and the related research works of Information Integration. During the overview, some
relevant research works are discussed briefly in terms of. conceptual modelling, thus we can see

how conceptual modelling is relevant and important in the field of Information Integration.

First, the main obstacle in Information Integration is the Semantic Heterogeneity of the Schemas
of multiple data sources, which refers to differences or similarities in the meaning of local data, or
in other words, the semantic of meta-data in the local schemas (Hakimpour and Geppert, 2001).

How to solve this kind of heterogeneity becomes the initiation of Information Integration.

To solve Semantic Heterogeneity is to achieve Semantic Interoperability, which is also called
Semantic Integration and Semantic Reconciliation. Many methods have been proposed based on
the use of ontologies. Ontologies are supposéd to provide a uniform viewpoint on multiple data
sources. Since the word “ontology” has a very different meaning from what we use in this thesis,

we will clarify the difference between them first.

Next, we discuss two general terms: Knowledge Representation and Knowledge Discovery. We
discuss the relationship between them and Information Integration, and explain Information

Integration in terms of Knowledge Representation and Knowledge Discovery.

Finally, we examine the field of Conceptual Modelling and its relationship with (Philosophy)

Ontology. We discuss the Class-Based Model, which includes two well-known models in



Information Systems: the Entity-Relation Model and Object-Oriented Model, and its potential

problems.

2.1 Heterogeneity and Multiple Schemas

Information Integration, or Data Integration, refers to combining data in such a way that a
homogeneous and uniform view is presented to users. The obstacles for computers to integrate
information from multiple sources automatically are due to the heterogeneities of information. We
can distinguish two kinds of heterogeneity: Data Heterggeneity and Semantic Heterogeneity (Hakimpour
and Geppert, 2001). Data Heterogeneity refers to differences among local definitions, such as
attribute types, format, or precision. For example, two data sources may use different date formats.

These differences can be easily resolved (Hakimpour and Geppert, 2001).

Semantic Heterogenesty refers to differences or similarities in the meaning of local data, or in other
words, the semantic meaning of meta-data in the local schemas (Hakimpour and Geppert, 2001).
This is considered the difficult issue in the field of Information Integration (Parsons and Wand,

2000).

Schemas are definitions that specify the meaning and structure of data and are the result of a
database design phé.se. According to Hakimpour and Geppert (2001), in data integration, each
local database provides a description of the data and is prepared to export the local schema. The
aim of the integration process is the development of a global schema, which integrates and

subsumes the local schema in such a way that (global) users are provided with a uniform and

correct view of the global database (Hakimpour and Geppert, 2001).




One of the solutions to this problem is to build an explicit definition of terms used in schema
definitions. Researchers ha‘we applied formal ontologies (Guarino, 1998) to build such an explicit and
formal definition of semantics of the terms as a potential solution of Semantic Heterogeneity. They
defined some meta-properties, ot properties of properties, to deal with the problem of Identity and
Subsumption (Guatino and Welty, 2000, 2001). For example, a property can be an essential
property if and only if it necessarily holds for an instance at every possible time in every possible
wortld. Examples of essential properties for a human being would be PERSON and HAVING A
BRAIN. One inherent problem of this approach is that a property that is essential within some

domains may not essential any more within other domains.

2.2 Semantic Interoperability and Information Systems (IS) Ontology

Such an explicit and formal definition of semantics of the terms in a schema is also referred to as -
“ontology” in the field of Information Systems. Here, ontology has a distinct meaning from the
ontology as a branch of philosophy, which is a branch of metaphysics that deals with the nature of
being. To distinguish them, we sometimes refer to them, respectively as Information Systems (IS)

ontology and Philosophy Ontology (Zuniga, 2001).

Information System ontology can be defined as an explicit specification of a conceptualization
(Gruber, 1995). Philosophy Ontology studies “the generic (non-specific) traits of every mode of being and
becoming, as well as the peculiar features of the major genera of existents’ (Bunge, 1977, p. 5). IS ontology
provides us with a set .of terminologies, such as a dictionary, that we use to describe our world,
while Philosophy Ontology provideé us with a systematic way to view the world, such as a pair of

glasses. An example of this metaphor is that a colour-blind person has a different view from a

normal petson -- they have different Philosophy Ontology. Both of them may talk about black,




white or even red -- they have the same terminologies. However, they must have different meaning

of black, white and red.

From the above example, we can know that we must have the same pair of glasses before we can
understand each other. We need both to describe the world, and the Philosophy Ontology goes
before IS ontologies and determine the general structure of IS ontologies. In other words, each IS

ontology has an implicit Philosophy Ontology behind it.

There are some discussions on the topic of these two kinds of ontology (Guarino, 1997; Zuniga,
2001). Guarino (1997) also defines an IS ontology as an explicit, partial account of a
conceptualization, which is a formal language designed to represent a particular domain of
knowledge. In the current field of Semantic Interoperability, ontology usually refers to Information

Systems ontology.

Since IS ontologies are supposed to provide an integrated view of domain of interests, Semantic
Interoperability can be achieved by the use of IS ontologies. There have been already some
research efforts on an ontology-based approach to achieving Semantic Interoperability
(Hakimpour and Geppert, 2001; Stuckenschmidt and Wache, 2000), so Semantic Interoperability is
referred to as Ontology Interoperability sometimes. Please notice that in the current field of
Information Systems, Ontology Intetoperability is part of Semantic Interoperability because the
former deals with the semantics of data (including meta-data), while the latter focuses on the
semantics of meta-data. Since the current paradigm to deal with meta-data is to use ontology and,
this thesis targets also meta-data (properties), we treat Semantic Interoperability and Ontology

Interoperability as the same in this thesis.



One of the major methods to retrieve wanted information from local data sources is to run queries
against them. Therefore, Semantic Interoperability includes reconciling and integrating the
meaning of queries and their results. There are mainly two trends for using ontologies in resolving
Semantic Heterogeneity in retrieving data from local data sources (Hakimpour and Geppert, 2001):

translating queries by ontologies and generating global schema by ontologies.

Semantic Interoperability is not limited to data retrieving by queries. There are some other facets,
such as interoperability between multiple applications, communications between two computers or
intelligent agents, etc. Therefore, much research has been done on developing a general approach
to achieving Semantic Interoperability with ontologies. Several methodologies have been
developed, two important ones of which are OntoClean (Guarino and Welty, 2002) and ONIONS

(ONtological Integration Of Naive Sources) (Gangemi et al., 1999).

2.2.1 Translating Queries by Ontologies

One uses ontologies for translating queries, or their results (as in SHOE, On2Broker or
OBSERVER). This approach is suitable whenever schemas are subject to frequent changes, when
many data sources are involved, or the number of involved data sources changes frequently (such

as data sources on the Internet) (Hakimpour and Geppert, 2001).

There is a paper presented by Heflin and Hendler (2000) that ‘discusses Ontological
Interoperability by using SHOE, which is an ontology-based knowledge representation language
designed for the Semantic Web. They claim (Heflin and Hendler, 2000) that SHOE uses

knowledge-oriented elements, and associates meaning with content by making each web page

commit to one or more ontologies. In SHOE ontologies, people can discover implicit knowledge




with taxonomies and inference rules, and thus achieve Semantic Interoperability through the

sharing and reuse of these ontologies (Heflin and Hendler, 2000).

Heflin and Hendler (2000) claim that interoperability in SHOE is achieved m;au'nly by the use of
the ontology extension and renaming features, that is, two categories are similar to the extent that
they share the same super-categoties, and thus, as a result, ontologies are interoperable to the

extent that they share the same ancestor ontologies.

Figure 2-1: Ontology Interoperability in SHOE
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(Source: Heflin and Hendler, 2000)

They (Heflin and Hendler, 2000) provided the following example (in Figure 2.1). The term Spider
means different things in “internet-ont” (here “ont” stands for “ontology”’)and “bug-ont” because

the categories have different ancestors, whereas the term WebBot in “internet-ont2” means the
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same thing as Spider in “internet-ont” because a rename feature indicates that it is an alias of the
term. Interoperability is achieved in this manner through the correct construction of ontologies,
although the nature of distributed environments may make ontologies not fully interoperable

(Heflin and Hendler, 2000).

Hakimpour and Geppert (2001) points out three drawbacks of this approach: 1) one is the high
processing cost because ontologies must be processed to derive required mappings for every query;
2) due to the need for immediate action, it is impossible to bring in human supervision to validate

the results; and 3) lack of human supervision makes this approach less reliable.

2.2.2 Global Schema Generated by Ontologies
The second trend uses ontologies for the generation of global schemas. It is suitable whenever the

schemas are not subject to frequent changes, as claimed by Hakimpour and Geppert (2001).

In this approacl;l (Hakimpour and Geppert, 2001), database schemas commit to the ontology of a
community, which is done by relating every term in the schema definitions to a definition in the
ontology of the community. To demonstrate the general process of integration of ontologies, they
(Hakimpour and Geppert, 2001) provide Figure 2-2, in which two databases DB and DB,
commit to an ontology p by referting to the terms defined in the ontology p. Such relation can be

established either by hard links or by using the same terms as they are defined in the ontology.

Hakimpour and Geppert (2001) present an approach that uses formal ontologies to detive (global)
schemas. In their approach (Hakimpour and Geppert, 2001), a global schema will be generated by

the Schema Integrator that merges ontologies, which not only suggest a global schema, but also try

to find all the possible meaningful mappings between the generated global schema and the




component schemas. They (Hakimpour and Geppert, 2001) claim that merging ontologies is based

on finding similarities or differences between intensional definitions.

Figure 2-2: Global Schema Generation by Integration of Ontologies
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To achieve the merge of ontologies, they established similarity relations between terms defined in
two ontologies and identified four levels of similarities between two coherent intensional
definitions: 1) Disjoint definitions, 2) Ovetlapping definitions, 3) Specialized definitions, and 4)
Equal definitions (Hakimpour and Geppett, 2001). However, their approach is not general enough

because similarities or differences are relative to the domain. For example, they say that narrow-
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street and highway were two disjoint definitions (Hakimpour and Geppert, 2001). However, from

a higher point of view, they are all roads.

They also provided four rules of how to merge ontologies based on these levels (Hakimpour and

Geppert, 2001).

1) If two definitions are equal, the result of merging is a unique intensional definition, which is

referred to by both original terms, e.g. synonym terms such as “Person” and “Resident.”

2) If an intentional definition “specializes” another definition, then the sub-concept or sub-relation

similarity will be explicitly established between them, e.g., “Student” and “Person.”

3) If a definition ovetlaps with another, then an additional new concept or relation will be declared
as the conjunction of the two intentional definitions, e.g., concepts “Staff” and “Student” or

“Lecturer” and “Graduate Student.”
4) Nothing will be done about disjoint definitions them in this phase of merging.

The abéve rules are used in derivation of global classes and global class-attributes (attributes of
instances in the classes). However, class-attributes are not general properties because they are
confined within the definitions of classes. They said that if attributes in two classes (e.g. “paid by”
in “resident” and “eatns” in “staff”) are referring to the same relation, one attribute will appear in
the global class definition (“salary” in “person”) representing both attributes. However, they did

not address the situation of where there is no such global class or where we do not want to create

such a global class.




2.2.3 OntoClean

They claim that “OntoClean consists of principles for building and using upper ontologies for core and domain
ontology analysis, revision, and development,” and that “the OntoClean methodology is based on highly general
ontological notions drawn from philosophical ontology, especially from what is now called Analytic Metaphysics.”
Guarino and Welty (2002) believe that it is general enough to be used in any ontological effort,

independently of a particular domain.

Guatino and Welty (2002) also claim that the OntoClean methodology uses these formal and
ontological notions to define a set of meta-properties, which, in turn, are used to’ characterize
relevant aspects of the intended meaning of the properties, classes and relations that make up an
ontology. In addition, the meta-properties (property of property) impose several constraints on the

taxonomic structure of an ontology (Guarino and Welty, 2002).

They (Guarino and Welty, 2000, 2001, 2002) elaborated four notions: essence, rigidity, identity and

unity.

A property of an entity is essential to that entity if it must hold for it. For example, consider the
property of being hard. We may say that it is an essential propérty of hammers. A special form of
essence is rigidity: a property is rigid if it is essential to all its instances. For example, being a person
is usually conceptualized as rigid. Based on rigidity, one of three meta-properties, rigid, non-rigid or

anti-rigid, should be labelled to every property in an ontology.

In general, identity refers to the problem of being able to recognize individual entities in the world
as being the same (or different). Unity refers to being able to recognize all the parts that form an

individual entity. Unity can tell us something about the intended meaning of properties or classes




based on whether their instances are wholes. The corresponding meta-properties, including
Identity Condition and Unity Condition, has been formalized (Guarino, 2001) based on these two

notions. However, these meta-properties are too complicated to be elaborated here.

Guatino and Welty (2002) further claim that the OntoClean methodology, which is based on the
above-mentioned formal notions, provides a formal, consistent and straightforward way to explain
some of the most common misunderstandings in conceptual modeling regarding the taxonomic or
subsumption relation. They (Guarino and Welty, 2002) suggest that one frequent mistake is

ki

confusing subsumption with instantiation (e.g. “John” is an instance of “Human,” whereas the

class “Humans” is subsumed by the class “Mammals”). They (Guarino and Welty, 2002) also

suggest another frequent feature of bad taxonomies, which is the systematic confusion between
« o

“part_of’ and “is_a” (subsumption) relationships (e.g. “engine” part_of “car”; “car” is_a

“yehicle”).

As we can see, their approach is focused on taxonomies, or classes, that is, they try to put instances
into proper classes of taxonomy. We will point out later (Section 2.4.1) that this approach suffers
some inherent problems. Furthermore, there is a debate on where there are properties of property.
For example, in Bunge’s Ontology (1977, p. 98), he denies the existence of meta-properties.

However, this discussion is beyond the scope of this thesis.

2.2.4 ONIONS
ONIONS (ONrtological Integration Of Naive Sources) methodology for ontology integration has
been developed since the eatly 1990s to account for the problem of conceptual heterogeneity, or

Semantic Heterogeneity (Gangemi et al., 1999).
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As Gangemi et al. (1999) state, ONIONS (ONrtological Integration Of Naive Sources) is a
methodology for conceptual analysis and ontological integration, which exploits: 1) a set of
formalisms; 2) a set of computational tools that implement and support the use of the formalisms;
and 3) a set of generic ontologies, taken from the literature in either formal or informal status and

translated or adapted to our formalisms.

Gaﬁgemi et al. (1999) call their approach Principled Conceptual Integration and claim that ontology
integration is, generally speaking, the construction of an ontology that formally specifies the union
of the vocabulaties of two other ontologies. They identify (Gangemi, 1999) five relationships
between two ontologies: 1) alternative ontologies, 2) truly overlapping ontologies, 3) equivalent
ontologies with vocabulary mismatches, 4) Ovetlapping ontologies with disjoint domains, and 5)

Homonymically overlapping ontologies.

Gangemi et al. (1999) also identify three levels of Integration: medium, alignment and unification.
Based on different levels of integration, ONION uses the above five relationships between two
ontologies to develop some rules of integration, and thus achieve Ontology Interoperability. We
can see this approach is similar to the approach by using Hakimpour and Geppert’s four levels of

similarity (2001), discussed in section 2.2.2. Therefore, we do not elaborate it here.

2.3 Knowledge Representation and Knowledge Discovery

Our knowledge about the world, or the domain of interest, includes numerous observed facts
accumulated throughout the history of human being, a multitude of empirical ws and theories
summarized from these facts. An information system is a representation of some perceived reality,
so we can claim that an Information System is a representation of our knowledge about the world,

ot the domain of interest, i.e. a knowledge representation indeed.
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In Information Systems, a knowledge representation can be anything that possesses some
information, such as a database, a website, a web page, an XML file and even a computer program
(software). Most of these forms are about facts, especially in databases and software. This situation
may be changed in the future, since one of the intentions of the next generation of the World Wide
Web, the Semantic Web, is to represent empirical laws and theories (Berners-Lee and Fischetti,

1999).

From one knowledge representation or multiple knowledge representations, we can infer or induce
new knowledge. The process is known as Knowledge Discovery. The following is a formalized

explanation of Knowledge Discovery in Information Systems (Frawley et al., 1992, p. 58):

Given a set of facts (data) F, a language L, and some measure of certainty C, we define a pattern
as a statement S in L that describes relationships among a subset FS of F with a certainty ¢, such
that S is simpler (in some sense) than the enumeration of all facts in FS. A pattern that is
interesting (according to a user-imposed interest measnre) and certain enough (again according to
the user’s criteria) is called knowledge. The ontput of a program that monitors the set of facts in a

database and produces patterns in this sense is discovered knowledge.
A Pattern mentioned in the above quotation can be mapped into an empirical law or a theory,
while data in a database can be mapped into a set of facts. While data- sources can be viewed as
Knowledge Reptesentation, Information Integration can also be considered as a kind of
Knowledge Discovery, which involves multiple data sources. These data sources usually use

different data schemas. The result or output of Information Integtration is discovered knowledge.

This explanation only mentions the discovery of empirical laws and theories from facts, but it fails
to cover that we can also discover empirical laws and theories from empirical laws and theories

themselves, and fails to cover that we can predicate facts from theories and empirical laws.
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Thetefore, this explanation of Knowledge Discovery is limited and incomplete. Fortunately, the
vision of the Semantic Web includes the ambition of realizing all of them (Berners-Lee and

Fischetti, 1999).

It seems reasonable that before we can integrate information or knowledge, we must have an

integrated and uniform model for Knowledge Representation.

2.3.1 Ontological Model of Knowledge

Two of the roles that Knowledge Representation plays (Davis et al., 1993) are: 1) a knowledge
representation is most fundamentally a surrogate, or a substitute for the thing itself; and 2) a
knowledge representation is a set of ontological commitments. We make different commitments
by selecting one or another ontology, which can produce a sharply different view of the reality.
Here, a set of ontological commitments is similar to an IS ontology. As we argued (Section 2.2),
each IS ontology, or a set of ontological commitments, has an implicit Philosophy Ontology

behind it. Philosophy Ontology provides us a general structure of IS ontologies.

Therefore, one of premises of Information Integration is (Please note that the word “ontology”

means Philosophy Ontology):

The information from multiple data sources is expressed in the same ontological model, or, has

been transferred into the same ontological model.

In order to make an integrated and uniform ontological model of knowledge and to facilitate the
integration of information, we have first to make a choice among different Philosophy Ontologies
and use this specific ontology as the fundamental model of Information Integration. This leads to

the following discussion about Conceptual Modelling.
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2.4 Conceptual Modelling and Philosophy Ontology

Conceptual modeling focuses on capturing and representing certain aspects of human perceptions
of the real world so that these aspects can be incorporated into an Information System (Wand et
al,, 1999). The process of conceptual modelling is the way in which we observe the reality, address
what happened in the wotld and predict what would happen. Ontology, as the branch of
philosophy that deals with modelling reality, could play an important role in formalizing

Information Systems concepts, and should be used to guide Conceptual Modelling.

2.4.1 The Class-Based Model and its Ontology

In the field of Information Systems, there are many models already, such as, Entity-Relation Model
(CHEN, 1976); Object-Oriented Model (Rumbaugh et al., 1991; Coad and Yourdon, 1991); Object
Role Modelling (Halpin, 2001), etc., behind which we can identity an underlying and implicit
ontology. The ontology is based on classification, in which things are identified by their class. For
example, we can say “this is a cat.” The thing is identified as cat first, then one can infer other
propetties it may have. This approach is intuitive to human users because we use it in our daily life

and classification is essential for human survival and adaptation (Lakoff, 1987).

Some researchers (Guatino, 1998) have tried to formalize this implicit ontology and the result is
now called Formal Ontology, this underlying ontology is still far from a formal and systematic one
that can be used and accepted in terms of its comprehensiveness. A research group of Ontology,
Conceptual Modelling, and Knowledge Engineering at LADSEB-CNR (Institute for Systems
Science and Biomedical Engineering of the Italian National Research Council) has achieved some

progress in this direction (Guarino and Welty, 2000; Welty and Guarino, 2001). Since the
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undetlying ontology is based on classes of things. We term the models suggested by the Ontology

the Class-Based Model.

In the Class-Based Model, everything must first belong to a class, and only through the definition
of the class, a thing can have its own attributes (or properties). This feature has been termed the

assumption of inherent classification (Parsons and Wand, 2000).

The Class-Based model has at least two implementation advantages. First, since the data used to
tepresent this model is highly structured because everything that belongs to one class has the same
set of attributes, it is easy to implement and is very efficient. This was especially important when
the computational capacity was low and Information Technology was less advanced one decade
ago. Second, the Class-Based Model is also intuitive to human users and enjoys cognitive

advantages, such as cognitive efficiency and inference (Parsons and Wand, 1997).

However, the Class-Based Approach has some disadvantages. As Parsons and Wand (2000, pp.
231-235) point out, “the extent and complexity of problems in schema integration, schema evolution, and
interoperability are, to a large degree, consequences of inberent classification”” They enumerated two kinds of
problems: Schema Design Problems: 1) the multiple classifications problem; 2) the view
integration problem; 3) the schema evolution problem and 4) the interoperability problem; and
Database Operation Problems: 1) handling exceptional instances; 2) reclassifying instances; 3)

adding and removing instances; 4) removing a class and 5) redefining a class.

Besides the above problems, the Class-Based Model causes several specific problems when we

want to achieve Semantic Interoperability. The first problem is that the semantics of properties are

restricted within the semantics of classes, which results in losing the general meaning of a property.




For example, birds can fly and aircrafts too. However, we define two kinds of flying in a Class-
Based model because of the two classes, birds and aircrafts. In fact, flying is more general property

than birds or aircrafts, in other words, being able to fly precedes being birds or aircrafts.

Due to the first problem, the approaches based on the Class-Based model have to deal with classes
or categories first and then properties, such as the four approaches discussed in Section 2.2. They
first put instances into classes or categories, compare categories to see if they have the similar
meaning, and then determine the rules of integration. Therefore, two instances in two categories
that have been considered as “distinct” have no chance to be integrated. To demonstrate, in the
above example, it is reasonable that we treat birds and aircrafts as distinct categories because the
former is animal and the latter is an artificial object. However, from another point of view, both of
them are flying things. This practice significantly limits the ability and flexibility of these

approaches. Furthermore, this leads to the third problem.

We can observe that the semantics of classes are dependent on the properties thét we use to
construct classes, or in other words, the similarity of two classes is relative to other properties or
classes. In the above example, birds and aircrafts have different semantics relative to their natures,
but have the same semantics relative to being able to fly. Because of these three reasons, the Class-

Based Model seems to be becoming the obstacle of Semantic Interoperability.

2.4.2 The BWW-Ontology and the Property-Based Model

A specific ontology, the BWW-ontology, has been proposed and used in Conceptual Modelling in
Information Systems for mote than a decade (Wand, 1989; Wand and Weber, 1989, 1990a, 1990b,
1993, 1995; Wand et al,, 1999). This ontology has been adapted from Mario Bunge’s Ontology

(1977; 1979). The reasons for choosing this particular ontology are (Wand and Weber, 1990a;
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Evermann and Wand, 2002) listed in the following:
1) It is oriented towards systems and has been applied to different types of systems.
2) It is well formalized in terms of set theory.
3) It has not been developed specifically for use in Information Systems analysis and design.
4) It is comprehensive and part of a larger work including semantic.

5) It references extensively other philosophical work.

This ontology leads us to a simple conceptual model, the Property-Based Model, whose basic part
we will develop and formalize in Chapter 4. The fundamental postulate of the ontology is that the
wortld is made of #hings that possess properties. Therefore, in this model there are only two basic
modelling primitives, #hing and property. Of course, there are other constructs, such as state, event, law,
class, ete. However, these constructs are defined by properties. This model can be used as the
beginning to represent the world or the dom;n;n of interest in Information Systems. More details

about the BWW-ontology are in Chapter 3.

2.5 Summary

In this chapter, we provided an overview of Information Integration. We selected some main
research topics, including Semantic Heterogeneity, Semantic Interoperability, Information Systems
Ontology, Knowledge Representation, Knowledge Discovery, Philosophy Ontology and
Conceptual Modelling. Furthermore, we pointed out that the current main approaches of

modelling ate based on a similar conceptual model, the Class-Based Model and the problems

inhetited in this model. Finally, we suggested the use of the BWW-Ontology.




Chapter Three
THE BWW-ONTOLOGY AND ITS IMPLICATIONS

In this chapter, we discuss in detail the theoretical foundation, the BWW-Ontology, on which we
build our approach to integrating information. First, we introduce in a formalized manner some
fundamental constructs of the BWW-ontology, which give us an ontological view and model of

the world.

In the second part, we examine thoroughly the concept of Precedence that is the core concept of this
thesis and its implications, including class definition, property value and property aggregation.
Therefore, we can get a deep and clear understanding of these concepts in terms of the BWW-

Ontology.

Finally, we try to uncover the ontological meaning of queries and Information Integration in the

context of the BWW-ontology.

3.1 Some Fundamental Constructs of the BWW-Ontology

The BWW-Ontology uses an ontological framework developed by Bunge (1977; 1979), whose
model articulates a set of high-level, abstre;ct constructs that are intended to be a means of
representing all real-world phenomena. Therefore, to start our analysis, we select the specific
ontological constructs that we require in thig thesis, which are thing, property, attribute, law, class and

composition of things, and provide an overview of these constructs in this section. In the next three

chapters, we refer to the BWW-ontological model when we use the term “ontology.”




In this thesis, we follow the formalization in two works (Wand et al., 1999; Parsons and Wand,
2000), in which some more discussions and examples can be found. In the following discussion in
this section, the postulates, definitions and principles ate extracted from these two works (Wand et

al.,, 1999; Parsons and Wand, 2000) if not otherwise stated.

The Model of Things and Properties

Postulate 3.1: The wotld is made of zhings that possess properties.

Wand et al. (1999) claim that Ontology distinguishes between concrete things, called substantial
individuals or entities, and conceptual things, e.g. mathematical concepts, such as sets and functions.
They (Wand et al., 1999) first assume that any domain can be described in terms of concrete things
and the linkages that exist among them, so we use the word “thing” to refer only to substantial
individuals or concrete things in Information Systems. They (Wand et al,, 1999) further assume
that that domain modeling is based upon someone’s view of existing or possible reality and thus
the notion of a concrete thing applies to anything perceived as a specific object by someone, whether it

exists in physical reality or only in someone’s mind.
pny y

An ontological principle connects the existence of a thing with its properties:

Principle 3.1: Thete are no things without properties, and that properties are always attached to zhings.

Principle 3.2: No two things possess exactly the same (set of) properties.

A distinction is made between intrinsic properties — those that depend on one thing only, and

mutual (ot relational) properties — those that depend on two or more things (Wand et al., 1999).




Postulate 3.2: Every property in general can be represented by an attribute (propositional
function); A: Ty x ... x T, x I/} x ... x I/, = Statement including .4; and every specific property
can be represented as an attribute of the form; A, ..., %4, #,...,4,) where e T,,5€ 1/,

J

T k=1, ..., n) represents a set of things and I/,(j=7, .. ., ) represents a set of values.

For example, the statement that a student studying in a university at a date is a property in general,
which can be represented as STUDY: T, x T, x I/} = P, where T is a set of people, T, is a set of
university, 1] is a set of dates, and P is the statement. A specific property will be a statement that
James studies in UBC at 2001-9-1, which can be represented as STUDY (James, UBC, 2001-9-1),

where James € T}, UBC € T,, 2001-9-1 € I",.

Please note that an attribute is a predicate, which has only two values, True and False. Thus, in the
above example, if STUDY(James, UBC, 2001-9-1) is true, James possesses the property.

Otherwise, James fails to possess it.

An intrinsic property’s attribute involves only one thing, that is n=1 in the function, while a2 mutual
property involves morte than one thing, or n>1. For example, the height of a person is an intrinsic
property while study-in-a-university is mutual property because it at least involves a person and a

university.

A property can be transformed between inttinsic and mutual property depending on the details
that the viewers want to know. For example, the price of a stock is an intrinsic property with no
doubt, but if the stock is traded on several security markets, the price becomes a mutual property
between the matkets and the stock. In fact, in the former case, what we do is just to disregard the

market so we can treat the price as an intrinsic property.
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An attribute can have multiple vatiables. For example, a price has two variables for a price in fact,
currency and amount. In implementation, we always treat them as one variable by using various
data types. This practice seems resolving the problem very well. Although it causes some problems
in integration, these problems are included in data heterogeneity, which is considered as being able

to tesolve easily.

Definition 3.1: The scope of a property is the set of things that possess the property. That is, if © is

the set of all things and P is the set of all properties, the scope function S is the mapping S: P—2°,

Definition 3.2: A set of things T is a class if and only if there exists a finite set of properties P that

are possessed by all members of T. In other words, each member of T is in the intersection of all

scopes of all properties in P, that is, T € S(x;)N...NS(x,).

Cleatly, classes are defined by things and properties. The notion of a thing is fundamental and
precedes any notion of classes. Things and their properties exist independently of any
classification. Therefore, two trepresentation principles and their corollaries are suggested and

phfased by Parsons and Wand (2000).

Representation Principle 3.1: The wotld is viewed as made of things that possess properties.

(Note that this representation principle reflects the Postulate 3.1.)

Representation Principle 3.2: Classes are abstractions created by humans in order to describe

useful similarities among things.

Corollary 3.1: Recognizing the existence of things should precede classifying them.
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Corollary 3.2: There is no single “correct” set of classes to model a given domain of instances and
properties. The particular choice of classes (a view) depends on the application (Parsons and Wand,

1997).

We are intetested in the relationships between properties, which are called laws in Bunge’s
Ontolégy. We do not introduce the formal definition of law in this thesis because it may involve
another complicated concept, Functional Schema, which is not quite relevant to the topic of the
thesis. Nevertheless, we introduce a specific law, Precedence, which could be the foundation of all

kinds of laws.

Definition 3.3: Let P and Q be two properties. Q will be said to precede P if and only if the set of

things possessing P (the scope of P) is a subset of the set of things possessing Q.

For example, a mammal must be an animal. Therefore, the property of being a mammal is
preceded by the property of being an animal. The concept of Precedence is the core of this thesis

and more discussion is in the section 3.3.
Postulate 3.3: Two things may associate to form another thing,

The notion of association can be formalized by the algebraic concept of concatenation (Bunge,
1977, p.27). The notion helps us to obtain “#he simplest, the most basic and most useful theory in scientific
metaphysies,” called Association Theory (Bunge, 1977, p.27). Please notice that in Postulate 3.3, we are
talking about bare individuals (things) and bare association, i.e. neither the kind of individual nor

the manner of association are specified (Bunge, 1977, p.26). The association can be understand as

the ability of bare individuals to form composite entities.




Bunge also introduces another similar ontological theory, Assembly Theory, in which there are two
specific concepts of association, juxtaposition and superposition (Bunge, 1977, p.39). Roughly
speaking, whereas a superposition is a thing composed of the common part of two things, a
juxtaposition is a composite thing composed additively of two things. The notion of juxtaposition
is the same as the notion of association in Association Theory (Bunge, 1977, p.45). Bunge (1977, p.

113) defined the concept of the juxtaposition of things.

Definition 3.4:Let X and Y be two things and X # Y, then the juxtaposition of X and Y is the

third thing (composite).

Definition 3.5: A property of a composite thing is inberited if and only if it is a property of any of

its components; otherwise, it is emergent.

The third thing composed of two things X and Y possess at least one emergent property of being

composed of X and Y. Therefore, we have the following postulate.
Postulate 3.4: Every composite thing possesses emergent properties.

Because of this postulate, Bunge claims that the association of bare individuals (things) is then a

beginning of complexity and thus a step towards realism (Bunge, 1977, p.26).

Things can be viewed as simple things and composite things. Which one will be used depends on
the details that the viewers want to know about the wotld. For example, we always refer to a stock
as a simple item that has price, shares amount, P/E, etc. However, if evety specific share has a

share number and we want to know who owns which share, a stock becomes the composition of

all the shares that the stock represents. Furthermore, a stock can also be viewed as the class of all




the shares since all the stock-shares, represented by the same stock, belong to the same company.
Therefore, the set of instances in a class can be viewed as a thing if there are some emergent
propetties we want to know. In this example, price, shares amount and P/E are emetgent

properties of a stock, instead of a share.

We want to give another example to elaborate this thoroughly. Suppose in a database of a
university, there is the data of its students and we want to know the average age of its female
graduate students, what is the query about? We need to form a new class of female graduate
students, add their ages and divide the sum by its number. Nevertheless, what possesses the
property of the average age? (Please notice that here we use “property” to refer to concrete
propetty.) Not female graduate students obviously, and not the new class since a class is a set and
cannot have a property. (Certainly, a class can have a conceptual property, in which we are not
interested for the current purpose.) It is the composite thing composed by all students in the class.

We will give out a formal explanation of a query in Section 3.3.

3.2 Precedence and its Implications

As we have already known, Precedence, as one kind of law, deals with the subsumption
relationship between two properties, in which one thing that possesses property A must also
possesses B, i.e. B precedes A ot A is preceded by B. For example, “having a student number in
UBC” precedes “being a UBC student” if every student in UBC must have a student number.
However, the latter does not precede the former in the situation that one will still possess his

student number to access to his transcripts after he has graduated.

As Parsons and Wand (2002) point out, precedences enable us to view properties (in different

sources) that seem different, to be considered "same" at a higher level, which facilitates Semantic
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Interoperability. In order to infer new precedence from the known precedence, Parsons and Wand
(2002) developed two lemmas, which establish some relationships between the observations that
can be made about general properties and the observations that can be made about their

manifestations.

Definition 3.6. A property G is termed filly manifested by a set of preceded properties S if and only
if every thing that possesses G possesses at least one of the properties in S. (Parsons and Wand,

2002)

For example, the property of age is fully manifested by the set of properties from 1 year old to 150

years old if we assume that no one can live longer than 150 years.

Lemma 3.1: Let Si be a set of preceded properties of Gi (i=1, 2). If G2 is fully manifested by S2,
and for each property in S2 there is a preceding property in S1, then G1 precedes G2. (Parsons and

Wand, 2002)

For example, suppose that the property of age group (G1) is fully manifested by a set (S1) of
defined age groups and the property of age (G2) is fully manifested by a set (S2) of ages. If for
every age, we map at least one age group, then G1 precedes G2, that is, having an age must belong

to an age group.

Lemma 3.2: Let Si be a set of preceded properties of Gi (i=1, 2). If G1 is fully manifested by S1,

and G2 is preceded by G1, then each property in S2 is preceded by one or more properties in S1.

For example, suppose that participating in an academic program (G2) is preceded by being a

student (G1). Suppose further that the manifestations of G1 are “undergraduate” and “graduate”.
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Lemma 2 enables us to infer that every manifestaion of G1 is either “undergraduate” or

“graduate” if we know the specific program in which a student participates.

Next, we will use the concepts of precedence and manifestation, and two lemmas to uncover the
deep meaning of class definition and property value in the Class-Based Model. Thus, we can see
that Precedence plays a pivotal role in the semantics of classes and propérties and should be the
key to achieving Semantics Interoperability. Later in the next chapter, we shall use precedence to

define the semantics of properties in the Property-Based Model.

For the purpose of convenience, we select one representative implementation of the Class-Based
Model, Relational DataBases (RDBs) as the subject of discussion. Since properties are represented
by attributes in RDBs, we will treat properties and attributes as the same in the following

discussion.

3.2.1 Class Definition
Please first recall Definition 3.2 about the definition of a class. We can see that classes are defined

based on properties, not otherwise as we do in the Class-Based Model.

In RDBs, classes are tepresented by telations. For example, a relation called Book contains the
information of things that are in the class Book. However, not every relation represents a class but a
relation may represent a mutual property. For example, a relation called “order” that includes two
foreign keys respectively from two relations Customer and Book. Classes, or entity types, are defined
by some attributes possessed by these classes. For example, one possible definition of books is
declared as book (ISBN, title, author, publisher, publish_year, price). There are two ways to

interpret the word “book.” One is using “book” as a type of a thing and the other is using “book”
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to refer a composite property (We call it a class-property hereafter) that is commonly possessed by all
books. If we use the second interpretation, we can see that the cass-property of book is defined by a
list of precedences between book and ISBN, title, author, publisher, publish_year, and price. For
example, if the thing is a book, it must possess the property of author, that is, the cassproperty of
book is preceded by the property of having an author. Therefore, at least we can say that the

precedences related to one class-property are the main part of the definition of the class.

Howevert, thete are two potential problems in the practice in RDBs. First, there is no way to
express that one class-property precedes one property. For example, if we assume that only books
have ISBN, the cass-property of book will precede the property of having an ISBN, that is, all things

that have ISBN are books.

Second, sometimes, a class-property does not have to be preceded by the properties that are used
in the declaration, as some instances in the class may not have some properties. For example, if we
assume that not all the books have ISBN, book is not preceded by ISBN. However, in the Class-
Based Model, even a book that does not have an ISBN will have an attribute of ISBN. This is one

of the main shortcomings of fixed classification.

To solve the second problem, we have to use the value of Null. However, a value of Null has two
meanings: inapplicable and unknown. In the example, the first means that the book does not have
an ISBN. The second means that the book has an ISBN, but it is not available right now for some

reason. This ambiguity causes many problems in the Class-Based Model. Wand et al. (1999)

provide a detailed discussion on this.




We can use other properties and their relationships with a specific property to define it. These
relationships ate what we call laws in the BWW-ontology. Precedence between properties is one

particular kind of such laws in the BWW-ontology.

Since listing the whole set is impossible theoretically, we have to identify the sub-sets of the entire
set of laws, which are sufficient or acceptable. However, a complete discussion of this point is
beyond this thesis. In this thesis, we shall only deal with the precedences in the property definition

because it enables the properties to be viewed as having the same meaning on a higher level.

Another aspect of a property may be the value type and domain of the property. However, we will

show that even this part is about precedence as well.

3.2.2 Property Value

For every attribute, we have to decla;e a data type for its value in RDBs. We need to know the real
meaning of a property value. In the previous example, suppose there is a book the price of which
is $50. The property of having a price of $50 is preceded by the property of having a price. In
other words, the property of having a price has a manifestation of having a specific price of $50 in
the instance. This is termed as value manifestation (Parsons and Wand, 2002), in which a generic

property can be manifested by a specific value.

As Parsons and Wand (2002) pointed out, manifestation can be considered a generalization of the
notion of value of a given (genetic) property, ot in other words, a preceded property can be viewed as
a value of a preceding property. In the previous example, if we take book as a property, one set of
possible value could be {novel, poem, drama and so on}. (This is done in RDBs by adding an

attribute called Type.) Obviously, saying that a novel is also a book is semantically clearer than
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saying that the book has an attribute of type, of which the value is novel. One practice that should
be noticed is that a value called “others™ is always put into the set of values in the similar situation
of the example, which represents all the other manifestations except those already in the set of

values. By doing so, the property can be fully manifested by the set of values.

Now, we can conclude the conditions that can make a set of properties be the value of another
property: 1) the set of properties must be preceded by the property, 2) the property must be fully

manifested by the set of properties, and 3) only one of the values manifested at a time in one thing.

Recalling Lemma 1 and Lemma 2, we can get the following two corollaries. Let A, B be two

properties and let X, Y be their set of values, respectively,
Corollary 3.3: If each value in Y implies at least one value in X, A precedes B.

Corollary 3.4: 1If A precedes B, each value in Y implies one value or a set of values in X. (Note

that we might not know which one.)

For example, let A and B be the properties of age group and age respectively, and let X be a set of
defined age groups and Y be a set of ages. If for every age, define at least one age group, then A
precedes B, that is, having an age implies belonging to an age group. If having an age implies
belonging to an age group, an age implies one age group or multiple age groups if the scopes of age

groups overlap each other.

These two corollaries are easier to use than the two lemmas. Corollary 3.3 enables us to find the
relationships of precedence between properties. Corollary 4 tells us that the inferences exist

between values of two properties.
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It is possible that there are more than one set of properties that can be the values of another
property. In practice, we can find that the same property may have different set of values from
different data sources, and sometimes even within the same source. For example, we can have
different definitions of age group. Oﬁe database may have the values such as toddler, teenager,
adult, and senior while another may have the values such as: less than twenty, twenties, thirties,

forties, fifties and greater than sixty.

There are two solutions to the problem of values from multiple domains. One is to allow different
value sets to co-exist. The result of this method is that there are different representations for the
same property and we can just treat them as different properties. In the above example, we just

have two propetties, both called “age group” and having different set of values.

The other solution is to assign a Standard Set of Values to a property and map values from
different domains to values in this Standard Set of Values by using some inference functions. The
problem of this solution is that there is not necessarily a mapping between two value sets.
Therefore, we have to make some compromise on the accuracy of inference. Since this problem is
due to the deficiency of the original data, it is beyond the scope of Semantic Integration. In the
example in the last patagraph, if the standard set of values of age group is the second one, but we
have a value of ‘adults’ in the first set of values, we cannot infer it to a value in the Standard Set of

Values.

Having such a Standard Set of Values for a property is also the key to solving another integration

problem, which we term Property Aggregation.




3.2.3 Property Aggregation

Some properties may have multiple manifestations in one thing while some properties do not. For
example, one can speak more than one language, but can only have one age. This problem is likely
to occur in particular when we integrate information from different data sources because more
than one manifestation of a property might exist. When we have two manifestations from two data
sources, we have to know how to deal with them. For the first kind of properties in the above
example, we can treat the manifestation as a set with two values. For the latter kind, we have to

decide some kind of rules to tell us how to transmute two manifestations into one.

In the above example, if we learn from two data sources that one speaks English and Mandarin,
we leave them separately. If we learn from one data soutce that one is 28, and from another that he
is 29, how can we reconcile them? One possible solution, or a guess, is to set up some rules, such
as to select the larger one under the assumption that the smaller one comes from the data source
where information is more likely to be outdated. Although such a guess might be wrong, it is a

trade-off that we have to make depending on the uses’ demand.

There are four possible relationships between two manifestations. Let m; and m, be two

manifestations of a property,

1) m, and m, come from the same domain, that is, they are the same type:

a. m, and m,can co-exist. For example, English and Chinese are two manifestations

of language skill from the same domain. A person can know both languages.

b. only one manifestation is allowed. For example, 27 and 28 are two ages and come

from the same domain. A person can only have one age at a time.
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2) m, and m,come from different domains, that is, they are different types:

a. m, and m,can co-exist. For example, driving and reading are two skills from two

different domains and one person can drive and read.

b. only one manifestation is allowed. For example, ‘youth’ and ‘teenager’ are two
manifestations of age group from two different domains. We may only allow one

manifestation for the interest of certainty.

For a specific property, there might be different rules in these four cases. For this reason, we might

need a resolution process to apply suitable rules for various cases.

We term these rules Aggregation Rules. Please notice that no-rule is one specific kind of
Aggregation Rule. No-rule means that the property can have multiple manifestations. For example,
one can speak multiple languages. A property can have more than one aggregation rule for
different situations. For example, the property “skill_level” may only allow one manifestation from
the same domain because only one level is possible in one domain while it may allow multiple
manifestations from different domains because one person can have a different level for a different
skill in a different domain. Some simple aggregation rules are no-rule, the maximum, the minimum

and the average. Of course, according to the usets’ demand, a property can have complicated rules.

One thing that needs to be emphasized is that property aggregation is different from the normal
meaning of aggregation in the field of databases. The latter means the aggregation among multiple

things while the former means multiple properties in one thing. We will elaborate upon this

difference in the next section.




3.3 Qﬁery and Information Integration

In the previous secton, we used the Property-Based Model and the theories of the BWW-
Ontology to explain some concepts in the field of databases, including class definitions, property
definitions and property values. In this section, we are going to use them to explain two processes:

queries and integrations.

In databases, a query means a process to retrieve information from databases. However, it seems
no clear theory exists to explain to what the retrieved information refers. In the words of BWW-
Ontologies, which things possess the properties represented by the information? Information
Integration can be consideted the process of integrating the results of queries from multiple data
sources. Therefore, we try to suggest a view of a quety in the context of how we can integrate

information in terms of the BWW-Ontology.

3.3.1 Query

Accotding to the aims and the results of queries, we distinguish three basic types of queries:
1) For one thing, to retrieve information about this thing;
2) For a set of things:
a. To make a new classification and tettieve information about things in the class;

b. To retrieve information about composite things composed of things already

represented in the data source.




Suppose that a university has a database that stores students’ information and every student has his
unique student numbet. A simple query to search for the contact information of a specific student
is the first type of quety. A quety to search for the age information of all sophomores in the
Commerce Department is the second type. This query actually makes a sub-class among all the

students in the university and the students in the sub-class must have certain common propetties.

A query to learn how many graduate students are female and are Canadian is the third one. Similar
to the second query, this query makes a sub-class first. It does not return information of all the
students in the sub-class, but looks for a composite thing that is composed by these students and
computes out an emergent property about the composite thing, that is, the number of its

components.

Normally, the third type of queries always involves an aggregation function. In the above example,
the aggregation function is to count the number of its components. We term this Composition

Aggregation. The differences between Property Aggregation and Composition Aggregation are:

1) The former happens in one thing, while the latter happens between a composite thing and its

components;

2) The former does not generate a new generic property, while the latter generates an emergent

generic property possessed by the composite thing; and

3) The former only happens to reconcile multiple manifestations when integrating information

from multiple data sources, so thete sometimes are no absolutely correct aggregation rules. The

latter has a strict rule within the definition of the emergent property.




Besides the three basic types, a quety can also be a combination of these types. For example, we
may want to know the number of students from each country in the Computer Science
Department. This query will be the combination of the second and third types. Thete are two
classifications: department and country. By the second classification, we find some composite

things and their emergent properties.

We can see that the second type is made of several queties of the first type plus one classification.
The third type is made of the second type plus composition. Upon this analysis, we come up with

the formal definition of query.

Definition 3.9: A query is to learn some information about things from data soutces, re-classify

them and learn some information of the composite things composed of these things.

3.3.2 Information Integration

From a certain point of view, Information Integration can also be regarded as one special kind of
quety, which targets on multiple data sources because it is also about things, re-classification and
composition. However, due to multiple data sources and multiple data format, Information
Integration involves its unique problems different from normal queries: 1) How to integrate
information from multiple sources about the same things, and 2) How to classify things that come

from multiple sources and have different sets of properties.

The problem of 1dentity
To address the first question, we have to solve first the problem of identity, that is, how we can

know that two sets of information are actually about the same thing. In theory, there is no general

way to learn a thing’s identity from its properties because our representations in Information




Systems about things are usually limited and it is usually possible that two different things have the
same properties. In practice, the problem is solved by assigning unique Identity, or primary key, to
everything. This practice reflects Principle 3.2 that no two things possess exactly the same set of

properties.

However, in the environment of multple databases, one thing can have different identities.
Although we can guess according to some properties (for example, we can say two records belong
to the same person if they include the same name and telephone number), there is no theoretically
cotrect way to reconcile different identities unless we can learn it from other sources. For example,
one company can ask a customer about his information in another company if we want to

integrate customer information of the two companies.

Although the approach that we will discuss in Chapter 5 can support easily non-precise ways to
decide the sameness of two things, we will assume that we can know from other sources that two
instances are the same instance because this is not the emphasis of this thesis. In fact, this is a

common, implicit assumption in the area of Information Integration.

The problem of identity also raises another issue: how can we identify composite things that are
found dynamically by queries? The answer is that if two composite things have the same
components, we can safely say that they are the same thing (Bunge, 1977). At the first glimpse, this
might appear wrong. Someone may argue that two things can compose into multiple composite
things. For example, one man and one woman can be a couple and at the same time, they are a
team in a work. However, this sentence is expressed in the manner of the Class-Based Model.
‘Couple’ and ‘“Team’ do not represent things themselves but represent properties. (In other words,

they are different classes to which the same composite thing belongs.) Therefore, we know that the
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same man and the woman are both a couple and a team. To speak it in a pure manner of the
BWW-Ontology, one thing that is 2 man and one thing that is 2 woman compose a thing that is

both a couple and a team.

The Problem of Semantic Heterogenedty
The second question is mainly about the problem of Semantic Heterogeneity, which is the main
issue of this thesis. Precedence of properties can play a major role in reconciling the semantic

meaning of different properties.

There are two main approaches to reconcile Semantic Heterogeneity: the bottom-up and upside-
down procedures, which cotrespond respectively. to translating queries by ontologies and

generating global schema by ontologies.

The former approach is looking for common general preceding properties on the side of
integration of the properties in the data sources. This bottém—up procedure deals with constructing
a common view for things from multiple data sources. For example, suppose that two schools in
one community want to integrate their students’ information to conduct a survey. In the survey,
they want to classify all the students into different age groups. One school stores the birthdays of
its students while the other stores their ages. Obviously, age group precedes age while age precedes
birthday. Based on these two precedences, we can get a common property of age group about all

the students in both schools and classify them by the common property.

The top-down procedutre looks for preceding properties on the data-source side of the properties
in the integration portion. The procedure deals with looking for things from multiple data sources

that belong to the class defined on the integration side. We may not really want to know all the
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specific properties; instead, we may be interested in some generic properties. In this situation, we
can use precedences to look for properties preceded by one generic property, and perhaps, we can
use property aggregation to get the value of the generic property. For example, one bank and one
credit card company may want to integrate their customers’ information to learn the total credit
that one customer has used. The bank may use properties such as mortgage, personal loan,
advance, etc., while the credit card company may just use the property of card balance. However,
all of them are preceded by credit. Therefore, we can just add them together and get the total credit

of one customer.

3.4 Summary

In this chapter, we have presented the Property-Based Model and the theories of the BWW-
Ontology and discussed some main constructs, including things, properties, attributes function,
law, class and composition of things. Next, two concepts in the Class-Based Model, class definition
and property value, were clarified in the terms of the BWW-Ontology and one new concept,
Property Integration, was presented. Finally, based on the previous discussion, we tried to analyze
two processes in Information Integration: queries and integration, and to provide an ontological
explanation of them in terms of the BWW-Ontology. In addition, two basic problems in

Information Integration were identified and addressed: the problem of identity and the problem of

Semantic Heterogeneity.




Chapter Four

THE PROPERTY-BASED MODEL

In this chapter, we formalize the basic part of the Property-Based Model based on the BWW-
Ontology and its implications that we presented in the previous chapter. When we develop the
model, we try to comply with the theoretical foundation while paying as little as possible attention
to implementation issues. The reason for this is that we believe a general approach should be
independent of most technical issues, which tend to change in the dynamic environment of

Information Technology.

The Property-Based Model is the representation model of things and properties suggested in the
BWW-Ontology. What we try to do is to express the Property-Based Model formally in the field of
Information Systems. This model is the basis of our approach. Only after using a uniform model
to represent things and properties in multiple data sources, we can start to consider the feasibility

of integrating information from them.

We start with presenting the representation model of things, the representation model of
properties, and then combine these two models. Next, we deal with the definitions of properties,
or the semantics of properties. We use precedence as the basis of the definition model of

propetties. Finally, we provide the whole concept of properties and precedence to help readers

understand the topics better.




4.1 Thing Representation

The first step of the Property-Based Approach is to represent one domain of interest in the
Property-Based Model. According to Postulate 3.1 in the BWW-Ontology, the world is made of
things that possess properdes; which suggest the following representation model of thing. The

model is adapted from the definition of things by Bunge (1977, p.111).

Representation Model I: Let t be a thing, p(t) be the collection of its propetties, p;, --.,p, € p(t)

then the thing together with its properties is represented as <t, p(t)> ot <t, py, ...,p,>-

Figure 4-1: Representation Model I

Legend:
@ Thing
o Property

> Possess

Figure 4-1 illustrates the representation model I of a thing. According to Principle 3.2, no two
things possess exactly the same set of properties. However, since our representation of the wotld
can never be complete and thorough, the basic model cannot ensure Principle 3.2. Therefore, we

have to introduce another construct, Identity.

4.1.1 Identity

One of our daily practices is that we usually identify something by one unique combination of
propetties. For example, we may refer to a thing in a box (Here the box is viewed as our domain of
interest) as “the red ball.” Both “red” and “ball” are identities because there may be other colours

such as “blue,” or other objects, such as “cubes.” If there is only one red ball in the box, we can

identify the identity easily.




However, we can never guarantee that the scope of a property or a set of properties has only one
thing, that is, only one thing possesses this property or this set of properties, especially when the
environment of the domain is dynamic. For example, in the above example, the way to identify the
red ball in the box can be totally fine if there is only one red ball. Nevertheless, if we put some red

balls into the box, the original way of identification will not work anymore.

Therefore, we have to make an arbitrary solution for this. We assign a unique value to each thing’s
Identity Property. We can call such a value an identity, or global identifier (Parsons and Wand,
2000). This reflects the practice that in databases, we use primary key, tuple ID, etc. to identify
records. An identity can be viewed as an attribute representing all properties not otherwise
represented that can help us observe that a certain thing is distinct and make the set of its

properties unique.

This solution is not contradictory to the argument of Wand et al. (1999, p.502) that Principle 3.2
“implies that keys are unnecessary attributes in conceptual modeling. Indeed, it makes clear that keys are simply
implementation mechanisms. Thus, key attributes have no informative role in a functional schema nor in a conceptual
model of a domain.” Contrarily, with the argument, we can see that this solution is simply an arbitrary
mechanism to use our limited tepresentation model to represent the unlimited world. By doing so,

we can also achieve some advantages in implementation.

Now, we have a refined representation model of things and properties. Figure 4-2 illustrates the

Representation Model II.

Representation Model II: Let t be a thing, ID be all identities that things can possess, id = ID(t)

€ ID be an identity possessed by t and that no other thing possesses, p(t) be the collection of its




propetties, p;, ...,p, € p(t), then the thing together with its properties is represented as <t, ID(t),

p(t)> or <t, id, py, ...,p,>-

Figure 4-2: Representation Model 11

Legend:
(3 Thing
@ Property
O Identity

. Possess

Since one identity is possessed by only one thing according to the definition of an identity, it is safe
to let the identity be a surrogate designating the existence of a corresponding thing (Parsons and

Wand, 2000). So our representation model can be modified as follow.

Representation Model III: Let t be a thing, ID be all identities that things can possess, id = ID(t)
€ ID be an identity possessed by t and that no other thing possesses, p(id)=p(t) be the collection
of its properties, p,, -..,p, € p(id), then the thing together with its properties is represented as < id,

p@d)> or <id, py, ...,.p,>-

Figure 4-3: Representation Model I1I

Legend:
o Property
<> Identity

— Possess (Implication)

In Figure 4-3, we can see that an identity is paired with other properties. This kind of pair

relationship is in fact some kind of “implication” between identities and properties too, similar to
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precedence between properties. That is if we know an identity, we can “imply” what properties the

thing with the identity possesses based on the information stored in a database.

All of the three representation models of thing reflect the same idea and they can be used in
different situations. The first model is the basis for the other two. The second one can be used
when one thing has muldple identities, for example, when we integrate information from multiple
sources. The third one can be used in the situation where there is only one identity for one thing,

such as in a local database.

4.1.2 Property Representation

In the practice of Information Systems and Databases. (e.g- Relational Databases (RDB)), the basic
data item is comprised of an attribute name and a value. The former is what we call meta-data
because it defines the meaning of the value. This data item can be described by a predicate
(attribute), A(x), where A is the attribute name and x is a value. When A(x) is true, the data item
attains the value x. We call this representation Basic Attribute (BA). Such a BA is useless until we
assign it to something (ot in other words, it refers to something). Suppose that t is a thing that a

BA, A(x), refers to, we denote A(t, x). We may call this assigned BA.

A BA can represent a general property (Postulate 3.2), which we have not assigned to a certain
thing. It is a predicate and when it is true, there is at least one thing that possesses the
cotresponding property. For example, if student(master) is true, there are master students. An
assigned BA can represent a specific (ot assigned) property (Postulate 3.2), which is possessed by a
specific known thing, It is also a predicate and when it is true, the referred thing possesses the

corresponding property. For example, student(James, master) is true only when James is a master
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student. Please note that in the rest of the thesis, if we use A(x), we are talking about a general

property, and if we use A(t, x), we are referring to an assigned property.

Our goal is to utilize the theory of properties and their precedences to reconcile information about
properties of things of intetest. Since the smallest unit of information in Information Systems is a
data item, which is represented in the form of BA, our goal is to reconcile BAs. The key to our

approach is that we assume BAs are attributes that represent properties.

Someone may argue that there are other attributes than BAs in Information Systems. For example,
suppose that in 2 RDB we have a table So/f with three columns, Product; Shop and Cost. The table
can be represented as a general attribute, Sold(Product, Shop, Cost), and a specific record in the
table is a specific attribute, eg. Sold(DVD-player, Futureshop, 150). The former attribute
represents a general property that a product is sold at a price in a shop, while the latter a specific
one that DVD-player is sold at 150 in Futureshop. However, this is not an individual data item
because it is composed of three date items (BAs), which are Product(DVD-player),
Shop(Fututeshop) and Cost(150). The problem with this decomposition method is that the three

BAs cannot express the original meaning until they are put together in the “sold” attribute.

Rubin (2002) used the theory of property and property precedences to develop a data structure
that can represent all attributes (suggested in Postulate 3.2) by using BAs. He defined three kinds
of property views: low-level, middle-level and high-level. The last two kinds are based on the first
one, the low-level propetty view. The low-level property view includes an intrinsic property with
one valué, which is cotresponding to a BA. However, when he developed this data structure, he

did not consider any issues of information integration. Therefore, we cannot use this data structure
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directly in this thesis. More research effort will be needed to incorporate Rubin’s data structure

into the Property-Based Approach proposed in this thesis.

We will also mention briefly in Section 6.1.2 a different method to transform other attributes into
BAs, which is based on Bunge’s notion of Unarization (Bunge, 1977, p.70). Another possible way
is ‘to use other theoties in Bunge’s Ontology, such as Association Theory and Assembly Theory

(Bunge, 1977) to develop a representation model that needs BAs only.

A data item (the smallest information unit) is in the form of BA, and as mentioned above, there are
potential ways to transform other attributes into BAs. Since our purpose in this thesis is to
integrate information rather than to solve the problem of representing properties, we will

concentrate on BAs in this thesis when developing the Property-Based Approach.

4.1.3 Representation of Thing and Property

From now on in the thesis, we only use BAs to represent properties in our model, that is, A(t, x) or
A(x), where t is a thing and x can be a value or a thing. Again, A(t, x) represents an assigned
property that we have associated with a certain thing, whereas A(x) represents a general property
that we have not. We re-define the tepresentation model III by putting the representation of

propetties.

Representation Model V: Let t be a thing, ID be all identities that things can possess, id = ID(t)
€ 1D be an identity possessed by t and that no other thing possesses, p(id)=p(t) be the collection
of its properties, p,(d, x), ...,p,(d, x,) € p(id) whete x;(i=1, ..., n) can be a value or an identity,
then the thing together with its properties is tepresented as <id, p,(id, x,), ...,p,(d, x,)>, or <id,

P1 (xl)’ . 'apn(xn)>’ or <p1(ids Xl)) . ':pn(ida Xn)>'
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We can illustrate the representation model V in two ways as shown in Figure 4-5. For example, we
may represent a student as: <James, age(29), gender(male), major(MIS), course(Commo633> or,

<age(James, 28), gender(James, male), major(James, MIS), course(Cpsc534)>.

Figure 4-5: Representation Model V

Legend:
@ Property
< Identity
A Value

Legend:
- Generic Property
< Identity
A Value

In fact, the example reflects two implementation strategies. In the first exampie, we may store an
identity and properties together (or there are links between the identity and properties), which is
just similar to a r;icord in a table in RDBs. In the second example, we can pair an identity and a
property together and store it as a unit. Therefore, we do not have to store these units at the same

place and we can bind them by an identity dynamically. This is just as we join several tables

together in RDBs.

The second diagram looks very similar to the RDF (Resource Description Framework) model
(Lassila et al., 1999). In the RDF model, an identity is called Resources, a property Predicate, and a

value Object. An object in the RDF model can be a data or another resource, while a value can
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also be a data or another identity. The similarity between our model and the RDF model does give
a strong technical support for the future use of the Property-Based model. Unfortunately, the RDF
model is being used in the way to support the Class-Based model currently because the semantics

of the model are misunderstood.

Up to now, we have discussed representation models to represent things and properties in the
Property-Based Model. These models provide us with a foundation to achieve Semantic
Interoperability because: 1) the models are simple, general and flexible enough to support any
situations, while we do not lose their ontological sense; and 2) currently, we only use a simple and
uniform format to represent properties, the Basic Attribute (BA). The next step towards Semantic

Interoperability is to let computers “understand” the meaning of attributes.

4.2 Define the Semantics
For computers to “understand” the semantics of properties, they should be able to exchange the
semantics of properties first and then compate these semantics to determine the similarities,

differences, and relationships between properties.

Based on the contents of the previous chapter, we define formally the semantics of properties. As
we discussed before, the semantics of a property can be defined by its relationships with other
properties, or laws. We have discussed one particular kind of law, Precedence and pointed out the
relevance of Precedence in the semantics of properties. In fact, precedence plays a specific and
unique role in the semantics. It is Precedence that enables us to infer common semantics at a high

level from two properties that are considered as different at a low level, which is the ultimate goal

of Semantic Integration. Thus, we define the Property-Precedence Semantics as the following.




Definition 4.1: Let p be a property, O(p)={o,, ..., 0,} be all preceding properties of p, and Q(p)=

{qi, ---» 9} be all preceded properties of p, Q(p)NQ(p) is the Property-Precedence Semantics of p.

While we use attributes to represent propetties, we use implications between attributes to represent
precedences between properties. Thus, we can imply one attribute from other attributes because of
precedences between properties. Based on the definition of property-precedence semantics, we

define the semantics of attribute in the following sections.

In our representation models, we only have BAs, such as A(x). Cotresponding to two kinds of
propetties; intrinsic and mutual properties, we have two kinds of BAs: namely intrinsic attribute
A(x) where x is a non-identity value #, such as a number, a string, etc., and A(x) where x is an
identity # To distinguish them, from now on, we use A(v) as an intrinsic attribute and A(t) is a

mutual attribute. We define them in two slightly different ways.

4.2.1 Intrinsic Properties (Attributes)

First, we notice that in our representation model IV of properties, there are two parts: the
attribute’s name and a value in the attribute. For example, age(29) has a function name of age and a
value of 29. We term the property represented by the former Generic Property and the property
represented by the latter Specific Property (Parsons and Wand, 2002). One thing that should be
emphasized is that there is a special value called “Nu/.” This happens when a thing possesses the
generic property, but not a specific property. The generic property is represented as A(Null).
Therefore, we still have a uniform format to represent properties, which is A(x). For example, we

represent the property of having an age as age(Null) instead of age() or age.
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The difference between generic properties and specific properties is relative. In theory, any specific
property can be a generic property if we can give it a name and it has only one value “Null.” We do
not use this method because it is very inefficient in Information Systems. Furthermore, the
arrangement of representing a propetty in a way of a property name and a value make a value as
glue between a preceding property and its preceded properties (more in section 4.6.1). That is, a
generic property at the lowe.r level can be a manifestation, or a value, of another generic property at
the higher level. For example, being a mammal can be a generic property with values, such as

horse, dog, etc., while it can be a value of the generic property of animal.

Therefore, according to the property-precedence semantics of an intrinsic property, we can define
the semantics of the corresponding BA by using its implications with other attributes. Please notice

that a BA A(x) or A(Null) is a predicate, with only two values, True or False.

Definition 4.2: Let A(v) be an intrinsic attribute (a BA), where A is a the name of the attribute, v
€ {null, V} is a value, and V is the Value Set (the domain) of the attribute, the semantics of the

attribute A(v) is defined as three kinds of implication with other attributes:

1) A®) implies B(x,), ..., B,(x,) where Bis an attribute name, x; can be a thing or a value
and i=1, ..., n

2) A() is implied by C,(x)), ..., C,(x,) where C is an attribute name, x; can be a thing or a
value and i=1, ..., n;

3) A(v) implies A(Null).

For example, being a master’s student is represented as student (master’s), whose semantics is

defined at least by the following three implications, cotresponding to the three kinds of implication
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in the definition 4.2. Please notice that on the left side of the table, an underlined statement is a

b

ptoperty, while on the right side, “student” is A, “tuition” is B;, and “program” is C, in the

Definition 4.2.

Properties and Precedences Attributes and Implications

1 If one is a_master student, he will pay a | Student(master) = tuition(1000)

tuition 1000.

2 | If one is in the program of MSc in MIS, he is | program(MSc_in_MIS) > student(master)

a master student.

3 If one is a master student, he is a student. Student(master) -> student(null)

Table 4-1: An Example of the Semantics of Intrinsic Property (Attribute)

4.2.2 Mutual Properties (Attributes)

For a mutual attribute, the value cannot be Null because Null is not a thing. For example,
marry(Null) has no meaning. We can compare it with an intrinsic attribute marital_status(Null),
which means one has a marital_status, but the status is not yet known. Thgs, we can define the
semantics of a mutual attribute as follows, according to the property-semantics of the

corresponding mutual property.

Definition 4.3: Let A(t') be a mutual attribute (a BA), whete t* € T” is a thing, T” is a set of things,
A is the name of the attribute, the semantics of the attribute A(t) is defined as two kinds of

implication with other attributes:

1) A(t) implies B (x,), ..., B,(x,) where B;is an attribute name, x; can be a thing or a value and
i=1, ...,
2) A(Y) is implied by C,(x,), ..., C,(x,) where C is an attribute name, x; can be a thing or a

value and i=1, ..., n.
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For example, one person marrying James (the property p) is represented as marry (James), whose
semantics is defined at least by the following three implications, corresponding to the two kinds of
implication in the definition 4.3. Please notice that on the left side of the table, an underlined
statement is a property, while on the right side, “marry” is A, “relative” and “status” are B;, and
“husband” is C,in the Definition 4.3. The second example shows us a situation when an intrinsic

propetrty precedes a mutual property.

Properties and Precedences Attributes and Implications
1 If one marries James, she is a relative of James. marry (James) > relative(James),
2 If one marries James, her status is married. marry(James) = status(martied),
3 | If one has a husband named James, she marries | husband(James) = marry(James),
ames

Table 4-2: An Example of the Semantics of Mutual Property (Attribute)
4.2.3 The Whole Picture of Property and Precedence

We summarize what we have discussed about precedence in the following statements:

1) Precedences enable us to infer from a property to another property, that is, from a more
specific meaning to a more general meaning, thus enable us to integrate information from
multiple sources by looking for the common meaning of properties.

2) We use Precedence as the foundation to define the semantics of properties.

3) Precedences relate properties together.

The first two statements are directly related to Semantic Interoperability. The first one enables us

to view properties (in different sources) that seem different, to be considered "same" at a higher

level, while the second provides us a way to define the semantics of properties. Actually, we are




using Precedences to define the so-called relative semantics, i.e., what one property means with

respect to another. Indeed, this is the core of Semantic Interoperability.

For the last statement, which can give us a better understanding of precedences, we present the
whole picture of how all the properties atre related together by precedences in Figure 4-6. The

explanation and some simple examples follow the figure.

Figure 4-6: The Whole Picture of Property and Precedence

Legend:
@ Property
<> Identity

> Precedence

- Properties 0oL o .. Findinadata
source

OID(1234567)

At the bottom of the picture, there are identities that surrogate things. These things can exist either
in physical reality or only in someone’s mind as long as we can perceive and identify them as
specific objects (Wand et al,, 1999). Given an identitly, we can find what properties are possessed
by the thing surrogated by the identity based on the information that we store in databases ot other
data sources. For example, if an identity ID(1234567), which is a surrogate of a thing, is paired
with a property represented as student(master) in a database, we know ID(1234567) is a master

student.
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In the big cloud, we have all the properties, which are linked by precedences. For example,
student(master) may be preceded by enrolling in a program. Each property has at least one down
route to an identity. This feature indicates that properties cannot exist by themselves and must be
possessed by things. We can learn at least part of the semantics of a property by knowing its
“position” in this “cloud.” We integrate information about two properties by looking for the

common part of semantics they may have, i.e., they have the same preceding property.

Thus, to enumerate the precedences in the cloud is the first step to define the semantics of
properties. Although in the practice of databases implies some precedences implicitly, especially
when declaring classes and their attributes, it still lacks an explicit way to declare them. The reason
is that. common database approach did not treat classes and attributes as the same notion.

Therefore, in the next chapter, we will deal with this problem first.

4.3 Summary

In this chapter, we have developed and formalized in detail the basic part of the Property-Based
Model to represent things and their properties. We first presented the representation models of
things. We then discussed how to represent properties in Information Systems. We suggested the
Basic Attribute (BA) as the major method to represent properties in current Information Systems.
Therefore, for the purpose of this thesis, all the properties are assumed represented by BAs in the
Property-Based Model. In addition,lwe defined formally the semantics of properties and the

corresponding attributes (BAs). Finally, we presented the whole picture of properties and

precedences that link properties together.




Chapter Five

THE PROPERTY-BASED APPROACH TO INFORMATION INTEGRATION

Based on the Property-Based Model, the BWW-Ontology, and their implications, we develop the

Property-Based Approach to integrating information from multiple sources in this chapter.

First, we develop a tool to desctibe precedences between properties, and the result is called the
Property Precedence Schema (PPS). We can use PPS to define the semantics of properties. Next,
we will discuss some issues of creating a global PPS, by which we can achieve Semantic

Integration, and suggest a procedure to create a “global PPS.”

Finally, we develop another tool, the Instance Function, to facilitate integration process. We add
two features in the Instance Function, Expansion Feature and Conjunction Feature, which

facilitate the inference of Property Precedence and Property Aggregation respectively.

5.1 Represent Precedences

Properties are represented by Basic Attributes (BAs) in our representation model. Whereas A(t, x)
represents an assigned property, A(x) a general property (section 4.1.2), where t represent a thing,
and x represents a thing or a manifestation. We can describe precedence using the following

notation.

Let A and B be two BAs representing two properties, and x, and x, represents a thing or a value.

Notation 5.1: If the property represented as A(x,) precedes the property represented as B(x,), we

denote the precedence as: B(x,) 2 A(x,).




Example 5.1: birthday (1973-01-30) = age (29).

Please notice again that this is only a notation. However, there is an implicit function, which is

from x, to x,. We term it Precedence Function, which we will define later (Section 5.1.2).

5.1.1 Property Precedence Schema (PPS)

In this section, we discuss the way to build a schema using the above notaﬁons. We call such a
schema Property Precedence Schema (PPS). In our representation model of properties, thete are
two kinds of properties represented in two ways: genetic properties (the name of attribute) and
specific properties (values in a value set) (Section 4.3.1). Therefore, we have to describe them

correspondingly. Between generic properties and specific properties, there can be four situations:

1) Between two generic properties;
2) From a genetic property to a specific propetty;
3) From a specific property to a generic propetty;

4) Between two specific properties.

Figure 5-1: Four Kinds of Precedences

Legend:
mammal
@ Property
*
*e . D A set of Specific
¢ Properties -
vertebrate p Precederice(s)

Precedence between a
genefic property and
its value



Example 5.2: 1) mammal (Null) = animal (Null), 2) mammal (cat) = animal (Null), 3) mammal

(Null) = animal (vertebrate) and 4) mammal (horse) = animal (vertebrate).

In Figure 5-1, we illustrate the ways we represent precedences in those four situations respectively,
which are the four arrows in the middle. We list four examples here to illustrate these four

situations, respectively in Notation 5.2.

5.1.2 Precedence Functions

In the third situation, however, there are usually a set of specific propetties, which are preceded by
one genetic propetty. For example, all birthdays in 1973 are preceded by the age of 29. Similatly, in
the fourth situation, there is usually a group of precedences between two sets of specific properties.
If we can define a mapping function to express those precedences For example, all possible

birthdays are preceded by one age.

These mapping functions are a straight and efficient way to express precedences, so it seems
necessary and useful to add it into our formal representation of precedence. We call these mapping
functions Precedence Functions. One thing that should be mentioned is that precedence functions

only happen in intrinsic properties, where x is a value.

Definition 5.1: A Precedence Function is a function, such as F: X, 2 X, where A(X;) and B(X,)

are two attributes, X, and X, are two subsets of the value sets of A and B, respectively.

Example 5.3: F: D > N, De {All dates by today} and A€ {all integers}. This function computes

a date to a number and is the Precedence Function between two attribute, birthday(D) and age(IN).

61




Notation 5.2: If there is a Precedence Function F: X, 2 X between A(X;) and B(X,), we denote
these precedences as: B(X,) 2 A(X,), where A(X,) and B(X,) are two attributes representing two

sets of properties, X, and X, are two subsets of the value sets of A and B, respectively.

Figure 5-2: Two Examples of Precedence Functions

Legend:
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Example 5.4: birthday(D) = age(N), De {all birthdays}, Ne {all ages} (shown in Figure 5-2.).

The Precedence Function is shown in Example 5.3

Figure 5-2 illustrates two examples of Precedence by using Precedence Function. The left one is
from a set of properties to one property, while the right one is from a set of properties to another

set of propetties.

5.1.3 Some Special Cases in PPSs

In this section, we want to analyze some special cases that could happen in a PPS.

The first case happens when all values (manifestations) of a generic property are preceded by
another generic property, which also means that the first generic property itself is preceded by the

second one (recall Lemma 3.1 or Lemma 3.3 in Chapter 3). Therefore, there are two ways to
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express this in PPSs (Example 5.5 and Figure 5-3). Obviously, the second way is more efficient and

enjoys clearer semantics.

Figure 5-3: The First Special Case in PPSs
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Example 5.5: 1) mammal(X) 2 animal(Null), X& {all mammals}, and 2) mammal(Null) -

animal(Null). (G1: animal, G2: mammal, and S1 and S2 are their values, respectively)

The second case is allso about two equivalent expressions, a§ illustrated in Example 5.6 and Figure
5-4. One rough explanation of the first example can be that a property is preceded by a set of
properties, a new user of PPSs may be confused about its meaning. Does this mean that the
ptoperty can be preceded by any property in the set, or that all properties precede the pgoperty?
After more consideration, we will find that the former is indeed not a precedence because we atre
not sure which one property in the set precedes the property. The answer is the latter, that is, if
one thing possesses the property, it must possess all the properties in the set. In fact, the number
of propetties in the set is usually limited. For this reason, if convenient, we suggest the use of a

second way to represent this by enumerating all the precedences between them, as shown on the

right in Figure 5-4.




Figure 5-4: The Second Special Case in PPSs
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Example 5.6: 1) mammal(monkey) 2 eat(X), Xe {fruit, vegetable, leaf}, and 2) mammal

(monkey) = eat(fruit), mammal(monkey) = eat(vegetable), mammal(monkey)=> eat(leaf).

In a PPS, there might be many redundant precedences, such as the two examples in Example 5.7.

The two examples are illustrated in Figure 5-5. (The dashed arrows are redundant precedences.)

Figure 5-5: Two Examples of Redundant Precedences
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Example 5.7: 1) mammal (X) - animal (vertebrate), X {all mammals}, so mammal (Null) =

animal (Null) is a redundant precedence (Lemma 3.1 or Lemma 3.3). 2)primate(Null) =
mammal(Null) and mammal(Null) = animalNull), so primate(Null) => animalNull) is a

redundant precedence.

Redundant precedences usually give us shortcuts between properties, which could mean more

efficient in implementation and more importantly, could capture more meaningful semantics.

Therefore, my argument is that as long as users think they need a shortcut, we can always add it.




The fourth case happens when two properties can precedes each other, which means that their
scope is the same, or that every thing that possesses one property of them must possess anothet
one. We term this precedence Co-Precedence, which is represented by a two-headed arrow. Such

two propetties are concomitant properties (Bunge, 1977) in the BWW-Ontology.

Figure 5-6: an Example of Co-Precedence
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Example 5.8: taition (Null) > status (student) and status (student) > tuition (Null). This means

all students pay tuition while all who pay tuition are students

We have introduced all basic pattetns and some special cases possibly occurring in PPSs. We can
express complicated situations by using these patterns. In the next chapter, we will provide an

application to implement PPSs.

5.2 Generating Global PPS

Until now, we have discussed the tepresentation models to represent things and properties, the
method to define the semantics of properties, and a tool to describe precedences between
properties. We can use them to model a domain of interest. These issues are mainly on the local
side, i.e., the side of data source. However, before we can integrate information, we should achieve
Semantic Integration first, that is, to know the meaning of the information from the global point

of view.
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As we pointed out in the last section, a PPS of a domain is actually an (at least partial) Information
Systems ontology, describing the schema of one domain. One way to achieve Semantic
Interoperability is to create a global schema generated by an integrated ontology (Hakimpour and
Geppett, 2001). In our approach, all we have to do is to integrate local PPSs from multiple data

sources to create a global PPS.

Although a global PPS will not differ from local PPSs in the syntax and expressions, there are
indeed different issues and considerations between them. The way to create a local PPS is
straightforward, mainly including finding out what information is needed according to the users’
demand, determining necessary properties to model the domain and describing the precedences

between these properties. In contrast, a global PPS has its unique concerns.

We identify three main differences between a global PPS and a local PPS:

1. Global users might have different points of view from local users’ points of view. For
example, from the viewpoint of a faculty in a university, someone is a professor while

someone is a lecturer. However, from the university’s point of view, all of them are staff.

2. The global side has to deal with multiple local PPSs, between which there might be
conflicts, so the global side has to reconcile local PPSs. For example, two local PPSs could

use the same atttibute name to represent two different properties.

3. The global side does not have direct control on data so they have to make some

compromises. For example, a local side may use a categorization that cannot be mapped

directly into the categorization used in the global side.




The first two differences cause a modelling problem, which we term Domain Problem. After
discussing the Domain Problem, we will suggest a general procedure to create a global PPD to

cope with the differences.

5.2.1 Domain Problem

In the field of Information Integration, we usually refer to a domain that collects and integrates
information from other domains as a super-domain, while these other domains are referred to as
sub-domains. A super-domain does not necessarily include all properties in its sub-domains, while
it can include properties other than those in its sub-domains. Therefore, a super-domain is not
simply an addition of its sub-domains. Furthermore, from the viewpoint of the users in a super-
domain, it may assign a different attribute to a property from that to the same property in its sub-
domains. For instance, in the domain of loan department in a bank, they say something is a loan.
However, from the viewpoint of the accounting department, which is the domain of all the

departments in the bank, a loan is considered an asset.

Therefore, my argument is that every domain exists independent of other domains and can stand
by its own. That means that the existence of a super-domain is not due to the existence of its sub-
domains. For instance, the accounting department is independent of other departments in a
company. The argument implies that we do not create properties in one super-domain by using
properties from its sub-domains; instead, properties in one domain exist by themselves, while

preceding or being preceded by properties from other domains.

Since a PPS is a schema of a domain, a global PPS refers to a schema of a domain corresponding
to some local PPSs of its sub-domains. A global PPS is not just a simple aggregation of local PPSs.

It is in fact a reflection of the view of global users about the entire domain containing several small
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domains, just such as a local PPS reflecting the view of local users about its local domain. A global
PPS is connected with its local PPSs by precedences, but does not contain its local PPSs.
Furthermore, a global PPS can also be a local PPS of another global PPS on a higher level. Figure

5-7 illustrates the relationship between local PPSs and a Global PPS.

Figure 5-7: Local PPSs and Global PPS

Legend:
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One thing that should be eméhasized is that it is quite possible for a property in a local PPS to
precede a propetty in its global PPS, as shown by the dashed arrow in Figure 5-7. For example, in
the case study in Chapter 7, if a flyer enjoys some privileges in Star Alliance (the global side), he
will also enjoy the corresponding privileges in a specific aitline (local side), which is a member of

Star Alliance.

The global side might not be sure whether two properties from two local sources are the same (the
same semantics and the same value domains) or not, and the global side needs to know where

properties come from and determine different Aggregation Rules for them. Therefore, we use an
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arbitrary solution, which is to create new properties in a global PPS as the preceding properties of
properties from local PPSs. By doing so, we can also trace back easily from the global side to the
original data sources. We can use a naming method to differentiate properties for local PPS: add
source name before the name of the properties from local sources. (This is only a technical issue.)
For example, we can rename a property “name” from UBC as “ubc.name” and rename a property
“last name” from SFU. In the global PPS, we may add a property called “name,” which precedes

“ubc.name” or “sfu.last_name.”

5.2.2 A Procedure to Create a Global PPS

As we pointed out above, a global PPS does not contain local PPSs but connects with them. We
do not always need every property of local PPSs in a global PPS. A global PPS should reflect
global users’ needs first and then consider how to connect to local PPSs. The connections between
a global PPS and a local PPS define the way that we can retrieve information from the local
sources using a global view. Therefore, in the following, we introduce a general procedure to

develop a global PPS upon multiple local PPSs according to the demand of global users.

1. Find out what information is needed according to the needs of users on the global
side, determine necessaty properties to model the entire domain and describe the

precedences between these properties.
2. Go through local PPSs one by one and for each local PPS
a. Assign a source name to the local PPS (This is only a technical point);
b. Look for properties that can be preceded by the properties in the global PPS;

" ¢. Add relevant precedences between them in the global PPS, using the naming

method of adding source names before properties from the local PPS;

d. Check if there is any property in the global PPS that does not have at least one

route of precedences to the local PPS. If there is one, make sure that there is
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indeed no way to infer from any properties of the local PPS to it. (This means
that such a property is of no intetest in the integration, or in other words, we

cannot learn the information of the property from the available local sources.)

e. For each propetty in the global PPS, determine the Aggregation Rules for it,

based on what properties it precedes and its semantics.

Please note that this procedure can only be done manually by users or experts in the global
domain, who know the semantics of both a global PPS and local PPSs. More research is needed on

the methodologies to generate an integrated global PPS from local PPSs automatically.

5.3 Instance Function

In this section, we develop and formalize the Instance Function to facilitate the integration
process. An Instance Function is a tree-like structure, representing an instance by putting all
information from multiple sources together, which can facilitate two inference procedures: one is

for Property Precedence and the other for Property Aggregation.

5.3.1 Basic Instance Function

The Instance Function is actually developed based on the representation model of thing and
propetty. Recall that we have two representation models of thing: Representation Model II and III
(section 4.1.1). The difference between them is that in the Representation Model III, identity is a
surrogate of a thing, which means, only one identity is allowed in one thing. Therefore, this model
is very suitable and efficient within one data source because there is only one identity needed in

one data source.

However, this is no longer true when we integrate information from multiple data sources, that is,

we have a multiple-identities problem. Therefore, we use the Representation Model II, which is
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general enough to cope with this problem. We can formalize the Basic Instance Function

according to the Representation Model II as the following,

Definition 5.2: A Basic Instance Function is defined in a predicate function named INSTANCE,
such as INSTANCE{ID(d)), ..., ID@d,), P,(x), ..., P.(xy)}, where m>1, n>1, ID() represents
Identity Property, id,, ..., id,, are identities, P, ... P, are BAs representing properties, and x,, ..., X,

are values or identities that are surrogates of things. -

Figure 5-8: The Basic Instance Function
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Example 5.9: INSTANCE{ID(s1.student.number.12345),  ID(s2.resident.SIN.1234567),
givenname(James), surname(Bond), gender(male), live_in(Canada)} is such a Basic Instance

Function representing a student.

Note that in this model we can consider Identity Property as a generic property named “ID” while
an identity is a value of the generic property ID. Besides, in our approach, we will combine two
sets of information from two data soutces that are about the same thing so we have to put

different identities under one thing, as shown in Figure 5-8. Please note, we assume that we have a

way to know this is the same thing (Section 3.3.2).




Furthermore, we need to differentiate these identities by their sources. Therefore, in the example
5.9, we can see a solution for this. We put the source name (e.g. s1, s2), table name (e.g. student,
resident), attribute name (e.g. number, SIN) before each identity, to make the unique on the global
side and to keep the sources’ information. Please also see more about this in the application of the

Property-Based Approach in the next chapter (Section 6.3.1).

Upon this model, we add into Basic Instance Function two features, Expansion Feature and

Conjunction Feature, to support precedence and property aggregation.

5.3.2 Expansion Feature and the Inference of Precedence

The first feature, Expansion Feature, allows us to link together two properties, between which
there is a precedence. In the following Definition 5.3, the reason that x is no long needed is
because there is an implicit Precedence Function that will help us compute x from x’. Usually, a
Precedence Function is defined in a PPS. More discussion about this is after the following

example.

Definition 5.3: If the property A(x) precedes the property B(x’), that is B(x") 2 A(x), denote this

by A*B(x’) in an Instance Function. We call this Expansion Feature.

Example 5.10: INSTANCE {ID(12345), Name*first_name(James), course*required(Comm633)}
(shown in Figure 5-9). (“Name” and “Course” are A, “first_name” and “required” are B, “James”

and “Comm633” are x’ in the Definition 5.3)
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Figure 5-9: Expansion Feature in the Instance Function
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Since this feature puts two properties into the order of the precedence between them, it enables us
to facilitate the inference procedure of precedence directly in an Instance Function. For example, if
we have some thing such as age_group*age(16) in an Instance Function, we will know the propetty
age(16) must be preceded by some property age_group(x). The problem is now how to compute
out x. It is simple. We just go back to the relevant PPS, where we store the precedence information
between age and age group. Suppose in the relevant PPS, there is a Precedence Function, from
which we know F: 16 = teenage, we will infer from age_group(agel6) to age_group(teenage).
Therefore, we can use the inference of precedence to collapse all the nodes under one property

into its value.

Definition 5.4: In an Instance Function, if a property represented as A*B(x’) (Expansion Feature)

and a Precedence Function F: X’ = x, we can infer A(x) from B(x). We call this the Inference of

Precedence and denote it as A*B(x’) = AF X)) = A(x).




Figure 5-10: The Inference of Precedence
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Example 5.11: age*birthday(1973-1-30) = age(birthdayToAge(l 973-1-30)) = age(29). (where A is

age, B is birthday, and birthdayToAge() is a Precedence Function from birthday to age.)

Note that Expansion Feature can be used between two intrinsic properties, between two mutual
properties, and between one intrinsic property and one mutual property as well because

precedences can exist in these situations.

Example 5.11 is between two intrinsic properties. An example between two mutual properties is:
relative*brother(James) if brother(James) - relative(James), or, program*course(comm633) if
course(Comm633) > program(MIS). An example between one intrinsic property and one mutual
property is: marital_status*husband(James) if husband(James) = marital_status (married), or
spouse*marital_status(martied) if marital status(married) = spouse(ﬁull), where spouse(Null)

means one has a spouse, who is not known now.

5.3.3 Conjugation Feature and the Inference of Property Aggregation
The second feature, Conjugation Feature, allows us to join two property nodes together if both of

them have the same attribute name, and are just under the same node in an Instance Function.

Definition 5.5: In an Instance Function, if A(x)), ..., A(x,) ate under the same node, denote this

by Alx,, ..., x,]. We call this Conjugation Feature.




Figure 5-11: Conjugation Feature in the Instance Function
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Example 5.12: INSTANCE{ID(60981016), ID(2027610), Name(James), Name(Bond),
Course(Comm633), Course(Cpsc534)}, which meané that James Bond takes two courses,
Comm633 and Cpsc534. Using the Conjugation Feature, the Instance Function is,
INSTANCE(ID[60981016, 2027610], Name{James, Bond], Course[Comm633, Cpsc534]}. The
last propetty represented by Course is mutual property, while comm633 and cpsc534 are identities

of two courses (Figure 5-11).

By Conjunction Feature, multiple values have been put together, thus we can facilitate the

inference of aggregation directly in an Instance Function.

Recall that a property aggregation (section 3.2.4). We use the aggregation rule of a property to
aggregate multiple values into oné value. For example, we may want to know the entire income of
a person from two sources. His salary for his main job is 80,000 while he has a second job with a
salary of 5,000. Therefore, his whole salary is 85,000. Another example, suppose we learn from
one source that one’s age is 29 and from another source, he is 30, we will take 30 as his age if the

aggregation rule is to get the maximum value.

Definition 5.6: An Aggregation Function is a function, such as F: {x,, ..., x,} = x where n>1,

Ax), ..., A(x,), A(x) are attributes (predicates), and x;, ..., X,, X are values of A.
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Example 13: Max: {S} = N, S is a set of numbers and N is the maximum number in the set S. It
is an Aggregation Function of age(N) if we take the maximum age as one’s age from several

different ages.

Definition 5.7: In an Instance Function, if there are multiple attributes A(x,), ..., A(x,) that we put

into A[x,, ..., X,], we can infer A(x) from them based on an Aggregation Function F: x,, ..., x, 2 x

(n>1). We call this the Inference of Property Aggregation and denote it as A[ﬁ(l, oo X = AX).

Figure 5-12. An Example of the Inference of Property Aggregation
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Example 14: age[29, 30] = age(30), if we choose the Aggregation Function shown in Example 13.

Please notice that the value can be a set of values. For example, if we have skill[write, drive] in an
Instance Function, and the aggregation rule is to form the values into a set, we will have the

property skill({write, drive}).

We can also aggregate mutual properties together. For example, if we have brother[James, Bill] in
an Instance Function, we will have the property brother({James, Bill}). However, this requires us
to compose a new composite thing of things related by these mutual properties. In the example,
James and Bill compose a new thing that may be called brothers. Further discussion on the

implications of composition is beyond the purpose of this thesis.
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5.3.4 Complete Instance Function
In a Basic Instance Function, properties are in the format P(x), which is not enough to represent
the two features, Expansion Feature and Conjugation Feature. Therefore, we need a flexible

format of representation, which is Property Function,

Definition 5.8: A Property Function is defined in the format of an n-ary function, such as P[x,,
veny X ¥X4y -0, ¥X,], Whete 021, x, ..., x, are values, or identities that are surrogates of things, and

X1 -« o> X, ate other Property Functions.
Example 5.15: age_group[adults, *age(40), *birthday(1963-1-1)] is such a Property Function.

A Property Function contains the Expansion and Conjugation Features and thus can facilitate the
Inference of Precedence and Property Aggregation. By using Property Functions, we can formalize

the Complete Instance Function according to the full-featured Instance Function as the following.

Definition 5.9: A Complete Instance Function is defined in a predicate function named
INSTANCE, such as INSTANCE{ID[id,, ..., id.], PF,, ..., PF,}, where m21, n>1, ID represents

Identity Property, id,, ..., id,, are identities, and PF,, ... PF, are Property Functions.

We give one richer example to illustrate the whole idea of the Instance Function thoroughly.

Example 5.16: INSTANCE{ID|gss.student.number.12345, comm.student.phone.8225555],
Name[*gss.first_name(James), *gss.l_name(Bond), *comm.full_name(J.Bond)], Course
[*comm.required(Comm633), *commu.selective(CPSC534)], program[*ubc.program(MSc),

*comm.divisionMIS)]}.
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Figure 5-13: An Example in the Instance Function
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In the example, the data is coming from two data sources, which are ‘gss’(graduate student society)
and ‘comm’(commerce). The first identity is from a table called student and an attribute called
number in the source ‘gss’, while the second is from a table also called student and an attribute
called phone in the source ‘comm’. The source information is embedded in the identities after the

integration. The properties coming from local sources have the prefixes indicating their sources.

5.4 Summary

The primary idea for achieving Semantic Interoperability in the Property-Based Approach is to
look for a common preceding property of two properties so that we can view these two properties
as having the same generic meaning. In this chapter, we developed two tools, PPS and Instance
Function, to fulfill the idea. They are two main components of the Property-Based Approach to
integration information. PPS helps us to define the semantics of property, whereas Instance

Function help us integration information by the inference of Property Precedence and by Property

Aggregation.




Chapter Six
PRACTICAL ISSUES OF THE PROPERTY-BASED APPROACH

In this chapter, we discuss briefly three practical issues that are related to the Property-Based
Approach. The discussions about them are rather suggestive and should not be taken directly into
implementation. The purpose is to show feasibility of the Property-Based Approach and to

support the case study illustrated in next chapter.

The first issue concerning us is the way to transform the data in the Class-Based Model into the
data in the Property-Based Model, so that we can utilize the vast amount of information stored in
popular databases, such as Relatonal Databases (RDBs) and Object-Oriented Databases
(OODBs). The second issue is regarding a possible way to impleni‘ent Property Precedence
Schema (PPS). The third issue focuses on implementing Instance Functions to facilitate the

integration process by using XML.

- 6.1 The Property-Based View

To transform the data in the Class-Based Model to the data in the Property-Based Model we need

to build a mapping between attributes of both models, which we call the Property-Based views.

Most of the attributes that are used in the Class-Based Model are basic attributes, i.e., in the format
of A(). Therefore, we can usc them directly in the Property-Based Model. For example,
name(James), age(30), and course(Comm633) are such kind of attributes. They represent basic
intrinsic properties or binary mutual properties. However, we have to worry about at least two

problems. First, whereas every instance in the Class-Based Model belongs to a class, we do not
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have an equivalent counterpart in the Property-Based Model. Second, they can represent some
binary mutual properties with values (one kind of high-order properties) in the Class-Based Model.

This is usually represented in RDB by a table with two foreign keys and some other columns.

6.1.1 Classes

As we have discussed before (Definition 3.2), a class is a set of things possessing the same
property. Thetefore, we can just replace a class with a‘property in the Property-Based Model. That
is to assign an attribute to every instance in a class. In practice, we can just take the class name as
the attribute name usually with a value Null. Figure 6-1 shows an example of transforming the data

from the Class-Based Model to the Property-Based Model.

Figure 6-1: An Example of The Transformation Process
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1. Ina RDB, we have a record, student(ID(12345), name(James), course(Comm633));

2. In the Property-Based Model, we add one more attribute student(Null) to it. Its Instance
Function will be, INSTANCE {ID(12345), student(Null), name(James),

takingCourse(Comm633)}.

Therefore, we can list the mapping between them in the Table 6-1. Since the mapping changes our
view on the data, we call the mapping the Property-Based View. As we can see, by using the

Property-Based view, we can have a renaming feature. Thus, we can rename the attribute to a more
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meaningful one, such as takingCourse in the example. We will actually use it in the case study in

the next chapter.

The Property-Based Model The Class-Based Model
student(Null) The class of Student
name() : name( )
takingCourse() course()

Table 6-1: An Example of The Property-Based views

6.1.2 High-order Attributes

In RDB, we sometimes have a binary mutual attribute with a value. For example, a customer
orders a product at some date, which is possibly represented in a RDB by a table, such as
order(customerID, productID, date). There is at least one way to transform it into several basic

attributes.

The method is to use the same technique used by Bunge, which is called Unarization (Bunge, 1977,
p-70). The basic idea is to freeze some arguments in the attribute and move them to the part of
attribute name. For example, suppose we have a record in the table order, such as order(James,
DVD, 2003-1-1). We may transform it into two basic attributes: order_dateyy(James, 2003-1-1)

and order_date,

james

(DVD, 2003-1-1). Obviously, the first attribute represents a property possessed
by James, while the second represents one possessed by the product DVD. Although it might be
unwieldy to use order_date,,, and order_date,,, as attribute names, it is legitimate because the
choices of attribute names are quite arbitrary in our daily life. For example, we use both Canadian

and Citizenship of Canada. To put them in attributes, it will be such as Canadian(James),

Citizenship,,,,4,(James).
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We admit that this method will become “ugliet” when we deal with higher order attributes.
However, since we are dealing with Semantics Integration, we are satisfied by the ability of the
method to transform every kind of attribute into basic attributes. Certainly, how to make it feasible
will be another intetesting research topic. In addition, we may have better methods later to do this.

Therefore, we leave this problem for further research.

6.2 Implement PPSs
In this section, we discuss a general method to implement PPSs. From the viewpoint of

implementation, we can divide precedences into three types:

1. Between a generic property and its values (which is actually the domain of an attribute, e.g.

a generic property Student has two values: undergraduate and graduate);
2. A single precedence (e.g. from being a student to having a student number);
3. A mapping function (a bunch of precedences, e.g. from birthday to age).

The first type is defined in the definition of generic properties and is done automatically after we

set up a Property-Based Database (PBDB) or other databases.

Generally, the second type can be enumerated in a binary table with two columns: one is preceded
property and the other preceding property. However, we use a property name and a value to
reptesent a property, so we need four columns to store them. For example, in a university, a

student must have a student number while others can have a student number too because they

were students before. The generic property, Student, has the values of Undergraduate, Master,




Ph.D. and Null. The precedence is exptessed as student(Null) 2 student_number (Null). (Please

notice that these are two generic properties, whose values are Null.) The table will be:

Preceded Generic Preceded Preceding Generic Preceding
Property Value Property Value
Student Null Student Number Null

Table 6-2: Precedence Table (I)

The third one, which is about 2 mapping function, is more complicated. It involves four factors at
most, which are preceded generic propetties, preceded value set, preceding generic properties, and
preceding value set. The value set can be the entire set of values or a subset of values. The
mapping function has only one variable, which can be any one in a preceded value set and returns
one in preceded value set of another property. An inverse function is also needed. The inverse
function may return a set of values. Since these functions can be independent of properties, these
functions are reusable. Based on this analysis, we can use a table with six columns to enumerate

these mapping functions.

For example, we take two generic properties: birthday and age. Obviously, age precedes birthday
and between their values, there is a2 mapping function. We can express the mapping function as the

following:

Preceded Generic | Preceded Preceding Precedin | Preceding | Preceded

Property Value Generic Property | g Value | Function | Function

Birthday the entire | Student Number the entire | age(B) bi@day(A)
value set value set

Table 6-3: Precedence Table (II)




The preceding function, age(B), returns an age according to a birthday B, while the preceded
function, birthday(A), returns a set of dates of birth according to an age A. There are two ways to
express a set. One is a list of all values, while the other is to give a range, such as between Jan 1%

1973 and Dec 31%, 1973.

Obviously, we can express the first four-column table in the second six-column table by ignoting

the last two columns of mapping functions. We can call such a six-column table to implement a

PPD a Precedence Table.

6.3 Implement Instance Functions
Since XML is becoming a standard format of information exchange in Information Systems, one
benefit of implementing Instance Functions by using XML is that this application of the Property-

Based Approach will be easily adapted into the current technology.

As we can see in the previous chapter, an Instance Function appears in the form of a tree.
Therefore, it is straightforward to use XML to express an Instance Function, that is, we can use
“Instance” as the root element of an Instance Function, use all the property names as the tag name
of its relevant elements and use values as the contents of their above elements. Certainly, because
the root name makes no difference in the semantics of an Instance Function, we can use other

names, (e.g. thing, entity and whatever is reasonable for users), as the root name.

6.3.1 Identities
In the last chapter, we mentioned that we need to differentiate identities by their sources.

Furthermore, as discussed in Section 5.2, we may use primary keys as identities. However, in

RDBs, it is possible that two primary keys from two tables can have the same value and even the




same attribute name. Therefore, we may need source name, table name and attribute name to

make an identity unique when we integrate information from multiple sources.

A possible solution is to add these three names before the identity by using the following format:
SourceName. TableName AttributeName Attribute) alne. For example, suppose that UBC stores student
information in a table of Student and its primary key is Student_Number, a student with a student

number of “60981016” will be identified as “UBC.Student.Student_Number.60981016”.

Please note that this solution does not intend to solve the issue of a universal ID, but to make an

identity unique and keep the information of its source.

6.3.2 Represent a Set of Things
First, an Instance Function (IF) exptesses only one thing and its properties. However, we usually
want to include a set of things in one XML file instead of only one thing. This can be achieved

easily, by adding a root element to hold all the things in the set, as shown in Figure 6-2.

Figure 6-2: The Structure of XML File of Instance Functions

Root

Y

There are several ways to name a root element. One way is to use the source name. This is
especially suitable when a data source return the results to the global side so users can know where
the information comes from. For example, when we retrieve information about people in UBC, we

can use UBC as the root name. Another way is to select a class name for the set of things. This is
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suitable when global users collect information from multiple data sources. The name may be given
by the users. For example, we may use “Students” when we retrieve information about students
from some schools. Of course, we can use other naming methods and add attributes in the root

element to provide more information about this set of things.

To avoid potential ambiguities, we suggest to keep the format strictly through the whole process of
integration, namely that the nodes at the second level will be the roots of Instance Functions.
Technically, we can always add elements above and claim that the father element is a super-set of
several sub-sets represented by the son elements. For example, we may want two sets of people,
Undergraduates and Graduates, under a super class Students. However, this practice might be
problematic if we Waﬂt to know exactly where the root of an Instance Function is. Furthermore, it

seems pointless to express super-sets and sub-sets in the integration process.

6.3.3 The Hint Attribute

The second issue occurs in the situation where users on the global side may not know the mapping
functions between properties from the local sides and those from the global side. Therefore, we
must have a mechanism to transfer the information from the local side to the global side. One
possible solution is to add an atttibute called “Hint” in a son element and the attribute’s content is
about the mapping function from the son element to its father element. The content could be a

pointer to a mapping function or just a “hint” to tell the users about the inference process.

For example, suppose a university assigns an odd number to a male student and an even number
to a female student. However, on the global side, the users might not know this. Therefore, the

data source in the university can use a Hint attribute to indicate the mapping function. Suppose
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that the Property Function in the Instance Function is gender*number(123456), which can be

inferred to gender(female), we can put it in the XML format in the following:

<gender>
<number Hint= “odd: male, even: female”>123456</ number>

</gender>

The above example is about Precedence Function. Certainly, we can also add other HINT
attributes to express useful description about properties, including Property Aggregation, to
facilitate information exchange and integration. For example, we can put into one HINT attribute

the statement that if somebody has different academic degrees the highest one prevails.

Before finishing this section, we want to conclude the usage of XML in expressing Instance

Functions into five expression rules:

1. The root element represents a set of things or instances.

2. An element at the second level represents an instance.

3. The lower elements represent generic properties (including Identity Property).

4. The content of an element is the value of the generic property that the element represents.

5. Attributes provide additional information about the corresponding elements to indicate the
rules of integration.
6.4 Summary
In this chapter, we discussed three issues of the Property-Based Approach. First, we presented a
method to build a Property-Based view on a Classed-Based data sources. Second, we presented the

way to express a Property Precedence Schema (PPS). Finally, we used XML to express Instance

Functons and suggested some expression rules.




Chapter Seven

THE INTEGRATION PROCESS AND A CASE STUDY

Up to now, we have already discussed the representation models, with which we can model a
domain into the Property-Based Model. We have formalized and presented the notation to build
an IS ontology, ot data schemas (PPS), upon both local data sources and the global side. We have
formalized and defined Instance Function to facilitate the information integration from multiple

sources. We also have discussed some application issues.

In this chapter, we provide a general idea of the integration process in the Property-Based
Approach by using all we have discussed, including PPSs and Instance Function. Generally, the
integration process in the Property-Based Approach is to build Instance Functions according to

both global and local PPSs.

Along with the introduction of the integration process, we conduct a case study, which can help
readers to understand the integration process. Therefore, we first introduce the background of the

case and then introduce and demonstrate the integration process.

7.1 The Background of the Case

The case is extracted from a real business situation, where fourteen independent airlines try to
cooperate with each other under the Star Alliance (SA) by combining their Frequent Flyer
Programs (FFPs). For the purpose of this thesis, we made some modifications on their

requitements of cooperation, which make the case more interesting. To simplify the case, we only

select two FFPs, Aeroplan of Air Canada (AC) and Mileage Plus of United Airlines (United), as the
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subjects of the case study. According to their business information, we create one mini-RDB
(where there is only one relation) for each of them, which we believe is enough to demonstrate the

Property-Based Approach.

AC and United have their own FFPs. A flyer’s status in a FFP is determined by two factors:
mileage and the number of segments (one-way). For example, in AC’s Aeroplan, if a flyer has more
than 100,000 miles or more than 150 segments, his status will be Super Elite. In United’s Mileage
Plus, if a flyer has more than 100,000 miles or more than 100 segments, his status will be Premier

Executive 1K. Table 7-1 shows the details.

FFP’s Miles or Segments (one-way) FFP Status

>=100,000 miles or >=150 segments Aeroplan Super Elite
(<100,000 and >=35,000 miles) or (<150 and >=60 segments) | Aeroplan Elite
(<35,000 and >=18,000 miles) or (<60 and >=30 segments Aeroplan Prestige

all the rest Aeroplan Normal

>=100,000 miles or >=100segments United’s Premier Executive 1K|

(<100,000 and >=50,000 miles) or (<100 and >=60 segments) | United’s Premier Executive
(<50,000 and >=25,000 miles) or (<60 and >=30 segments) United’s Premier

all the rest United’s Normal

Table 7-1: Determine FFP Status by FFP’s Miles or Segments

A flyer that holds a status in a FFP can enjoy some privilege services. For example, a flyer with

Aeroplan Super Elite can access the lounge. Table 7-3 shows the details. Before it, Table 7-2 shows

the abbreviation we use for these privilege services.




Privilege Services Abbreviations
Lounge Access LA
Extra Baggage Allowance EBA
Priority Airport Check-in PAC
Priority Baggage Handling PBH
Priority Boarding PB
Priority Reservation Waitlist PRW
Priority Airport Standby PAS
Table 7-2: Abbreviations of Privilege Services
FFP Status FFP Privilege
Aeroplan Super Elite LA, EBA, PAC, PBH, PB, PRW, PAS
Aeroplan Elite LA, EBA, PB, PRW, PAS
Aecroplan Prestige PB, PRW, PAS
Aeroplan Normal none

United’s Premier Executive 1K

LA, EBA, PAC, PBH, PB, PRW, PAS

United’s Premier Executive

LA, EBA, PB, PRW, PAS

United’s Premier

PB, PRW, PAS

United’s Normal

none

Table 7-3: Determine FFP Privilege by FFP Status

The aitlines cooperate with each other in the SA network by first converting a flyer’s FFP status to
a Star Alliance Status, which can be Gold or Silver. For example, both Aeroplan’s Super Elite and
United’s Premier Executive 1K will be converted to Star Alliance Gold. Table 7-4 shows the

details.
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FFP Status SA Status
Aeroplan Super Elite Gold
Acroplan Elite Gold
Aeroplan Prestige Silver
United’s Premier Executive 1K Gold
United’s Premier Executive Gold
United’s Premier Silver

Table 7-4: Determine SA status by FFP Status

After determining the Star Alliance Status of a flyer from another FFP, we can decide which kind

of privilege services should be provided when the flyer flies within the Star Alliance. For example,

a flyer with SA Gold will have the privileges of Lounge, while a flyer with SA Silver cannot. Table

7-5 shows the details. (We modify a little in what privileges Star Alliance provides.)

SA Status SA Privilege
Gold LA, EBA, PAC, PRW, PAS
Silv_er PRW, PAS

Table 7-5: Determine Privilege Service by SA Status

After determining the privilege of the Star Alliance, one airline can decide which kind of privilege

services should be provided when the flyer flies with the aitline. Usually, the airline should provide

the same privilege services, if a flyer enjoys the privileges of the Star Alliance. For example, a flyer

with the privileges of Lounge Access of the Star Alliance will also have the privilege to access the

lounge of United Aaitlines. Table 7-6 show the details.
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SA Privilege FFP Privilege
Lounge Access Lounge Access
Extra Baggage Allowance Extra Baggage Allowance
Priority Airport Check-in Priority Airport Check-in
Priority Reservation Waitlist Priority Reservation Waitlist
Priority Airport Standby Priority Airport Standby

Table 7-6: Determine FFP Privilege by SA Privilege
We now assume that a flyer who tgkes part into multiple FFPs can combine all the miles or
segments of these FFPs to be able to get a higher status of Star Alliance than he could get through
any of his FFPs. In this case, we assume that 1 mile in Aeroplan is equal to 1 mile in SA while 1.2
mile in United is equal to 1 mile in SA. To facilitate this feature, two concepts have to be added:
SA_mileage and SA_segment, which become the connection between Star Alliance Status and
mileage or segment of a FFP. Table 7-7 shows the details. (Please notice that this feature is not

supported in the current Star Alliance. We changed it to make the case more interesting.)

SA Status SA_mileage or SA_segments
Gold >=35,000 miles or >=60 segments
Silver >=18,000 miles or >=30 segments

Table 7-7: Determine SA Status by SA_mileage or SA_segments

Both AC’s Aeroplan and United Mileage Club maintain a RDB to store information about their

flyers. Let us suppose further that their RDBs would be in the following:

AC’s Aeroplan:
Member{mem_no, mem_name, stat_mil, stat_seg);

United’s Mileage Plus:

Customer(num, name, mile, segment).




The definitions of the attributes in the two tables are quite straightforward, so we do not list them
here in the details. Nevertheless, we list all of the properties in the case in Appendix A, which

includes the properties that these attributes represent.

7.2. The Preparation for Integration
To support the Property-Based Approach to integrating information, we need: 1) two property-
based views on the two data sources; 2) one local PPS for each aitline and 3) a global PPS for the

Star Alliance.

7.2.1 The Property-Based Views
The following two tables are the two possible Property-Based views. We will use the attributes on

the left side in the case study.

The Property-Based Model The Class-Based Model
member(Null) the class of Member
identity() num( )
name() mem_name( )
mileage() status_mil()
segment( ) status_seg()

Table 7-8: The Property-Based View for Aeroplan

The Property-Based Model The Class-Based Model
customer(Null) the class of customer
identity() mem_no()
name() name( )
mile() mile( )
segment segment( )

Table 7-9: The Property-Based View for United
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7.2.2 Two local PPSs

According to the information provided in Section 7.1, we draw two PPSsvfor Aeroplan and United
respectively. Appendix B shows the corresponding Precedence Tables. In the interest of brevity,
we do not indicate the value sets in the PPSs, which are self-evident. In Appendix A, we can find
the definition of properties used in the case. Please refer to Section 5.1.1 for the meaning of the

legends used in the following diagram (Figure 7-1).

Figure 7-1: Two Local PPSs in Aeroplan and United

’ acroplan.Privilege

*
R4

o SA Privilege

2

XStatus
[ ]

Mileage

Aeroplan

’united.PriviJege
.
*

SA Privilege

R4

Mile

United

On the left of each PPS, thete are three uncontained nodes, which represent three generic
properties while there are three ovals, which represent three Standard Sets of Value of these three

generic properties. The two atrows between ovals represent two mapping functions between two
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Standard Sets of Value or Precedence Functions. Therefore, there is no need to express single
precedence in the situation where we have Precedence Functions, such as Aeroplan Super Elite

preceding more than 100,000 miles.

Similarly, the right of each PPS expresses a Precedence Function from Star Alliance privileges to
privileges of local aitlines, Aeroplan and United. Please notice this is the situation where properties
in a local PPS (United) precede properties in a global PPS (Star Alliance) (also see the discussion in

Section 5.2.1).

7.2.3 The Global PPS
We draw the Global PPS for the case in Figure 7-2 according the information provided in the
section 7.1 with the information provided in Appendix A. The corresponding Precedence Tables

are shown in Appendix B.

At the top of the Global PPS, there are three nodes connected by two-headed arrows. As we
discussed in Section 5.1.3, they are concomitant properties and the precedences are co-

precedences. For example, 2 member in Aeroplan must be a flyer in Star Alliance and vice vetsa.

One thing that should be emphasized is that some details are not shown in both the local PPSs and
the global PPS. They ate compressed into Precedence Functions, which are listed in Precedence
Tables in Appendix C. These Precedence Functions are illustrated in bold arrows. Although we do
not list all precedences in detail in the diagram, we can still get the idea about the way the

propetties in the domain precede others.
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Figure 7-2: The Global PPS in Star Alliance
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The above PPS shows how a PPS illustrates the relevant semantics of properties clearly and

effectively. Taking United Mile for an example, we know that miles in United also mean miles in
Star Alliance, which could imply some status of Star Alliance. Then a SAstatus determines the
privilege services that should be provided. Thus, we leatn the semantics that some miles in United
may help a flyer earn some kinds of privilege. If we put all such kinds of semantics into words, we

could have several pages and eventually the semantics would be buried into words.
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7.3 The Integration Process
We first list the main steps in the integration process in the Property-Based Approach. There are

two procedures:

1. The main procedure, which controls the whole process of query on the query side and
build up an Instance Function for each relevant instance using the data retrieved from data

sources, and

2. 'The sub-procedure, which is a recursive function to build up a Property Tree for a

préperty according to the global PPS and/or the local PPSs.

The sub-procedute is a recursive sub-procedure that is called by both the main procedure and the
sub-procedure itself. These two procedures are very general and quite inefficient when
implementing them as is. More optimization problems in implementation should be researched
before we can use this general algorithm in the Property-Based Approach. The demonstration of
the following two procedures will be in the next section with a case study. Therefore, readers may

wish to read these two sections together.
Main Procedure of Integration:

1. A user express a query in the form of a basic Instance Function: PATTERN({P,(x,),
..oy P (%)}, where n>1, P, ..., P, are BAs, x,, ..., X, are values or identities. We call it a
Pattern Function, which is in fact to request a class (a set) of instances that possess all

these properties.

2. For each P(x), i=1, ..., n, run the sub-procedure of building Property Trees for it;

(Please notice that during the procedure, Property Trees are always bound together
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with identities: INSTANCE{ID(id), PT;}, where i=1, ..., n, j=0, ..., m, m is the
number of things possess the property represented by Pi(x) in all data sources.)

3. According to identities, put properties under one INSTANCE{} if they are about the
same instance. For each an instance, put together property trees if they are about the

same P,(x)) by using the Conjugation Feature of Instance Function.

4, For each instance, use the inference model of precedence and property aggregation to

computer X;.

Sub-procedure of building Property Functions

1. After receiving P, and according to both the global and the local PPSs, get all the
preceded properties Py(x)), ..., P,(x,) the property P(Null) might have, and put them in
the form of P*[P,(x,), ..., P,(x)];

2. for each P,(x):

a. if P(x) does not have preceded properties, retrieve all instances that satisfy

P,(x) from the corresponding data source;
b. run the sub-procedure of building Property Trees for P(x);

3. For each instance retrieved from data sources, return an instance function with

identities and properties retrieved, INSTANCE {ID(d), P*[P,(x,), ..., P,(x,)]}.

7.3.1 Demonstrating the Integration Process with the Case
Suppose that we want to know what kind of privileges a flyer could enjoy in United Airline. Some

sample data in the two FFPs is listed in the Table 7-10a and 7-10b.

mem_no mem_name stat_mil stat_seg
1234 B. Gates 18000 20
5678 J. Bond 10000 5

Table 7-10a: Data in the local sources (Aeroplan)

98




num name mile segment
11 Bill Gates 21000 15
2222 James Bond 24000 8

Table 7-10b: Data in the local sources (United)

We demonstrate the integration process in the following tables. In the tables, main.1 means the

first step of the main procedure.

United.privilege*SA.privilege*SA.status*SA.mileage*
united.mile (21000)}.
(illustrated in Figure 7-3)

‘Step# In the Case Comments

main.1 | Pattern{customer(Null), united.ptivilege(Null) } The pattern function means we
want to know anyone who is a
customer in United Airline and
his privileges.

main.2 | Instance {ID(united.customer.num.1111), For united.privilege(Null), we

call the sub procedure, i.e. subl,
which is demonstrated in Table

7-12 and get the results on the

Instance {ID(united.customer.num.1111),
United.privilege*SA.privilege*SA.status*united.status
*united.mile (21000)}.

left . All the results are returned
by subl while only the first two

are demonstrated in the Table

Instance {ID(united.customer.num.1111),
United.privilege*SA ptivilege*SA.status*SA.segment*
united.segment (15)}.

7-12.

We only list some of the results,

Instance {ID(united.customer.num.1111),
United.privilege*SA.privilege*SA.status*United.status

*united.segment (15)}.

which are about one person.
We will use these results to

demonstrate  the  following

Instance {ID(united.customer.num.1111),

united.privilege*united.status*united.mile(21000)}.

steps.

Instance {ID(united.customer.num.1111),

united.privilege*united.status*united.segment(5) } .

Table 7-11: Main Procedure (continued)




Instance {ID(Aeroplan.member.member_no.1234),
United.privilege*SA.privilege*SA. status*SA.mileage*
Aeroplan.mileage (18000)}.

Instance {ID(Aeroplan.member.member_no.1234),
United.privilege*SA.privilege*SA.status*Aeroplan.sta
tus*Aeroplan.mileage (18000)}.

Instance {ID(Aeroplan.member.member_no.1234),
United.privilege*SA privilege*SA.status*SA.segment*
Aeroplan.segment (20)}.

Instance {ID(Aeroplan.member.member_no.1234),
United.privilege*SA.privilege*S A status* Aeroplan.sta
tus*Aeroplan.segment (20)}.

Instance {ID(united.customer.num.1111),

customer(Null)}.

Instance {ID(Aeroplan.member.member_no.1234),

customer*SA . flyer*Aeroplan.member(Null) }.

For customer(Null), we call
another sub-procedure and get

the results on the left.

main.3

Instance {ID[united.customer.num.1111,
Aeroplan.member.member_no.1234],

customer[Null, *SA.flyer*Aeroplan.member(Null)],
United.privilege[*united.status [*united.mile(21000),

*united.segment(5)],
*SA.privilege*SA.status[*SA.mileage[*united.mile(210
00), *Aeroplan.mileage(18000)],

*united.status[*united.mile(21000),
*united.segment(15)],
*SA.segment[*united.segment(15),
*Aeroplan.segment(20)],
*Aeroplan.status[*Aeroplan.mileage(18000),
*Aeroplan.segment(20)]]]} .

Suppose we know
united.customer.num.1111 and
Aeroplan.member.member_no.
1234 represent the same
person, while the other two are

about different persons.
There are other two instance
functions, which we do not list

here for brevity.

(illustrated in Figure 7-4)

Table 7-11: Main Procedure (continﬁed)'




main.4

Instance {ID[united.customer.num.1111,
Aeroplan.member.member_no.1234], customer
(Null), United.privilege[*United.status[normal,
normal], SA.privilege*SA.status[*SA.mileage[17500,
18000], *united.status[normal, normal],
*SA.segment[15, 20], *Aeroplan.status [Preéitge,
Normall]]}.

({llustrated in Figure 7-5)

Instance {ID[united.customer.num.1111,
Aeroplan.member.member_no.1234],
customer(Null),
United.privilege[*SA.privilege*SA.status[*SA.mileage
(35000), *united.status (normal), *SA.segment (35)),
*Aeroplan.status(Presitge)]] } .

(illustrated in Figure 7-6)

Instance {ID[united.customer.num.1111,
Aeroplan.member.member_no.1234],
customer(Null),
United.privilege*SA.privilege*SA.status[Gold, Silver,
Silver]}.

(illustrated in Figure 7-7)

Instance {ID[united.customer.num.1111,
Aeroplan.member.member_no.1234],
customer(Null), United.privilege[LA, EBA, PAC,
PRW, PAS]}.

(llustrated in Figure 7-8)

By using the result in main.3,
We list four middle steps along
with  the inference  of

precedence  and  property

aggregation.

Table 7-11: Main Procedure
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The following table include four sub-procedures, which are four invocations of the same

procedure, but are called by different procedures. They are in fact recursively called from main to

the first invocation, from the first to the second, from the second to the third, and from the third

to the last one in one recutsion.

First invocation of Sub procedure: (called by main)

Comments

SA.ptivilege => united.privilege

Step# In the Case
1 united.privilege*SA privilege(Null)
2 Instance {ID(united.customer.num.1111),
SA.privilege*SA.status*SA.mileage*united.mile
(21000)}.

Instance {ID(united.customer.num.2222),
SA.privilege*SA.status*SA.mileage*united.mile
(20000)}.

Because  SA.privilege is
preceded by other properties,
call a new sub-procedure for
SA.privilege(Null), ie.  the
second, and get the result

shown on the left side

3 Instance {ID(united.customer.num.1111),
United.privilege*SA.privilege*SA.status*SA.mileage
*united.mile (21000)}.

Return the results on the left
side to main. The first Instance

Function is also fllustrated in

Instance {ID(united.customer.num.2222), Figure 7-3.
United.privilege*SA.privilege*SA.status*SA.mileage
*united.mile(20000)}.

Second Invocation of Sub procedure: (called by the first)

Step# In the Case Comments

1 SA.privilege*SA.status(Null))

SA.status = SA.privilege

2 Instance {ID(united.customer.num.1111),

SA status*SA.mileage*united.mile(21000)}.

Instance {ID(united.customer.num.2222),

SA status*SA.mileage*united.mile(20000)}.

Because SA.status is preceded
by other properties, call a.new
sub-procedure for SA.status
(Null), i.e. the third, and get the

result on the left side.

Table 7-12: Sub-Procedures (continued)
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3 Instance {ID(united.customer.num.1111), SA.privilege | Return the results on the left
*SA.status*SA.mileage*united.mile(21000)}. side to the first.

Instance {ID(united.customer.num.2222), SA.

priviledge*SA status*SA.mileage*united.mile(20000) }.

Third Invocation of Sub procedure: (called by the second)

Step# In the Case Comments

1 SA status[*aeroplan.status(Null), united.status(Null), | aeroplan.status = SA.status
*SA.mileage(Null), *SA.segment(Null)] united.status > SA.status
SA.mileage = SA.status
SA.segment = SA.status

2 Instance {ID(united.customer.num.1111), We select SA.mileage as the
SA.mileage*united.mile (21000)}. example. Because SA.mileage is
Instance{ID(united.customer.num.2222), preceded by other properties, call
SA.mileage*united.mile(20000)} . a new sub-procedure  for

SA.mileage(Null), i.e. the fourth,
and get the result on the left side.

3 Instance {ID(united.customer.num.1111), return the results on the left side

SA status*SA.mileage*united.mile (21000)}. to the second.

Instance {ID(united.customer.num.222.2),
SA status*SA.mileage*united.mile(20000)}.
Fourth Invocation of Sub procedure: (called by the third)

Step# In the Case Comments
1 SA.mileage[*aeroplan.mileage(Null), aeroplan.mileage > SA.mileage
*united. mile(Null)] united.mile > SA.mileage
2 united.mile(21000)) with the identity, We select united.mile as an
united.customer.num.1111. example. Because united.mile
united.mile(20000)) with the identity, does not have preceded
united.customer.num.2222. properties, retrieve the result on

the left from the RDB in United.

Table 7-12: Sub-Procedures (continued)
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3 Instance {ID(united.customer.num.1111),

SA.mileage*united.mile (21000)};

Instance {ID(united.customer.num.2222),

SA.mileage*united.mile(20000) }

Put the above data into Instance
Function and with identities.
Return the results on the left side

to the third.

Table 7-12: Sub-Procedures

Figure 7-3: An Instance Function for main.2
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After we retrieve all the information in two data sources, and put the information about the same

thing together, we will have completed Instance Functions about the potential qualified instances,

one of whose Instance Function is shown in Figure 7-4. We also express the Instance Function in

XML syntax in Appendix C.
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Based on these completed Instance Functions, we use the inference of precedence and property

aggregation (Section 5.3) to compute the results. We provide some examples to show the process.

Figure 7-4: An Instance Function for main.3

[Linstance
customer
SA flyer
IDENTITY United.Status nited.privilege
A
: United.Mile SA privilege Null Acroplan.member
QO O United.Seghent
AeroplanMe  United.Cust
mber.member omer.num.1 SA.Status A
Aerplan.Status SA_Segment
United.Status SA_Mileage
Aeroplan.S¢gment United. Mile United.Seégment
Aeroplan.Milage United. Mtile Aeroplaft.Mileage Aerofftan.Segment
A A\ A A\ /\ A A A
18000 20 20000 15 18000 21000 20 15

For example, the person has 18,000 Aecroplan mileages, which means his Aeroplan Status is
Prestige according to the local PPS of Aeroplan. He has 21,000 United Mile, which means that he
has 17,500 SA.Mileage (According to the Precedence Function, 21000/1.2=17500). We can also

infer other properties by the same method. The results are shown in Figure 7-5.
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Figure 7-5: The First Middle Result of main.4
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Figure 7-6: The Second Middle Result of main.4
Instance
IDENTITY ited.privi customer

SA.privilege

Aeroplan.Me United.Cust
mber.member omer.num.1
_no.1234 m

SA.Status

Aerplan.Status SA_Segment

Prestige Normal 35500 35

In the Figure 7-5, we can see that the person has two manifestations of Aeroplan Status, Prestige

and Normal. According the aggregation rule of Aeroplan.Status, we know his Aeroplan is Prestige,




which means that he holds a SA.Status of Silver. He also two values of SA.Mileage, 18,000 and
17500. According the aggregation rule of SA.mileage, we add them up and get 35,500 SA.Mileage,
which in turn means that the person’s SA.Status is Gold. The same is with other properties.

Therefore, we have the result shown in Figure 7-6 and Figure 7-7.

Figure 7-7: The Third Middle Result of main.4

Instance

IDENTITY ited.privi ustomer

SA.privilege

Aeroplan.Me United.Cust
mber.member omer.num.1 SA.Status
_no.1234 111
Silver Null Gold silver
Figure 7-8: The Fourth Middle Result of main.4
Instance

United.privilege
IDENTITY

Null

Aeroplan.Me United.Cust

mber.member omer.num.1
_no.1234 111

LA EBA PAC PRW PAS

Finally, the person has three manifestations of SA.Status. According to the aggregation rule of
SA.Status, we choose the highest one, which is Gold. Since the person’s SA.status is Gold, he can

| enjoy all of the privilege available in Star Alliance. However, when he flies with United Airline, he
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cannot enjoy the privilege Priority Boarding because United Airline does not provide the privilege.

The result is shown in Figure 7-8.

Similarly, we also get the other two Instance Functions, one of which is discarded because it does

not satisfy the requirement specified in the Pattern Function.

7.3.2 Discussion

In the case, the query actually starts from a local side (United), then goes to the global side (Star
Alliance) and, through the global side, goes to another local side (Aeroplan). After reaching
relevant information, the results are returned along the way back. We may think that a normal
integrating query should start from the global side to the local sides if we want to integrate the
information from the local sides, so we may say the quety in the case actually contains a normal
query. In fact, no matter where a query starts, it will follow the precedences expressed in both

global PPS and local PPSs to look for relevant information.

This leads to another observation. The difference between a global side and a local side is not
absolute but relative. Every side could be a global side of other sides if some properties on the side
precede some properties from others, while every side could be a local side of other side too if

some properties on the side are preceded some properties from others.

Thus, other approaches that treat global sides and local sides strictly may become complicated in

such situations. They are just too rigid and not as flexible as our approach.

In the case, we want to know the privileges that a specific flyer can enjoy. Much information, some

of which is even not from the local domain, can influence the property, or in other words, has the
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semantics of having privileges. We can surely retrieve much information from some data sources,

but the problem is how we know the information has the semantics that we want.

This is where precedences help us out. Thus, we know the mileage of one flyer in Aeroplan also
have some semantics in the privilege of United. In fact, one piece of information has several
different semantics according to the same property. For example, mileage in United has three
semantics through three routes in Figure 7.5. Furthermore, several semantics can be aggregated
into a new semantics. For example, mileage in SA comes from mileages in both United and

Aeroplan.

We can see that our concept of semantics has a broader sense than that of most of other
researchers in Information Systems. We understand semantics as what other propetties a property
implies (precedence) while others understand it as its superficial meaning. It is their limited sense
of Semantics that makes th.eir approach limited and rigid. We adopt the broad sense of semantics
and develop a much more comprehensive and flexible approach to achieving Semantic

Interoperability.

7.4 Summary

In this chapter, we introduced a general process of integration in the Property-Based Approach
along with a case study. The case illustrated the entire process of integrating information from two
data sources. We hope that the integration process and this case have given readers a

comprehensive imptession of the methodology and soundness of the Property-Based Approach.
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Chapter Eight

CONCLUSION AND FUTURE RESEARCH

This thesis aims at providing a practical approach to integrating information from multiple data
sources. To achieve this objective, we started the research from theoretical foundations rather than

from the practical and implementation aspects.

The theoretical foundation is Conceptual Modelling, that is, a set of theories about a proper
conceptual model of information. Since the information in one domain is our knowledge about the
domain, we are looking for a proper conceptual model of knowledge, which belongs to the arena
of Ontology. A specific ontology, the BWW-Ontology, has been adapted in the field of
Information Systems for more than a decade. In this thesis, we used the simple conceptual model
suggested in the BWW-Ontology and some research results developed on the BWW-Ontology to

formalize such a general approach, which we term the Property-Based Approach.

We first reviewed the relevant research areas in the fields of Information Integration, such as
Conceptual Modelling, Knowledge Representation, Knowledge Discovery, Semantic
Heterogeneity and Semantic Interoperability. In the review, two conceptual models were discussed.
One is the current dominant model, which we call the Class-Based Model. The other is suggested

in the BWW-Ontology, the Property-Based Model.

Then, we introduced the BWW-Ontology and some of its constructs. Most importantly, we

presented the core concept of the Property-Based Approach: Precedences between Properties. In
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addition, we discussed the meaning of two concepts; queries and information integration, and

explained their relevance in terms of the BWW-Ontology.

In Chapter 4, we presented the basic part of Property-Based Model, which includes representation
models of things and properties. For the purpose of this thesis, we chose Basic Attribute to
represent properties. We also defined formally the semantics of properties in the Property-Based

Model.

In Chapter 5, we presented the Property-Based Approach to integrating information from multiple
sources. The approach included two major parts. One is how to express precedences and the other
is how to facilitate the integration process. For the first part, we provided formal notations to
describe precedences in the Property Precedence Schema (PPS) based on these notations. For the

second part, we formalized and defined Instance Functions to facilitate the integration process.

Next, some practical issues have been considered. One issue is how to transfer information in the
Class-Based Model into information in the Property-Based Model. The next two issues were

implementing PPSs and Instance Functions.

Finally, a general integration procedure was introduced by using the Property-Based Approach. In

addition, a case study was provided to demonstrate the procedure.

8.1 Contribution

This thesis has made the following contributions:

1. We formalized the basic part of a conceptual model called the Property-Based Model in

Information Systems based on in the BWW-Ontology. The model is different from the




traditional model, the Class-Based Model. The main difference is that things are
represented before classification in the Property-Based Model while things are represented
through classes in the Class-Based Model. The main idea was suggested by Parsons and
Wand (2000) initially, and we elaborated on it in detail. We also suggested a way to

transform the data in the Class-Based Model to the data in the Property-Based Model.

2. The major contribution of this thesis is the development of a practical approach to
integrating information from multiple sources, based on Property Precedence otiginally
proposed by Parsons and Wand (2002). We also introduced another concept, Property
Aggregation. Property Precedence helps us to find the same general semantics of two properties

while Property Aggregation to aggregate two semantics of two properties into one.

The approach includes two main parts. The first part is to provide a model to define semantics of
properties, which can be used in other areas, such as Semantic Web. The second part related to the
integration process. We formalized the process by defining Instance Functions, which connect
related properties together under the things possessing them, to facilitate the integration process.
An advantage of Instance Functions is that its structure is the same as the Semi-Structured Data,
therefore it can be implemented easily. An Instance Function is composed of Property Functions,
which utilizes the ideas of Property Precedence and Property Aggregation to achieve Semantic

Interoperability.

8.2 Limitations

We think there are several limitations in this thesis.
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1. We have not developed completely the Property-Based Approach to integrating
information from multiple sources. We only provide a basic framework, such as
Representation Models, Property Precedence Schema and Instance Functions. We only
present the general procedure to integrating information about things. We did not mention
the procedures of associating things and composing new things. More research on the

features of association and composition of things is needed to formalize these procedures.

2. The general procedure to use the Property-Based Approach to integrating information
from multiple sources is very inefficient right now. More optimization algorithms should

be developed before we can appiy the Property-Based Approach in real usage.

8.3 Future Research

Some future research can be done to continue the development of the Property-Based Approach
and address some of the above-mentioned limitations. First, the features of association and
composition must be analyzed and the results would be a basis for formalizing our related
concepts and procedures. These concepts and procedures should also be consistent with those we
have developed in this thesis. Moreover, most importantly, they should conform to the BWW-

Ontology and the Property-Based Model.

Second, while the optimization issues are mostly within the scope of Computer Science, we can
actually conduct some more case studies to facilitate the development of optimization algorithms.
These cases should be from real situations, rich enough and complicated enough to uncover some

potental inherent problems in the Property-Based Approach.
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Furthermore, we believe that this thesis plus other research results (Wand et al., 1999; Parson and
Wand, 2000; Parson and Wand, 2002) is just the beginning in adapting the BWW-Ontology into
the field of Databases, Knowledge Representation, and Knowledge Discovery and further into the

whole field of Information Systems.

Three research directions are identified. The fitst research direction is about the implementation of
Property-Based Databases (PBDBs). Rescarch topics can include storage design, developing a
query language, query optimization, and other issues related to databases. The implementation of a
PBDB can also contain the implementation of a PPS. These two compose an Instance and
Property Base, which facilitate the Class Base (Parsons and Wand, 2000). These topics ate worthy

of cooperative research projects between MIS and Computer Science.

The second research direction is about the representation of properties to facilitate Semantic
Integration. We have shown that the semantics of Basic Attributes (BAs) can be easily integrated in
this thesis. However, it is not clear whether BAs are sufficient for us to represent mutual properties
directly and indirectly. There are at least two possible ways to make the Property-Based Approach
complete. One is to use only BAs and look for an ontologically correct method to transform
between BAs and other kinds of attributes. Such a method should be able to disassemble other
attributes into BAs and retain their semantics when reassembling BAs into the original attribute.

The other way is to represent properties directly using all types of attributes, such as unary, binary,

and high-order attributes, and then we need further research on how to incorporate all attributes

other than BAs into the Property-Based Approach.
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APPENDIX A: ALL PROPERTIES IN THE CASE

Property Name Value Set Aggregation Rule
Aeroplan.Name String' No rule®
Aeroplan.StatusMileage | positive integer’ add together*
Aeroplan.StatusSegment | positive integet’ add together
United.Name String No rule
United.Mile positive integer add together
United.Segment positive integer add together
Aeroplan.Status {SE, E, P, N}’ the highest
United.Status {PE1K, PE, P, N}* the highest
SA.Status {Gold, Silver} the highest
SA Mileage positive integer add together
SA.Segments positive integer add together
SA.privilege {LA, EBA, PAC, PRW, PAS} No rule
United.privilege {LA, EBA, PAC, PBH, PB, PRW, PAS}’ No rule
Aeroplan.privilege {LA, EBA, PAC, PBH, PB, PRW, PAS} No rule
Notes:

1. In theoty, a name can be any string;

2. It means that this property can have multiple values;

ol

In theory, a mileage can be any positive integer. In practice, we may add a limit, e.g.
10,000,000 and The same is for segments;

It means that we have to add multiple values together to get one value for the property;
SE: Super Elite, E: Elite, P: Prestige, N: Normal;

PE1K: Premier Executive 1K, PE: Premier Executive, P: Premier, N: Normal;

N oo A

LA: Lounge Access, EBA: Extra Baggage Allowance, PAC: Priority Airport Check-in,

PBH: Priority Baggage Handling, PB: Priority Boarding, PRW: Priority Reservation
Waitlist, PAS: Priority Airport Standby.




APPENDIX B: THREE PRECEDENCE TABLES

Aeroplan
Preceded Preceded Preceding Preceding Preceding Preceded
Property Value Property Value function function
Status entire domain StatusMileage | entire domain | MileToSta(a) | StaToMile(a)
Status entire domain | StatusSegment | entire domain | SegToSta(a) StaToSeg(b)
United
Preceded Preceded Preceding Preceding Preceding Preceded
Property Value Property Value function function
Status entire set Mile entire set MileToSta(a) | StaToMile(a)
Status entire set Segment entire set SegToSta(a) StaToSeg(b)
Star Alliance
Preceded Preceded Preceding Preceding Preceding Preceded
Property Value Property Value function function
Aeroplan.Stawus | {SE, E, P} SA- Status entire set AtoSA(a) SAtoA(a)
United.Status {PE1K, PE, P} | SA_Status entire set UtoSA(a) SAtoU(a)
Aeroplan.Status | entire set SA_Mileage | entire set the same the same
Mileage
United.Mile entire set SA_Mileage | entire set +1.2 x1.2
Aeroplan.Status | entire set SA_Segment | entire set the same the same
Segment '
United.Segment | entire set SA_Segment | entire set the same the same
SA.Mileage {>=18,000} SA_Status entire set MileToSta(a) | StaToMile(a
SA.Segments {>=30} SA_Status entire set SegToSta(a) | StaToSeg(b)
SA.Status Gold SA_Privilege | entire set NA NA
SA.Status Silver SA_Privilege | two privileges | NA NA
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APPENDIX C: AN INSTANCE FUNCTION IN XML SYNTAX

<Flyers>
<Instance>
<IDENTITY>Aeroplan.Member.member_no.1234</IDENTITY>
<IDENTITY>United.Customer.num.1111</IDENTITY>
<United.privilege>
<SA.privilege>
<United.Status>
<United.Mile>21000</United.Mile>
<United.Segment>15</United.Segment>
</United.Status>
<SA.Status>
<SA Mileage>
<Aeroplan.Mileage>18000</Aeroplan.Mileage>
<United.Mile>21000</United.Mile>
</SAMileage>
<United.Status>
<United.Mile>21000</United. Mile>
<United.Segment>15</United.Segment>
< /United.Status>
<SA.Segment>
<Aeroplan.Segment>20</Aeroplan.Segment>
<United.Segment>15</United.Segment>
</SA.Segment>
<Aeroplan.Status>
<Aeroplan.Mileage>18000</Aeroplan.Mileage>
<Aeroplan.Segment>20</Aeroplan.Segment>
</Aeroplan.Status>
</SA.Status>
</SA.privilege>
</United.privilege>
</Instance>
</Flyers>




