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Abstract

As seismic waves propagate through the earth, the anelasticity of the medium will cause energy dissipation and waveform distortion. This phenomenon is refereed to as absorption attenuation. High resolution images require that the effects of absorption are understood and estimated. Estimated attenuation parameters can be used to improve the interpretation of seismograms. For these reasons, absorption is an important topic in seismic data processing.

The absorptive property of a medium is described by a quality factor which describes the energy decay and determines a velocity dispersion relationship. The quality factor and the velocity govern the propagation of seismic energy in the earth. Velocities determine the arrival times of reflections and quality factors determine their frequency contents. Both of them can be estimated from common mid-point (CMP) gathers.

Quality factors can be estimated from prestack common midpoint gathers, or a post-stack single trace. By assuming that the amplitude spectrum of the seismic source signature may be modeled by that of a Ricker wavelet, an analytical relation between a quality factor and the seismic data peak frequency variation with time has been derived. This relation plays a central role in quality factor estimation problems. Tests on both synthetic and real data show that the analytical relationship can be used to extract correct quality factors whether the data are one-dimensional or two-dimensional.

To remove the effect of absorption, conventionally, inverse $Q$ filtering is used. The stability of inverse $Q$ filtering is always affected by high frequency noise whether it is implemented in the time or the frequency domain. Formulating the absorption compensation as an inverse problem, and solving the inverse problem iteratively, the resolution
of seismic data is upgraded step by step. The inverse scheme helps to overcome the instability problem which is a natural drawback of common inverse Q filtering.

Absorption compensation can also be considered as a part of the process of seismic data migration. Standard migration is the adjoint of forward modeling. High fidelity images can be obtained by using a least squares migration (LSM) scheme. Theoretical analysis shows that least squares migration is a promising way to implement migration and absorption compensation for a single processing step.
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Chapter 1

Introduction

In seismic exploration, we commonly model the Earth as an ideal elastic medium, that is, each layer of the Earth can be fully described by two parameters: velocity and density (if only p-wave is considered), or even simply by just one parameter (in the convolution model): reflectivity. If the earth fits these models, then the frequency contents of the seismic wavefield would remain constant with depth; only variation of wavefield magnitude would be observed.

In practice, we observe that both the frequency content and amplitude of seismic records vary with depth. The Earth is not an ideal elastic medium, and as a result, seismic waves traveling through the Earth experience attenuation and dispersion; high frequency components become weaker as travel-time increases. This phenomenon is caused by absorption. The attenuation phenomenon has long been studied, a few references being, Ricker (1953), Futterman (1962), White (1983), etc. Absorption is caused by anelasticity of rocks and may be described by quality factors (Q’s) of layers.

Absorption attenuates the amplitude and distorts the frequency components of propagating seismic wavelets. As is illustrated in Figure 1.1, the shape of a wavelet traveling through absorptive media is changed, it becomes broader; in contrast, a wavelet, traveling through elastic media, maintains its shape. Absorption decreases the resolution of seismic data. In addition, absorption distorts migrated earth structures. An example is shown in Figure 1.2. The images in Figure 1.2(a) and Figure 1.2(b) are two depth migrated sections. The original velocity models for the two sections are the same. In
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doing forward modeling, two data sets (common shot gathers) have been created. One
is without absorption, another one is with absorption attenuation. The image in Figure
1.2(a) is the result of migration from data without absorption and the image in Figure
1.2(b) is the result of migration from data with absorption. We observe a resolution
decrease and mis-positioning of the structures in Figure 1.2(b), because of absorption in
the corresponding synthetic data.

In recent years, the inclusion of the second-order effects, such as absorption and
anisotropy, into seismic processing schemes has become more important than ever. Finite-
difference modeling in a visco-acoustic medium has been developed (Carcione, 1993),
3-D prestack migration in anisotropic media has been performed (Dong and McMechan,
1993), the inclusion of absorption effects into the prestack migration scheme has been
demonstrated by Mittet et al. (1995) in a synthetic data set, and a technique of post-
stack migration with attenuation compensation has been given by Song (2000) which has
been applied to real data processing using multi-scale resolution propagation focusing.

Understanding, estimating and compensating for the attenuation of seismic waves is
important in the quest for improving the resolution of seismic images, better interpreting
the effects of AVO (amplitude varies with offset) and inverting seismic data for material
properties.

Absorption of earth materials has long been an important research topic, from ex-
plaining its mechanism, estimating absorptive properties, removing its effect, and uti-
lizing absorptive properties to locate and describe hydrocarbon reservoirs. As already
mentioned, there are many references dealing with these topics.

In seismic data processing, a prerequisite for compensating for the effect of attenuation
is the knowledge of quality factors (Q's) of the subsurface media. According to Dasgupta
and Clark (1998), methods of estimating Q from surface seismic data have not been well
developed thus far. Some research has been published concerning the estimation of Q
from vertical seismic profiling (VSP) or from cross well data. Tonn (1991) investigated ten different approaches of estimating $Q$ from bore-hole seismic data, almost all of them using the amplitude information of received signals. The problem with the use of amplitude information is that, due to the ubiquitous presence of noise and other factors, such as geometrical spreading and scattering effects, such information is not always robust and therefore, not always useful. Quan and Harris (1997) presented a method for estimating seismic attenuation based on the frequency shift inherent in VSP data. Since the centroid of the signal's spectrum experiences a shift to lower frequencies during propagation, they were able to develop a relationship between $Q$ and the centroid of the amplitude spectrum which was represented by a Gaussian, boxcar or triangular shape.

To remove the effect of absorption, we can use time variant deconvolution (Griffths, 1977), or inverse $Q$ filtering. Inverse $Q$ filtering is the more popular of these two approaches because in the related algorithms, the dispersion relation is easier to include than in the time variant deconvolution implementation. The dispersion relation describes the relation of velocity with frequency. It is controlled by the absorptive property and velocity of a medium. Inverse $Q$ filtering can be implemented in different ways, e.g. in the frequency domain (Hargreave et al., 1989), in the time domain (Varela et al., 1993), or it can be partially implemented by way of a phase correction (Robinson, 1979).

In this thesis, firstly, as the basis of this research, absorptive mechanisms are introduced which can be applied in different situations. A definition of quality factor $Q$ is presented. Using this $Q$, a linear dispersion model is adopted because it is appropriate not only for handling the problem of estimating quality factors from both prestack and poststack seismic data, but also for absorption compensation.

Secondly two methods are introduced to estimate quality factors from poststack seismic data, one using a windowed time-variant Fourier analysis, another using an iterative optimization technique.
Figure 1.1: (a) A seismic wavelet traveling through elastic media, its shape remains unchanged; (b) A seismic wavelet traveling through absorptive media, its high frequency components decrease faster than its low frequency components, causing the distortion of the wavelet shape.

Thirdly, when implementing absorption compensation, I formulate the time-variant deconvolution problem as an inverse problem using statistical inverse theory. Using a sparseness constraint, a stable solution for the inverse problem can be found.

As an important step in extending poststack absorption compensation technique to prestack seismic data processing, Chapter 5 concentrates on estimating quality factors from common mid-point (CMP) gathers or common shot gathers (CSG). Also, a relation has been developed to connect the quality factors with peak frequency variations.

As a future research direction, in Chapter 6, a prestack migration with absorption compensation scheme is briefly introduced which is based on least squares migration theory. This topic is not explored in great detail in the thesis.
Figure 1.2: Comparison of the results of depth migration: (a) Elastic media; (b) Absorptive media.
Chapter 2

Visco-Elastic Media Models, Mechanisms of Absorption

The propagation of seismic waves in real media is in many respects different from seismic wave propagation in an ideal solid. The anelasticity of the medium will cause dissipation of seismic energy, thus decreasing the amplitude and modifying the frequency content of propagating waves. This attenuation and dispersion of seismic waves is closely related to rock properties (White, 1983). Therefore, these effects are important in exploration geophysics since they may allow us to extract more detailed information about the subsurface and to construct images with better resolution. In this chapter, two points will be stressed: what causes the absorption phenomenon and how absorption is described in terms of wave theory.

2.1 Physical Hypothesis

A great deal of attention has been given to the study of the attenuation of seismic waves (Sato, 1998). Loss parameters for rocks have been measured by many techniques over a wide range of frequency and environmental conditions. Physical mechanisms for energy loss have been proposed and described mathematically in varying degrees of detail.

There are two mechanisms that are usually considered to cause seismic attenuation, scattering and intrinsic mechanisms. Scattering redistributes wave energy within the medium but does not remove energy from the overall wavefield. Conversely, intrinsic attenuation refers to various mechanisms that convert vibrational energy into heat through
friction, viscosity, and a thermal relaxation process. Here intrinsic attenuation or absorption is our research subject.

Absorption is a comprehensive effect caused by several factors. Among them, two factors are considered the most important. One is the internal friction resulting from the relative slide of rock matrices along the contact of solid matrices in rocks during wave propagation. Another is the viscosity between the solid matrix and the pore fluid, part of the traveling energy from seismic source is transformed into relative movement and dissipates inside and among the rock grains. Although absorption mechanisms have long been studied (Ricker, 1977, White, 1983, Mavko et al. 1979; Toksoz and Johnston, 1979), there is no general consensus as to dominant loss mechanisms. In different environments, a different mechanism may play a dominant role.

Many scientists (Ricker, 1977, Aki and Richards, 1980) considered thermo-elasticity as the most viable model to explain intrinsic attenuation at lithospheric temperatures because the required scales for rock grains and cracks along with the amount of attenuation caused by thermo-elasticity are in closest agreement with observations.

Rocks have microscopic cracks and pores which may contain fluids. These cracks can have profound influence on the propagation velocity of P and S-waves. Biot (1956a, b) analyzed wave propagation in isotropic porous solids where the coupling of motion between the fluid and the solid matrix was considered. He arrived at expressions for attenuation due to follow of fluids within non-connecting pores initiated by elastic waves. White (1983, P 131) studied Biot’s models and concluded that the attenuation predicted by Biot’s model is extremely small for frequencies less than 100Hz.

Many questions remain unanswered. A major complication is the wide range of properties possessed by earth materials. Conclusions drawn from data of oil-reservoir rocks may not be applicable to materials in the upper mantle. Hence, it is difficult to make a choice among the proposed mechanisms even if this were desirable. In fact, no
one mechanism can be expected to describe losses in all rocks under all environmental conditions.

In spite of these questions and uncertainties, several characteristics of absorption in rocks seem well established. Absorption results in both attenuation and dispersion (Liu et al. 1976). For various rock types and for a wide range of environmental conditions, data indicate constant $Q$, or attenuation approximately proportional to frequency, for both shear and compressional waves. In many of these experiments, small changes in elastic constants or velocities are observed that are consistent with the measured attenuation and the demands of causality (White, 1983). These characteristics are the basis for a mathematical description of absorption in wave equations which will be introduced in the following section.

I have only stated several possible explanations of absorption phenomena. The actual physical mechanism still requires further research.

### 2.2 Mathematical Description

Absorption has been considered an important parameter to measure and characterize in sedimentary rocks for the purpose of petroleum exploration and this has led to efforts to develop models explaining the observed attenuation in sedimentary rocks (Mavko et al. 1979; Toksoz and Johnston, 1979). Many proposed intrinsic attenuation models are relaxation mechanisms having characteristic relaxation times that depend on the physical dimensions of studied objects.

In dynamic mechanics, the behavior of wave traveling in a medium is derived from Hooke's law which relates stress and strain. According to Du (1996), generally speaking, there are two kinds of attenuation models built from the viewpoint of dynamic mechanics. One is the Voigt model and the other is the generalized linear solid model.
2.2.1 The Voigt Model

The Voigt model is a widely investigated method of introducing losses that has the advantage of yielding a linear wave equation which can be solved for arbitrary time dependence. The assumption is made that stresses are directly proportional to strain rates, as well as to the components of strain themselves. This assumption was introduced independently by Stokes, Kelvin and Voigt, and its implications have been investigated by White (1983) and Ricker (1977). This kind of medium is commonly called a Voigt solid and the resulting equation is called Stokes equation (Ricker, 1977).

In elastic mechanics, using Einstein notation, Hooke’s law is expressed as

$$\sigma_{ij} = \lambda \delta_{ij} + 2\mu \epsilon_{ij}$$

where $\sigma_{ij}$ is the stress tensor, $\epsilon_{ij}$ is the strain tensor and $\delta_{ij}$ is the Kronecker delta function. $\lambda$ and $\mu$ are the two Lame’s constants. $\theta$ is the volume strain. If there is no body force, this constitute relation with Newton’s Law

$$\sigma_{ij} = \rho \frac{\partial^2 u_i}{\partial t^2}$$

lead to the equations of motion in term of particle displacement

$$(\lambda + \mu) \nabla \theta + \mu \nabla^2 u = \rho \frac{\partial^2 u}{\partial t^2}, \quad (2.1)$$

where $u$ is a vector of displacement, $\frac{\partial^2 u}{\partial t^2}$ is its second derivative with respect to time and $\rho$ is density.

To a plane wave, if we assume the displacement is parallel to the Z-axis ($u_x$ and $u_y$ are both zero) and that $u_z$ is independent of $x$ and $y$ (In following chapters of this thesis, $u$ is referred as $u_z$ when 1-d wave propagation is considered). Equation (2.1) reduces to

$$(\lambda + 2\mu) \frac{\partial^2 u_z}{\partial z^2} = \rho \frac{\partial^2 u_z}{\partial t^2}, \quad (2.2)$$
In absorptive media, the constitutive relation must incorporate the fact that stress is not only proportional to strain, it is also proportional to the time derivative of strain. The stress-strain behavior in absorptive media is described by a modified Hooke's law which includes strain-rate terms:

$$\sigma_{ij} = (\lambda + \lambda' \frac{\partial}{\partial t})\delta_{ij} + 2(\mu + \mu' \frac{\partial}{\partial t})\varepsilon_{ij},$$

where $\lambda'$ and $\mu'$ are perturbations of Lame's constants, $\lambda$ and $\mu$, due to absorption.

Equation (2.2) in an absorptive medium becomes

$$\left(\lambda + 2\mu\frac{\partial^2}{\partial z^2} + (\lambda' + 2\mu')\frac{\partial^3}{\partial t \partial z^2}\right)\frac{\partial^2 u_z}{\partial t^2} = \rho \frac{\partial^2 u_z}{\partial z^2}. \quad (2.3)$$

If we replace Lame’s constants by Young’s modulus, $M = \lambda + 2\mu$, $M' = \lambda' + 2\mu'$ and transform equation (2.3) into the frequency domain. We have

$$\left(M + i\omega M'\right)\frac{\partial^2 U_z}{\partial z^2} = -\rho\omega^2 U_z, \quad (2.4)$$

where $U_z = U(z, \omega)$ designates the space-dependent wavefield at any angular frequency $\omega$. A wavefield satisfying equation (2.4) has the following form

$$U(z, \omega) = U_0 e^{\pm G z},$$

and

$$G = \left[-\frac{\rho\omega^2}{(M + i\omega M')}\right]^{1/2}. \quad (2.5)$$

This complex propagation constant $G$ may be expressed in terms of attenuation $a_p$ and phase velocity $v_p$ as

$$G = a_p + i\omega/v_p. \quad (2.6)$$

Comparing equation (2.5) and equation (2.6) and defining $\omega_0 = M/M'$, it can be shown that when $\omega^2 < \omega_0^2$, attenuation increases as the square of the frequency and velocity is
approximately constant (Ricker, 1977). They are expressed as following

\[ a_p = \left[ \frac{\omega_0}{2(M/\rho)^{1/2}} \right]^2 = \left[ \frac{\omega_0}{2v_p} \right]^2 \]

and

\[ v_p = \left( \frac{M}{\rho} \right)^{1/2} \]

However, many measurements have indicated a first power dependence with frequency. In addition, as pointed out by White (1983, P87), the Voigt model also violates causality.

### 2.2.2 The Generalized Linear Solid Model

The constitutive relation between stress \( \sigma \) and strain \( \epsilon \) for viscoelasticity could be formulated simply in the frequency domain as (Carcione, 1995)

\[ \sigma(\omega) = M(\omega)\epsilon(\omega). \]

Here \( M(\omega) \) is the complex, frequency-dependent, viscoelastic modulus. A generalized linear solid body can be described by (Malvern, 1969)

\[ M(z, \omega) = M_u(z) + \sum_{j=1}^{N-1} \frac{a_j \Delta M_j(z)}{i\omega/\omega_j(z) - 1}, \]

where \( M_u \) is the un-relaxed bulk modulus, \( a_j \) is a constant coefficient, \( \omega_j \) is the \( j \)th relaxation frequency and \( \Delta M_j \) is the difference between the un-relaxed bulk modulus and the contribution to the bulk modulus due to the \( j \)th relaxation mechanism. These parameters can be adjusted to fit any realistic linear absorption law. In synthetic computation, using finite difference method, viscoelastic modeling of this model can be implemented at an expense which is only a little more than that of acoustic modeling (Emmerich and Korn, 1987, Ribodetti et al., 1995, Carcione et al, 1988, Carcione 1995).

The two models described in this and the previous section are constructed by assuming that anelasticity of rocks will result in a constitutive relation that is different from that of
elastic models. Absorption may also be described by directly assuming velocity dispersion relations.

2.2.3 Describing Absorption by Quality Factors

Velocities of rocks are determined by rock properties, and variations of medium elastic constants will affect the velocity. When including absorption into the wave equation, it is very straightforward to use complex wavenumbers or complex velocities. The absorptive property determines a real velocity dispersion relation or a complex dispersion relation depending on different applications (Mittet et al., 1995; Claerbout, 1987).

The quality factor $Q$, sometimes also called the internal friction or dissipation factor, is an intrinsic property of rock. Formally, it is defined as a dimensionless measure of the anelasticity which is given by

$$\frac{1}{Q} = \frac{\triangle E}{2\pi E},$$

(2.7)

where $E$ is the energy stored at maximum strain in a volume, and $-\triangle E$ is the energy loss in each cycle because of anelasticity. Equation (2.7) means that $Q^{-1}$ is the portion of energy lost during each cycle or wavelength.

For a medium with a linear stress-strain relation, the amplitude $A$ of a wave at a frequency is proportional to $E^{1/2}$ (Aki and Richards, 1980), therefore

$$\frac{1}{Q} = -\frac{\triangle A}{\pi A_0},$$

(2.8)

where $A_0$ is the amplitude at the start of a cycle and $\triangle A$ represents the amplitude decay in a cycle.

It is observed that amplitude varies with distance because of absorption. We can rewrite $A$ as a function of distance $A(z)$, and

$$\triangle A = (dA(z)/dz)\lambda,$$

(2.9)
where $\lambda$ is the wavelength given in terms of $\omega$ and phase velocity $v(\omega)$ by

$$\lambda = \frac{2\pi v(\omega)}{\omega}. \tag{2.10}$$

From equation (2.8), (2.9) and (2.10), it can be shown that

$$A(z) = A_0 \exp \left[ -\frac{\omega z}{2v(\omega)Q} \right]. \tag{2.11}$$

Under the constraint of causality, and frequency independent $Q$, we can obtain the dispersion relation (Aki and Richards, 1980),

$$h_{f_{cal}} = i + 1. \tag{2.12}$$

From observations of exponentially decaying values of $A(x)$, we use equation (2.11) to define the value of spatial $Q$. Spatial quality factors are commonly used to study the absorption characteristics of media.

From equation (2.11) and (2.12), we can observe that wave propagation in an absorptive medium is completely specified by two parameters, $Q$ and a phase velocity $v_0$ at an arbitrary reference frequency $\omega_0$. To describe absorption, these two equations are necessary.

From the above discussion, we can also observe that when describing wave propagation in absorptive media, quality factors and velocities have analogous uses. Using this concept, a layer can be described by three parameters: velocity, density and a quality factor as shown in Figure 2.1. In the following chapters, we will observe as well that quality factors can be estimated in ways very similar to velocity estimation.

Another method to formulate the velocity dispersion relation was proposed by Kajartanson (1979) and Claerbout (1987). A basic model arises when the dispersion relation is defined by the equation

$$\frac{-i\omega}{v(\omega)} = \frac{\omega_0}{v_0} \left( \frac{-i\omega}{\omega_0} \right)^{1-\varepsilon}. \tag{2.13}$$
Figure 2.1: Description of visco-elastic model by 3 parameters: velocity $v$, density $\rho$ and quality factor $Q$. 

$$
\begin{array}{|c|c|}
\hline
v_1, \rho_1, Q_1 & \ldots \ast \ldots \\
\hline
v_2, \rho_2, Q_2 & \ldots \ast \ldots \\
\hline
v_3, \rho_3, Q_3 & \ldots \ast \ldots \\
\hline
v_4, \rho_4, Q_4 & \\
\hline
\end{array}
$$
Equation (2.13) models the so-called causal, constant $Q$ attenuation also, and it can be derived

$$\frac{1}{Q} \simeq \tan(\pi \epsilon).$$

The estimation of $Q$ is equivalent to the estimation of $\epsilon$. This dispersion relation was used for absorption compensation by Kajartanson (1979). Equation (2.13) models a complex velocity dispersion relation. For $\epsilon = 0$, equation (2.13) gives a real constant velocity which is the case of elastic media.

In this thesis I adopt the dispersion relation of equation (2.12). As pointed out by Aki and Richards (1980), equation (2.12) is an important result since it appears to be a good approximation for a variety of attenuation laws in which $Q$ is effectively constant over the seismic frequency range. Besides a reference velocity $v_0$, this visco-elastic model assumes attenuation and dispersion are determined by only one more parameter $Q$. Theoretically, this linear model (equation (2.11) and (2.12)) is superior to the Voigt model which has been contradicted through practical observations. Implementation is also easier than the generalized linear solid model which requires the adjustment of two parameters when being applied to different media.

The linear model of equation (2.11) and (2.12) gives us insight into the development a method to estimate quality factors from CMP records. Based on this model, a method has been developed in Chapter 5 to estimate interval $Q$'s based on the assumption that the amplitude spectrum of a source signature has an analytical expression with a dominant frequency (e.g. that of Ricker wavelet).

In the following, we will examine the shape of the impulse response of the dispersion model of equation (2.12).
2.2.4 The Effect of Absorption on Green's Function

As mentioned before, the basic assumptions used to describe absorption behavior are constant $Q$, linearity and causality. Considering a unit impulse as input at location $z = 0$, each Fourier component of the impulse,

$$\int_{-\infty}^{+\infty} \delta(t - z/v(\omega)) e^{i\omega t} dt = \exp[i\omega z/v(\omega)],$$

will now be attenuated by a factor of $\exp[-\alpha(\omega)z]$ with $\alpha(\omega) = \frac{\omega}{2v(\omega)Q}$. The propagating pulse shape $G(z,t)$, thus, has a Fourier transform of $e^{ikz}$, and $k$ is complex which is given by

$$k = \frac{\omega}{v(\omega)} + i\alpha(\omega). \quad (2.14)$$

Then if

$$G(z,t) = 0; \text{ for } t < z/v(\infty),$$

it can be shown that (Aki and Richards, 1980)

$$\frac{\omega}{v(\omega)} = \frac{\omega}{v(\infty)} + H[\alpha(\omega)]. \quad (2.15)$$

This equation is equivalent to the Kramers-Kronig relation in electro-magnetic theory (Futtermann, 1962). Here, $v(\infty)$ is the limit of $v(\omega)$ as $\omega \to \infty$ and $H[\alpha(\omega)]$ is the Hilbert transform of the attenuation factor. From a mathematical point of view, there is no Hilbert transform pair for which this relation can be satisfied with constant $Q$. We must tolerate a frequency dependent $Q$ which is effectively constant over the seismic frequency range. This idea has been developed by Azimi et al. in 1968 (Aki and Richards, 1980), who derived a dispersion relation of equation (2.12) which satisfies the requirement of causality.

Let us now examine the unit impulse response in absorptive media in the one dimensional case. Seismic waves traveling through elastic media satisfy the elastic wave equation (2.1). If the medium is visco-elastic, the waves still satisfy equation (2.1), but with
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frequency dependent velocity as described by the dispersion relation (equation (2.12))

\[ \nabla^2 U = \frac{-\omega^2}{v(\omega)^2} U. \]  

(2.16)

In the one dimensional case using the phase shift concept, the wavefield may be extrapolated from one depth \( z \) to another depth \( z + \Delta z \) using

\[ U(z + \Delta z, \omega) = U(z, \omega) e^{i k \Delta z}, \]  

(2.17)

where \( k \) is complex wavenumber as derived from equation (2.14). It has the form

\[ k = \frac{\omega}{v(\omega)}(1 + i \frac{1}{2Q}). \]  

(2.18)

Substituting equation (2.18) into equation (2.17), and rearranging the terms, we get an approximate equation (see Appendix A)

\[ U(z + \Delta z, \omega) = U(z, \omega) A(\Delta z, \omega) \exp(i \frac{\omega}{v_0} \Delta z), \]  

(2.19)

where \( v_0 \) is a reference velocity, and

\[ A(\Delta z, \omega) = A_1(\omega) A_2(\omega) \]  

(2.20)

is an absorption related term in which

\[ A_1(\omega) = \exp(-\frac{\omega \Delta z}{2Qv_0}) \]  

(2.21)

and

\[ A_2(\omega) = \exp \left[ -i \frac{\omega \Delta z}{\pi Qv_0} \ln \left( \frac{\omega}{\omega_0} \right) \right]. \]  

(2.22)

Setting

\[ U'(z, \omega) = U(z, \omega) A_1(\omega) A_2(\omega), \]  

(2.23)

we obtain

\[ U(z + \Delta z, \omega) = U'(z, \omega) \exp(i \frac{\omega}{v_0} \Delta z). \]  

(2.24)
Figure 2.2: Evolution of a unit impulse with time in an absorptive medium

Absorption compensation is performed by obtaining $U'(z, \omega)$ which is extrapolated from the observed signal $U(z, \omega)$ using the operator $A(\Delta z, \omega)$. As expressed in equation (2.23) (also in equation (A.8)) absorption compensation includes the recovery of both amplitude and phase.

Using this equation, we can examine the impulse response of the absorptive media with a $Q = 30$. A unit impulse originates at time $t = 0$ second will become wider as time increases. This is illustrated in Figure 2.2. From this figure we can notice that the responses are causal. The amplitude of the impulse responses at different times has been normalized for convenience of illustration.
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Estimation of Quality Factors from Poststack Seismic Data

Anelastic absorption attenuates seismic amplitude and distorts the seismic waveform. It is important, therefore, that its effects must be eliminated. Attenuation has also been recognized as a significant seismic parameter which when quantified may be used in improving the interpretation of seismograms. For these reasons, reliable $Q$-estimates are needed.

Because of favorable source-receiver geometry, VSPs are ideal experiments for estimating $Q$ (Stainby and Worthington, 1985; Dasgupta and Clark, 1998), and often $Q$ has been computed successfully from such observations. In VSP data, it is easy to compare direct arrivals recorded at two different depths or different reflections recorded at a single depth. From the comparison, quality factors of substructures can be estimated. Several methods have been developed (Tonn, 1989) to estimate quality factors. These methods include the analytical, the rise-time, the spectral ratio and the wavelet fitting methods (Liang 1988; Cheng 1992). The majority of these approaches are used in VSP data processing (Harris et al, 1997).

In seismic exploration, as surface seismic data are processed, VSP observations are not always available. Therefore, quality factor estimation techniques are needed for surface seismic data processing. A method for quality factor estimation from prestack common midpoint (CMP) gathers or common shot gathers (CSG) is discussed in Chapter 5. In this chapter, two methods to estimate quality factors from stacked seismic traces are discussed. These are firstly, estimating $Q$ from a windowed time-variant spectrum
(WTVS) and secondly estimating $Q$ using a nonlinear inverse method.

It is not easy to estimate quality factors from a single stacked trace, since the problem of estimating one dimensional parameters $v(t)$ or $Q(t)$ from one dimensional observations $u(z = 0, t)$ does not yield unique solutions. In addition, in seismic data processing, stack processing after normal moveout (NMO) destroys the original absorption character by summing together signals which experience different trajectories. In short, a stacked trace has a distorted attenuation signature and therefore quality factor estimation from prestack data is needed. Nonetheless, to do de-absorption processing on poststack data is often necessary; hence, it is important to estimate quality factors from vertical incidence traces. In seismic data processing, absorption compensation is sometimes used to extrapolate the frequency band of poststack seismic data to increase resolution.

The aforementioned methods (e.g. the spectral ratio method and the wavelet modeling method) have also been used for quality factor estimation from surface seismic data (Liang, 1987; Dasgupta and Clark, 1998). Both methods are affected by factors other than absorption (Tonn, 1990). We will explore these factors further in the next section.

In this chapter, as already mentioned, two methods will be discussed. In the first method WTVS, the frequency component of a signal at different time locations is analyzed using a short windowed Fourier transform. From the signature of the variation in frequency, quality factors are determined.

The second method is nonlinear inversion. It is analogous to using inversion to find velocities from poststack data. Assuming that there are well log data available, using an absorption-free synthetic trace generated from that well log data as a reference, a nonlinear inversion algorithm estimating $Q$'s is presented. A synthetic data example shows that this well-constrained method is powerful for estimating quality factors from a single trace. The restriction is that the well log data are not always available. For the purpose of developing a method that can extract quality factors from poststack seismic
sections, the discussion below assumes that stacked seismic traces are vertical incidence traces.

3.1 Short Window Time Variant Fourier Analysis

In geophysical exploration, observed signals are often time variant. Waves that reflect from the shallow subsurface are rich in high frequency components, whereas waves that return from the deep subsurface are dominated by low frequency components. In order to analyze such time variant signals, the windowed Fourier transform is commonly used.

In the following, a spectral ratio method is presented to illustrate the importance of the time-frequency analysis in quality factor estimation, and then the wavelet transform (WT) and the windowed Fourier transform will be compared.

3.1.1 Spectral Ratio Method

Because absorption increases with frequency, analyzing the variation of the frequency spectrum over time can reveal the absorptive property of the media through which the seismic waves propagate.

Assuming that at time $t_0$, the amplitude spectrum of the seismic wavelet is $B(f, t_0)$, at time $t + t_0$, the amplitude spectrum becomes $B(f, t_0 + t)$ and, based on equation (A.11), the relation between $B(f, t_0)$ and $B(f, t_0 + t)$ is

$$B(f, t_0 + t) = B(f, t_0)e^{-\frac{t_0 f}{Q}},$$

(3.1)

where $Q$ is the quality factor of the medium through which the wave propagates.

Dividing both sides of equation (3.1) by $B(f, t_0)$ gives

$$\frac{B(f, t)}{B(f)} = e^{-\frac{t_0 f}{Q}}.$$  

(3.2)
Taking logarithms of both sides of equation (3.2), we have

\[ \ln \left[ \frac{B(f,t_1)}{B(f)} \right] = -\frac{\pi f}{Q} t. \]

Setting \( A_r = \ln \left[ \frac{B(f,t)}{B(f)} \right] \), equation (3.2) becomes

\[ A_r = \left( -\frac{\pi t}{Q} \right) f = pf. \] (3.3)

Plotting the ratio as a function of frequency yields a linear trend whose slope, \( p \), is a function of \( Q \), and thus \( Q \) can be determined as

\[ Q = \frac{-\pi t}{p}. \] (3.4)

The spectral ratio method is based on this principle of using the amplitude spectrum information of seismic traces. Although this method has been used in VSP data processing since it is possible to pick first arrivals from different traces of VSP data (Tonn, 1990), it is not well established as to how to use it to extract quality factors from surface vertical incidence signals. The difficulty is three fold: the first is in separating reflection arrivals at different time locations, the second is in performing time-frequency analysis (frequency analysis at different times along a trace) and the third aspect restricting the application of this method in practice is that, besides absorption, there are other factors affecting the amplitudes of received signals. These factors include geometrical spreading, reflection and transmission effects, and AGC (automatic gain control) that is applied to balance the trace amplitudes. Even if the amplitude is precisely measured, because of the restricted time-frequency analysis resolution (Mallat, 1998), it is still difficult to calculate \( Q \). In the following 1-D case, since we assume vertical ray-paths, the geometrical spreading effect is neglected.
3.1.2 Time-Frequency Analysis

The spectral ratio method requires calculation of the amplitude spectrum at different times. First, we discuss how the accuracy of the calculated spectrum is restricted by the time-frequency analysis.

A consequence of Fourier transforms (FT) being built from $e^{i\omega t}$ is that scaling a function to be narrower in one domain scales it to be wider in the other domain. Scaling $\omega$ implies inverse scaling of $t$ to keep the product $\omega t$ constant. This relation is clearly shown by the scaling property of the Fourier transform,

$$f(at) \leftrightarrow \frac{1}{|a|} F\left(\frac{\omega}{a}\right). \quad (3.5)$$

Broadening a signal in the time domain implies sharpen its spectrum in the frequency domain. The localization of a signal in both the time and frequency domains cannot be achieved using the FT.

3.1.3 Windowed Fourier Transform and Wavelet Transform

The windowed Fourier transform was introduced in 1946 by Gabor to measure localized frequency components of sound. A real and symmetric window $g(t) = g(-t)$ is translated by $u$ and modulated at frequency $\nu$:

$$g_{u,\nu}(t) = e^{i\nu t} g(t - u).$$

The resulting windowed Fourier transform of a signal $f(t)$ is

$$Sf(u,\nu) = \int_{-\infty}^{+\infty} f(t)g(t - u)e^{-i\nu t}dt. \quad (3.6)$$

This transform is also called the short time Fourier transform because the multiplication by $g(t - u)$ localizes the Fourier integral in the neighborhood of $t = u$. In the windowed Fourier transform, the window function remains unchanged as it moves along time axis.
The resolution in time and frequency of the windowed Fourier transform depends on the spread of the window in time and frequency.

The time-frequency localization of $g$ can be modified by a scaling factor $s$. Let $g_s(t) = \frac{1}{\sqrt{s}}g\left(\frac{t}{s}\right)$ represent the dilation. The choice of a particular scale $s$ depends on the desired resolution trade-off between time and frequency.

To analyze signal structures of different size at different localizations, it is necessary to use time-frequency atoms with different time supports. The wavelet transform decomposes signals by means of dilated and translated wavelets. A wavelet is a function $\psi \in L^2(\mathbb{R})$ with zero mean

$$\int_{-\infty}^{\infty} \psi(t) dt = 0.$$ 

It is normalized ($||\psi|| = 1$), and centered in the neighborhood of $t = 0$. A family of time-frequency atoms is obtained by scaling $\psi$ by $s$ and translating by $u$. The wavelet transform has been developed for this purpose (Mallat, 1997). The wavelet transform of a signal $f(t)$ at time $u$ and scale $s$ is

$$Wf(u, s) = \int_{-\infty}^{\infty} f(t)\psi\left(\frac{t - u}{s}\right) dt.$$  \hspace{1cm} (3.7)

$Wf(u, s)$ is also called the wavelet coefficient. A set of wavelet bases which are wavelet functions at different scales is equivalent to a set of band pass filters.

Orthogonal and complete wavelet bases can be constructed to perform multi-resolution analysis of signals (Mallat, 1997). The projections of a signal onto wavelet bases are equivalent to outputs from different band pass filters. The wavelet transform has found its application in many areas, for example, image processing (Mallat, 1997), data compression (Mallat, 1997), solution of nonlinear partial differential equation (Beylkin, 1998) and wavefield reconstruction (Song, 2000). Using wavelet analysis to estimate quality factor from ground penetrating radar data has been recently investigated by Irving (2000). In my experience of time variant spectral analysis of seismic signals, Windowed time-variant
spectrum (WTVS) is superior to wavelet transform (WT) in mapping the tendency of frequency variation with time.

3.1.4 Quality Factor Estimation from WTVS

According to the theoretical analysis presented above, the absorption character of seismic wave propagation can be estimated by examining the variation of the spectral content of a seismic trace with time. The output of the wavelet transform is either wavelet coefficients or signal components at different scales. Neither yield frequency spectrum information explicitly. In contrast, windowed Fourier analysis produces the spectrum associated with each time window (Schoepp and Margrave, 1998).

In absorptive media, absorption incurred dispersion causes the width of a seismic wavelet to increase with time. To allow the window to enclose the entire seismic wavelet at each time location, a time variant window function $g(t)$ is used. The width of $g(t)$ increases linearly with time. The $g(t)$ functions used in the following numerical tests are boxcar functions.

The WTVS computation initially applies a narrow window to the input trace and calculates the ordinary Fourier spectrum of the windowed data. The window is then translated and widened successively with time along the trace and the Fourier transform is calculated for each new position of the window.

A WTVS spectrum can be displayed as a grey level or contour plot as in Figure 3.1 with frequency as the horizontal coordinate and time as the vertical coordinate. Each row of the plot corresponds to the spectrum of the input data at a specific time. The relative detail in time and frequency in the WTVS is related to the window size and frequency intervals.

Figure 3.1a shows a synthetic seismic trace without absorption, and Figure 3.1b shows a WTVS spectrum of the signal. The bandwidth remains almost constant and the peak
amplitude is constant with frequency. In contrast, for a synthetic signal with absorption, Figure 3.2a where a constant $Q = 30$ is used, the bandwidth generally decays with time as shown in Figure 3.2b, and is therefore, non-stationary.

A real data example is shown in Figure 3.3, where Figure 3.3a is the real signal from a seismic survey. The windowed time variant spectrum is shown in Figure 3.3b, and Figure 3.3c illustrates a wavelet decomposition. We observe that the WTVS gives a clear indication of the trend of the spectral variation. Although wavelet components also illustrate the frequency evolution with different scales, the trend of frequency variation is less clear in comparison to WTVS.

Picking the peak amplitude ridge from WTVS and fitting the ridge with a piece-wise straight line in the coordinates of $f$ versus $t$, a quality factor can be calculated from each line segment using the formula:

$$Q = \frac{\pi(\tau_2 - \tau_1)f_{p2}f_{p1}^2}{2(f_{p1}^2 - f_{p2}^2)},$$  \hspace{1cm} (3.8)$$

where $f_{p1}$ and $f_{p2}$ denote the peak frequencies which is measured at two different times, $t_1$ and $t_2$ on a line segment respectively. Details of the derivation of this formula can be found in Chapter 5.

The spectral ratio method can also be used to estimate quality factors from WTVS. First, controlling points in the WTVS are picked. Second, comparing the spectra at the controlling time point locations and plotting the logarithm of the spectral ratio versus frequency yields a linear trend whose slope is a function of the quality factor as shown in equation (3.4).

To illustrate the foregoing theory of $Q$ estimation, both synthetic and real data have been considered. Figure 3.4a is a WTVS of a synthetic signal with $Q = 30$. Controlling points are picked and marked with circles. These points lies along a straight line because $Q$ is constant. Figure 3.4b is the spectrum of the wavelet at time $t = 20 \text{ ms}$, and Figure
3.4c is the spectrum of the wavelet at time $t = 180\ ms$. These two locations are picked as controlling points. Figure 3.4d, is the logarithm of the spectral ratio of the two spectra. A linear trend can be observed. Either using equation (3.8) or using equation (3.4), a quality factor can calculated which is equal to 32.6. It is very close to the real value quality 30.

As an example of quality factor estimation from real data, Figure 3.5a is the same WTVS as that in Figure 3.4b. Five controlling points are picked and marked with circles. The geological structure is divided into 4 layers. The calculated quality factors are plotted in Figure 3.5c. Layer 4 has a very large quality factor (approaching infinity), this means that this layer is elastic (It can be explained that as depth increases, rocks are more compacted and elastic because of increased pressure).
Figure 3.1: (a) A synthetic trace without absorption; (b) The windowed time variant Fourier analysis. The ridge of the spectrum is almost along a constant frequency line.
Figure 3.2: (a) A synthetic trace with absorption; (b) The time variant Fourier analysis. The decay of peak frequencies with time can be observed from the ridge of the spectrum.
Figure 3.3: (a) A real seismic trace; (b) The WTVD; (c) A wavelet decomposition.
Figure 3.4: (a) A WTVD of a synthetic signal, controlling points are marked with circles; (b) The spectrum of the wavelet at time $t = 20 \, ms$; (c) The spectrum of the wavelet at time $t = 180 \, ms$; (d) The logarithm of the spectral ratio.
3.2 Quality Factor Estimation by Nonlinear Inversion

In the previous section, we discussed using the windowed time variant Fourier analysis to estimate quality factors from a vertical incidence seismic trace. It is observed that the method is effective in finding the variation in the frequency content of a trace. Based on the one-dimensional wave equation, quality factor estimation can be formulated as a nonlinear inverse problem. Assuming a reference trace exists which is absorption free, absorptive parameters contained in a trace can be calculated.

In seismic data processing, we often formulate the stacked seismic trace by means of the convolution model

\[ x(t) = b(t) * r(t), \]  

(3.9)

where \( x(t) \), \( b(t) \) and \( r(t) \) are the seismic trace, the seismic wavelet and the reflectivity of the Earth, respectively.

To obtain \( r(t) \) or \( b(t) \) from equation (3.9) is a deconvolution problem. A deconvolution problem can be solved using inverse methods (Claerbout, 1976), since it can be written in the form of a matrix multiplication as equation (3.10) or equation (3.11),

\[ x = Br \]  

(3.10)

or

\[ x = Rb \]  

(3.11)

where \( x \), \( b \) and \( r \) are vectors corresponding to \( x(t) \), \( b(t) \) and \( r(t) \) respectively. \( B \) is the wavelet matrix. \( R \) is the reflectivity matrix.

If the medium is absorptive, a time variant attenuation operator should be included in the convolution model. Equation (3.9) becomes

\[ x(\tau, t) = a(\tau, t) * b(t) * r(t) \]  

(3.12)
Figure 3.5: a) A WTVS of a real seismic trace as in Figure 3.3, the picked points are marked by circles and connected by straight lines. Quality factors are calculated from the slope of each straight line segment. (b) The estimated $Q$'s, the $Q$ value of the last layer is infinite.
where $a(\tau, t)$ is an attenuation operator at a time $\tau$. Unfortunately, because $a(\tau, t)$ is time variant and does not have a simple analytical form, equation (3.12) cannot be written in a matrix form with $a(\tau, t)$ as a vector at the rightmost, so that, even if the original wavelet and earth reflectivity is known, equation (3.12) can not be solved for attenuation characters using inversion algorithms. In the next section, a nonlinear optimization scheme for $Q$ estimation is devised based on the one-dimensional wave equation rather than the convolutional model of equation (3.12).

### 3.2.1 Quality Factor Estimation from the Viewpoint of the Wave Equation

We assume that a non-absorptive reference trace is available which corresponds to a real seismic trace (at the end of this section, I will explain how to build the reference trace). Based on the one-dimensional wave equation, quality factor estimation can be formulated as a nonlinear inverse problem. The basic equation that we will use is equation (A.7) which is the one-dimensional absorptive wavefield continuation equation in the frequency domain.

If depth $z$ is sampled at interval $\Delta z$, we can denote the depth $z$, the quality factor and the reference velocity at this depth by

$$z = n\Delta z,$$

$$Q(z) = Q_n$$

and

$$v_0(z) = v_0(n),$$

respectively. We also define the wavefield in the frequency domain by

$$U(z, \omega) = U_n(\omega)$$
and
\[ U(z + \Delta z, \omega) = U_{n+1}(\omega). \]

From equation (A.7), we have
\[ U_{n+1}(\omega) = U_n(\omega)A(\Delta z, \omega) \exp \left( i \frac{\omega}{v_0(n)} \Delta z \right), \quad (3.13) \]
where
\[ A(\Delta z, \omega) = \exp \left( -\frac{\omega \Delta z}{2Q_nv_0(n)} \right) \exp \left[ -i \frac{\omega \Delta z}{\pi Q_nv_0(n)} \ln \left( \frac{\omega}{\omega_0} \right) \right] \quad (3.14) \]
is the absorption related operator. Symbols used in equations (3.13) and (3.14) are the same as in Appendix A.

Equation (3.13) can also be written in a non-recursive form,
\[ U_n(\omega) = U_0(\omega)A(z, \omega) \exp( i \frac{\omega}{v_{ave}} z_n), \quad (3.15) \]
with \( v_{ave} \) being the average velocity at frequency \( \omega_0 \) in a section of thickness \( z \), and
\[ A(z, \omega) = \prod_{j=0}^{n} \exp \left( -\frac{\omega j \Delta z}{2Q_jv_0(j)} \right) \exp \left[ -i \frac{\omega j \Delta z}{\pi Q_jv_0(j)} \ln \left( \frac{\omega}{\omega_0} \right) \right] = A_n(\omega). \quad (3.16) \]

Phase shift migration is done in two steps (Gazdag, 1978). Firstly, the surface wavefield \( U_0(\omega) \) is downward extrapolated to a depth \( z_n \) using equation (3.15) to get \( U_n(\omega) \). Secondly, all frequency components of the wavefield \( U_n(\omega) \) are summed together to form \( u_n(t = 0) \),
\[ u_n(t = 0) = \int U_0(\omega)d\omega. \quad (3.17) \]
Inserting equation (3.15) into (3.17), we obtain
\[ u_n(t = 0) = \int U_0(\omega)A_n(\omega) \exp( i \frac{\omega}{v_{ave}} z_n)d\omega. \quad (3.18) \]
For constant reference velocities, it can be derived that the sampling rate of a trace \( \Delta t = \Delta z/v_0, v_{ave} = v_0 = v_0(j) \) and \( t_n = z_n/v_0 \). Discretizing frequency \( \omega = m\Delta \omega \), we
have the discrete version of equation (3.18)

\[ u_n(t = 0) = \sum_{m} U_n(\omega_m) A_n(\omega_m) \exp \left( i \frac{\omega_m z_n}{v_{ave}} \right) e^{i\omega_m t_0} \Delta \omega. \]  

(3.19)

Considering a numerical implementation, if we assume velocity information is available, unknown parameters in term \( A_n(\omega_m) \) are \( Q \)'s. If we put these \( Q \)'s into a vector

\[ Q_n = (Q_1, Q_2, \ldots, Q_n) \]  

(3.20)

and define

\[ A_n(n, m) = A_n(Q_n, \omega_m) = A_n(\omega_m) \Delta \omega, \]  

(3.21)

We obtain

\[ u_n(t = 0) = \sum U_n(\omega_m) A_n(Q_n, \omega_m) \exp(i\omega_m t_0). \]  

(3.22)

Furthermore, writing equation (3.22), in matrix form, we have

\[
\begin{pmatrix}
A_1(1,1)W_{11} & A_1(1,2)W_{12} & \cdots & A_1(1,M)W_{1M} \\
A_2(2,1)W_{12} & A_2(2,2)W_{22} & \cdots & A_2(2,M)W_{2M} \\
\vdots & \vdots & \ddots & \vdots \\
A_N(N,1)W_{1N} & A_N(N,2)W_{2N} & \cdots & A_N(N,M)W_{MN}
\end{pmatrix}
\begin{pmatrix}
U_0(\omega_1) \\
U_0(\omega_2) \\
\vdots \\
U_0(\omega_M)
\end{pmatrix}
= \begin{pmatrix}
u_1(t = 0) \\
u_2(t = 0) \\
\vdots \\
u_N(t = 0)
\end{pmatrix},
\]

(3.23)

where \( W_{mn} = e^{i\omega_m t_0}. \) The more explicit form of \( A_n(Q_n, \omega_m) \) is

\[ A_n(Q_n, \omega_m) = \Delta \omega \prod_{j=0}^{n} \exp \left( -\frac{\omega_m z_j}{2Q_j v_0} \right) \exp \left[ -i \frac{\omega_m z_j}{\pi Q_j v_0} \ln \left( \frac{\omega_m}{\omega_0} \right) \right]. \]  

(3.24)

Equation (3.23) may be written in the following concise form,

\[ A U_r = u. \]  

(3.25)

In equation (3.25), \( A \) is the coefficient matrix and is a function of \( Q \)'s.

\[ U_r = [U_0(\omega_1), U_0(\omega_2), \ldots, U_0(\omega_M)]'. \]
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is a vector of a reference signal without absorption in the frequency domain. When velocity information is available, it can be extrapolated to difference depths

\[ u = [u_1(t = 0), u_2(t = 0), \ldots, u_N(t = 0)]', \]

which is the recorded seismic trace in the time domain. Equation (3.25) is a nonlinear equation, the parameters we want to invert for are in the coefficient matrix.

A similar equation was used by Harris et al. (1997) who assumed a quality factor as a function of frequency, and different layers having the same quality factor function. In this way, the problem was formulated as a nonlinear equation to solve for \( Q(\omega) \) using the SVD (singular value decomposition) method. In fact, the assumption of Harris et al. (1997) conflicts with many experimental results. Evidence indicates that quality factors in different media are different and, in the range of seismic frequencies, the quality factor of a medium remains constant (Turner and Siggins (1994)). Therefore, it is reasonable to assume that quality factors are a function of time or depth.

3.2.2 Solutions of the Nonlinear Problem

We can use two methods to solve the nonlinear equation (3.25) for quality factors.

One is the nonlinear optimization method. For the quality factors in a layered Earth, we expect to obtain a flat model in the inversion. Nonlinear optimization algorithms can be used to minimize the objective function

\[ \phi(Q) = |AU_r - u| + FQ \]

(3.26)

where \( F \) is a flatness operator. This nonlinear problem can be solved by many methods, e.g. simulated annealing or genetic algorithms.

Another method is simple in its implementation. It is a scanning method, that is, we test a series of quality factors with fixed interval and compute the value of the objective
function, choosing the quality factor corresponding to the minimum misfit in the solution of the nonlinear problem. Similar methods are used in velocity and noise analysis in seismic data processing. This approach is also suitable for the quality factor estimation problem of equation (3.26).

To test this nonlinear optimization scheme, an experiment has been performed on a synthetic trace. The trace used in this test is in Figure 3.2a and its corresponding reference trace is in Figure 3.1a. As shown before, these two traces have the same wavelet and the same reflectivity. The scanning process begins by setting $Q = 10$ and choosing an increment of 10. The absolute value error is calculated at each $Q$. The misfit function reaches its smallest value at exactly $Q = 30$. This value is equal to the actual quality factor used in the modeling. The curve for this scanning process is shown in Figure 3.6. A shortcoming of the scanning method is that it could involve extensive computation.

In practice, if well data are available, the reflectivity function could be extracted from well data, and the wavelet could be extracted from close well seismic traces. With the reflectivity and the wavelet, a non-absorptive reference trace can be formed.

This nonlinear inverse method could be useful in correlating well data with close well seismic traces. Using this optimization scheme, detailed absorption characters could be extracted from seismic data. Extrapolating the quality factors from close-well traces along horizons of a seismic section, a quality factor section could be obtained as is done in well-constrained acoustic impedance inversion (Martines et al. 1992). This could be very useful for reservoir description.
Figure 3.6: The variation of the $L_1$ error vs. $Q$
Chapter 4

Absorption Compensation Theory and Practice

Inverse Q filtering is used to remove the effect of absorption. The stability of inverse Q filtering will be affected by high frequency noise whether it is implemented in the time or the frequency domain. By formulating the absorption compensation as an inverse problem, a stable solution can be found.

In seismic exploration, stacked seismic sections are interpreted in order to find earth structures that could be potential hydrocarbon reservoirs. The detailed interpretation of the earth structure or the sedimentation history relies on high resolution seismic data. Invariably, however, seismic data only have restricted resolution because of band-limited seismic wavelets and absorption. A number of techniques have been used to broaden the frequency band of seismic data. Besides deconvolution, the broad-band constraint inversion of seismic profiles is another widely used method which integrates seismic data with sonic-log data to extrapolate the frequency band to the high and low frequency ends (King, 1988; Martines et al., 1992; Du, 1996).

Absorption compensation, simply referred to as de-absorption (McGinn and Duijndam, 1999), is specifically used to remove the effect of absorption attenuation and distortion of wavelet spectra. It is an important aspect of high resolution processing. De-absorption has received great attention among geophysicists and inverse Q filtering has been gradually incorporated into the seismic data processing flow. The main obstacle that needs to be overcome in the application of inverse Q filtering is its unstable nature. As pointed out by Claerbout (1985), in making earth images, earth dissipation might
be compensated for by amplifying high-frequency energy during downward continuation. This might be done, just like migration, by shifting a wavefield by $e^{ik_z z}$, except that $k_z = \sqrt{(\omega^2/v^2 - k_z^2)}$ would be replaced by something like $ik_z = (-iw)^{1-\epsilon}$ (see equation (2.3)). In practice, however, no one would really do this, since it would severely amplify high frequency noise. In fact, many geophysicists have focused their research on developing algorithms that can avoid the amplification of random noise; among them are Robinson (1979), Hale (1987), Hargreaves (1990), Verala et al. (1993) and Song et al. (2000).

### 4.1 Inverse Q Filtering Revisited

There are many methods available to perform absorption compensation, the most common of these being time-variant deconvolution (Margrave, 1998 or multi-window deconvolution (Yilmaz, 1987)). The deconvolution problem involves time-variant seismic wavelets that are governed by the absorption properties of the earth. Different inverse filters are devised in different windows to take into account the non-stationarity of seismic wavelets. Another method to compensate for absorption is time-variant spectral whitening (Yilmaz, 1988). This process proceeds in three steps. First, a series of narrow band-pass filters are applied to a trace. Commonly the high frequency components have a faster decay rate than the low frequency components. Second, contents of the different frequency bands are examined, and a series of gain functions are computed to describe the decay rates for each frequency band. This is done by computing the envelope of the band-pass filtered traces. Third, the inverses of these gain functions are applied to each frequency band and the results are summed. The summed trace is the one with absorption compensation. Both time-variant deconvolution and time-variant spectral whitening are done in the time domain, and are widely used in practice. Limitations of these two
methods are obvious.

According to equation (A.7), absorption compensation problems can also be handled in the frequency domain. If our observed data are ideally noise-free, the de-absorption process can be implemented easily, in the same way as phase shift migration (Gazdag, 1978). Figure 4.1 shows an example of ideal absorption compensation. The left panel in Figure 4.1 is a synthetic seismic section; absorption makes reflections become broader as time increases. As a result, the resolution of this section becomes worse from top to bottom. The right panel in Figure 4.1 shows the section after de-absorption. Reflections become sharp impulses again and the resolution becomes uniform. Because there is no random noise added to the synthetic data, absorption has been completely compensated for. In practice, since noise is always associated with real signals, this direct de-absorption scheme cannot be used.

If an inverse $Q$ filter does not distinguish between reflection signal and noise, it will alter the amplitude of both (Turner, 1994). This can be observed by examining the attenuation operator in equation (A.7).

$$A(\Delta z, \omega) = A_1(\omega)A_2(\omega)$$ (4.1)

The absorption operator has two parts: the amplitude attenuation part $A_1(\omega)$ and the phase distortion part $A_2(\omega)$ with the following expressions, respectively:

$$A_1(\omega) = \exp(-\frac{\omega \Delta z}{2Qv_0})$$

and

$$A_2(\omega) = \exp \left[ -i \frac{\omega \Delta z}{\pi Q v_0} \ln(\frac{\omega}{\omega_0}) \right]$$

The inverse of an attenuation operator

$$A^{-1}(\Delta z, \omega) = A^{-1}_1(\omega)A^{-1}_2(\omega),$$
Figure 4.1: De-absorption test on a synthetic noise-free data set: (a) A synthetic section with absorption (constant $Q$); (b) The section after absorption compensation. For noise-free data, both amplitude attenuation and phase distortion can be corrected completely.
where
\[ A_1^{-1}(\omega) = \exp\left( \frac{\omega \Delta z}{2Qv_0} \right) \] (4.2)
and
\[ A_2^{-1}(\omega) = \exp \left[ i \frac{\omega \Delta z}{\pi Qv_0} \ln \left( \frac{\omega}{\omega_0} \right) \right] \] (4.3)
respectively.

If \( Q \) is known, the phase distortion might be removed separately (Robinson, 1979; Hargreave, 1992) because dispersion correction can be done completely without any instability problem. The pure phase correction cannot expand the frequency band of a signal, but it does retrieve a symmetric unit impulse response.

An example of phase correction is shown in Figure 4.2. A synthetic signal with constant absorption coefficient is shown in Figure 4.2a. The responses are minimum phase. Pure dispersion correction is shown in Figure 4.2b. All of the responses become symmetric and sharper. Pure phase correction, however, is not enough to compensate for absorption attenuation. To remove the absorptive effect, amplitude compensation is necessary. As mentioned before, if the direct inverse operator is used to compensate for attenuation, high frequency noise will be boosted. To ensure that noise is not unnecessarily increased, it is important to modify the inverse operator. One way to avoid the instability is to use the band-limited version of the inverse operator i.e., to replace \( A_1^{-1}(\omega) \) by \( W_0(\omega)A_1^{-1}(\omega) \). Here \( W_0(\omega) \) represents a low-pass filter. An example of this method is to taper the amplitude response in equation (4.2) by multiplying the inverse filter by a time-dependent Gaussian function
\[ A_1^{-1}(t,\omega) \rightarrow A_1^{-1}(\omega)G(t,\omega), \]
where \( G(t,\omega) \) is a time-dependent truncated Gaussian filter (Hargreave, 1993). Figure 4.3 shows the Gaussian approximation to an exponential amplitude compensation operator.
Figure 4.2: (a) A synthetic seismic trace with absorption; (b) After pure phase correction, the minimum phase responses become zero phase.
To avoid noise amplification, the original monotonically rising function is replaced by a function which decays at high frequencies, and the choice of $G(t, \omega)$ will be critical to the final results. Undoubtedly this method will compensate for attenuation of the low-frequency parts. However, it can not compensate for the loss of the high frequency energy.

Another way of avoiding excessive noise boosting is to project the inverse operator onto a finite orthogonal wavelet basis by eliminating the high frequency component of the inverse operator (Song et al., 2000)

$$A_1^{-1}(t, \omega) \rightarrow \sum_{j=1}^{J} \langle W_j(\omega), A_1^{-1}(t, \omega) \rangle W_j(\omega)$$

where $W_j(\omega)$ represents the wavelet basis at scale $j$ and $J$ is a finite integer. For complete decomposition, $J$ approaches $\infty$. The stability in these two schemes is achieved by
attenuating the inverse filter above a certain frequency, or by just discarding the frequency component above some scale.

Using inverse theory, stability in the absorption compensation problem can also be achieved. The details of this will be discussed in following sections of this chapter.

4.2 Time-Variant Deconvolution as an Inverse Problem

4.2.1 Noise Problem in Deconvolution

The instability problem is not unique to the absorption compensation problem. It is omnipresent in the implementation of deconvolution. In the following, we discuss this problem and optimum Wiener filter design.

In seismic data processing, the recorded data in the one-dimensional case can be modeled by

$$ x(t) = w(t) * r(t) + n(t). \tag{4.4} $$

In this equation, $x(t)$, $w(t)$ and $r(t)$ represent a recorded seismic trace, a seismic wavelet and a function of the earth’s reflectivity. Assuming that $w(t)$ is known, deconvolution aims at obtaining the reflectivity from the observed seismic trace. Commonly, however, the calculated reflectivity will be affected by the random noise term, whether or not $w(t)$ is band limited. Assuming that $f(t)$ is the inverse filter of $w(t)$ (i.e. $f(t) * w(t) = \delta(t)$), deconvolution results in

$$ r'(t) = r(t) + f(t) * n(t). \tag{4.5} $$

Whenever $n(t)$ is not close to zero, the noise effect on the output reflectivity will be very severe because $f(t)$ often has a long duration.

To handle the problem of noise in seismic data processing, the inverse filter is often designed using a least squares scheme rather than directly from the original seismic wavelet. The designed filters are called optimum Wiener filters (Robinson and Treitel,
Wiener filtering involves designing the filter \( f(t) \) so that the least squares error between the actual and desired output is minimum. Error \( L \) is defined as

\[
L = \sum_t (d(t) - y(t))^2, \tag{4.6}
\]

where \( d(t) \) represents the desired output of the filter. The actual output \( y(t) \) is the convolution of the filter \( f(t) \) with the input seismic trace \( x(t) \):

\[
y(t) = f(t) * x(t). \tag{4.7}
\]

When equation (4.7) is substituted into equation (4.6), we obtain

\[
L = \sum_t \left( d_t - \sum_{\tau} f_{\tau} x_{t-\tau} \right)^2. \tag{4.8}
\]

The goal is to compute the filter coefficients \( (f_0, f_1, \ldots, f_{n-1}) \) so that the error is minimized. The filter thus decreases the effect of noise. Optimum Wiener filters are designed to bring the predicted output as close as possible to the desired output using the \( L_2 \) norm.

As we will see in the following discussion, in seismic data inversion schemes, model parameters are adjusted until the difference between the theoretical and observed values is a minimum. The philosophy in deconvolution and inversion is the same. This understanding encourages us to find a way to solve the time-variant deconvolution problem using inverse theory.

### 4.2.2 Basic Theory of Statistical Inversion

Actual measurements of geophysical quantities are never exact. It is therefore essential for any practical scheme that solves inverse problems to take this into account. As discussed in the last section, direct deconvolution has inevitable instability. Formulating deconvolution or inverse filtering as an inverse problem has the advantage of allowing us to control what kind of solutions we wish to obtain. Another advantage of this formulation
is that it only uses the forward operator rather than the inverse operator. Many methods have been developed for constructing solutions to linear inverse problems in a way that takes into account the non-uniqueness and instability associated with the incompleteness and inaccuracy of observed data. To solve an inverse problem, two things are now required: a misfit measure, that is, a way of quantifying the disagreement between the observations and their counterparts; and a tolerance, which is a level of misfit that is considered acceptable so that when a model achieves that value, it may be said that the model adequately honors the demands of the measurements. In short, to solve an inverse problem, first an objective function should be constructed, and then a method should be used to minimize or maximize that objective function. This approach is commonly iterative, and the iterations will stop when the solution is acceptable.

Inverse problems can be approached from the point of view of probability theory (Ulrych, 1998; Tarantola, 1987). It is common to consider measured data $d$ as uncertain. That is, although there exist true data, we do not know them. The measured data can then be considered as random variables whose mean is that of the true value. Traditionally, the assumption is made that the observed data are random with a Gaussian distribution. This leads to the well known $\chi^2$ test for goodness of fit and to $L_2$-norm solution. The solution to the inverse problem is the model vector $m$. It is not unique, but with some constraints we can obtain a reasonable estimate of $m$. Each of the model elements can be viewed as a random variable, and thus each estimate of the model is just a realization of a random process. Given an estimate of the probability density function (pdf) of the model $m$, we can, by calculating expected values, obtain an estimate of the model itself. From the above discussion, we can use the following equation to describe the inverse problem,

$$g(m) = d = s + n,$$

(4.9)
where observed data \( d \), noise \( n \) and model parameters \( m \) can all be considered as realizations of random processes; \( g(m) \) could represent a linear or non-linear function.

Before we discuss the de-absorption problem using a statistical inverse method, let us first take a look at some related basic concepts in probability theory. The first is the probability density function (pdf) \( p(x) \) that plays a central role. For a random Gaussian process,

\[
p(x) = \frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{(x-\mu)^2}{2\sigma^2}}. \tag{4.10}
\]

In this expression, \( \sigma \) is the standard deviation, and \( \mu \) is the mean or mathematical expectation of random process \( x \). Besides the Gaussian distribution, another distribution function that will be used in the de-absorption schemes is the Cauchy distribution:

\[
p(x) = \frac{1}{1 + \frac{x^2}{2\sigma^2}}. \tag{4.11}
\]

The second basic concept to review is conditional probability. If there are two related random processes, then the conditional probability \( p(d|m) \) refers to the probability of a realization \( d \) given that \( m \) occurs.

The third concept is Bayes' Theorem. It states that

\[
p(m|d) = \frac{p(d|m)p(m)}{p(d)}. \tag{4.12}
\]

Statistical inversion theory is based on Bayes' Theorem. Because in an inverse problem, we always have observed data \( d \), \( p(m|d) \) is a posterior probability. A common approach in Bayesian inversion aims at maximizing \( p(m|d) \). After data are observed, \( p(d|m) \) is named the likelihood and is measure of the possibility of the \( m \) that create \( d \). An approach to estimate \( m \) from \( d \), in the situation when no additional information about \( m \) is available, is to maximize the likelihood \( p(d|m) \), giving rise to the MAP (maximum a posteriori) solution.
By assigning a prior probability distribution \( p(m) \), the conditional distribution function \( p(d|m) \) and maximizing \( p(m|d) \), an objective function for the inverse problem can be constructed based on Bayesian theory.

### 4.2.3 Absorption Compensation and Inversion

Throughout this section, we will solve the de-absorption problem using statistical inversion theory which is based on Bayes' theorem. We will consider data contaminated by noise that is normally distributed as \( N(0, \sigma^2_n) \), where the subscript \( n \) represents noise. The conditional distribution of the data is given by (from equation (4.10))

\[
p(d|m, \sigma_n) = \left( \frac{1}{2\pi\sigma^2_n} \right)^{(M-1)/2} e^{-(1/2\sigma^2_n)||d-Gm||_2^2}, \tag{4.13}
\]

where \( M \) is the length of the data vector. For a linear system

\[
d = Gm,
\]

where \( G \) is called the coefficient or kernel matrix. Let \( p(m, \sigma_m) \) indicate a prior distribution for \( m \) conditional on a parameter \( \sigma_m \). From Bayes' theorem (equation (4.12)), we have:

\[
p(m|d, \sigma_m, \sigma_n) = \frac{p(d|m, \sigma_n)p(m, \sigma_m)}{p(d)}. \tag{4.14}
\]

Here the model parameter \( m \) is the reflectivity function, so that we can use sparseness constraint in inversion scheme.

### 4.2.4 Cauchy-Gauss Model

The following assumes that a seismic wavelet is available; it is either obtained from check-shot survey, or extracted from a seismic trace. It is believed that the model parameter (reflectivity \( m \)) is sparse. We have found that a sparse distribution of \( m \) provides not
only a manner to regularize the inversion algorithm, but also to increase the resolution of the inversion results (Sacchi and Ulrych, 1996).

The reflectivity function \( \mathbf{m} \) is a vector, and each element \( m_k \) of \( \mathbf{m} \) is an independent random process. Assuming that all \( m_k \) have the same standard deviation \( \sigma_m \), the joint probability density function of all \( m_k \)

\[
p(\mathbf{m}, \sigma_m) = \prod_k p(m_k, \sigma_m).
\]

If \( p(m_k, \sigma_m) \) satisfies a Cauchy distribution (4.11),

\[
p(\mathbf{m}, \sigma_m) = \prod_{k=0}^{M-1} \left( 1 + \frac{m_k^2}{2\sigma_m^2} \right)^{-1}.
\]

(4.15)

Inserting this Cauchy prior (equation (4.15)) and the data likelihood (equation (4.13)) into equation (4.14) and taking logarithm of the both sides of the equation, we have

\[
\ln[p(\mathbf{m}|\mathbf{d}, \sigma_m, \sigma_n)] = -c(\mathbf{m}) - \frac{1}{2\sigma_n^2}(\mathbf{d} - \mathbf{G}\mathbf{m})^T(\mathbf{d} - \mathbf{G}\mathbf{m}),
\]

(4.16)

where \( c(\mathbf{m}) \) is a constraint imposed by Cauchy distribution:

\[
c(\mathbf{m}) = \sum_{k=0}^{M-1} \ln \left( 1 + \frac{m_k^2}{2\sigma_m^2} \right),
\]

which is a measure of the sparseness of the model parameter.

Furthermore, denoting \( \phi_{cg}(\mathbf{m}) = -\ln[p(\mathbf{m}|\mathbf{d}, \sigma_m, \sigma_n)] \), we can observe that maximizing \( p(\mathbf{m}|\mathbf{d}, \sigma_m, \sigma_n) \) is equivalent to minimizing \( \phi_{cg}(\mathbf{m}) \). Therefore, the cost function for the Cauchy-Gauss model is set to be

\[
\phi_{cg}(\mathbf{m}) = c(\mathbf{m}) + \frac{1}{2\sigma_n^2}(\mathbf{d} - \mathbf{G}\mathbf{m})^T(\mathbf{d} - \mathbf{G}\mathbf{m}),
\]

(4.17)

where \( \mathbf{m} \) is the reflectivity, \( \mathbf{d} \) is recorded seismic signal in the time domain, \( \mathbf{G} \) which is composed of time-variant wavelets \( b_r(t - \tau) \). Both \( t \) and \( \tau \) are in the range of a trace.
length and

\[ G = \begin{bmatrix} b_0(t - 0) \\ b_1(t - 1) \\ \vdots \\ b_M(t - M) \end{bmatrix}. \] (4.18)

These time-variant wavelets are calculated from equation (A.7), assuming that the original source signature and \( Q \) values are known. The time-variant wavelets in the time domain have extremely complex analytical form (Verala et al., 1993). Thus numerical values are computed from their corresponding expressions in the frequency domain.

In this way, the inverse \( Q \) filtering is formulated as an inverse problem. The model resulting in minimum cost function is the reflectivity function we want to find. The objective of this inverse problem is the same as time-variant deconvolution. The solution of this inverse scheme is stable.

This Cauchy-Gauss model has also been used in acoustic impedance inversion (Sacchi and Ulrych, 1997), signal interpolation and interpolation, (Sacchi, Ulrych and Walker, 1998) and high resolution Radon transform (Trad and Ulrych, 1999).

### 4.2.5 Implementation

In this section, we will discuss the implementation of the inverse problem using Cauchy-Gaussian model. The objective function will be minimized is \( \phi_{cg}(m) \) in equation (4.17).

Taking the derivative of \( \phi_{cg}(m) \) with respect to \( m \) (Sacchi et al., 1998), we have:

\[ \frac{\partial \phi_{cg}(m)}{\partial m} = \frac{\partial c(m)}{\partial m} + \frac{1}{2\sigma_n^2} G^T(d - Gm) \] (4.19)

and

\[ \frac{\partial c(m)}{\partial m} = \frac{1}{\sigma_m^2} S^{-1} m, \]
where $S$ is a $M \times M$ diagonal matrix with elements $S_{kk} = 1 + \frac{m_k^2}{\sigma_m^2}$, $k = 0, 1, \ldots, M - 1$ and depends on $m$. Equating the derivative in equation (4.19) to zero yields

$$m = (\lambda S^{-1} + \mathbf{G}^T \mathbf{G})^{-1} \mathbf{G}^T \mathbf{d},$$

(4.20)

where $\lambda = \frac{2\sigma^2}{\sigma_m^2}$. This equation is non-linear and must be solved by means of an iterative procedure.

To construct an iterative algorithm, equation (4.20) is written as:

$$m = S \mathbf{G}^T (\lambda \mathbf{I}_N + \mathbf{G} S \mathbf{G}^T)^{-1} \mathbf{d} = S \mathbf{G}^T \mathbf{p},$$

(4.21)

where the auxiliary vector $\mathbf{p}$ is a vector which is obtained from the solution of the system

$$(\lambda \mathbf{I}_N + \mathbf{G} \mathbf{S} \mathbf{G}^T) \mathbf{p} = \mathbf{d}.$$  

(4.22)

The iterative algorithm starts with setting the observed seismic trace as the initial model parameter $m^{(0)}$. This initial solution is also used to generate the matrix $S^{(0)}$. In each iteration, we first compute

$$p^{(\text{iter}-1)} = [\lambda \mathbf{I}_N + \mathbf{G} S^{(\text{iter}-1)} \mathbf{G}^T]^{-1} \mathbf{m}^{\text{iter}-1},$$

and then update the model parameter

$$m^{\text{iter}} = S^{(\text{iter}-1)} \mathbf{G}^T p^{(\text{iter}-1)}.$$  

The iteration stops when the convergence of solution is reached.

To solve the inverse problem iteratively requires a lot of computations, so it is necessary to explore the structure of the matrix to find the fastest possible algorithm. In the equation $(\lambda \mathbf{I}_N + \mathbf{G} \mathbf{S} \mathbf{G}^T) \mathbf{b} = \mathbf{d}$, the coefficient matrix is Hermitian Toeplitz. Thus a fast solver like the Levinson recursion can be used in the inversion.
4.3 Examples

In the following, we show some examples of using this inverse method to perform absorption compensation. The scheme is tested on both synthetic and real data.

The first example is shown in Figure 4.4 which is used to examine whether the Cauchy-Gauss model can be used to extract absorption responses by assuming a known wavelet. In the inverse implementation, the kernel matrix (equation (4.18)) is constituted by one time-invariant wavelet. In this figure, the lowest panel (e) is the input synthetic signal without noise. The wavelet is known, and the absorption is unknown. Using the sharpness constraint, the inverse result is almost the same as the original absorption responses after only 2 iterations. When noise is added to the synthetic trace, the extracted absorption responses are much different, the test result is not demonstrated here.

The second example shows that when both the wavelet and quality factor are known, the inverse scheme can yield a sharp reflectivity function in different noise environments. Figure 4.4a contains five traces. They are the same except that different noise is added to each trace; the noise level is 20 percent. Figure 4.4b is the inverse result. The rightmost trace is the original reflectivity series plotted as a reference. It can be observed that the reflectivity function is recovered very well with respect to the correct location and value. This shows that Cauchy-Gauss model can help to produce a sharp reflectivity and, using this inverse method, de-absorption may be implemented.

Figure 4.6 shows the convergence of the inversion operation. Similar to Figure 4.4, panel (e) is an input trace from Figure 4.5a. Panels (a), (b), (c) and d) are inverse results after 1, 2, 3 and 4 iterations, respectively. The inverse result becomes sharper as the number of iterations increases.

As the noise level reaches 25 percent, the inverse result is still acceptable which is shown in Figure 4.7. The locations of extracted reflectivity coefficients are correct; only
Figure 4.4: Wavelet removal from a synthetic signal using Cauchy-Gauss model. (e) The original input trace; after 1 iteration the sharper responses is in (a); (b), (c) and (d) are inverse results after iteration 2, 3 and 4 respectively, they are almost the same.
Figure 4.5: (a) A synthetic signal with 20 percent noise; (b) The result of absorption compensation using an inverse method, the rightmost trace is plotted as a reference.
Figure 4.6: Convergence process of the inverse scheme; (e) is a trace from 4.5a. (a), (b), (c) and (d) are inverse results after iteration 1, 2, 3 and 4 respectively.
Figure 4.7: (a) Synthetic signals with 25 percent noise; (b) The result of absorption compensation using an inverse method.

some values are slightly different from the reference.

The third example is a real data example. Figure 4.8a, is a stacked seismic section. The structures are not complex, consisting of some horizontal reflections. De-absorption processing can be used to improve the resolution of this section. First, quality factors are estimated from a trace in the section using WTVS method (Chapter 2). Second, using these extracted Q’s to perform phase correction, a zero phase wavelet is extracted from the auto-correlation of a trace (only the shallow part of the trace is used). As we have both wavelet and attenuation characters, we can compute the kernel matrix $G$. The inverse computation begins by setting a value for the ratio of $\frac{\sigma^2}{\sigma_n^2}$, the inverse results is
updated iteratively. Following the inversion computation, the wavelet is convolved with the extracted reflectivity functions. The final results are shown in Figure 4.8b. A number of reflections, which are originally undifferentiable in Figure 4.8a, can be observed around time $t = 920 \, ms$ after de-absorption, the lateral continuity can be tracked from trace to trace. The improvement in resolution is clear, a result which could be helpful in the interpretation of this seismic section.
Figure 4.8: (a) A real seismic section; (b) The output of absorption compensation
Chapter 5

Estimation of Quality Factors from CMP Gathers

It is important to understand the attenuation characteristics of the subsurface because they can help to improve the resolution of seismic data, decrease the possibility of incorrect AVO analysis, and give direct information of lithology. Estimates of the quality factor, $Q$, are commonly obtained from vertical seismic data or stacked surface seismic data discussed in Chapter 3 and references therein. In this chapter a method is described that allows $Q$ to be estimated directly from CMP gathers. Attenuation of the wavefield is dependent on three parameters: frequency, traveltime in the medium and medium $Q$. Assuming that the amplitude spectrum of the seismic source signature may be modeled by a Ricker wavelet spectrum, we derive an analytical relation between $Q$ and seismic data peak frequency variation both along offset and vertical time direction. $Q$ is estimated from CMP gathers in a layer stripping mode.

5.1 Basic Assumptions

Despite an early awareness of the effect of intrinsic damping on seismic data, studies of the estimation of $Q$ from multi-fold seismic reflection data remain an important area of research.

Conventional methods (e.g. the spectral ratio method which was discussed in Chapter 3) uses amplitude information to estimate quality factor. The problem is that, due to widespread noise and other factors, such as geometrical spreading and scattering effect, such information is not always robust.
In the following, I will introduce an analytical formula to estimate $Q$ from prestack data, specifically, CMP gathers. The derivation of the formula is based on the two basic assumptions:

1. A CMP section represents multiple observations of an underground structure. It provides information in the time domain and in the offset domain, allowing for the extraction of information concerning structure, lithology and material properties such as velocity and $Q$.

2. Reflection arrival times are determined by interval velocities and the geometrical structure of the substructure. Attenuation of the received signals is only determined by the interval $Q$'s and traveltimes in each layer. If the amplitude spectrum of a seismic wavelet is assumed to be Ricker-like, interval $Q$'s can be computed solely from the variation of the peak spectrum frequency as a function of time.

We have developed an equation that relates attenuation to spectral peak frequency variation. Using this relationship, we determine interval $Q$'s by means of a layer stripping approach. Tests show that this method allows for the determination of interval $Q$'s with reasonable accuracy.

### 5.2 Absorption and Peak Frequency Variation

In seismic data processing, recorded seismic data are commonly viewed to be the convolution of a seismic source signature with a reflectivity series. The seismic source is generally unknown, although in some cases, it can either be measured or assumed to be of minimum phase. The effects of anelasticity may be incorporated into the model by means of convolution with an earth filter. This filter is causal, minimum phase, and depends on $Q(t)$. In a routine seismic data processing procedure, inverse $Q$ filtering is often used to remove this attenuation effect (Varela et al., 1993). In this chapter, instead
of studying details of the attenuation filter, we concentrate on the effect of \( Q \) on the wavelet peak frequencies, and construct a relationship between \( Q \) and peak frequency translations.

First, we consider the amplitude spectrum of the source wavelet to be well represented by that of a Ricker wavelet (Ricker, 1977). The frequency spectrum of the Ricker wavelet is expressed in the frequency domain by equation (5.1):

\[
B(f) = \frac{2}{\sqrt{\pi}} \frac{f^2}{f_m^2} e^{-f^2/f_m^2}
\]

where \( f_m \) is called dominant frequency. In the following, the frequency associated with the maximum of the amplitude spectrum is termed "peak frequency" for convenience.

The evolution of the amplitude spectrum through time is now modeled as that of a Ricker wavelet traveling in a viscoelastic medium. Other factors such as geometrical spreading are not considered because they do not change the shape of the amplitude spectrum. After traveling a distance corresponding to a time \( t \), the amplitude spectrum becomes

\[
B(f, t) = \left( \frac{2}{\sqrt{\pi}} \right) \left( \frac{f^2}{f_m^2} \right) e^{-f^2/f_m^2} H(f, t)
\]

where \( H(f, t) \) is the absorption filter. In the frequency domain, this filter can be expressed by the equation

\[
H(f) = \exp(-\int_{ray} a(f, l) dl),
\]

where the integral is evaluated along the ray-path where \( Q(l) \) and \( c(l) \) are the quality factor and velocity, respectively, defined at each point of the ray path, and \( a(f, l) = \frac{\pi f}{Q(l)c(l)} \).

Here, as is common practice, we have assumed that \( Q(l) \) is independent of frequency. This assumption is justified by many experiments (Ricker, 1977, Kjartsson, 1979, White, 1983).
5.2.1 One layer case

Considering the propagation of a wave traveling in a half space with quality factor $Q$ for $t$ seconds, we determine the spectrum of the received signal as (from equation (A.11))

$$B(f, t) = B(f)e^{-\frac{\pi f t}{Q}} \quad (5.4)$$

We can see from this expression that, as time increases, the absorption increases with frequency and results in the translation of the peak frequency. This phenomenon is clearly illustrated in Figure 5.1. Due to absorption, the width of the source wavelet increases and consequently the amplitude spectrum becomes narrower. If the travel time is known, we can obtain $Q$ from the spectral variations. A common method used to accomplish this task is the spectral ratio method which has been discussed in Chapter 3.

In the spectral ratio method, the determination of $Q$ is complicated by overlapping wavelets that leads to amplitude spectra that do not reflect the wavelet spectrum.

The amplitude of seismic waves is affected by many factors, such as geological structure, geometrical spreading, and AGC (automatic gain control), which is applied to balance the trace amplitudes. However, it is almost exclusively the quality factor that affects the shape of the wavelet amplitude spectrum. Based on this idea, we have developed here a method to estimate $Q$ from the spectral variation of reflections in a CMP gather. Because it contains both time and offset information, a CMP gather is very well suited to determine $Q$.

Including all $Q$ unrelated functions into an amplitude term, we write the spectrum as

$$B(f, t) = A(t)B(f)e^{-\frac{\pi f t}{Q}} \quad (5.5)$$

where $A(t)$ is an amplitude factor independent of frequency and absorption. The peak frequency, $f_p$, can be determined by equating the derivative of the spectrum to zero

$$\frac{\partial B(f, t)}{\partial f} = A(t)\frac{\partial B(f)}{\partial f}e^{-\frac{\pi f t}{Q}} + A(t)B(f)e^{-\frac{\pi f t}{Q}}(-\frac{\pi f}{Q}) = 0 \quad (5.6)$$
Figure 5.1: (a) An event in a CMP gather is generated by a reflector in an absorptive medium, where amplitude of each trace has been normalized. (b) Amplitude spectra of original source signature, trace 1, trace 11, and trace 21 which are indicated by [0], [1], [11] and [21] respectively.
From equation (5.1), determining
\[
\frac{\partial B(f)}{\partial f} = \frac{2}{\sqrt{\pi}} \left( \frac{2f}{f_m^2} \right) e^{-f^2/f_m^2} + \frac{2}{\sqrt{\pi}} \left( \frac{f^2}{f_m^2} \right) e^{-f^2/f_m^2} \frac{2f}{f_m^2} \frac{2f}{f_m^2} \frac{2f}{f_m^2} \frac{2f}{f_m^2}
\]
and inserting this expression into equation (5.5) we obtain the peak frequency
\[
f_p = f_m^2 \left[ \sqrt{\left( \frac{\pi t}{4Q} \right)^2 + \left( \frac{1}{f_m} \right)^2} - \frac{\pi t}{4Q} \right]
\]
The relationship between \( Q \) and the shift of peak frequency now follows
\[
Q = \frac{\pi t f_p f_m^2}{2(f_m^2 - f_p^2)}
\]
This equation shows that, if the original wavelet spectrum is known, \( Q \) may be computed from the CMP gather using only one offset.

In practice, of course, we do not know the initial wavelet dominant frequency \( f_m \). Let us assume, however, that the amplitude spectrum of the initial source wavelet may be approximated by that of a Ricker wavelet. Designating the peak frequencies at two different times, \( t_1 \) and \( t_2 \), by \( f_{p1} \) and \( f_{p2} \) respectively
\[
Q = \frac{\pi t_1 f_{p1} f_m^2}{2(f_m^2 - f_{p1}^2)} = \frac{\pi t_2 f_{p2} f_m^2}{2(f_m^2 - f_{p2}^2)}
\]
from which one can determine that
\[
f_m = \sqrt{\frac{f_{p1} f_{p2} (t_2 f_{p1} - t_1 f_{p2})}{t_2 f_{p2} - t_1 f_{p1}}}
\]
Equation (5.11) tells us that, if the peak frequencies at two different reflection times can be estimated, the original dominant frequency of the source wavelet can be computed. Equations (5.10) and (5.11) allow us to obtain an average \( Q \) thereby removing the effects of surface fluctuations and random noise and consequently, improve the accuracy of \( Q \). They can also be used in estimating quality factors from a vertical-incident trace as in Chapter 3.
Although we have assumed a Ricker amplitude spectrum in our computations, due to the similarity with observed amplitude spectra, many other models are possible. One example is a Gaussian spectrum

\[ B(f) = \exp \left( -\frac{(f - f_m)^2}{\sigma^2} \right) \]  

(5.12)

Following the procedure outlined above, the relationship between \( Q \) and the variation of peak frequencies is

\[ Q = \frac{\pi t \sigma^2}{f_m - f_p} \]  

(5.13)

In practice, the amplitude spectrum of a seismic wavelet is not exactly like that of a Ricker wavelet or a Gaussian function. In many situations, however, it can still be approximated by a Ricker spectrum.

### 5.2.2 Multi-layer case

We consider, first, the case of two layers, with quality factors \( Q_1 \) and \( Q_2 \) respectively. The travel times of a wave traveling through layer 1 and layer 2 are \( t_1 \) and \( t_2 \), respectively. Applying the absorption model of equation (5.6)

\[ B(f, t) = A(t)B(f)e^{-\frac{\pi f t_1}{Q_1}}e^{-\frac{\pi f t_2}{Q_2}} \]  

(5.14)

where \( t = t_1 + t_2 \). Using the peak frequency \( f_p \) associated with \( B(f, t) \), \( Q_2 \) can be estimated with knowledge of \( Q_1 \) and the initial peak frequency \( f_m \) of the source wavelet

\[ Q_2 = \frac{\pi t_2 Q_1}{\alpha Q_1 - \pi t_1} \]  

(5.15)

where

\[ \alpha = \frac{2f_m^2 - 2f_p^2}{f_p f_m^2} \]  

(5.16)

We now employ the concept of an average \( Q \). In other words, we let

\[ e^{-\frac{\pi f t_1}{Q_1}}e^{-\frac{\pi f t_2}{Q_2}} = e^{-\frac{\pi f t}{Q}} \]  

(5.17)
which allows an expression to be derived that relates the interval \( Q_2 \) to the average \( Q \)

\[
Q_2 = \frac{t_2 Q_1 Q}{(t_1 + t_2)Q_1 - t_1 Q} \tag{5.18}
\]

Since the dominant frequency \( f_m \) of the initial wavelet and \( Q_1 \) have already been determined from upper layer arrivals and \( t_1 \) and \( t_2 \) can be estimated, in theory, \( Q_2 \) can be computed using equation (5.15).

Given the complexity of the subsurface, in order to use all offset information available in a CMP, some approximations have to be introduced. Considering a multi-layer medium, we write the absorption equation (equation (5.5)) as

\[
B(f, t) = A(t)B(f)\exp \left[ \sum_{i=1}^{N} \frac{\pi f \Delta t_i}{Q_i} \right] \tag{5.19}
\]

where \( Q_i \) and \( \Delta t_i \) are the quality factor and the traveltime in layer \( i \), respectively. Following the approach used in velocity estimation, we assume straight ray paths and compute the total travel time of a reflection at a particular offset as

\[
t_N = \sum_{i=1}^{N} \Delta t_i. \tag{5.20}
\]

We can now write

\[
\Delta t_i = \frac{t_N}{t_0(N)} [t_{0(i)} - t_{0(i-1)}] \tag{5.21}
\]

where \( t_0(N) \) is the zero-offset travel time of reflection \( N \), and \( t_{0(i)} \) is the zero-offset travel time of the upper reflections. Defining the \( Q \) of layer \( N \) to be \( Q_N \), we can split the attenuation operator in equation (5.21) into two factors as follows

\[
B(f, t) = A(t)B(f)\exp \left[ \sum_{i=1}^{N-1} \frac{-\pi f \Delta t_i}{Q_i} \right] \exp \left[ \frac{-\pi f \Delta t_N}{Q_N} \right] \tag{5.22}
\]

which allows us to obtain the following equation for \( Q_N \)

\[
Q_N = \frac{\pi \Delta t_N}{\alpha - \beta} \tag{5.23}
\]
where $\alpha$ is the same as in equation (5.15), and

$$\beta = \sum_{i=1}^{N-1} \frac{\pi \Delta t_i}{Q_i}$$

Proceeding by means of layer-striping, $Q$ values can be calculated layer-by-layer. Because a straight ray path approximation is used, the computed $Q$ is not the actual interval quality factor. Analogous to RMS velocities, such $Q$ values are called RMS $Q$ values. In a manner analogous to that used to determine interval velocities, we can determine interval $Q$'s from the RMS values using the Dix formula.

$$Q_{\text{interval}}^2 = \frac{Q_{s,i}^2 t_{s,i} - Q_{s,i-1}^2 t_{s,i}}{t_{s,i} - t_{s,i-1}}$$

(5.24)

where $Q_{s,i}$ is the average of the calculated $Q$ values at different offsets for layer $i$, and $t_{s,i}$ is the travel time in layer $i$ when ray path is assumed to be straight across interfaces.

### 5.3 Examples

To estimate $Q$ from CMP gathers, we assume that the arrival times for the main reflection events are known. Fourier transforms are computed in the window containing the reflection at each offset, then each amplitude spectrum is fitted with a Ricker spectrum, and the peak frequency of the spectrum is estimated. Using equations (5.11), (5.10), and (5.23), we can now extract the $Q$'s layer by layer from peak frequency variation.

The results of a very simple test are shown in figure 5.2, where a synthetic CMP gather with two events is illustrated (Figure 5.2a). The original Ricker wavelet has a dominant frequency of 60 Hz. Absorption is modeled by using low $Q$ values to emphasize the effect: the $Q$ values in the two layers are 10 and 20. The actual and estimated $Q$ curves are shown in Figures 5.2b and 2c respectively. The corresponding dominant frequency has been estimated as 60.67 Hz. The agreement between the corresponding values shows that the method works well for ideal synthetic data. The variation of peak
Figure 5.2: (a) A synthetic CMP gather of two reflections with absorption, the amplitude has been normalized. (b) Real Q’s in layer 1 and layer 2, it is unknown in layer 3. (c) computed Q values.
The remarkable decrease is, of course, due to absorption. This example demonstrates very clearly why absorption must be compensated for if resolution of prestack data is an issue.

Following the determination of $Q$ we are faced with the task of inverse $Q$ filtering. However, details of the inverse $Q$ filters are not discussed in this chapter (see Chapter 4). An example showing the effect of inverse $Q$ filtering on a prestack CMP gather using obtained $Q$ values is illustrated in Figure 5.4. A synthetic CMP gather composed of three reflections is modeled in Figure 5.4a, where signal amplitudes remain unbalanced. The first two reflections merge at far offset and we consider them as one to estimate the peak frequency variation. The extracted quality factors are shown in figure 5.4b at relative magnitude. Using these $Q$ values, inverse $Q$ filtering is performed. The $Q$ compensated result is shown in figure 5.4c, demonstrating that the reflections associated with the two
Figure 5.4: Experiment to show the effect of inverse $Q$ filtering. (a) A synthetic CMP gather with 3 reflections; (b) Extracted $Q$ values, only two layers have been separated; (c) The result of absorption compensation.

upper layers are separated.

These two experiments are employed to simply show the validity of our method for quality factor extraction and the resolution improvement of prestack seismic records using accurate $Q$ values. Although our method is illustrated using CMP geometry, it can also work on common shot gathers (CSG), if the geometry difference can be neglected by considering the substructure as horizontally layered medium.

As discussed in many publications (e.g. Futterman, 1962), wave propagation is a causal process, and leads to dispersion in an attenuating medium. In practice, inverse $Q$ filtering should account for both absorption compensation and dispersion compensation at the same time. The next example is to test our extracted $Q$'s in real data processing.
Chapter 5. *Estimation of Quality Factors from CMP Gathers*

A CSG gather is shown in figure 5.5a which was obtained from shallow seismic survey, absorption phenomena can be easily observed from the broadened wave shape along time axis. The inverse $Q$ filtering result is shown in Figure 5.5b, and has been obtained using the $Q$ compensation filter based on the method proposed by Verala et al (1993), because it is fast. Before attenuation compensation was performed, the data were processed by low-pass frequency filtering because inverse $Q$ filter is commonly unstable for high frequency noise.

### 5.4 Observations and Discussion

As illustrated in Figure 5.1, the absorption effects as a function of offset may be mistakenly interpreted as AVO phenomena. Without $Q$ compensation, the reflection amplitudes may appear to decrease with offset, as illustrated in Figure 5.4. It is clear that compensating for absorption in prestack data can be vital in AVO analysis.

Figure 5.4 clearly shows that signals attenuate as a function of both traveltime and offset. Conventional deconvolution techniques used to improve resolution must rely on an adaptive formulation of wavelet estimation. The pitfalls of wavelet estimation, even if the wavelet is not time varying, are well known. Absorption compensation, based on a model of the underlying physics of the absorptive process, allows the computation of a section with increased resolution and a stationary source wavelet that can be subsequently used, if desired, for additional resolution by means of deconvolution.

Prestack inverse $Q$ filtering is well suited to compensate for absorption. Performed on poststack data, inverse $Q$ filtering is similar to wavelet shaping, because stacking distorts the frequency information of the original seismic data. It is advisable to extract quality factors from prestack seismic data that have not been harshly processed by frequency filtering.
Figure 5.5: (a) A common shot gather; (b) The common shot gather after inverse $Q$ filtering. The $Q$ curve has not been shown here.
Prestack processing provides another dimension, offset, that increases the information concerning signal and noise separation. Inverse $Q$ compensation, performed in the prestack domain, can provide a balanced signal spectrum near to far offset and over time and will improve the vertical and lateral resolution of the final image.

Underground lithology is characterized by its velocity, density and quality factor. The last two do not effect the arrival times of reflections, while the quality factor affects amplitude and the signal’s frequency constant. Extracting velocity information from CMP gathers is a common practice. Here we devised similarly a formula to estimate the absorption character from the variation of spectrum with time and offset. A relation that allows the computation of quality factors from observed peak frequency variations was derived in this chapter, based on the reasonable assumption of a Ricker-like amplitude spectrum of the source signature.
As discussed in Chapter 4 and Chapter 5, absorption compensation and migration are done separately in seismic data processing. Absorption compensation is either performed before migration or after migration in a trace by trace mode. Actual ray-paths, and the nature of lateral continuity of the earth structures are neglected. In addition, because a stack distorts the original absorption characteristics, poststack de-absorption processing can only be considered as a wavelet shaping process to make seismic wavelets uniform along a trace.

Considering that seismic waves traveling in the earth satisfy the viscoelastic wave equation, it is necessary to incorporate de-absorption and migration together. Ideally, this process could be done in prestack data; i.e., de-absorption and prestack migration are expected to be implemented in a single process step. The advantage of this process is that it aims at preserving both the amplitude and waveform of seismic signals during imaging. We can call this kind process high fidelity migration.

In this chapter, I will review the recent developments of imaging techniques which take into account absorption and discuss the possibility of using a least squares migration (LSM) method to implement high fidelity migration.

Prestack seismic data can be sorted into common offset sections. In this chapter, only the zero offset situation will be considered because of its mathematical simplicity. Once we have understood the principle for the zero-offset case, we can extend the technique to non-offset sections without much difficulty.
Chapter 6. Migration and De-Absorption

6.1 Migration

Migration is a procedure in seismic data processing which aims at imaging the subsurfaces. In recent years, because of the developments in computer capacity, 3-D exploration and the requirement of finding small geological bodies, prestack depth and time migration is widely used for imaging more complex geological bodies. The research into lithology, lithofaces, crack density, and fluid content of potential reservoirs in hydrocarbon exploration relies heavily on the images obtained from migration. Both the horizontal and the vertical resolution of present migration techniques is expected to be improved. The essentials of a high fidelity migration technique are to preserve both amplitude and waveform of seismic signals during imaging (Ma, 1997).

Migration methods include mainly ray-tracing-based Kirchhoff migration methods, finite-difference methods, phase-shift migration methods and the method developed by Stolt (1978). The key points of these methods are their computation speed, stability and the ability to accommodate spatial velocity fluctuations. Few of these migration approaches take into account the intrinsic absorption in the wave propagation process. However, in recent years, there are increased interests of including de-absorption in seismic data migration and inversion. Mittet et al. (1995) proposed a prestack depth migration method for accommodating absorption and dispersion effects in prestack depth migration schemes. Their method was presented in the frequency-wavenumber domain using a linear viscoacoustic medium. An extrapolation operator that compensates for absorption and dispersion was designed using an optimization algorithm which was then employed to devise a finite-difference migration scheme. The images obtained are superior to those obtained using an extrapolator without compensation for absorption. However, this method is unstable in the presence of high frequency noise. Causse et al. (1999) presented a viscoacoustic full-waveform inversion scheme which compensates
for the effects of phase distortion but not for the effects of amplitude distortion using
viscoacoustic gradient-based inversion algorithms. Numerical tests were performed on
noise free synthetic data.

Practical applications of viscoelastic wave inversion have also been reported. Blanck
and Symes (1995) applied a 2-D viscoacoustic finite difference linear inversion to a real
data set, using iterative linearized inversion to update model parameters. Charara et al.
(1996) applied viscoelastic inversion to an offset VSP data also using an iterative scheme.

These works show the increased interest and significance of viscoacoustic migration
and inversion. The key point of wave theory based absorption compensation method is
how to devise an algorithm which is stable to high frequency random noise. This problem
has also been addressed in Chapter 4.

One dimensional absorption compensation can be solved using inverse theory and
migration can be implemented using a least squares scheme. It is a promising direction
to formulate the problem of migration with absorption compensation as a model fitting
problem by least squares.

6.2 Migration, the Adjoint Operation of Modeling

A standard seismic migration operator can be regarded as the adjoint of a seismic forward
modeling operator (Claerbout, 1992). It is important to realize that the adjoint is not
the exact inverse of forward modeling.

6.2.1 Basic Concepts of the Adjoint Operation

A great many of the calculations in science and engineering are really matrix multi­
plication in disguise. The adjoint operator back-projects information from data to the
underlying model. In matrix manipulation, the adjoint becomes matrix transpose for
real matrices and the Hermitian conjugate for complex matrices. Geophysical modeling calculations generally use linear operators that predict data from models. Our usual task is to find the inverse of the calculations; i.e., to find models from data. Logically, the adjoint is the first step and a part of all subsequent steps in this inversion process (Tarantola, 1987). However, in practice, the adjoint sometimes does a better job than the inverse. This is because the adjoint operator tolerates imperfections in the data and does not demand that the data provide full information (Claerbout, 1992).

Consider a matrix $A$ to be a forward operator which projects a model vector $m$ to a data vector $d$. Conceptually, the adjoint operation is to obtain $m_a = L^T d$, where the definition of matrix transpose is simply $a^T_{ij} = a_{ji}$. In practice, however, we often encounter matrices far too large to fit in the memory of any computer. Sometimes, it is also not obvious how to formulate the process at hand as a matrix multiplication. In such cases, the forward operator $A$ and its adjoint $A^T$ are commonly represented by different algorithms. The dot-product test enables us to ascertain whether the algorithm for the adjoint of an operator is precisely consistent with the operator itself.

To perform the dot-product test, we first load the vectors $m$ and $d$ with random numbers and then, using the forward program for $A$, we compute the vector

$$\dot{d} = Am, \quad (6.1)$$

and using the adjoint algorithm for $A^T$, we compute

$$\dot{m} = A^T d. \quad (6.2)$$

Since

$$d^T A m = (A^T d)^T m, \quad (6.3)$$

the two scalars $d^T \dot{d}$ and $\dot{m}^T m$ are also equal, if the computation of $A^T$ is indeed adjoint to the computation of $A$. 

---

Chapter 6. Migration and De-Absorption
6.2.2 Gazdag modeling and migration

In wave propagation, there are several pairs of adjoint operations (Claerbout, 1992): Kirchhoff migration is the adjoint of diffraction modeling, reverse time migration is the adjoint of the time-extrapolation modeling and, Gazdag phase shift migration is the adjoint of phase shift modeling.

This section will demonstrate that Gazdag phase shift modeling and migration are a pair of conjugate operations. We will see that when using Gazdag migration to image absorption attenuated data directly, artifacts will be produced.

Gazdag phase shift modeling and migration (Gazdag, 1978) can be expressed by the differential equation,

\[
d\frac{U}{dz} + i\alpha U = S(z). \tag{6.4}
\]

In the forward modeling application, \(U(z) = U(k_x, z, \omega)\) is the up-going wave,

\[
\alpha = \sqrt{\omega^2/v^2 - k_x^2}, \tag{6.5}
\]

\(S(z) = S(k_x, z)\) is the exploding-reflector source. We take the medium to be layered with constant layer velocity, so that \(\alpha\) is constant in a layer, and we put the sources at the layer boundaries. Thus within a layer we have \(\partial U/\partial z + i\alpha U = 0\) which has the solution

\[
U(z_k) = U(z_k + \Delta z)e^{i\alpha \Delta z} \tag{6.6}
\]

For convenience, let \(Z_k = e^{i\alpha \Delta z}\), so the delay of upward propagation is expressed by \(U(z_k) = Z_k U(z_k + \Delta z)\) or \(U_k = Z_k U(z_{k+1})\). Besides crossing layers, we must cross layer boundaries where the (reflection) sources add to form the up-going wave. Thus we have

\[
U_{k-1} = Z_k U_k + S_{k-1}. \tag{6.7}
\]

Recursive use of equation (6.7) across a medium of three layers is expressed in matrix
form as

\[
\begin{bmatrix}
1 & -Z_0 & 0 & 0 \\
0 & 1 & -Z_1 & 0 \\
0 & 0 & 1 & -Z_2 \\
0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
U_0 \\
U_1 \\
U_2 \\
U_3
\end{bmatrix}
= 
\begin{bmatrix}
S_0 \\
S_1 \\
S_2 \\
S_3
\end{bmatrix}
\] (6.8)

A recursive solution begins at the bottom with \( U_3 = S_3 \) and propagates upward.

The conjugate of the delay operator \( Z \) is the time advance operator \( \bar{Z} \), so that, the conjugate operation to that in equation (6.8) is given by

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
-\bar{Z}_0 & 1 & 0 & 0 \\
0 & -\bar{Z}_1 & 1 & 0 \\
0 & 0 & -\bar{Z}_2 & 1
\end{bmatrix}
\begin{bmatrix}
\bar{S}_0 \\
\bar{S}_1 \\
\bar{S}_2 \\
\bar{S}_3
\end{bmatrix}
= 
\begin{bmatrix}
U_0 \\
U_1 \\
U_2 \\
U_3
\end{bmatrix}
\] (6.9)

where \( \bar{S}(z) \) (summed over frequency) is the derived image.

Equation (6.8) and (6.9) can be written in matrix form \( \mathbf{A} \mathbf{U} = \mathbf{S} \) and \( \mathbf{A}^T \bar{\mathbf{S}} = \mathbf{U} \), and \( \mathbf{A}^T \) is the conjugate transpose of \( \mathbf{A} \). Written in explicit form as forward and inverse problems respectively,

\[
\mathbf{U} = \mathbf{A}^{-1} \mathbf{S} = \mathbf{A} \mathbf{S}
\] (6.10)

and

\[
\bar{\mathbf{S}} = (\mathbf{A}^T)^{-1} \mathbf{U} = (\mathbf{A}^{-1})^T \mathbf{U} = \mathbf{A}^T \mathbf{U}.
\] (6.11)

The conjugacy can be easily observed from equation (6.10) and (6.11).

Let us now examine whether the adjoint operator is the inverse operator. We form

\[
\mathbf{A}^T \mathbf{A} = 
\begin{bmatrix}
1 & Z_0 & Z_0 Z_1 & Z_0 Z_1 Z_2 \\
\bar{Z}_0 & 2 & 2Z_1 & 2Z_2 Z_2 \\
\bar{Z}_0 \bar{Z}_1 & 2\bar{Z}_1 & 3 & 3Z_2 \\
\bar{Z}_0 \bar{Z}_1 \bar{Z}_2 & 2\bar{Z}_1 \bar{Z}_2 & 3\bar{Z}_2 & 4
\end{bmatrix}
\] (6.12)
which it is not an identity and, therefore

\[ \bar{S} \neq S. \quad (6.13) \]

This means that the transpose of matrix \( A \) is not its inverse. Standard migration using the adjoint of the forward modeling operator will produce artifacts in migrated images.

For absorptive medium, the extrapolator \( Z_k \) has a form of (equation (A.8))

\[ Z_k = e^{i\alpha \Delta z} = \exp \left( i \sqrt{\frac{\omega^2}{v_0^2}} \left[ 1 - \frac{2}{\pi Q} \ln \left( \frac{\omega}{\omega_0} \right) + i \frac{1}{Q} \right] - k_z^2 \right) \Delta z. \quad (6.14) \]

Using the 15 degree approximation (Claerbout, 1987), i.e. \( \sqrt{k^2 - k_z^2} = k - \frac{k_z^2}{2k} \) and omitting the \( \frac{1}{Q} \) related terms, we have

\[ \alpha \approx \frac{\omega}{v_0} \left[ 1 - \frac{1}{\pi Q} \ln \left( \frac{\omega}{\omega_0} \right) \right] \left[ 1 + i \frac{1}{2Q} \right] - \frac{v_0 k_z^2 \left( 1 - \frac{1}{2Q} \right)}{2\omega \left[ 1 - \frac{1}{\pi Q} \ln \left( \frac{\omega}{\omega_0} \right) \right]}. \quad (6.15) \]

For simplicity, denote \( \zeta = 1 - \frac{1}{\pi Q} \ln \left( \frac{\omega}{\omega_0} \right) \) and separate \( \alpha \) into real and imaginary parts

\[ \alpha \approx \frac{\zeta \omega}{v_0} - \frac{v_0 k_z^2}{2\zeta \omega} + i \left[ \frac{\zeta \omega}{2Q v_0} + \frac{v_0 k_z^2}{2Q \zeta \omega} \right]. \quad (6.16) \]

Therefore, it is seen that the conjugate of \( Z_k \) is approximately

\[ \bar{Z}_k \approx \exp \left[ i \Delta z \left( \frac{\zeta \omega}{v_0} - \frac{v_0 k_z^2}{\zeta \omega} \right) \right] \exp \left[ -\Delta z \left( \frac{\zeta \omega}{2Q v_0} + \frac{v_0 k_z^2}{4Q \zeta \omega} \right) \right], \quad (6.17) \]

which is a stable operator. This property is very important in constructing a stable de-absorption scheme. In contrast, the inverse, \( Z_k^{-1} \), is unstable.

### 6.3 Least Squares Migration (LSM)

Accurate images are the desired end product of seismic migration. In many situations, the adjoint operation of the forward modeling operator is not a good enough approximation to handle data with absorption attenuation, or with finite aperture. In some cases, the
exact inverse can be approximated by a generalized inverse which is formulated as a least-squares migration operator, rather than migrating data with the adjoint of the forward modeling operator. In this section, I will introduce the principle of LSM and probe the possibility of using LSM to migrate seismic data and compensate for absorption at the same time.

Bamberger et al. (1982), Lailly (1983) and Tarantola (1987) provided the basic formalism for least squares inversion. These works opened the way to new interpretations of wave equation migration, in particular in regard to iterative migration algorithms, which could be understood as minimization algorithms (Lebras and Clayton, 1988).

Recently, least squares migration has received wide interest. Schuster (1993) developed a technique of least-squares cross well migration. Chavent, G. and Plessix, R. (1999) presented a technique of true amplitude least squares depth migration. Nemeth et al. (1999) used the LSM method to migrate incomplete reflection data. These authors demonstrate that LSM can produce more accurate images than standard migration.

The standard migration algorithm seeks to image the Earth's structures by applying the adjoint of the forward operator to the reflection data, i.e. the migrated section is given by the adjoint of the forward modeling operator. This, however, is an unnecessarily restricted definition that can promote artifacts in the migrated section. A more general definition is to recast the standard migration problem as an optimization problem (Schuster, 1993). For an exploding reflector model, the forward modeling operation can be mathematically represented by

\[ d = Gm \]  

(6.18)

where \( d \) and \( m \) are two vectors representing the predicted seismic data and reflectivity model respectively, and \( G \) represents the forward modeling operator.
Standard migration evaluates
\[ m = G^T d_0 \] (6.19)
as the migrated image, where \( d_0 \) are the observed reflection data. Least squares migration seeks to find \( m \) that minimizes a cost function \( \phi(m) = \| Gm - d_0 \|^2 + \text{constraints} \). This provides a general framework to develop a variety of new migration schemes which might reduce artifacts inherent in standard migration sections. An example is the constrained Conjugate Gradient migration, the benefit of which might be a more accurately migrated image at the expense of increased CPU time.

To minimize artifacts, we shall solve for \( m \) by minimizing the following objective function:
\[ \phi(m) = \| Gm - d_0 \|^2 + \| Cm \|^2 \] (6.20)
where \( \| \cdot \|^2 \) represents the \( L_2 \) norm, \( \| Cm \| \) is a regularization function, and \( C \) represents a constraint matrix. Expression (6.20) assumes that the \( C \) constrained model and the data residual probability distributions are Gaussian. Regularization reduces the uncertainty in the model space by imposing constraints on the model, and hence, assigns more information to the problem.

The model that minimizes the cost function is represented by the least squares solution
\[ m = (G^T G + C^T C)^{-1} G^T d_0. \] (6.21)
If \( C^T C \) is an identity matrix with large diagonal values then \( m \) in equation (6.20) becomes
\[ m \approx G^T d_0. \] (6.22)
This model is commonly interpreted as the standard migration image.

The inverse of the matrix in equation (6.21) may be either too expensive to compute directly or impossible to compute because an operator may not have an explicit matrix
form. In such cases, we can resort to an iterative technique such as a conjugate gradient method.

Minimizing the cost function $\phi(m)$ in equation (6.20) is equivalent to fitting the following two simultaneous equations

$$\begin{cases} Gm \approx d_0 \\ Cm \approx 0 \end{cases}$$

Combining these two equations together using block matrices, we have

$$\begin{bmatrix} G \\ C \end{bmatrix} m = \begin{bmatrix} d_0 \\ 0 \end{bmatrix}, \quad \text{(6.23)}$$

or, in a concise form

$$Ax = y, \quad \text{(6.24)}$$

where $A = \begin{bmatrix} G \\ C \end{bmatrix}$, $x = m$ and $y = \begin{bmatrix} d_0 \\ 0 \end{bmatrix}$. A computation template for the method of conjugate gradients (Claerbout (1992)) for the problem $Ax = y$ is:

Set $x = A^T y$, $r = Ax - y$, $\beta = 0$, and $s = 0$ (a symbol in bold face is a vector), for each iteration, repeat the following:

$$\{ \begin{align*}
\Delta x &= A^T r \\
\text{if not the first iteration} & \quad \beta = -\frac{\|\Delta x\|^2}{\gamma} \\
\gamma &= \|\Delta x\|^2 \\
s &= \Delta x + \beta s \\
\Delta r &= As \\
\alpha &= -\gamma/ \|\Delta r\|^2 \\
x &= x + \alpha s \\
r &= r + \alpha \Delta r
\end{align*} \}$$
The initial guess for the conjugate gradient method is the conventional migration, which is the image after applying the conjugate operator of the forward modeling. Since this initial guess is very close to the solution except for some artifacts and absorption, it is expected that a fast convergence will occur.

Since in the conjugate gradient solution, both the forward and the adjoint operations are stable. Using a LSM scheme, we can perform migration and absorption compensation at the same time to obtain high resolution image. The soundness of this migration with de-absorption scheme needs to be verified by numerical tests.
Chapter 7

Conclusions and Discussions

The important role that absorption plays in seismic wave propagation has long been recognized by scientists. Absorption is a comprehensive effect caused by several factors. Internal friction along the contact between solid rock matrices and viscosity between the rock matrix and pore fluid are two such factors. There is no general consensus as to which of these factors is dominant. For various rock types and for a wide range of environmental conditions, data indicate that attenuation is approximately proportional to frequency. There are also several mathematical models to describe absorption, such as the Voigt model and Generalized linear solid model. A straightforward way to quantify the absorption phenomenon is to use the quality factor \( Q \) of a medium. Under the requirement of constant \( Q \), linearity and causality, a velocity dispersion relation was depicted in equation (2.12). The characteristics of absorption related amplitude attenuation and phase distortion are fully described by \( Q \) and the \( Q \) related velocity (see equation (A.7) and (A.8)). In this thesis, I emphasize the analogy between quality factors and velocities. They have analogous uses in wave propagation theory and they are estimated from data in similar ways.

I have introduced a formula (equation (5.10)) to calculate quality factors using the peak frequency variations of a wave with time (for the one dimensional case, the peak frequency variations were measured along a trace, for the two dimensional case, the variations were measured along a reflection). The assumption in the theoretical derivation is that the source wavelet has an amplitude spectrum similar to that of an Ricker wavelet.
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(equation (5.1)). Although actual amplitude spectra may not, of course, conform to this assumption, in many situations, an amplitude spectrum can still be well approximated by a Ricker spectrum. The implication is that this assumption is not rigorously demanded.

For vertically incident data (such as that found in poststack seismic section) analysis, a windowed time-variant Fourier amplitude spectrum was used. The windowed time-variant spectrum (WTVS) analysis is superior to conventional Fourier and wavelet analysis in disclosing the peak frequency variations with time. In WTVS, controlling points can be picked in a way analogous to velocity analysis. The controlling points divide a trace in several layers and their coordinates are used to calculate the quality factors of each layer (Figure 3.5).

In many respects, the analytical method is superior to the spectral ratio method or other conventional methods. The analytical method only uses the frequency variation information. Besides absorption, it is not affected by other amplitude factors such as reflection, transmission and geometrical spreading. It is robust to random noise. For the two dimensional case, it uses multi-fold information. For the one dimensional case, it benefits from the frequency trend analysis of WTVS.

For estimating quality factors from one dimensional data, a nonlinear optimization scheme is derived (equation (3.25)). An experiment using synthetic data shows promising results. This approach does, however, require a non-absorption trace as a reference, which is often not available in practice and, therefore has restricted applications. If well data are available, it could be useful in correlating well data with close well seismic traces. Using this optimization scheme, detailed absorption characteristics could be extracted from seismic data. Extrapolating the quality factors from close-well traces along horizons of a seismic section, a quality factor section could be obtained as is done in well-constrained acoustic impedance inversion (Martines et al. 1992). This could be very useful for reservoir description.
Chapter 7. Conclusions and Discussions

Absorption compensation or de-absorption is an important step in seismic data processing, it helps to improve the resolution of seismic data, and to balance the frequency contents of a signal with time. Using statistical inversion theory, I formulated the inverse Q filtering as an inversion (optimization) problem. The prior information imposed on the model parameters is the sparseness of reflectivity which is represented by a Cauchy model. The inverse problem is solved iteratively. Experiments performed on both synthetic and real data show that the inverse scheme can produce ideal results for absorption compensation. The advantage of the scheme is that it overcomes the obstacle of instability which is a natural drawback of common inverse Q filtering.

To preserve both the amplitude and waveform of seismic signals during imaging, it is necessary to incorporate de-absorption and migration together (high fidelity imaging). Standard migration is the adjoint operation of forward modeling. When applied in data processing, it will produce artifacts. This thesis concludes with a description of least squares migration which is implemented by recasting the standard migration problem as an optimization problem and solving the optimization problem iteratively. Least-squares migration can produce more accurate images than standard migration. It would be useful to formulate the problem of migration with absorption compensation as a model fitting problem using a least squares migration.
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Appendix A

Absorption Described by a Dispersion Relation

The basic assumptions used to describe absorption behavior are constant quality factor $Q$, linearity and causality. Under this preposition, different frequency components of a wave travel at different velocities. This is described by a dispersion relation (Aki and Richards, 1980)

$$\frac{v(\omega)}{v_0} = 1 + \frac{1}{\pi Q} \ln \left(\frac{\omega}{\omega_0}\right), \quad (A.1)$$

where $v_0$ is the velocity at a reference frequency $\omega_0$. Commonly $\omega_0$ is the highest frequency of a wave. Seismic waves traveling in absorptive media will also experience energy attenuation. The wavenumber including an attenuation term is complex

$$k = \frac{\omega}{v(\omega)} \left(1 + i\frac{1}{2Q}\right). \quad (A.2)$$

Inserting equation (A.2) into equation (A.1), we obtain

$$k = \frac{\omega}{v_0} \left[1 - \frac{1}{\pi Q} \ln \left(\frac{\omega}{\omega_0}\right)\right] \left[1 + i\frac{1}{2Q}\right]. \quad (A.3)$$

Expanding the right side of equation (A.3), and omitting terms of order equal to or greater than $\frac{1}{Q^2}$ term results in

$$k = \frac{\omega}{v_0} - \frac{\omega}{\pi Q v_0} \ln \left(\frac{\omega}{\omega_0}\right) + i\frac{\omega}{2Q v_0}. \quad (A.4)$$

In the two dimensional situation, it is sometimes necessary to calculate $k^2$ or $\sqrt{k}$. These quantities are given by

$$k^2 = \frac{\omega^2}{v_0^2} \left[1 - \frac{2}{\pi Q} \ln \left(\frac{\omega}{\omega_0}\right) + i\frac{1}{Q}\right]. \quad (A.5)$$

$$\sqrt{k} = \sqrt{\frac{\omega}{v_0}} \left[1 - \frac{1}{2\pi Q} \ln \left(\frac{\omega}{\omega_0}\right) + i\frac{1}{4Q}\right]. \quad (A.6)$$
For one-dimensional wave propagation, if the wavefield $U(z, \omega)$ at a depth $z$ is extrapolated downward to a depth $z + \Delta z$, the wavefield $U(z + \Delta z, \omega)$ obtained from equation (A.4) is

$$U(z + \Delta z, \omega) = U(z, \omega)A(\Delta z, \omega)\exp(i\frac{\omega}{v_0}\Delta z). \quad (A.7)$$

In equation (A.7) $A(z, \omega)$ is an absorptive related term

$$A(\Delta z, \omega) = \exp(-\frac{\omega\Delta z}{2Qv_0})\exp\left[-i\frac{\omega\Delta z}{\pi Qv_0}\ln\left(\frac{\omega}{\omega_0}\right)\right] = A_1(\Delta z, \omega)A_2(\Delta z, \omega), \quad (A.8)$$

where

$$A_1(\Delta z, \omega) = \exp(-\frac{\omega\Delta z}{2Qv_0}) \quad (A.9)$$

is an attenuation term and

$$A_2(\Delta z, \omega) = \exp\left[-i\frac{\omega\Delta z}{\pi Qv_0}\ln\left(\frac{\omega}{\omega_0}\right)\right] \quad (A.10)$$

is a dispersion term which causes a phase delay. Equation (A.7) is used in Chapter 5 to derive a method of estimating $Q$'s. If a wavelet with an amplitude spectrum $B(\omega)$ at time $t = 0$ has traveled in an absorptive medium for $t$ seconds, equation (A.7) shows that the amplitude spectrum at time $t$ becomes

$$B(\omega, t) = B(\omega)\exp(-\frac{\omega t}{2Q})$$

or

$$B(f, t) = B(f)\exp(-\frac{\pi ft}{Q}) \quad (A.11)$$