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Abs t rac t 

M u c h research effort has been expended in the areas of facilitation and Group Support 

Systems, with a view to improving the efficiency and effectiveness of meetings. One area 

involves the development of database systems to capture information in support of meeting 

and organizational memory. Uses of such information include updating members of a group 

on issues discussed at meetings from which they were absent, and passing on information to 

a new individual taking on an existing role. These memory systems have to date been . 

somewhat limited in their expressiveness as they are based in textual data. 

The rich record video provides makes it a likely medium to more effectively support meeting 

memory. However, raw video is not easily searchable, and some form of indexing is needed 

to facilitate later retrieval. These indices are provided through an annotation process. Since 

manual annotation of video is a long, difficult and potentially error-prone task even when 

using a computerized annotation tool, automated support for annotation is desirable, and 

forms the subject of this work. 

Derived from the facilitation and multimedia literatures, a model based on the concept of 

automatic video annotation is proposed. This model facilitates the indexing and retrieval of 

multimedia data from meetings conducted with Group Support System (GSS). 

A prototype system, Semi-Automatic Video ANnotation Tool ( S A V A N T ) , was developed in 

conformance with this model. S A V A N T uses domain knowledge of meetings and video to 

provide first-level annotations of GSS meetings based on the computer logs generated by the 

GSS . These annotations can be used on their own or to facilitate further manual annotation. 

The research reported in this thesis (1) develops a model for semi-automatic annotation 

support that extends the concept of meeting memory to provide knowledge-based support for 

multimedia information; (2) proposes a channel-based approach to annotation automation 
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Abstract 

and demonstrates this approach through the implementation of a prototype of the GSS Log 

channel; and (3) demonstrates the feasibility of automating annotation support for GSS 

meetings by conducting a field test. The field test involved real-time multimedia data 

capture from a real-life meeting situation using an existing GSS (MeetingPlace), integrating 

that information with the log captured from that GSS meeting, and showing how different 

researchers or annotators could use that log in conjunction with a semi-automated annotation 

tool to aid in their further analysis of the events from such a meeting. 
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Chapter 1 In t roduc t ion 

"Never regard study as a duty, but as the enviable opportunity to learn 
to know the liberating influence of beauty in the realm of the spirit for 
your own personal joy and to the profit of the community to which 
your later work belongs." 

- Albert Einstein 

People spend a great deal of time in meetings, and due to this fact, a great deal of work has 

been done within the field of Management Information Systems (MIS) to attempt to improve 

the efficiency and effectiveness of meetings. This research has led to the development of 

Group Support Systems (GSS) 1 [Limayem 1992, Dennis et al 1988, Gray et al. 1993, 

Goldstein et al. 1993] as well as to models and structures for facilitation of meetings with or 

without computer support [Jensen and Chilberg 1991, Chilberg 1989, Bostrom et al. 1991a, 

Bostromer al. 1991b]. 

Another research stream within the MIS community studies the area of meeting and 

organizational memory to attempt to determine the nature and uses of information held by 

groups of individuals that interact [Simon 1948, Mintzberg 1975, Walsh and Ungson 1991] 

and how such memory can be supported by technology [Morrison 1993, Nunamaker et al. 

1993, Jensen and Chilberg 1991]. Some of the uses of such information include bringing 

members of a group up to date on issues in previous meetings at which they were not present, 

and passing on information to a new individual taking on an existing role. 

There is also a growing trend towards the use of multimedia in applications in education 

[Huang 1991, Kozma 1991], empirical research [Kennedy 1989, Suchman and Trigg 1991], 

and entertainment. The rich record provided by a medium such as video also makes it a 

likely candidate to capture information required to support meeting and organizational 

1 No attempt will be made to differentiate between GSS and Group Decision Support Systems (GDSS), 
referring instead to the broader term GSS throughout this thesis. 
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Introduction 

memory. This potential has already been discussed in the literature [Hoffer and Valacich 

1993], however, the literature in multimedia recognizes that raw video is not currently 

searchable and therefore requires annotation in order to provide indexes into the video for 

later retrieval [Csinger et al. 1994, Gribble et al. 1994, Csinger 1995]. Further complicating 

this, the literature in video annotation recognizes that the manual annotation of video is a 

long, difficult and potentially error-prone task [Harrison 1991] even when using a 

computerized annotation tool. 

One approach is to annotate the video record by hand. Several computerized annotation tools 

have been developed to aid in this process. They have been used for many applications, and 

work well if the annotator is familiar with the domain and is able to foresee the reasonable 

range of queries that may be made over the data. Such work is very labor-intensive, as well 

as knowledge-intensive, and it is unlikely that people with the time will also have the 

knowledge [Kennedy 1989, Harrison 1991]. 

Video could be used more widely to record activity if some of the annotation could be done 

automatically, thereby reducing manual annotation time. Some researchers are working on 

approaches that automatically recognize the content of a video record, but much more 

research is needed and these approaches still do not take advantage of domain knowledge. 

Computers are used for a wide variety of applications that could make use of a multimedia 

record of activity. Examples include usability testing, psychological analysis, GSS and 

computer-mediated communication (CMC). Since computer applications can be 

instrumented to log events, they can provide a record of the interaction that may be used to 

generate a first-level index of a video. 

A prototype semi-automatic video annotation system was developed as part of this research. 

This system makes use of domain knowledge regarding the structure of meetings based on 

theories from the facilitation literature, and the capability of computer mediated 
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communication systems to log events, in order to generate a first-level annotation of a video 

of a computer supported meeting. 

This prototype system, called SAVANT (for Semi-Automatic Video ANnotation Tool), 

processes computer logs generated by a Group Support System called MeetingPlace (also 

developed at UBC). SAVANT outputs annotations for several currently available annotation 

systems. The system can also create labels for interval buttons for use by an annotator during 

a second pass on the video using a video annotation system. These buttons would be set up 

in a manual annotation system so that the annotator could toggle time-stamps on and off for 

events that cannot currently be recognized automatically, such as direction of gaze, and 

current speaker. 

The research reported in this thesis (1) develops a model for semi-automatic annotation 

support that extends the concept of meeting memory to provide knowledge-based support for 

multimedia information; (2) proposes a channel-based approach to annotation automation 

and demonstrates this approach through the implementation of a prototype of the GSS Log 

channel; and (3) demonstrates the feasibility of automating annotation support for GSS 

meetings by conducting a field test. The field test involved real-time multimedia data 

capture from a real-life meeting situation using an existing GSS (MeetingPlace), integrating 

that information with the log captured from that GSS meeting, and showing how different 

researchers or annotators could use that log in conjunction with a semi-automated annotation 

tool to aid in their further analysis of the events from such a meeting. 

Chapter 2 provides a summary of relevant literature in the area of meetings and facilitation. 

This is followed by a discussion of team and group memory in Chapter 3. Chapter 4 

provides an overview of the current and potential uses of multimedia and video annotation 

systems. Chapter 5 develops the underlying theoretical model for automatic video annotation 

of GSS meetings. SAVANT, the prototype semi-automatic video annotation system based 

on this model, is described in Chapter 6. Chapter 7 describes the field test of SAVANT. 

Chapter 8 provides possible scenarios illustrating the use of SAVANT including several 
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based on the data gleaned from the field test. The thesis ends with Chapter 9, conclusions 

and potential future work stemming from this research. 
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Chapter 2 Meet ings, Fac i l i ta t ion and GSS 

"The meeting of two personalities is like the contact of two chemical 
substances; if there is any reaction, both are transformed." 

- Carl Jung 

This chapter provides a brief overview of various analytical models for meetings, the 

facilitation process, and some of the tools currently provided by Group Support Systems. 

2.1 Meeting Models 

Virtual F T P Room 
Meeting Meeting to 
Office Room Room 
Figure 2-1 Types of Meeting Environments2 

In order to accomplish large, complex tasks, the specialized skills of many individuals must 

be coordinated. The traditional view of collaborative work is of face-to-face meetings, where 

collaborators congregate at the same location around a table. Dennis et al.'s [1988] 

taxonomy broadens the initial definition of a meeting to include electronically supported 

group work that is distributed in time and/or place (see Figure 2-1). 

2 This figure is from Dennis [1988]. 
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Electronic mail, fax, team scheduling, project management and workflow automation are but 

a few examples of coordination technology that allow independent but coordinated team 

processes that take place asynchronously. Real-time audio and video links over computer 

networks also allow geographically dispersed individuals and groups to work together 

synchronously in virtual meeting rooms [Nunamaker et al. 1993]. 

However, collaborative decision-making takes place not merely within meetings, whether 

face-to-face or distributed, but as a combination of meetings of the entire team, meetings of 

sub-groups of the team, as well as during individual and collaborative work with non-team 

members between meetings. 

V 

;s v. 

\1 
\1 

Iostfitweof a 
Collaborative 
Activity 

Team / 

Process / 

/ 

Figure 2-2 Collaboration Environments 

Morrison [1993] reflects this diversity of interaction within collaborative decision-making 

environments by expanding Dennis et al.'s [1988] taxonomy to show a series of various 

3 This figure is identified in Morrison [1993] as Figure 1. 
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types of meetings as well as the independent work undertaken between situations involving 

direct collaboration (see Figure 2-2). 

2.2 Facilitation 

There are a number of models that offer similar structural decomposition of meetings. Two 

such models will be discussed in this section. 

2.2.1 Bostrom's Change Process Model 

Bostrom, Anson, and Clawson proposed an outcome-focused model of the socio-technical 

systems change process [Bostrom et al. 1991a]. This model conceives a meeting as "an 

interaction which transforms the group's present problem state into its desired future state 

(accomplishing specific meeting outcomes) through a series of action-steps utilizing a set of 

resources (people, technology)." 

Bostrom's Change Process Model decomposes a meeting into the three levels described in 

Table 2-1: 

Meeting Level This is the meeting itself. 

Topic Level This involves the major topics of a meeting. 

Activity Level This involves basic information processing activities. A topic is 
accomplished by a set of these activities. As an example, to 
accomplish a topic, a group may generate information, organize 
the information into alternatives, evaluate and select alternatives, 
and communicate its actions. 

Table 2-1 Bostrom's Change Process Model 

The Change Process model assumes that basic Activities can be used to describe an agenda 

for any meeting. 
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2.2.2 Chilberg's Multiple Lev el Model 

Chilberg [1989] hypothesized that group problem solving operates at four distinct, yet 

simultaneous, levels listed from the highest to the lowest as described in Table 2-2.4 

Event Level This is the top level that refers to a meeting as a whole. It involves 
the meeting's purpose, goal, and situation (i.e., task complexity, 
communication climate, etc.) 

Episode Level This level involves the phases of problem solving such as analysis, 
order of topics, and idea generating. This is the topic level in 
Bostrom et a/'s Change Process Model. These phases typically 
order and guide the functional treatment of problem-solving 
content (e.g., problem identification, problem background, and 
problem analysis) during the meeting. 

Activity Level At the activity level, one or more distinct activities are employed 
to conduct a particular episode. For example, the idea-generating 
step may involve listing ideas, clarification, ranking, and so on. 
The activity level directs types of content behaviors (e.g., fact 
sharing) and message forms (e.g., written, oral, graphic). It also 
establishes the communication modes and interaction patterns. 

Act Level At the act level, specific message behaviors constitute and 
operationalize an activity. The act level is usually dictated by the 
activity level (i.e., solution evaluation leads to evaluative message 
behaviors). 

Table 2-2 Chilberg's Multiple Level Model 

These four levels can be used to describe a meeting, or a meeting technique, as well as 

meeting facilitation. While these models provide valuable insight as to how to decompose 

meetings into occurrences at varying levels of detail, they have not yet been suggested as a 

basis for determining intervals within a video of a meeting. Video intervals, as will be 

discussed further in Chapter 4, are time-stamped comments used in the indexing of video 

information. These comments allow the use of more standard text-based search techniques to 

4 Most of this summary is directly excerpted from Chilberg [1989]. 
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find specific events within a video. It is proposed that an appropriate structure under which 

intervals may be developed may assist in the process of automating the indexing of a video 

record. 

The Bostrom and Chilberg models offer similar structural decomposition of meetings. 

Chilberg's Multiple Level Model, however, incorporates all of the aspects of Bostrom's 

Change Process Model as well as an additional level of decomposition (Act Level) not 

discussed in Bostrom's model. As such, Chilberg's Multiple Level Model has been chosen 

as the theoretical basis for the design of the GSS Domain Knowledge Base. 

2.3 Group Support Systems 

In response to the need to make group work more effective, there has been rapid growth in 

GSS research and development since the early 1980's. The following paragraphs briefly 

outline the basic functionality of several of these systems. 

SAMM [Limayem 1992] was developed at the University of Minnesota and provides 

features for agenda setting, idea gathering/brainstorming, idea evaluation, and several model-

based decision aids. It also provides facilities for note and minute taking. 

GroupSystems [Dennis et al. 1988, Limayem 1992] was developed by the University of 

Arizona. It provides over 20 tools that support three major group activities: idea generation, 

idea synthesis and idea prioritization/evaluation. 

CGS Environment [Mandviwalla et al. 1991, Gray et al. 1993] was developed by the 

Claremont Graduate School, and is a GSS for conference room meetings. It includes group 

interaction tools and functions to support the basic functions that are generic to meetings 

[Sandoe et al. 1991]. 

MeetingPlace [Goldstein et al. 1993, Rathie et al. 1993, Nah et al. 1995] is a GSS developed 

in the Faculty of Commerce at the University of British Columbia that also incorporates 
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generic decision aids such as brainstorming, ranking, and voting modules. It has been 

instrumented to log the basic activities performed by the participants of the meeting. These 

logs have yet to be used by any other researchers. 

These systems have been implemented on a wide range of platforms, allow varying degrees 

of user control over the process, and require varying degrees of facilitation to be effective. 

But all offer a basic subset of tools for idea generation, idea synthesis, and idea evaluation. 

Some of these systems have been instrumented to a greater or lesser extent with database 

management tools to support organizational memory (see Chapter 3) but these tools primarily 

involve textual data regarding outcomes of meeting process, rather than the process 

information itself. 

2.4 Summary 

Each basic GSS tool in the tool sets offered by systems such as those described in Section 2.3 

operationalizes Chilberg's Activity Level. When used in combination, these tools 

operationalize Chilberg's Event and Episode Levels of group problem solving. Individual 

operations that are used within a specific tool, such as returning a brainstorming idea or a 

vote ballot, may be characterized as specific message behaviours that operationalize 

Chilberg's Act Level. 

The similarities across GSS systems between tools that operationalize the same type of 

activity allow us to generalize about the type of information regarding each activity that 

should be retained. While each GSS may log an activity using a different syntax, the 

semantics will be similar. As an example, each activity will have a particular topic and have 

a particular result, and will involve a subset of or all of the participants of the meeting. Each 

activity, in turn, will be made up of one or more acts involving a particular participant. 

Thus, while it may be necessary to use separate parsing mechanisms to generate a genetically 

formatted meeting database that contains the information from a particular GSS meeting, the 

similarities in semantics across these systems should make it possible to use a single GSS 
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Knowledge Base, independent from any individual GSS system, to reason about the 

information in that meeting database. As will be seen in Chapter 6, this is the approach that 

has been taken in the design of SAVANT. _ 
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Chapter 3 Meet ing, Team and Organizat iona l M e m o r y 

"Memory is like an orgasm. It's a lot better if you don't have to fake 
it." 

- Seymour Cray 5 

This Chapter describes the types of historical information that can be captured and retained 

from meetings, and by group processes in general. It also discusses why it is important that 

this information should be made available for later retrieval. 

3.1 Meeting Memory 

Morrison [1993] and Nunamaker Jr. et al. [1993] identify the need to collect information 

relevant to the group process from each individual and team activity within the group process 

in order to generate what is called team (or group [Jensen and Chilberg 1991]) memory. 

5 Cray was referring to virtual memory but it applies equally to human as well as other types of memory. 
6 This figure is identified in Morrison [1993] as Figure 2. 

Instance of a 

CoHiiboraJrv* 

Activity 

Figure 3-1 Integrated Meeting and Memory Environment6 
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Morrison's Integrated Meeting and Memory Environment (Figure 3-1) extends her 

Collaboration Environments (Figure 2-2), adding the team memory repository that takes 

input from team members both within and between meetings, as well as from corporate 

databases and other external sources. 

Jensen and Chilberg [1991] identified the following list of information to include in a group 

memory and to serve as a basis for the development of meeting minutes. 

• Date of meeting and time started and ended. 
• Members in attendance or members absent. 
• Agenda items and focus broken down into subtasks (this agenda would have been 

modified from the planned agenda when necessary). 
• The tool used, reminding the members of the procedure selected for managing the 

discussion. 
• The outcome, identifying what actually happened after the item was discussed. 
• An agenda, in general format, for the next meeting. 
• The meeting evaluation, identifying what the group liked about the meeting and what 

it would like to see in future meetings. 
• Name of the recorder or secretary of the minutes. 

Jensen and Chilberg state that the person performing the role of the recorder of the meeting 

minutes should ideally be a neutral third party. The recorder must record the main ideas 

using the words of the speaker and avoid editorializing or adding ideas and that he must keep 

pace with the meeting to avoid slowing it down. Further, they state that past meeting minutes 

should be accessible for reference at every meeting. 

3.2 Team and Organizational Memory 

Team memory and the more encompassing term organizational memory are 

anthropomorphic extensions of human memory systems7 that describe the acquisition, 

retention, and retrieval of knowledge and experience by groups of individuals. 

The notion of collective memory is attributed to Durkheim [1938]. Organizational memory 

is a resource to aid in the management of organizations [Simon 1948, Mintzberg 1975]. In 

7 See Tulving [1972, 1985] for a description of human semantic and episodic memory structures. 
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its most basic sense, organizational memory is "stored information from an organization's 

history that can be brought to bear on present decisions" [Walsh and Ungson 1991] but 

memory may also include perceptions of today and expectations of the future [Hoffer and 

Valacich 1993]. 

Organizational memory transcends the memories of individuals in that there is greater 

coverage of past experiences within an aggregation of multiple and even conflicting 

individual memories. Walsh and Ungson [1991] state that individuals within a team or 

organization can also prompt each other to help remember the past. 

While some portions of organizational memory are stored within individuals, other portions 

are stored within the non-human repositories of the organization. Though employee roles 

change, and the individuals themselves eventually leave the organization, information about 

the stimuli and responses of its previous decisions are partially preserved even in non

computerized organizational memory systems within the organization's culture, 

transformations, structures and ecology as well as in external archives. Walsh and Ungson 

believe that the reason why a decision was made, however, is retained only by individuals 

and "it will distort and decay as it is passed over time from person to person as a part of an 

organization's culture" [Walsh and Ungson 1991, p.68]. 

Daft and Huber describe current group memory databases as "media of low richness" [Daft et 

al. 1987]. These databases contain information that can be classified as primarily semantic in 

nature: factual and having a single interpretation. 

Hoffer and Valacich [1993] note that the richness of such databases would be improved 

through the addition of "feelings, emotions, values and processes" as well as multimedia 

technologies to allow for "images, pictures, voice and procedures". Such information may be 

classified as primarily episodic in nature, having multiple interpretations and formats. They 

also note that in order to allow self-management, future technology must incorporate 
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artificial intelligence techniques to automatically filter and classify messages coming into the 

group memory. 
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Chapter 4 Mu l t imed ia 

"All of the books in the world contain no more information than is 
broadcast as video in a single large American city in a single year. 
Not all bits have equal value." 

- Carl Sagan 

This Chapter describes some of the current and expected uses of multimedia, its benefits, and 

some of the tools that have already been developed to make it easier to use. 

4.1 M u l t i m e d i a U s e 

Multimedia systems promise great improvements to existing interfaces, and offer potential 

for new types of interfaces. By definition and by convention, a system that makes use of 

more than one modality is a multimedia system. In today's usage, however, the term 

generally refers to a system that employs graphics or video instead of, or in addition to, text 

based information. 

The incremental gains of using multimedia have been discussed in many fields, such as 

education [Kozma 1991] and data gathering for analysis in research and design [Kennedy 

1989, Suchman and Trigg 1991]. In fields related to organizational communication, the need 

for multiple channels of interpersonal communication is based on the need for richer 

communication in ambiguous situations [Short et al. 1976, Daft et al. 1987]. 

Figure 4-1 provides a history of multimedia applications implementation as well as 

forecasted applications towards the year 2000. It shows how multimedia began primarily in 

the area of games, training and personal publishing applications but now provides a stimulus 

towards the development of more collaborative groupware and desktop applications [Martin 

1993]. 
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Figure 4-1 Multimedia Applications Implementation 8 

4.1.1 Education and Training 

Many researchers and practitioners have advocated the use of multimedia in education to 

enhance consistency, stimulate the learning process and improve student retention. 

Huang [1991] describes the "multimedia classroom project" and its objective to investigate 

the seamless integration of electronic technologies and personal computers. This research is 

aimed at reducing disruptions usually caused by setting up overhead projectors, slide 

projectors, and video/audio equipment during productive learning periods by allowing 

instructors to preprogram multimedia audio/video presentations within hierarchical course 

structures prior to the actual course periods. 

Adam [1993] also describes the use of multimedia as an aid to learning due to the possibility 

of immediate interaction and personalized instruction. The use of a computer rather than 

mere books, slides or film allows the user to determine the rate and type of information 

presented. Hypertext and hypermedia also open up the possibility of following various 

relationships between ideas. Traditional formats present information in linear form causing 

8 This figure is from Martin [1993]. 
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the student to experience what is called 'reception' learning. Multimedia presents 

information in interactive, relative or associative form so that students can experience 

'discovery' learning [Noblitt 1992]. 

4.1.2 Empirical Research 

Kennedy [1989] discusses video as an essential communication tool in usability labs. She 

states that video provides a much more convincing medium for the justifying required design 

changes to systems designers than do detailed descriptions or statistics of test results. 

Suchman and Trigg [1991] describe the use of video in the recording of data in ethnography 

and interaction analysis as "a powerful corrective to our tendency to see in a scene what we 

expect to see". They also argue that it is impossible for a single observer to make notes of 

any significant detail regarding the overlapping activities and discussions of several persons. 

The video record provides a much richer record of the events and is captured as the events 

take place. Interviews of participants after the event are often found to be unreliable recounts 

of the actual activities. The details afforded by video are otherwise impossible to capture 

because of our inadequate vocabulary for describing non-verbal behavior. Suchman and 

Trigg further suggest that video acts as a catalyst for multidisciplinary collaborative work, 

with multimedia providing support for the juxtaposition of multiple analytic perspectives on 

the same piece of recorded activity. 

4.2 Video Annotation 

The use of video as a recording and communication medium is being taken more and more 

seriously in many disciplines.9 

The increasing use of video to record observations and events has created a need for tools to 

perform video annotation and browsing. Annotation is the process of scanning the video 

record for interesting events and segments, which are then marked in some way for future 

reference. This process currently takes significant human effort, typically requiring an order 
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of magnitude longer time to annotate than to acquire a video record. The costs involved 

present a major stumbling block to the effective deployment of these tools. 

Browsing an annotated video record is a process mediated by a system that uses annotations 

to facilitate effective navigation of the record and encourages rapid comprehension of its 

contents. Systems exist that support both annotation and browsing. Although browsing can 

be accomplished more quickly than annotating, it is still difficult to ensure that browsers 

experience the relevant parts of the record without forcing them to sit through the entire 

record. It may be important that browsers experience a 'thick description' of the author's 

(the original creator of the record, or the annotator's, or both) original intention in creating 

the record [Goldman-Segall 1989, Goldman-Segall 1990]. 

4.2.1 Basis in Notation Systems 

Computer-based video annotation systems are a natural progression from manual notation 

systems such as Labanotation [Hutchison 1954, Laban 1956], Visual Looking System [Heath 

1990], and S Y M L O G [Bales 1950, Bales and Cohen 1979, Bales 1983]. Notation systems 

provide a method of representing information on a video but, unlike video annotation tools, 

may not directly control the video itself. These notation systems were developed and 

continue to be used to systematically transcribe non-verbal information. 

Labanotation (also known as Kinetography) is a two-dimensional graphical language that 

was initially developed to record dance. It has also successfully been applied to sociological 

and anthropological studies [Hutchison 1954, Laban 1956]. Figure 4-2 shows two examples 

of Labanotation movement scripting. In the example on the left, the three parallel lines 

(similar to a musical stave) and the lines within them (legs) and beside them (arms) represent 

a sequence of arm gestures, steps and a jump. This diagram also shows that musical notes in 

an adjacent stave may accompany the rhythm of movements, such that the bar lines of 

9 See Harrison and Baecker [1992] for a survey of the application of video to a wide range of domains and 
tasks. 
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movement and music coincide. On the right is a separate example that depicts a series of arm 

movements, with details of the directions of each. 

Figure 4-2 Labanotation: 
Examples10 

Visual Looking System was originally designed for use by medical practitioners to analyze 

video tapes of patient interviews. It involves the use of punctuation symbols (e.g., — , 

, „„„ [ , ]) to represent non-verbal behavior. These symbols are either embedded into 

the text or appear directly above the text of the interview allowing both verbal and non

verbal transcripts to appear in an integrated format [Heath 1990]. 

SYMLOG (SYstem for the Multiple Level Observation of Groups) has been used 

extensively to record group dynamics. Behavior of meeting participants are ranked 

according to three dimensions whose axes correspond to their degree of domination (U) vs. 

submission (D), friendliness (P) vs. unfriendliness (N), and task-orientation (F) vs. emotional 

expressiveness (B) [Bales 1950, Bales and Cohen 1979, Bales 1983]. The output of a 

S Y M L O G analysis is a field diagram (See Figure 4-3). The Mood Meter system [Rein 

1990, Olson and Storrosten 1990] is a graphical notation system based on the Bales 

S Y M L O G dimensions. Mood Meter represents aggregate group mood ratings 

diagrammatically using concentric circles or stars of varying colour and density. 

1 0 These figures are identified in Laban [1956] as Figures 39 and 61. 
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Figure 4-3 Bales SYMLOG Field Diagram11 

4.2.2 Functional Requirements 

Harrison [1991] has identified a set of criteria based on the functionality provided by several 

existing annotation systems. These criteria are subdivided into categories related to (1) 

coding the data, (2) analyzing and interpreting the data, (3) user interface and control, and (4) 

displaying the data. This list appears in Appendix A. Of particular note is her ninth 

requirement, Import/Export data, which emphasizes the need to integrate with other 

packages. The primary aim, however, was the need to export manual annotations to allow 

further statistical analysis or editing, and to re-import the annotations for additional analysis. 

Functionality for importing automated annotations was not discussed, and the system 

resulting from her research (VANNA) does not have the ability to import interval buttons, 

generated either automatically or manually. 

1 1 This figure is identified in Bales and Cohen [1979] as Figure 6. 
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4.2.3 Existing Video Annotation Systems 

Several video analysis systems have been developed. A l l of these systems allow the user to 

add comments to a video segment that are time-stamped against the video counter. 

Annotation logs may be stored independently from the video itself but are used in parallel for 

analysis and presentation. The annotations may be thought of as an index of particular types 

and groups of events and/or intervals that can then be used to decide which parts of the video 

to keep and/or which parts of the video to present to a viewer with particular interests 

[Csinger 1995]. 

A review of existing annotation systems is presented by Harrison [Harrison 1991, Harrison 

and Baecker 1992] that includes Galatea, Group Analyzer, VideoNoter, E V A , U-Test, Virtual 

V C R and V A N N A . A summary of each of these systems is provided in the following 

paragraphs. 

Galatea allows computer graphics or animated images to be superimposed directly onto a 

projection of a film. It allows users to 'write' on the film with a digitizing stylus using 

specific classes of functions as well as freehand drawing and handwritten notes. One of the 

few systems that has the film display and the control functions on a single work surface, it 

takes its input from direct manipulation stylus-based drawings, superimposed directly on the 

film. It integrates with existing statistical analysis software by allowing its data to be 

exported to these external packages. It relies on the user's recognition of phenomena of 

interest, and is based on film rather than video technology, although Potel proposed a video 

version in 1980 [Potel 1976, Potel et al. 1979, Potel et al. 1980, MacKay et al. 1982a, 

MacKay etal. 1982b]. 

GroupAnalyzer was designed to code and analyze meetings, and to provide feedback to the 

meeting participants about behavioural patterns over time. It uses the Bales S Y M L O G 

[Bales and Cohen 1979, Bales 1983] notation system dimensions to describe mood, 

cooperativeness and degree of task orientation. This system automates data collection 

through the coding module based on a HyperCard component, which allows much of the 
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coding to take place in real time after sufficient training. Data is linked to the video record of 

the meeting using time stamps so that coding by multiple judges may be merged after the 

meeting [Losada and Markovitch 1990]. 

VideoNoter allows users to create textual and graphical annotations and verbal transcriptions 

that index a video tape or disc. It is one of the few tools that allow the user to customize his 

annotation screen. VideoNoter has user-definable worksheet columns for editing and 

displaying transcriptions and a collections window that allows for the creation of hierarchies 

to organize annotations and link video segments. Collections appear as windows containing 

lists of textual objects, which can include references to annotation objects, video segments, or 

other collections. It allows the creation and editing of large textual transcripts and the 

importation of graphics from paint or draw programs. Graphics, whether drawn or imported, 

are primarily used to generate overlays for individual frames of video [Trigg 1989, Suchman 

and Trigg 1991]. The designers [Roschelle et al. 1990] worked from three basic premises: 

"First, a tool should support symbolic indexing of events on the video, 
thus allowing the analyst to find and view appropriate segments with 
ease. Second, a tool should maintain links between all forms of 
secondary representations - text annotations, sketches, pictures, and 
codes - and the primary video media. Third, a tool should facilitate the 
construction of richly textured displays of commentaries on the 
primary data, including multiple media, multiple authors, and multiple 
points of view." 

E V A allows for both on-line real-time coding during a session and off-line detailed coding of 

the stored video record after the session is completed. It was developed to allow 

experimenters to enter notes and verbal transcriptions, to capture keystroke logging for the 

subjects, and to provide symbolic categories for organizing the recorded data. There is a 

'time stamp' button to index events of interest, a 'snapshot' button which captures a single 

video frame as a pictorial index, and experimenters may create their own index 'buttons' to 

mark anticipated events. During off-line analysis, new events may be marked and existing 

marked events can be altered or deleted. Unique to this system, textual transcriptions may 

appear as subtitles synchronized with the video during presentation. Keystroke logs are also 
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unique to this system, although captured by a secondary system. Keystroke logs are also 

synchronized with the video and can also be presented as subtitles [MacKay 1988, M a c K a y 

1989, M a c K a y and Tatar 1989, M a c K a y et al. 1989]. 

U-Test was developed by B N R with an emphasis on real-time on-line coding for use in 

usability testing. Video monitors are not integrated with the system, forcing the 

experimenter to divide his attention between several sources of information. Modifications 

to coding buttons also require additional programming. "It is very difficult to enter 

comments and press buttons and monitor video taping without missing events or incurring 

high error rates" [Kennedy 1989]. 

Virtual V C R was designed by Xerox E u r o P A R C for non-expert users. One of their research 

goals is to investigate bringing video resources to the desktop in the form of videomail, 

videophones, video conferencing and video windows on workstations. The system presents 

the user with a graphical image of a V C R control panel. Video may be 'tagged' with specific 

start/stop points but annotations are limited to titles or very short comments [Buxton and 

Moran 1990]. 

V A N N A was developed by the University of Toronto after a thorough investigation of the 

other video annotation systems discussed above. It attempts to allow greater flexibility and 

customizability of both on-line annotation and post-event analysis [Harrison 1991, Harrison 

and Baecker 1992]. Timelines (see below) superceded this system. 

A n updated review of annotation systems is presented by Posner [1995]. This review 

includes the more recent annotation systems CVideo, N U D * I S T , M a c S H A P A and Timelines. 

A summary of each of these systems is provided in the following paragraphs. 

CVideo was developed by Envisionology of San Francisco to be used with either a V C R or 

Laser disc. Its flexibility comes from the use of the Macintosh's custom AppleEvents to 
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allow annotation and playback from FileMaker Pro or any other Macintosh application. It 

also exports data in various formats to other video analysis systems [Roschelle 1993, 

Roschelle 1994]. 

N U D * I S T is an acronym for Non-numerical, Unstructured Data Indexing, Searching and 

Theorizing. It was developed by Qualitative Solutions and Research, Inc. in conjunction 

with L a Trobe University, Australia. It uses tree-structured hierarchical indexes to organize 

data types including text, audio, video and graphics. It can be linked to videotape data via 

CVideo [Qualitative Solutions and Research 1994]. 

M a c S H A P A provides very flexible data visualization via spreadsheet and graphical" 

timelines. It also provides sophisticated pattern and content analysis, and statistical 

evaluation. It can be used with QuicKeys and VTK Remote to further extend its functionality 

[Sanderson etal. 1994]. 

T i m e l i n e s was developed by the University of Toronto, as an extended version of their 

V A N N A system. Like V A N N A , Timelines was created to support video analysis for 

software usability testing and C S C W behavioural studies but with additional built-in data 

visualization capabilities such as timeline graphing of events [Harrison 1994, Posner 1995]. 

Comparisons of each of these systems against the list of requirements from Appendix A 

based on Harrison and Baecker [1992] and Posner [1995] are shown in Appendix B . 

While both the earlier and later systems have varying levels of capabilities, it should be noted 

that over the time between the first (1991) and second (1995) reviews, the general level of 

capabilities incorporated into these systems has increased substantially. Not unexpectedly, 

the capabilities scale on the legend from Harrison's table has been shifted downward by 

Posner to reflect the fact that what was considered as 'Superior' capability (++) in 1991/2 is, 

1 2 Comparisons of the latter systems are based on using the annotation system together with additional 
supporting software as noted in the paragraphs above. 
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by later standards, only considered 'Basic'. Likewise, a 'Basic' capability (+) in 1991/2 is 

later only considered 'Minimal'. 

For further details of each of these systems, please refer to Harrison [Harrison 1991, Harrison 

and Baecker 1992], Posner [1995] or the references for the individual systems listed above. 

Learning Constellations is a video annotation system not described by Harrison or Posner. 

It was developed by Goldman-Segall [1989, 1990, 1993] to allow education professionals to 

exchange views and information. Users of this Macintosh-based system can leave remarks 

and pointers to video segments, which may be followed (or ignored) by other users. 

TView, also not described by Harrison and Posner, is a video annotation system developed 

by Scott Flinn at UBC. It offers the same basic set of video annotation controls offered by 

systems such as VANNA. TView is discussed in more detail in Chapter 7, as it was used as 

the primary annotation tool for this research. A screen shot of the interface is shown in 

Figure 7-5. 

While these annotation systems share some common characteristics, they were developed 

with different degrees of flexibility and different functionality. As such, a user's preference 

for one or another of these systems may vary based on domain and prior experience. To this 

end, we have designed SAVANT to perform only the first-level (semi-automatic) annotations 

and not to duplicate the functionality for additional (manual) human annotation already 

provided by these other annotation systems. SAVANT has also been instrumented to output 

annotations in several formats to accommodate a range of existing annotation systems. This 

will be discussed further in Chapter 6. 

4.2.4 On-line and Off-line 

Harrison and Baecker distinguish annotation, where users attempt to "capture data in real

time, in highly personalized and abbreviated ways," from detailed analysis, in which users 
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"may make many passes over a given segment of tape in order to capture verbal 

transcriptions (protocol analysis), behavioral interactions, gestural or non-verbal 

information" [Harrison and Baecker 1992]. This categorization will also be used here to 

distinguish between annotations that may be made during the process of a meeting, and 

analysis and integration of other sources of information that would take place after a meeting. 

4.2.4.1 On-line Annotation 

Kennedy [1989] discusses the development of the U-Test system that allows semi-automated 

on-line coding of video by researchers in the BNR Usability Lab. She claims that post-test 

analysis time is reduced by as much as 75 percent, allowing the testers to do much of the 

analysis without replaying the original videotapes. However, she also admits that the system 

places a large cognitive load on the usability tester during the test. 

While meeting participants must remain focused on their respective tasks, the possibility 

exists for either participants or observers to make brief personalized or general annotations 

during the meetings. This would augment the current duties of a meeting secretary with 

regard to notes taken to develop the minutes of a meeting. 

Computer systems can allow for the storage of each individual keystroke by computer users. 

This feature is often used in interaction analysis to determine the effectiveness of human 

computer interaction [Suchman and Trigg 1991]. The integration of computer logging with a 

meeting formalism, such as an agenda, suggests the possibility of automating the annotation 

process based on structured information about the meeting process. 

4.2.4.2 Off-line Annotation and Analysis 

A l l of the video analysis tools discussed in Section 4.2.3 allow multiple passes over a video 

tape for further off-line detailed analysis after completion of the taping. This later analysis 

allows the addition of more detailed commentary to existing annotations, as well as new 

annotation entries created after the event. 

27 



Multimedia 

Post-meeting analysis might also benefit from the integration of other sources of information 

related to the meeting, such as transcriptions or video of interviews with meeting participants 

or other documentation. Technologies that can aid in this process include Optical Character 

Recognition (OCR) [Cushman etal. 1990, Glushko 1992], speech recognition [Gooderham 

1993] and handwriting translation [Carr 1991]. The state of each of these technologies and 

how they could assist in the annotation of video of a meeting is described briefly below. 

O C R technology supports the conversion of existing non-computerized documents to 

computer format. Technology in this area is rapidly improving but proofreading is still 

required. Cushman et al. [1990] have suggested that manual text entry is preferable unless 

correct recognition rates exceed 98 percent. The use of formatting standards to improve the 

productivity and quality of hypertext conversion of documents has been discussed by 

Glushko [1992]. The use of specific memo formats could significantly improve the 

conversion of meeting documents to multimedia format for storage with other meeting data. 

It could also allow for greater ease in extracting meaningful indexes to that information and 

the sections of the meeting to which the documents pertain. 

Speech recognition is also rapidly improving and systems that deal with fixed vocabularies 

and the speaking style of a single person are already commercially available. Systems for 

many users have to this point been very limited as they involve a prohibitively costly and 

slow process of modelling thousands of speakers to expand the computer's vocabulary. 

One promising example is 'Flexible Vocabulary Recognition' technology, which uses 

minimal sound units called phonemes. This technology is currently being developed by Bell 

Northern Research in Montreal [Gooderham 1993]. The computer's vocabulary is created by 

teaching it the phonemic translation of each word, and then the computer uses a series of 

probabilities to determine the best fit within its vocabulary for each spoken word. The 

computer can then learn words much in the way that children do, and its vocabularies can be 

increased much more quickly than previously possible. Further advances in this area could 

make possible the automation of the transcription of the audio track of a meeting, which must 
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currently be processed manually. Information that could be extracted includes the 

identification of the current speaker and particular topics based on the recognition of key-

phrases. 

Handwriting translation is also rapidly improving. This technology, as implemented in the 

GO Penpoint notebook computer system [Carr 1991], allows for the translation of 

handwritten 'scribbles' into text characters or command gestures. Researchers in this area 

claim accuracy rates of at least four out of five words, with the fifth word having an easily 

correctable error.13 Further advancement of this technology would allow hand-written notes 

by meeting participants or observers to be integrated into the meeting database. 

While research continues in each of these areas, the technologies have not reached the degree 

of general sophistication required for systems used by multiple indeterminate users, as occurs 

with GSS. 

1 3 A word-level accuracy rate of 80 to 90 percent is equivalent to a raw character-accuracy rate of 90 to 97 
percent. 
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Chapter 5 A Model for Automatic Video Annotation in GSS 

"Don't worry about people stealing your ideas. If your ideas are any 
good, you '11 have to ram them down people's throats." 

- Howard Aiken 

This chapter proposes a model, based on the facilitation literature, for automating the 

annotation of video data from GSS meetings. This model extends the concept of meeting 

memory to provide knowledge-based support for multimedia information. 

5.1 Overview 

Video is a temporally linear medium in which it makes most sense to refer to intervals, or 

periods of time. Logs generated by computers usually characterize singular events in time. 

In order to refer to and eventually replay relevant intervals on a multimedia tape or disk, the 

log must be processed to link events into intervals. 

A filter can be written to process a computer-generated log of events into a database of 

significant intervals that can be used to index a video record. The simplest example for a 

GSS application would be to find the events corresponding to the beginning and end of a 

brainstorming activity, and then to link them into the representation of an interval with these 

start and end points, respectively. This kind of interval representation has been found to be 

effective in most of the existing video annotation tools [Harrison 1991]. 

Systems can be instrumented to provide event logs at various levels of resolution; these 

levels are determined by the use to which the log is subsequently to be put. Within this 

framework, the role of the human annotator is to choose categories of automatic annotations 

for the desired level of analysis, then to make relevant additional manual entries in the log in 

order to enrich the annotation with material that could not be automatically acquired. These 

additional manual entries can also be assisted by the creation of recommended labels for 
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manual annotations generated by the automation tool. The system would in effect make 

proactive suggestions as to which annotations were worth making, but would not necessarily 

restrict the annotator to these labels. 

More intelligent filters, that possess domain knowledge and knowledge about video data, 

serve to direct and focus the annotator's attention, and expedite the otherwise labor and time-

intensive annotation task. For instance, if the annotator of a GSS session was not present 

during the meeting, he may not know which aspects of the video would be relevant, 

especially without viewing the whole tape in advance. In general, a video annotator is 

required to watch a video sequence in its entirety in order to simply be aware of its content. 

However, the intelligent filter might know more. The application of this kind of intelligence 

may also make it possible for individuals with less expertise to perform the secondary 

manual annotation task. Accurately determining the endpoints of intervals of interest and 

choosing appropriate labels to identify the interval could potentially require multiple passes 

over the video sequence; an intelligent filter would bring additional knowledge to bear on the 

problem, expediting the process. 

The selection of labels for annotations and interval buttons presents an additional opportunity 

to leverage the intelligence of the filtering process against two specific problems associated 

with multimedia annotation: Syntactic ambiguity and Semantic unpredictability. Syntactic 

ambiguity [Csinger and Booth 1994, Gribble et al. 1994] is the problem of consistently 

choosing names to record in the log that will be recognized by external agents using the log. 

The intelligent filters drive the interface of the annotation tool and guide the annotator 

through the process, constraining the interpretation of events that might otherwise be unduly 

influenced by the mental or physical state of the annotator or the recorder, his or her 

expertise, and other peripheral circumstances. Intelligent filters abstract away from the 

vagaries of individual, manual annotation. 

Semantic unpredictability [Csinger and Booth 1994, Gribble et al. 1994] is the problem of 

determining in advance which events are important enough to record in the annotation log. 
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"Hindsight is 20/20," and the consistency of player returns from gaming tables and lottery 

tickets testify to the inability of humans to predict the future. The events in the chronology 

of a meeting or other record are semantically significant at multiple levels. The databases 

available to the intelligent filters can canonize this form of knowledge and produce 

annotations at the right level of abstraction automatically. There is no need to rely on a 

human of unknown abilities and cultural experience to make the right determination. 

At the highest level of abstraction, this model extends Morrison's notion of the Integrated 

Meeting and Memory Environment (from Figure 3-1) through the addition of Multimedia 

and GSS Domain Knowledge to allow for the integration of multimedia into meeting 

memory (see Figure 5-1). 

• 

Figure 5-1 Integrated Meeting and Memory Environment, Extended by 
Multimedia and GSS Domain Knowledge14 

The functional components of the Semi Automatic Multimedia Annotation Model are shown 

in Figure 5-2. Underlying the model is the notion of "filter channels," that receive input from 

a variety of multimedia sources and output annotations in a common representation, which in 

turn can be read by existing annotation tools. The filters take advantage of declarative 

This figure is an extension of Morrison [1993]'s Figure 2. 
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knowledge bases to drive their operation. Knowledge about the media involved, and of the 

domains being studied, is stored here. 
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Figure 5-2 Semi-Automatic Multimedia Annotation Model 

The functional components of the model are described in the following sections. The 

prototype implementation of parts of this model is discussed in Chapter 6. 

5.2 Multimedia Capture System 

Information must be captured before it can be analyzed. In particular, meetings must be 

recorded for later analysis and for integration into organizational memory systems. Many 

different techniques and technologies can be contemplated for this purpose, but video and 

audio are obvious candidates. 
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As the instruments decrease in cost, it becomes possible to obtain and store separate video 

tracks for each participant in a meeting. If there were no overhead involved, this component 

of the model would simply be the all-seeing eye and never-forgetting memory, recording 

everything in case something turns out to be useful later. Given unlimited resources, diverse 

and only tangentially relevant sources might be recorded. 

In practice, of course, implementations fall short of this goal. Space for digital storage, 

although decreasing in cost and dramatically increasing in capacity every year, is still limited 

in view of the space requirements of multimedia. Budgets may be limited. And 

governments are imposing aggressive data storage and retention legislation that needs to be 

addressed in corporate privacy policies and procedures. 

Even with today's technology, it is already possible to capture a wide variety of channels as 

part of the record of an event. The captured data will form part of the event being recorded. 

In the case of meetings, the channels can include video and audio feeds from the cameras and 

microphones located in the meeting room or rooms, the output logs of the GSS being used, 

location tracking devices used to monitor the movements of participants, and so on. 

Data capture could also include derived input streams such as diagrammatic representations 

of sensor or audio data. For example, a dynamic meeting room configuration diagram 

highlighting current speaker could become a section of the stream to be captured on a video 

record as a split-screen image or superimposed on the remaining video data of a meeting. 

This could be prepared in real-time or after post-meeting analysis of sensor, audio or manual 

data. 

5.3 Multimedia Server 

Once stored, data must be available for retrieval on demand. This model contemplates a 

general purpose multimedia server for this purpose, abstracting away from data format issues 

such as analog versus digital video, and so on. The multimedia server responds to queries 
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and is capable of degrading quality to meet response expectations on low bandwidth 

communications channels. 

Gribble et al. [1994] implemented a multimedia server with a virtual VCR-like interface at 

the University of British Columbia. Their server abstracts out many of the differences 

between media types to allow control over multiple media sources through a consistent 

interface. The system can operate in local or remote mode serving media from local and 

network media devices to local or networked client applications. It supports media classes 

including digital video, digital audio, random-access analog video (optical video disc), and 

tape-based analog video. Future work would add support for text, MIDI and digital audio. 

5.4 Automatic Annotation Channels 

The data from each of the channels captured by the Multimedia Capture System described in 

Section 5.2 need to be parsed in order to be useful. In the case of meetings, the channels 

include video and audio feeds from the cameras and microphones located in the meeting 

rooms, the output logs of the GSS being used, and location tracking devices. The following 

sections describe several such channels in more detail. 

5.4.1 Video-based Automatic Annotation Channel 

Automatic video parsing technology is improving. The boundary between the possible and 

the impossible is being pushed back steadily. A more important boundary lies between the 

practical and the impractical. This second border advances more slowly. For instance, a few 

years ago it was almost impossible to automatically detect from a video record the passing of 

a person through a doorway. Techniques have advanced to the point where this is not a 

challenge (although there are easier ways to log this kind of information automatically — 

photoelectric devices spring to mind) and we now expect to determine the identity of the 

person using facial recognition algorithms. Both goals are now possible, though neither is 

practical except perhaps for very specific, advanced applications. 
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5.4.2 Audio-based Automatic Annotation Channel 

The reality and possibilities associated with automatic annotation based on audio are similar 

to those associated with video. Here, too, the technology marches on and what was wishful 

thinking only a few years ago is now the underpinning of new office automation products. 

It is now possible to determine who is speaking, and quite often what they are saying, using 

digital signal processing techniques. Progress has'been made in determining general mental 

state from inflections. It is reasonable to assume that, someday, the entire voice record of a 

meeting can be automatically transcribed and made available for automatic annotation and 

subsequent manual search. 

The reliability of this operation will depend on local environmental conditions including 

ambient noise, and it may be difficult for automatic techniques of the near future to 

disentangle voices during a heated debate. 

5.4.3 Log-based Automatic Annotation Channel 

Perhaps the most important channel of all, and certainly central to the current thesis, is the 

data available in the logs produced by a GSS. The record produced by the GSS can be 

extremely fine-grained, at the keystroke and mouse-click level, for instance, or it can refer to 

events at a higher level of abstraction, corresponding to higher levels of analysis. 

These log entries, in conjunction with other streams captured during the meeting, form a 

robust index to the significant events and processes of the meeting. 

5.4.4 Other Channels 

Depending on the type and subject of the meeting, other channels may be available and 

relevant. The record of a day-long marathon meeting during which participants wander in 

and out might benefit from an accurate log of who's in and who's out at any given time. The 

instrumentation with which to reliably gather this information is fairly complex, although 

some enterprises already perform this kind of employee tracking via transponders on the 
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identification badges they wear and receivers at strategic locations in the facility. It may be 

useful to know when the door to the room is open, and when it is closed. Similar 

considerations pertain to whether the lights are on or off, the coffee is fresh or cold, and so 

on. 

How crucial these and other aspects are to the eventual analysis of the meeting record 

determines whether they are recorded or not. 

An annotation channel could also take the results of prior pre-processing of one or more 

input sources. Such derived data, as discussed in Section 5.2, could of course be gleaned by 

a careful study of several original sources but might benefit from pre-processing especially 

where several sources are involved. For example, a derived input stream might show, for 

each moment during the meeting, who was there, where they were sitting, where they were 

looking, etc. obtained by pre-processing audio, video, and other sensor records. This sort of 

derived input would most likely be represented digitally to allow for automatic processing, as 

opposed to a graphical representation that would be chosen for display for a human 

annotator. 

Channels could also be set up to handle annotations generated using a manual video 

annotation system. Integrating manual annotations would allow for the merging and 

prioritizing of annotations generated by several human annotators or a combination of 

automatic and human annotators by the Annotation Merge Facility (Section 5.6). These 

annotations would (at least currently) have to use a predefined syntax in order to be parsed 

into annotation categories and attributes known by the automatic annotation system. 

5.5 Knowledge Bases 

This section describes the basis and contents of the GSS Domain Knowledge Base and the 

Multimedia Knowledge Base. 
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5.5.1 GSS Domain Knowledge Base 

As previously discussed in Section 2.2.2, Chilberg's Multiple Level Model [Chilberg 1989] 

has been chosen as the basis of the Domain Knowledge Base for a GSS Domain. The 

following paragraphs map each level of Chilberg's model to the information derivable from a 

GSS meeting. The four levels of Chilberg's model are the basic categories of automatic 

annotation in the current Automatic Video Annotation Model. The Event, Episode, Activity 

and Act levels described below form a strict classification hierarchy: an Act always belongs 

to an Activity, an Activity in turn always belongs to an Episode, and so on. Each of the four 

categories has attributes, which have values. For instance, an Activity has participants, and 

an Episode has a Subject. (See Figure 5-3) 

time 

Participant 1 . i . 
Participant 2 

Episode — 
Participant I _ 
Participant 7 — 

Activity — 
Participant 1 — 
Participant 2 _ 

Act 
Participant 1 
Participant 2 —-

Figure 5-3 Annotation Hierarchy 

Chilberg's Event Level (the black line next to "Event" in Figure 5-3) refers to annotations 

concerning the meeting as a whole. Annotations at this level would include the meeting 

situation itself and the meeting's participants. Annotations describing the purpose and 
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situation of the meeting may also be available from an agenda created during pre-meeting 

setup and could also be incorporated into annotations. 

Chilberg's Episode Level (the black line next to "Episode" in Figure 5-3) corresponds to 

annotations for intervals during which one or more Activities take place that are all related to 

the same topic. The individual Activities within an Episode may occur in any order and may 

re-use the same tools (i.e., brainstorming followed by ranking and then voting; or 

brainstorming followed by a vote followed by additional brainstorming). A meeting can 

consist of several different Episodes that may be executed consecutively or in parallel within 

the meeting. 

Chilberg's Activity Level (the black line next to "Activity" in Figure 5-3) corresponds to 

annotations for intervals such as brainstorming, ranking or voting. Each Activity is initiated 

by a particular individual, and has one or more participants, which may include all or only a 

subset of the participants of the meeting as a whole. As with Episodes, Activities may be 

executed consecutively or in parallel within the meeting. 

Finally, Chilberg's Act Level, which operationalizes an Activity, (the grey participant lines for 

Acts in Figure 5-3) corresponds to annotations for intervals such as the generation of a single 

idea by an individual participant of a brainstorming Activity. Note that Acts always 

correspond to an individual rather than the group as a whole as this level of 

operationalization. 

Various useful subcategories can also be derived. For instance, i f Steven is a participant in 

the Budget Brainstorming Activity, then the subcategory of Budget Brainstorming-Steven can 

be instantiated with its own beginning and end points since the amount of time that Steven is 

involved may be less than the total time for the Activity of the group as a whole. The 

Activity continues until the last Act of the last participant has been completed (i.e., the final 

ballot or the last brainstorming card has been returned). However, any particular participant 

may have returned his ballot or final card significantly prior to this time. In general, it is 
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possible to instantiate subcategories of the form Category-Attribute. A number of these have 

been operationalized in the implementation. In particular, Activity-participant and Event-

participant have been useful for the automatic generation of annotations from GSS logs, as 

described in Section 5.4.3. These subcategories correspond to the grey participant lines 

below the Event, Episode and Activity levels of Figure 5-3. 

Related to the discussion above regarding the time difference between when an individual 

participant completes an activity and when the group completes, is another set of useful 

annotation categories that may also be derived from this model. These categories allow the 

annotator to view periods within the video that are outside the periods of Episodes, Activities 

and Acts. 

A Non-Act refers to an interval when a particular participant is not currently in an Act during 

a period while he is involved in an Activity. Examples of Non-Act intervals include the 

period from the time when a participant returns one brainstorming card until she receives her 

next brainstorming card; or from the time her last card or ballot is returned until the Activity 

completes.15 

A Non-Activity refers to an interval when the group is not currently in an Activity while they 

are involved in an Episode. An example of a Non-Activity interval is the time between when 

a brainstorming Activity completes and when a ranking Activity is started based on those 

ideas. 

Likewise, a Non-Episode refers to an interval when the group is not currently in an Episode 

while they are involved in an Event. Examples of Non-Episodes include the period from the 

beginning of the meeting until the beginning of the first Activity (and thereby the first 

Episode), periods between Episodes (when no concurrent Episode is taking place), and the 
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period following the completion of the final Activity (and thereby the final Episode) until the 

end of the meeting. 

Capturing these mutually exclusive intervals is the easiest manner of providing all possible 

intervals for an annotator. These periods of non-GSS tool use are also potentially as valuable 

as (or even more valuable than) those associated with GSS tool use, depending on the reason 

for the annotation. 

5.5.2 Multimedia Knowledge Base 

Multimedia knowledge includes general information about the use of various media such as 

frame rates, minimum display times, the number of audio, video or other inputs and how they 

can best be displayed. 

Multimedia knowledge also includes information specific to the particular tools to be used, 

including the formats required to input the first-level annotations and labels into specific 

manual annotation tools such as VANNA or TView. 

5.6 Annotation Merge Facility 

The Annotation Merge Facility accepts input from each of the Automatic Annotation 

Channels described in Section 5.4 and integrates them into a single cohesive set of 

annotations ready to aid further manual annotation. This module identifies conflicts and 

duplications within the annotations and determines the source of the annotation to take 

precedence in each individual situation. 

As an example, the GSS Log channel filter would generate suggested labels for 'speaker' 

based on the participants in the meeting as known to the GSS log. If the audio channel filter 

were also used, it would generate actual annotations for remarks made by each participant in 

1 5 Alan Shaw [1968] discusses the use of a blank primitive (no image) so that all parts of a picture can be 
connected. This greatly simplifies his formal model of a picture by accounting for all of the areas within an 
image that contribute to the picture, even those where there is no apparent "visual activity". The use of non-
episode, non-activity and non-act intervals serves a similar purpose in this model. A l l temporal intervals that 
may contribute to a meaningful description of the multimedia data are available for subsequent annotation. 
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the meeting. This second group of annotations would supercede the more basic speaker 

annotation attempts by the GSS log filter in the final merged annotation provided to the 

human annotator. 

5.7 Manual Video Annotation System 

This is the traditional video annotation system as described in Section 4.2.3. Such a system 

can, however, be instrumented to accept inputs such as those developed by the individual 

channels described above rather than assuming a clean slate at initiation of the system. The 

manual annotation system picks up where the automatic leaves off. One such video 

annotation system was so instrumented for the purposes of this research. This system will be 

described further in Chapter 6. 

5.8 Knowledge Base Maintenance System 

This module allows the knowledge engineer to maintain the knowledge base for each 

application, and any parameters of interest. In the case of a GSS in a particular industrial 

setting, this would include configuration information about each particular GSS in use at that 

organization. It would also include information about each employee, his role(s) within the 

organization, the types of information under his privacy control, and could also include 

speech patterns, handwriting samples and other information required by the various 

annotation channel filters. 

The knowledge engineer would be able to add additional features, employees, etc. prior to 

attempts to use the new and improved logs, or to filter information by a particular participant 

that was new to the organization. 

5.9 Summary 

This chapter proposes a model, based on the facilitation literature, for automating the 

annotation of video data from GSS meetings. This model extends the concept of meeting 

memory to provide knowledge-based support for multimedia information. The intelligent 

filters, that possess GSS domain knowledge and knowledge about video data, automate the 
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annotation process as far as is technologically feasible. They also direct and focus the 

annotator's attention, and expedite the otherwise labor and time-intensive annotation task. 
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Chapter 6 SAVANT: Semi-Automatic Video AN notation Tool 

"A complex system that works is invariably found to have evolved 
from a simple system that worked." 

- John Gall 
Systemantics 

A prototype system for automatic video annotation support has been developed in 

conformance with the model described in Chapter 5. Figure 6-1 highlights the portions of the 

model that have been prototyped as part of this thesis in dark grey. This diagram also shows 

existing (fully or partially implemented) systems used as part of this thesis work in light grey. 

This chapter provides an in-depth description of the prototype implementation of the GSS 

Log-Based Automatic Annotation channel and the portions of the Knowledge Bases that are 

required for it. 

In order to conduct the field test of the system in an actual situation, it was also necessary to 

prototype a portion of the Multimedia Capture System, and to augment an existing GSS's 

existing logging mechanism and an annotation system's file import mechanism. The changes 

to the GSS and the annotation system were made by their respective developers at the request 

of and with thanks from the author. The multimedia capture process and these additional 

system augmentations are described in Section 7.2.2 as part of the discussion of the field test 

of S A V A N T . 
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Figure 6-1 Portions of the Model Implemented as part of this Thesis 

Legend: 
Dark grey: 
Light grey: 
White: 

portions of the model (Figure 5-2) prototyped as part of this thesis work 
existing (fully or partially implemented) systems used in this thesis work 
unimplemented portions of the model 

6.1 System Overview 

A prototype GSS-Log-based automatic annotation application called SAVANT, a mnemonic 

for Semi-Automatic Video ANnotation Tool, has been developed (see black box diagram in 

Figure 6-2). This system makes use of domain knowledge regarding the structure of 

meetings based on theories from the facilitation literature, and the capability of computer 

mediated communication systems to log events, in order to generate a "first-level annotation" 

of a video of a computer supported meeting. 
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CSS Application 

Annotation System 

Figure 6-2 SAVANT: Semi-Automatic Video ANnotation Tool 

The system can also create suggested labels for interval buttons. These labels could then be 

imported to set up toggle buttons for use by a manual annotator during a second pass on the 

video. As discussed in Chapter 5, these labels would provide some structure for manually 

annotating events that cannot currently be automated through GSS log filtering, such as 

direction of gaze, and current speaker. 

The S A V A N T system processes logs from the MeetingPlace GSS and prepares first-level 

annotations for use by several currently available annotation tools, including V A N N A , 

TimeLines, Drum and two systems developed at UBC. The first of the U B C systems is 

TView, developed by Scott Flinn. TView has the same basic features as V A N N A and other 

earlier annotation tools as discussed in Section 4.2.3 but was modified by its developer for 

the purposes of this research to allow the importation of a file of interval buttons generated 

by S A V A N T for use in further manual annotation. The second system is Valhalla, which is a 

video presentation system developed by Andrew Csinger [Csinger et al. 1994, Csinger 1995, 
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Gribble et al. 1994] that uses user-modeling techniques to determine appropriate video 

presentations for particular users based on annotations. Each of these systems requires 

annotations of different syntax. 

Figure 6-3 shows the basic process flow reflecting functional relationships between the 

components and the user's inputs. Attention is devoted in Section 6.2 to the knowledge 

representation methodology as well as to the actual domain knowledge encoded. Section 6.3 

explores the Log-Based Automatic Annotation system functions component by component. 

The two primary computational components of S A V A N T : the Log Parser and the Reasoner 

(see Figure 6-3) are discussed in greater detail in Sections 6.3.1 and 6.3.2. The overall 

operation of the system is controlled via a three-phase User Interface, which is described in 

detail in Section 6.3.3. 

S A V A N T was implemented based on the client-server model, using World Wide Web 

(WWW) server-side programs. These server-side applications (also called cgi-bin scripts) 

allow the interface to be run from any platform, including workstations, PCs and 
1 fS I T 

Macintoshes , using any standard W W W browser client (such as Netscape Communicator 

or Microsoft Internet Explorer1 8) that supports W W W forms. The server-side application 

itself was developed on a UNIX-based (Sun Solaris19) system and was run from an Apache 2 0 

webserver. 

The cgi-bin scripts are written as a series of C shell commands that call the Log Parser and 

the Reasoner and use standard UNIX functions such as awk, sed and sort for additional input 

and output processing. The C shell scripts also dynamically generate Prolog queries based 

on user input in order to control both the operation of the Reasoner, and generation of the 

Macintosh is a trademark or registered trademark of Apple Computers Inc. 
1 7 Netscape and Communicator are trademarks or registered trademarks of Netscape Communications 
Corporation. 
1 8 Microsoft and Internet Explorer are trademarks or registered trademarks of Microsoft Corporation. 
1 9 Sun and Solaris are trademarks or registered trademarks of Sun Microsystems Inc. 
2 0 Apache is a trademark or registered trademark of The Apache Group. 
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Hypertext Markup Language (HTML) that is sent to the W W W browser client to produce the 

User Interface. 

Figure 6-3 SAVANT: System Design 

6.2 D a t a a n d K n o w l e d g e R e p r e s e n t a t i o n 

The use of Prolog as the knowledge representation language in this project was motivated by 

the following considerations. First, as a declarative language, Prolog provides an effective 

means of stating the relations of the model described in Chapter 5, and serves as a powerful 

platform for rapid prototyping of the application. Second, as a procedural mechanism, 

Prolog provides the means for calculating the desired outputs of the system. Although 

extensive use is made in this project of the sophisticated extra-logical predicates available in 

the language, no particular logic-programming experience is required of the reader of this 

thesis. The code examples provided are, by-and-large, self-documenting and have been 
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simplified for presentation purposes to show only salient details and are accompanied with 

textual explanation where appropriate. The full code listings are available from the author. 

6.2.1 P r o l o g H a n d b o o k 

This section is not intended as a substitute for a Prolog language manual, but is likely to 

suffice for purposes of reading the examples in this thesis. 

Prolog programs are expressed in a subset of first-order logic (FOL), providing for constants 

to name entities and predicates to name relations. For instance, the following predicates 

describe the current situation: 

person(sue). 
program(savant). 
wrote(sue,savant). 

Quite simply, these three predicates declare the following relations among the two entities 

"sue" and "savant:" that "sue" is a "person," that "savant" is a "program" and that "sue" 

wrote "savant." The collection of predicates is referred to as a Prolog database, or a Prolog 

program. Prolog is typically used as a logical theorem prover by querying it with a goal 

predicate: 

?- person(sue). 
yes 
?- program(sue). 
no 

Given the predicates above, Prolog is able to prove the first but not the second query. 

Prolog also provides for the use of variables, which are tokens that begin with an upper-case 

letter: 

?- person(Who). 
Who = sue 
yes 

Here, not only does Prolog prove the query, but assigns and reports the value, or binding, of 

the variable in the query. 
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Complex queries are also possible: 

?- person(Who), wrote(Who,What). 
Who = sue, What = savant 
yes 

The "_" token can be used as a placeholder for a variable that is not of interest in a query. 
For example, if we only want to know who wrote something but not what they wrote, we 
would substitute a "_" for the "What" variable above: 

?- person(Who), wrote(Who,_). 
Who = sue 
yes 

If there are multiple ways to prove a query, Prolog will find them all, one at a time, in 

response to a semi-colon provided by the interactive user: 

?- person(Who). 
Who = sue ; 
Who = richard ; 
no 

Finally, the utility of the language is illustrated with the addition of rules. For instance, the 

following Prolog rule (loosely) encodes the proposition that a programmer is a person who 

wrote a program. 

programmer(X) : - person(X), program(Y), wrote(X,Y). 

Read literally (but still informally), the preceding rule is " X is a programmer if X is a person, 

and Y is a program, and X wrote Y . " 

Similarly, you can check for things that did not occur. In Prolog, a test for 'not' is identified 

by pre-pending '\+'. For example, the following Prolog (again loosely) encodes the 

proposition that a non-program writer is a person who wrote something that was not a 

program (such as a thesis or book). 

non_program_writer(X) : - person(X), wrote(X,Y), \+program(Y). 
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Read literally (but still informally), the preceding rule is "X is a non-program writer if X is a 

person, and X wrote Y, and Y isn't a program." 

Note that i f you used the last two rules together, X could be determined to be both a 

programmer and a non-program writer i f he wrote both a program and something other than a 

program. 

This completes the informal review of the Prolog programming language. 

6.2.2 Meta-Prolog 

Classes of predicates are described in the following sections using a Prolog-like notation. 

These are not the predicates themselves, but the forms describing the predicates. For each 

class an actual example predicate is also provided. 

6.2.3 Log Entries (internal rep resentation) 

In order for the system to process the logs of multiple GSS, a Log Parser is used for each 

specific GSS log to create an internal representation of the log in a generic format. 

The internal representation of a Log Entry is stated as a Prolog predicate with the following 

form: 

LogEntry-type( 
time, 
logentry-variable_l 

logentry-variable_n 
) 

Note that the internal log entry structure is of a temporary nature, only accessible while the 

log is being analyzed. When no longer required by the SAVANT processing modules, the 

log entry structures are discarded. 
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Different Log Entries exist for the beginning and ending of each of the primary categories 

described in Section 5.5.1. For example, here are the internal representations of the Log 

Entries for the beginning and end of an Act: 
act_outgoing (Tl, ActivityType, Title, _, Activityld, Date, Participant, Seed) 
act_return (T2, ActivityType, Title, _, Activityld, Date, Participant, Result) 

6.2.4 V i d e o I n t e r v a l s ( i n t e r n a l r e p r e s e n t a t i o n ) 

Prior to outputting the first-level annotations using the user's chosen output format, the 

Reasoner generates an internal representation of the intervals in a generic format. 

The internal representation of a video interval is also stated as a Prolog predicate. Each 

interval is characterized by a series of variables pertaining to that type of interval, as well as 

two fields common to all video intervals: the start and stop times of the interval. The series 

of variables is made up of a subset of all of the variables contained in the log-entry predicates 

for each type of log entry relevant to this type of interval. The Prolog predicates that 

represent video intervals take the following form: 

Videolnterval-type( 
start-time, 
stop-time, 
v i d e o i n t e r v a l - v a r i a b l e _ l 

v i d e o i n t e r v a l - v a r i a b l e _ n 
) 

For example, the internal representation of an interval corresponding to an Act has been 

represented as: 
act (Tl,T2,Date,ActivityType, Title,Activityld, Participant, Seed, Result) 

As was the case with the internal representation of the log entries, when the S A V A N T 

processing components no longer need the video interval structures, they are discarded. 

6 .2 .5 G S S D o m a i n K n o w l e d g e 

The GSS Domain Knowledge Base contains information about the structure of meetings as 

discussed in Section 5.5.1, which is based on Chilberg's model. The knowledge is 

represented as a series of prolog rules such as: 
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Videolnterval-type (start-time, stop-time, var 1, ... var_n) : -
LogEntry-start-type(start-time, var_l...var_m), 
LogEntry-stop-type(stop-time, var_a..var_n), 
ru l e_ l , 

r u l e n . 

These rules determine how the intervals may be constructed from the combination of 

particular Log Entries that contain matching attributes. 

For example, here are some of the prolog rules associated with the determination of the 

internal representation of an activity and an act21 from the generic Log Entry predicates as 

described in Section 6.2.4: 

^interval for activity 
activity(Tl,T2,Date,ActivityType,Title,Activityld,Init, Topics,Choices,Results) :-

activity_start(Tl,ActivityType,Title,_,Activityld. Date, Init,Topics,Choices), 
activity_stop(T2,ActivityType,Title,_,Activityld,Date,Init,Results), 
before(T1,T2). 

^interval for act 
act(Tl,T2,Date,ActivityType,Title,Activityld,Participant,Seed, Result) :-

act_outgoing(Tl,ActivityType,Title,_,Activityld,Date,Participant,Seed), 
act_return(T2,ActivityType,Title,_,Activityld,Date,Participant,Result), 
before(Tl,T2), 
\+intervening_act(Tl,T2,Date,ActivityType,Activityld,Participant). 

%check for intervening act outgoing or return 
intervening_act(Tl,T2,Date,ActivityType,ActivityId,Participant) :-

act_return(T3,Act i v i t y T y p e A c t ivityld,Date,Part ic ipant,_), 
after(T3,Tl), 
before(T3,T2). 

intervening_act(Tl,T2,Date,ActivityType,Activityld, Participant) :-
act_outgoing(T3,ActivityType,Activityld,Date,Participant,_), 
after(T3,Tl), 
before(T3,T2). 

%check i f time T l before time T2 
before(T1,T2) ;-

Tl < T2. 

Hcheck i f time T l after time T2 
after(Tl,T2) :-

Tl > T2. 

In addition to rules for annotations, the GSS knowledge base contains rules for interval 

buttons. For the purposes of the prototype, rules for some basic categories have been set up. 

These buttons are only a sample of the types of buttons that could be generated automatically 

Refer to Appendix C for a full explanation of predicates used in the GSS Domain Knowledge Base. 
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by a tool such as SAVANT. Other categories of buttons could also be set up, either by 

modifying the knowledge base, or by allowing the annotator to specify the labels and nature 

of attributes (i.e., one label per participant, one label per pair of participants, one label per 

episode title, etc.) at run time 2 2. 

Buttons could also be set up for some of the same categories as the annotations generated 

automatically (i.e., Activity, Act). This would be most beneficial in situations where the 

automation system might not capture all of the possible intervals of a given type. For 

example, if an audio channel could generate most, but not all, speaker annotations, then both 

annotations and button labels for each speaker would be desirable since the human annotator 

might need to do a second pass to pick up anything the automatic annotation system had 

missed. 

6.2.6 Video Knowledge 

The Video Knowledge Base contains information about each of the video annotation and/or 

presentation systems to which it can present output, as well as knowledge of video in general. 

In this implementation, the video knowledge base includes information about VANNA, 

Timelines, Drum, TView and Valhalla. For each of these systems, a configuration file stores 

the format of the output required and additional flags describing the operation of these 

systems such as whether or not they accept labels for annotation buttons. 

The output formats for each system are also stored in the form of Prolog predicates. 

More general video knowledge would include rules such as those that normalize each 

annotation time (internally stored seconds) into a frame number (see below). This particular 

conversion would be based on default information in the video knowledge base and input 

from the user regarding this particular video. For example, the default value for the number 

2 2 It should be noted, however, that allowing the annotator to specify the labels at run time would work against 
the reduction of syntactic ambiguity which was one of the intentions of automating the button labels (see 
Section 5.1). 
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of frames per second is stored as part of the video knowledge base but may be overridden 

through the user interface (See Section 6.3.3.2). These rules also check whether or not the 

user wanted to round the time to either the entered video on or o/f time as appropriate i f the 

time being normalized does not fall within this range: 

normFrame(T,Frame) : -
video_int(VI,_), 
T < VI, % times before video on 
round_to_video(yes), 
framespersecond(F), 
offset(Offset), 
Frame i s (Offset*F). 

normFrame(T,Frame) : -
video_int(V1,V2), 
T > V2, % times after video off 
round_to_video(yes), 
framespersecond(F), 
offset(Offset), 
Frame is ((V2-Vl+0ffset)*F) . 

normFrame(T,Frame) : -
video_int(V1,V2), 
T >= VI, % times during video on 
T =< V2, 
round_to_video(yes), 
framespersecond(F), 
offset(Offset), 
Frame i s ((T-Vl+Offset)*F). 

normFrame(T,Frame) : -
video_int(VI,_), 
round_to_video(no), % times not rounded to video on/off 
framespersecond(F), 
offset(Offset), 
Frame i s ((T-Vl+Offset)*F). 

6.3 T h e P r i m a r y F u n c t i o n a l C o m p o n e n t s 

There are three primary functional Components of SAVANT: the Log Parser, the Reasoner, 

and the User Interface. 

6.3.1 T h e L o g P a r s e r 

The Log Parser takes the log in the format generated by a GSS, and generates a Log Entry 

database of events in the format described in Section 6.2.3. For the purposes of this research, 
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a Log Parser for the MeetingPlace GSS was developed in L E X and C. L E X is a 

programming language specifically designed for performing lexical analysis operations. 

The input to the Log Parser is a plain text format log file generated by the MeetingPlace 

GSS. 

The output of the parser is another plain text format file, this one containing the Log Entry 

internal representation that, as described in Section 6.2.3, is a list of Prolog predicates. 

An example of a log entry for the initiation of a brainstorming Activity, taken from the 

MeetingPlace GSS, is shown below: 

Log entry (Brainstorm session initiated) @ Thurs Oct 12 14:37:38 1997 
t i t l e : "(Carol) Budget Cuts" 
topic : 

Suggestions for budget cuts for marketing department 
participants : [ "Carol" "Ted" ] 

Some of the simple Log Entry predicates generated from the log file entry above, would 

resemble:23 

( 1 ) a c t i v i t y _ s t a r t ( 4 5 8 , b, 'Budget C u t s ' , ' 1 2 - O c t - 9 7 , - C a r o l ' , . . . ) . 
(2) a c t i v i t y p a r t _ s t a r t ( 4 5 8 , b, 'Carol', 'Budget Cuts', '12-Oct-97',...). 
(3) a c t i v i t y p a r t _ s t a r t ( 4 5 8 , b, 'Ted', 'Budget Cuts', '12-Oct-97',...). 

that indicate, respectively, that: 

(!) Carol initiated a brainstorming24 Activity called 'Budget Cuts' at second 458 of the video; 
(2) Carol was a participant in a brainstorming Activity called 'Budget Cuts' that started at 

second 458 of the video; and 
(3) Ted was also a participant in a brainstorming Activity called 'Budget Cuts' that started at 

second 458 of the video. 

Since computer logs are generated chronologically, the individual log entries associated with 

the events within the brainstorming Activity and the entry for the completion of the 

Some details of the predicates have been omitted here for simplicity. 
2 4 For brevity, Activity types have been coded. Brainstorming, as shown in this example, is internally 
represented using the Activity code 'b'. 

56 



SAVANT: Semi-Automatic Video ANnotation Tool 

brainstorming Activity may be widely separated within the log by other simultaneous or 

overlapping Activities and Acts involving these and/or other participants. As the Log Parser 

merely parses these chronological events, the events will still be separated in the Log Entry 

predicate data as well. It is the Reasoner (see Section 6.3.2) that creates Intervals by 

determining how the individual Log Entry predicates may be related! 

6.3.2 The Reasoner 

The Reasoner consults the Log Entry predicates generated from the Log Parser (see Section 

6.3.1) and the predicates in the GSS Domain Knowledge Base (see Section 6.2.5), and 

responds to queries generated dynamically from the User Interface (see Section 6.3.3). 

When interacting with queries from Phase II of the interface (see Section 6.3.3.2) to generate 

annotations or buttons, the Reasoner also uses the Video Knowledge Base (see Section 6.2.6) 

to determine the format and types of output. 

The Reasoner has been written as a series of Sicstus Prolog programs that have been passed 

to a SICS Prolog compiler/interpreter and compiled. 

Inputs to the Reasoner include additional Prolog code generated dynamically by the C shell 

User Interface scripts, as well as the Log Entry predicates created by the Log Parser. 

Outputs from the Reasoner can consist of two text files, one for annotations and one for 

buttons. These files are formatted according to the specifications in the Prolog routines 

specific to each output format. This includes, in the case of TView, a S C H E M E format input 

file for the annotations and another input file for the labels for the annotation buttons. In the 

case of Valhalla, the output consists only of one annotation file consisting of Prolog 

predicates; labels for annotation buttons are not generated for Valhalla, as Valhalla is not an 

annotation but a presentation system. 
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Given the predicates from our previous brainstorming example shown above (and additional 

predicates from the GSS log), and the GSS knowledge such as that shown in Section 6.2.5, 

the Reasoner would find and collect all solutions to the types of annotations requested from 

the user interface. 

The Reasoner then formats the intervals according to the chosen output annotation system. 

Using a format such as VANNA's, these facts would generate a file of tab-separated 

annotations such as: 

(1) 00:07:38 00:15:16 activity 12-0ct-97 
'Budget Cuts' 

(2) 00:07:38 00:14:30 activitypart 12-Oct-97 
'Budget Cuts' 

(3) 00:07:38 00:15:16 activitypart 12-Oct-97 
'Budget Cuts' 

(4) 00:14:31 00:15:16 non_act 
'Budget Cuts' 

These annotations reflect that: 

12-Oct-97 

'Carol' brainstorming 

'Carol' brainstorming 

'Ted' brainstorming 

'Carol' brainstorming 

(1) the video interval between 7 minutes 38 seconds and 15 minutes 16 seconds on the video 
associated with this annotation file contains information about a brainstorming Activity called 
'Budget Cuts' that was initiated by 'Carol' on 12-Oct-97; 

(2) the video interval between 7 minutes 38 seconds and 14 minutes 30 seconds contains 
information about Carol's participation in a brainstorming Activity called 'Budget Cuts' on 12-
Oct-97; 

(3) the video interval between 7 minutes 38 seconds and 15 minutes 16 seconds contains 
information about Ted's participation in a brainstorming Activity called 'Budget Cuts' on 12-
Oct-97; and 

(4) the video interval between 14 minutes 31 seconds and 15 minutes 16 seconds contains 
information about what Carol was doing while she was not involved in an Act during a 
brainstorming Activity called 'Budget Cuts' of which she was a participant (the GSS had not 
requested any additional ideas from her at that point). 

These annotations, as previously discussed, now have the interval format required by a 

specific video annotation or presentation system. 

58 



SAVANT: Semi-Automatic Video ANnotation Tool 

6 . 3 . 3 The User Interface 

The user interface consists of a series of three phases: the first two phases pass input 

parameters from the user to the other components of the system and perform the processing 

of the log, the third phase passes the output back to the user in the format desired. 

6.3 .3 .1 Phase I: Input of Initial Parameters 

In the first phase (see Figure 6-4) the user is requested for: 

• the name of the log file, 
• the name of the input application from which the log was created (i.e., MeetingPlace) 
• the output format in which the annotations and/or buttons should be created (i.e., 

V A N N A , TView, Valhalla....), and 
• the time interval within the GSS log (in hours, minutes and seconds) that is to be 

analyzed. 

The user may set the video interval to be the entire log or any portion thereof. 

The user enters and chooses the appropriate information and submits these inputs to 

S A V A N T by clicking on the 'Submit' button. S A V A N T first ensures that the log file exists 

and then verifies its format for correctness. Upon validation, the log file is passed to the Log 

Parser for the GSS application specified by the user, and the resulting Log Entry predicates 

are analyzed by the Reasoner to allow dynamic generation of the form for Phase II. 
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Figure 6-4 S A V A N T User Interface: Phase I 

6.3.3.2 Phase II: Input of Log-Specific Parameters 

The input form for the second phase is generated based on the input and output applications 

selected during the first phase and subsequent analysis of the Log Entry predicates and GSS 

Domain Knowledge Base. At this point, the user is requested to select the participants, 

Activities, and Episodes of interest from the complete lists of participants, Activities and 

Episodes determined from the Log Entry predicates by the Reasoner (see Figure 6-5). 
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Figure 6-5 SAVANT User Interface: Phase II (part 1) 

In the sample screen, there were four participants determined within the time interval of 

interest: Moyra, Richard, Steve and Wei-Yuen. The user can choose to select all of the 

participants (the default), or can select any subset of the participants of the meeting. In the 

sample, there were three types of Activities: Brainstorming, Ranking and Voting, 

corresponding to the three types of sessions conducted during their meeting using the GSS 

tools (see Section 2.3). A s with the participants, the user can select any or all of the 

Activities of interest. In the sample, there is only one Episode, corresponding to the fact that 

the Activities in this particular meeting were all related to the same topic/theme. A s with the 

other inputs, the user can pick any or all of the Episodes from the list. 
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If the output format is a video annotation system that allows further manual analysis (such as 

VANNA, Timelines or TView), the user is also given options for each of the potential 

annotations (see Figure 6-6) and buttons (see Figure 6-7) that may be generated. 
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Figure 6-6 S A V A N T User Interface: Phase II (part 2) 

In this way, the annotator can tailor the output of SAVANT according to the type of further 

analysis to be performed. In the case of a video presentation system (such as Valhalla), all of 

the possible annotations are generated to enable the system to obtain all possible indexes into 

the video and the label buttons are not required. 
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Figure 6-7 S A V A N T User Interface: Phase II (part 3) 

Finally, the user is asked several general questions regarding the desired output (see Figure 

6-8). Note within this figure that if the Video Knowledge base states that the output format 

for the chosen annotation system is frame-based rather than time-based (as is the case for 

TView) then the user is asked for the frame rate so that SAVANT may do the conversion 

(option 10). In the case of time-based annotation systems (such as VANNA and Timelines), 

this option is not required and is correspondingly omitted. 

63 



S A V A N T : Semi-Automatic Video ANnotation Tool 

SAVANT - Netscape 

Ffe £dU View £0 Communicator Help 

ft. Exchd? 4rsvjtstkatf \*iiol>/b«frc* Vi&w On or 4&*r \Wtw Off? 

?. Rwmdt&iMStoXfoi** On/Off? <• ? « 

?• Sort, By; fctsvsJ Sttrt ^ JnttraU. t » * 

3 

No No 

5 

10, Kuasfeer eft-saws pa ftccoruJ: P° 

SufcuJ. Resfiliillvaluat 

Document Done 

Figure 6-8 SAVANT User Interface: Phase I I (part 4) 

Once the user has chosen the desired categories and options of interest, he submits the form 

to initiate Phase DDL 

6.3.3.3 Phase III: System Outputs 

The third form (see Figure 6-9) allows the user to obtain access to the annotations and/or 

buttons generated by the Reasoner based on the selections from the previous forms. 

From this form, the user can choose to display the annotations (see sample VANNA 

annotations in Appendix E and sample TView annotations in Appendix F) or the suggested 

labels for the annotation buttons (see sample TView button labels in Appendix F) simply by 

clicking on the appropriate hyperlink. He can also go back and forth within the Phase I, I I 

and I I I forms to change selections and options, until the desired outputs are generated. At 

any point, he can save the generated annotation and/or button label files to his own directory 

on his local file system using the built in file saving functions of his standard WWW 

browser. 
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Figure 6-9 S A V A N T User Interface: Phase III 

6.4 Summary 

This chapter provides an in-depth description of the prototype implementation of the GSS 

Log-Based Automatic Annotation channel called S A V A N T (Semi-Automatic Video 

ANnotation Tool) and the portions of the Knowledge Bases that are required for it. 

The implementation of a prototype of a single channel, the GSS Log channel, in isolation 

from the other channels (video, audio, etc.) of annotation automation discussed within the 

model helps to demonstrate the proposed channel-based approach to annotation automation. 

A channel-based approach enables the implementation of such a system to occur in stages, as 

technologies associated with other media types become sufficiently effective. 

S A V A N T , however, is not useful in complete isolation from the mechanisms that provide its 

input data, and the video annotation or presentation systems that take its outputs. In order to 

conduct the field test of S A V A N T in an actual situation, it was therefore necessary to 

prototype a portion of the Multimedia Capture System, and to augment an existing GSS's 

logging mechanism and an annotation system's file import mechanism. The MeetingPlace 
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GSS and the TView video annotation system were chosen for augmentation. Please see 

Section 7.2.2 for a description of the multimedia capture process and these additional system 

augmentations. 
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Chapter 7 Field Test 

"To acquire knowledge, one must study; but to acquire wisdom, one 
must observe." 

- Marilyn vos Savant 

A semi-structured field test was conducted to test the SAVANT implementation. 

Video and computer logging data was collected from a meeting using MeetingPlace that 

involved a group of four people with representation from the students, staff and faculty of 

UBC's Department of Computer Science. 

7.1 Objectives 

The objective of the field test was to generate data from a real-life meeting that could be used 

as input to SAVANT. This data was used for testing SAVANT and as the basis of the 

scenarios presented in Chapter 8. 

7.2 Study Procedure 

This section describes the procedures used in setting up the GSS meeting, capturing data 

during the meeting, and in processing and analyzing the video and GSS log data after the 

meeting. 

7.2.1 GSS Meeting 

The chosen topic for the GSS meeting was: 

Determination of a policy for the Department of Computer Science re: Accessibility of so-

called 'pornographic images' on the UBC Computer Science file servers.25 

The issue of electronic access to potentially offensive material has drawn much controversy in recent years. 
See Rezmierski [1995] for a discussion. 
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One faculty member, one staff member and two undergraduate students were asked to 

suggest a policy that could be put in place by UBC's Department of Computer Science to 

deal with the growing problem. Each of the participants had voiced differing views in a 

discussion of the conflicting ethical, censorship, and bandwidth issues surrounding this topic 

at a previous Computer Science Departmental retreat. One of the undergraduate students was 

chosen to act as facilitator of the meeting. Two days prior to this meeting, the facilitator was 

provided with approximately 90 minutes of training on MeetingPlace, and facilitation in 

general, to enable him to use the tools required for the study. 

Prior to their actual meeting, the participants were asked to sign a consent form (see 

Appendix D) and were given 30 minutes of training on MeetingPlace by running a simple 

meeting to nominate restaurants for a list of the best restaurants in Vancouver. This meeting 

allowed the non-facilitating participants to become familiar with the subset of MeetingPlace 

tools they would be using later: brainstorm, rank and vote. 

The participants were then given approximately 40 minutes to conduct the 'Pornographic 

Images' meeting according to the following agenda: 

• Brainstorming session (using GSS tool) to generate a total of 24 ideas 
that represent aspects of the policy that Computer Science should put in 
place;* (approximate time: 5-10minutes) 

• Open discussion and clarification of ideas generated; including 
• elimination of duplicates; and 
• addition of any items missing from the brainstorming session that 

come up during this discussion; (approximate time: 10 minutes) 

• Ranking session (using GSS tool) to prioritize the remaining items; 
(approximate time: 5 minutes) 

• Voting session (using GSS tool) on the top 12 items from the ranking; 
(approximate time: 5 minutes) 

• Open discussion of the results of the vote and how the policy should be 
put in place, (approximate time: 10 minutes) 
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Total time: 35-40 minutes. 

*Note that the ideas should represent aspects of the policy rather than 
an entire self-contained policy (i.e., access by whom, at what times, of 
what type, etc would constitute different ideas). Thus, the vote will 
determine the combination of items that when taken together can 
constitute the policy. 

The facilitator was also provided a copy of this agenda including procedural notes associated 

with each of these steps for the use of MeetingPlace. These notes included instructions on 

how to change from a brainstorm initiation window to a rank initiation window and how to 

tell when all ballots of a session had been returned, so that he could broadcast results. He 

was also told to use his own judgement regarding the time limitations for the individual 

agenda items as the meeting progressed, as long as the total time remained close to the total 

time allotted.26 

The meeting was conducted using MeetingPlace. To approximately simulate a conference 

room environment with terminals mounted into a conference table, two terminals were 

placed approximately side by side facing the opposing two terminals. The terminals were 

separated slightly to allow the participants to see each other during discussions between 

sessions. 

For the purposes of this study, the time limit was based on the storage capacity of two sides of a video disk. 
See Subsection 7.2.2. 
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Field Test 

7.2.2 Multimedia (including Computer Log) Capture Process 

As shown in Figure 7-1 and Figure 7-2, a Hi-8 video camera was mounted on a tripod behind 

each pair of participants to record the faces of the pair of participants on the opposite side. A 

microphone was wired to each camera to record the voices of the participants being 

videotaped by that camera. 

Figure 7-3 A Meeting Discussion in Progress 

A few minutes before the participants arrived, the internal clocks of each of the workstations 

involved in the meeting were synchronized. The clocks on each of the two video cameras 

were then manually set to the same time as the workstations. This provided reasonable 

assurance that there would be minimal discrepancy between the clock times on the video and 

those in the computer log. 

During the meeting, the images from the two video cameras were integrated in real time into 

a single top-bottom split-image (see Figure 7-4) using a top-bottom cropped image transition 

on a Videonics MX-1 Digital Video Mixer to a tape on an SVHS deck.27 As the mixer does 

2 7 The two Hi-8 cameras also taped the event individually in case of a difficulty with the real-time mixed image 
but were not required. 
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time-based correction, performing the mixing in real time allowed for more accurate 

integration of the images and audio than would have been possible had they been integrated 

from two VCRs after the event. During the taping, two monitors were used to view the 

preview of the mixed image from the mixer, and the actual recorded image from the SVHS 

deck. The audio output from the SVHS deck was also monitored using stereo headphones. 

7.2.3 Post-Meeting Data Handling and SAVANT Trial 

After the meeting, the computer log from each of the workstations of the meeting was 

combined into a single MeetingPlace log and converted to plain text format using the 

MeetingPlace Log Viewer application, then transferred to the file system on which S A V A N T 

was located. 

Figure 7-4 Split-Image Video Captured via Mixer 

The SVHS tape was first transferred to BetaCam format then transferred to two sides of a 

video disk. 
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The primary annotation system chosen for annotating the video from this field test is TView. 

TView was chosen as it allows random access to the video medium and was able to be 

modified to allow direct importation of the interval buttons generated by S A V A N T (see 

Figure 7-5). 

Figure 7-5 TView Interface 

Note that the TView interface is created as a series of separate windows, one for each of the 

primary components (annotations, buttons, video controls and an annotation 

inspector/editor). The video itself can also be displayed on the computer monitor (as shown 

here) or on a separate external monitor run from the video disk player if additional computer 

monitor screen real estate is required. For these reasons, the screen shot shown here is just 

one of many possible configurations that an annotator could choose by resizing and 

positioning the windows on the screen. 
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The GSS log from the field study meeting was run through SAVANT. Using TView as the 

output format and for two video disks, SAVANT generated a total of 99 annotations and 40 

interval buttons (See Table 7-1 and Table 7-2). 

Annotation 

Type 

Video 

Diskl 

Video 

Disk 2 

Episode 1 1 

Activity 2 1 

Act 18 4 

Event participant 4 4 

Activity participant 8 4 

Activity result 12 10 

Lons act 12 4 

Non activity 3 2 

Non act 6 3 

Total 66 33 
Table 7-1 Summary of Annotations Generated (Field Test Data, TView, 2 video disks, all 

annotations selected) 

Interval Button Number of 

Type Buttons 

Sneaker 4 

Support 4 

Nonsupport 4 

Criticizes 4 

Conflict 12 

Gazes at 12 

Total 40 
Table 7-2 Summary of Interval Buttons Generated (Field Test Data, TView, all buttons selected) 
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A complete list of these annotations and interval buttons, generated solely by S A V A N T , is 

provided in Appendix F. 

A sample scenario of the use of S A V A N T based on creating a complete set of annotations 

and buttons from this data in TView format is described in Section 8.1.2. An additional 

annotation scenario using S A V A N T with another annotation system based on the data 

collected from this field study is also presented in the following Chapter. 

7.3 Summary 

This chapter describes an end-to-end implementation test of the S A V A N T prototype and 

additional portions of the model. The discussion emphasizes the meeting set up and 

procedure, and the additional portions of the model related to multimedia data capture that 

needed to be prototyped. The post-meeting preparation of the multimedia data captured 

during the meeting for use with V A N N A and TView manual annotation systems is described. 

A summary of the results of the test run of S A V A N T using the GSS log created during the 

meeting is also provided. 

The field test demonstrates the feasibility of automating annotation support for GSS 

meetings. This was achieved by demonstrating the ability to do real-time multimedia data 

capture from a real life meeting situation using an existing GSS (MeetingPlace), and by 

integrating that information with the log captured from that GSS meeting. Together with the 

scenarios in the next chapter, it also shows how different researchers or annotators could use 

that log and S A V A N T to aid in their further analysis of the events from such a meeting. 
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Chapter 8 Scenarios 

"Discovery consists of seeing what everyone else has seen and 
thinking what no one else has thought." 

- Albert Szent-Gyorgi 

The following sections describe potential uses of S A V A N T to support different types of 

analysis of meetings. Section 8.1 provides several illustrative scenarios using the GSS log 

and video data from the meeting held as part of the field test discussed in Chapter 7. While 

hypothetical, these examples reflect the actual tests and results of using S A V A N T that were 

conducted by the author. Section 8.2 discusses several more general GSS-based scenarios. 

Finally, Section 8.3 describes a scenario from a non-GSS domain to show how this semi

automatic annotation approach could also apply to other domains (See also Future Work in 

Section 9.2). 

8.1 Scenarios based on the Data from the Field Test 

The reader should recall that the field test was set up to capture general "head and shoulders" 

video shots of the participants in the meeting rather than, for example, close-ups of screen 

shots and/or keyboard and/or mouse usage. As such, while the data generated by S A V A N T 

from the GSS log is independent of the video vantage point, the scenarios based on the field 

test data reflect what can be viewed from the video captured during the field test. Relevant 

types of analyses based on this video vantage point include discussions, facilitation, or 

procedural flow rather than HCI or other technically-oriented analyses. Scenarios based on 

other types of views are, however, discussed later in this chapter. 

8.1.1 Field Test Log for quick V A N N A review by committee member 

Deborah is a member of this year's Ethics committee, which is reviewing the university's 

pornography policy and how that policy decision was made. She takes a copy of the GSS log 

and the video tape generated during the policy meeting held by the Computer Science 
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department using the MeetingPlace GSS. Deborah starts up S A V A N T through her browser, 

and enters the filename of the MeetingPlace log: "mayl l.mpl", the Input Format: 

"MeetingPlace", the output format: "Vanna", the beginning and ending time of the video 

(that had been marked on the video tape box): 09:54:39 and 10:46:09 and submits the first 

form (See Figure 8-1). 

SAVANT - Netscape K 3 | x | 

Ffe £d(t yjev# £ o Communicator Help 

SAVANT: Send-Automatic Video ANnotation Tool 

Sf̂ fUtFfle N*BU: [/"asr/r a-thit/i^ett >TVTJ>1 act/1 o^s/joayil.Mpl 

Time Vide* Oft/Of (HHrMM;SS)c |o?: 14: 3S [10:46:09 

SviMii. Reso.all-.al.iCfS | 

OS's !Document Done = ^ . ' . ' ^ v £ 

Figure 8-1 Scenario 1: Phase I 

S A V A N T reviews the log, and brings up the second phase of questions (See Figure 8-2). 

S A V A N T provides her with the list of the participants in the meeting: Moyra, Richard, Steve 

and Wei-Yuen. She picks all participants, as she is interested in the points of view of all of 

them. S A V A N T also tells her that there were three Activities: Brainstorming, Ranking and 

Voting (Referendum). She picks all Activities, as she is not yet sure what will be of interest. 

Finally in this phase, she is told that there was only one Episode: Pornographic Images, and 

that no other issues were discussed during this meeting. Had there been other episodes, she 

would have been able to deselect the irrelevant ones in order to focus on Pornographic 

Images only, the subject of her inquiry. 
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SAVANT Netscape 

Fie Edit View Go CornrngnJeator Help 

SAVANT; Semi-Automatic Video ANnotation Tool 

33 
&8M« jjj | 

2. Adtiviiiw (D<&u]l=Afl): 

3. Qafotfat (Dt6ute.«'AII): 

_ J 

Document Done 'xa- £%S$P '••i *. »̂ "̂ 

Figure 8-2 Scenario 1: Phase II (part 1) 

Deborah tells SAVANT to create annotations for only the following intervals (See Figure 

8-3): 

• Activities - to give her the results of each Activity, 

• Activity Participants - just to make sure that all four meeting participants partook in each 

Activity, 

• Acts - to let her see which participants came up with which ideas so that she can 

determine whether or not those ideas were acceptable to the group, and 

• Non-Activities - this will let her see how much time was spent before Activities began, 

how much time was spent between Activities and how much time was spent after the 

final Activity. It will also give her access to these portions of the video using VANNA, 

which she wouldn't easily be able to call up without an associated interval. 
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SAVANT - Netscape 

File £dft View £o Communicate* Help 

~3 4, Q^«ra*t*ti«sf & Y« 

u^4 

r Y« $ Ho 

r Yts Ho 

r Y« & Ito 

* AcuMits Yts ^ Ho 

* ArtwSy PtstKJpwfis (? Y« HO 

• Aas Yts C Ms 

• SJwrt Act* r Yts ^ Mo; 

• Long Acts r Yts (* Mo; 

KBOffi 

* Kaa-Artivi^ Inter/Of Yts r Ho; 

UfattraTffl ttttawtl: P friend; 

MinTTrwim araatatt: |5 Seconds 

Document: Done 

Figure 8-3 Scenario 1: Phase II (part 2) 

She also tells S A V A N T not to bother creating button labels as she will only be reviewing the 

tape using these intervals, not doing further manual annotation (See Figure 8-4). She also 

chooses the defaults for the remaining selections in this form so that S A V A N T will 

automatically exclude anything in the log that wasn't captured during the video and will 

round the times so that they will work with V A N N A if anything is beyond the duration of the 

tapes. She sorts by Interval start so that she can easily see the sequence of events. She 

checks the video tape label, and notes that there is no offset from the beginning of the tape to 

when the meeting starts (0 seconds). She submits her choices (See Figure 8-5). 
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SAVANT - Netscape - o N 
File J-dt yjew £ o Communfcatw Help 

d 
* P*B«I Sjpftikmg Ye* c Ho 

Y« r Wo 
* P*Koefi*h»wag lid; of support for idkt Y« c No 

Y« r No J 
• DsrtCto between 2 ptrcons: YH r No 

3 

* PwcoxgKi'̂  it a-̂ tli-xpwon Yts r No 

i^f; Document: Done - - j ^ . •j 

Figure 8-4 Scenario 1: Phase II (part 3) 

SAVANT further analyzes the log according to her choices and returns the Phase I I I screen. 

In this case, the page consists of only one link to a file containing the annotations, since she 

chose not to create buttons (See Figure 8-6). Based on her input, SAVANT generates a total 

of 63 annotations, a summary of which is shown in Table 8-1. 

Ill SAVANT <• Netscape 

£fe View- Go Coirwiuriicstor Help 

6. H::1>i>i>. oxaoUtkcrvs 'AolVbifoR Vi4«« On« dt>i Vid«. Off? 

1? Y« r Ho 

7. Rcutidttotftt V i a * * On/Off? Y« *~ No 

>. Cffitttti beginning of tapejOlsli (to. «owui{)c. [o 

9**ml I R<n<*3llval*» 

iSsfj [Document Done — 

Figure 8-5 Scenario 1: Phase II (part 4) 

-as* 'ai^ \ ^ 4 
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Annotation Number of 

Type Annotations 

Activity 3 

Act 22 

Activity participant 12 

Activity result 22 

Non activity 4 

Total 63 
Table 8-1 Summary of Annotations Generated (Field Test Data, VANNA, 1 video tape, user-

selected choices) 

lfjgSAVANT - Netscape L H - n i x i 
Fie Edit View Go Cornrnurncator Help 

m 

SAVANT: Senu-Automatic Vide© ANnotation Tool 

te' :Oocumert:Donc - 'M . 

Figure 8-6 Scenario 1: Phase III 

Deborah clicks on the "Annotations" link, which calls up the annotation file in V A N N A 

format (see the full annotation list for this scenario in Appendix E). From the Activity-

Participant annotations, Deborah can see that all four participants took part in each of the 

three activities. She notices that one of Moyra's brainstorming ideas, "the category of 

pornographic images should be broadened to include harassing images (bondage etc.)", was 

included in the Ranking Activity but did not make it to the final Referendum Activity, 

although several other lower-ranked ideas did make it into the Referendum. The annotations 
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based solely on the GSS log provide no other clues about this. Concerned about why this 

idea did not make it into the final list, Deborah saves the list of annotations, and heads over 

to the machine running the V A N N A application. 

Deborah starts up V A N N A and enters the filename from which to import the annotations 

generated by S A V A N T . She clicks on the interval associated with the period of Non-Activity 

between the Ranking and the Referendum Activities. This interval that starts at 00:19:44 and 

ends at 00:28:56 on the tape is approximately 9 minutes in length (out of the 51 minutes of 

the entire meeting). It provides her with the discussion that ensued after the Ranking Activity 

completed. She sees that Richard brought up the alternative term "obscenity" and how that 

could lead to a legal distinction based on the criminal code of Canada, whereas 

"objectionable" would be more comprehensive, as it would leave the onus on people, not the 

courts, to decide. Deborah also sees that the group unanimously decided that text and sounds 

could be as objectionable as images. They also discussed basing the policy on social rather 

than technical restrictions to avoid conflation with a censorship issue. As a result of these 

discussions the group had reworded one of the other items from (the more technically-

oriented, and potentially legally defined): 

• "Students should not be able to display pornographic or objectionable/obscene 

images in public lab areas" 

to (the more socially-oriented and comprehensive): 

• "Students should not display objectionable material in public lab areas" 

so that they could eliminate the other item. Satisfied about how the choice of wording had 

been decided on, and that Moyra's concerns had been addressed by the group, Deborah heads 

to the committee meeting, ready to discuss the policy with the other members. 

8.1.2 Field Test Log for further annotation using TView 

Harold is a member of the MIS division who has been asked to annotate the video log of the 

policy meeting held by the Computer Science department using the MeetingPlace GSS. 

Harold starts up S A V A N T through his browser, and enters the filename of the MeetingPlace 
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log: "mayl l.mpl", the Input Format: "MeetingPlace", and the output format: "TView". The 

beginning and ending time of the video marked on the video disk box is 09:54:39 and 

10:45:53. Harold also sees that there are two disks since each disk has a maximum capacity 

of approximately 30 minutes and the meeting lasted a total of just over 51 minutes. The first 

video disk includes 09:54:39 to 10:20:41 (26 minutes) and the second disk includes 10:20:42 

to 10:45:53 (25 minutes). He enters the times for the first video disk and submits the first 

form (See Figure 8-7). 

|&SAVANT - Netscape B t i l M \ 
Ffe £ d t View G_o Communicator Help 

SAVANT: Send-Automatic: Video ANnotation Tool 

Offljna F«m*t: | TViaw » 1 

Time Video 0^0«tMM:S$): \*>*-** [ 1 0 : 2 0 : 4 1 

otfM ; Document Doiw* 5 qy^ \g, /, 

Time Video 0^0«tMM:S$): \*>*-** [ 1 0 : 2 0 : 4 1 

otfM ; Document Doiw* 5 qy^ \g, /, 

Figure 8-7 Scenario 2 (Disk 1): Phase 1 

S A V A N T reviews the log, and brings up the second phase of questions (See Figure 8-8). 

Harold picks all participants in the meeting, Moyra, Richard, Steve and Wei-Yuen, to make 

sure he gets as much information as possible from the automatic annotations. Since he needs 

to annotate the entire meeting, he also picks all Activities that S A V A N T identified within 

this first disk, Brainstorming and Ranking. Finally in this phase, he is told that there was 

only one Episode: Pornographic Images. Again, he chooses all. 
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| & SAVANT • Netscape B K s I E I 
Ffe Edit View Go CorrtfTJwnioator Help 

A. 

SAVANT; Semi-Automatic Video ANnotation Tool 

i. 1 

SKttfi | 

2. J 

3. ] 

|DocumenJ: Done Ej f . '^ j ^ , ^ | — |DocumenJ: Done Ej f . '^ j ^ 

Figure 8-8 Scenario 2 (Disk 1): Phase II (part 1) 

Harold tells S A V A N T to create annotations for all possible intervals (See Figure 8-9): 

• Events - to capture the extent of the entire Event as a whole. 

• Event Participants - to determine if anyone entered or left the meeting at a significantly 

different time from the others. 

• Episodes - to capture the extent of the episode, and so that anyone later reviewing the 

video based on his annotations will know that there was only one episode during this 

meeting 
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Iff! SAVANT - Netscape ESl 
Ffe £dtt View Communicate* Help 

4. Chad* cooULioRst ^ Y« 4. Chad* cooULioRst ^ Y« H» 

Y « ^ m 
* EJsisad** Yts C Ho 

Yts Ho 

* Activity a Yts r Ho 

* Artwity PwtkJpwA* a Ytf r Ho 

* Acts «? Yts C Ho 

• Short AOs Yts £ Ho; 

• Long Acts <* Yts C Ho; 

* Kota-Arti^toamls {!• Yts C Ho; 

SMOSIAS 

• Hon* Art fcttewdjc Yts C Ho; 

Sttoeui* 

.aSf [ 1 Document: Done = . x-w:""......... jsy 

Figure 8-9 Scenario 2 (Disk 1 and 2): Phase II (part 2) 

• Activities - to give him the time-stamping and results of each of the three Activities. 

• Activity Participants - to see which meeting participants were involved in each of the 

three Activities. 

• Acts - to let him see which participants came up with which ideas. 

• Non-Activities - this will provide indexes into times when the group was not actively 

using the GSS tools. It will let him see how much time was spent before Activities 

began, how much time was spent between Activities and how much time was spent after 
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the final Activity. It will also give him access to these portions of the video using 

TView, which he wouldn't easily be able to call up without an associated interval. 

• Non-Acts - this will provide indexes into additional times when a particular participant 

was not actively using the GSS tools at a time when one or more of the others were 

active. 

£ SAVANT - Netscape 

Fftg £dit View £ o Commuracatoi Help 

Y« c No 

* Pason stowsrvg r«pp«t fx iki Yts c Mo 

* V i & a n . «lwwiag tek of«ojp0Jtfir i * * Y t i c No 

& Y« c No 

* Conflict totroen 2 persons Y t i c No 

* Ptncagwmg tt«wth«rpttwat YK c No 

Document: Done —I i. £2* ~3 J 

J 

Figure 8-10 Scenario 2 (Disk 1): Phase II (part 3) 

Harold tells S A V A N T to create all possible button labels to save time so that he won't have 

to determine all the combinations himself. The system will also make sure that he doesn't 

accidentally misspell someone's name or any other part of the label when setting up the 

buttons (See Figure 8-10): 

• Speaker - this label will give him a toggle button to annotate each vocalization by each 

member of the group. 

• Support - this label will generate a toggle button to annotate each vocalization that was in 

support of an idea. 
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• Non-Support - this label will generate a toggle button to annotate each vocalization that 

was unsupportive of an idea. 

• Criticizes - this label will generate a toggle button to annotate open criticism by any 

member of the group. 

• Conflict - this label will generate a toggle button to annotate any points of conflict 

between two members of the group. 

• Gazes-at - this label will generate a toggle button to capture points where an individual is 

looking at another member of the group. 

[ & SAVANT - Netscape 

£te £cSt Vjevi £ o Communicator Help 

ft. EHchd* mwtMmswiwlVbt&re v!d*o On ot*&er Off? 

?. Kamdtiwsw Vi<l«. On/Oif? ¥ « Ho 

10. Horiber ctffauw* jsa second: ]*° 

Sutml | Resaallvaluysr | 

V 

rjf'l . Document: Done -

Figure 8-11 Scenario 2 (Disk 1 and 2): Phase II (part 4) 

He chooses the defaults for the remaining selections in this form (See Figure 8-11) so that 

SAVANT will automatically exclude anything in the log that wasn't captured during the 

video and will round the times so that they will work with TView since there are multiple 

disks, and the intervals must fall within the frame numbers associated with each particular 

disk. He sorts by Interval start so that he will be able to see the sequence of events. The 

video disk label states that there is no offset from the beginning of the tape to when the 
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meeting starts (0 seconds) and that the frame rate is the North American default of 30 

frames/second. He submits his choices. 

I SAVANT - Netscape 1- n | xj 
Fife Edit View Go Cofmmsrncetor Help 

SAVANT: Semi-Automatic Video ANnotation Tool 

Buttons 

^gfl j Document Done =| r^P m ' 

Figure 8-12 Scenario 2 (Disk 1): Phase III 

SAVANT further analyzes the log according to his choices and returns the third phase 

screen. In this case, the page consists of two links: the first to a file containing the 

annotations and a second to a file containing the labels for the buttons (See Figure 8-12). 

Harold clicks on the "Annotations" link, which calls up the annotation file in TView format 

(see the full annotation and button list for this scenario in Appendix F and the summaries in 

Table 7-1 and Table 7-2). From the Activity-Participant annotations, Harold can see that all 

four participants took part in each of the activities. Harold saves the list of annotations under 

the filename "mayl 1-diskl" using the 'save as' function in his browser. Harold hits the back 

button, and clicks on the "Buttons" link. He sees that it has generated all the buttons he 

requested so he saves these as "mayl 1-buttons" using the 'save as' function again. He's now 

completed the automatic annotations for the first disk. 
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Harold backs up through SAVANT' s forms to the first phase. He leaves the GSS log 

filename, and input and output formats unchanged, but changes the video times to those for 

the second disk: 10:20:42 to 10:45:53. He submits the first form (See Figure 8-13). 

SAVANT • Netscape 

£fe £d t View go Communicator Help 

SAVANT: Semi-Automatic Video ANnotation Tool 

ft^ratFTle H*a»; rathi*/reee* inyjr 1 act/1 oys/iwiyil. xipl 

frput Fftrmif: I tto*iig;bac • | 

Ocqnx. F o m u t : pivisw * I 

Tim* Video CbVOf (HH;MM:SS)c |10:20:42 Jl0:4S:53| 

Sdt-nJ. | ReseiaHVB(aie» | 

; Document" Don© ~ •)';<• 

Figure 8-13 Scenario 2 (Disk 2): Phase I 

On the second form, S A V A N T shows him the same list of participants and the same 

'Pornographic Images' episode. It also shows him that within this disk, there was one 

additional Activity: Voting (Referendum) (See Figure 8-14). He chooses all the same 

options on the second form as he did for the first disk except that, this time, he tells 

S A V A N T not to generate the buttons (See Figure 8-9, Figure 8-15 and Figure 8-11). Harold 

knows that the list of buttons will be the same as that from the first disk since the list of 

participants shown by S A V A N T for both disks is the same. Harold submits his choices. 

89 



Scenarios 

£t£ SAVANT - Netscape | . D | x | 
£fe Edil View Go Cowrtunbator Help £fe Edil View Go Cowrtunbator Help 
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1. ] 

2. J 

WDJIH* A j 
Retold — 3 
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9fl j Document: Done:=J f.'jAgi 

Figure 8-14 Scenario 2 (Disk 2): Phase II (part 1) 
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SAVANT-Netscape mm o | x | 
£te £dt View £0 Communcata Help 

d 
* Ptrson Spiking & Y« r m 

a- Yts r Mo 

• P*KCCI dsovTiig l i * cf njjport&riiit* (? Y« r Ho 

* P*K«i a&kisSng. id**. (? Yw p No J 
* Cooftflia oer.w.sx 2 persons *r Y« r No 
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iCtf1! Document: Done =j L J . . .4 
Figure 8-15 Scenario 2 (Disk 2): Phase I I (part 3) 

S A V A N T generates the annotations and puts up the final interface (See Figure 8-16). Harold 

clicks on the "Annotations" link, and saves this list of annotations for the second disk as 

"mayll-disk2". 

SAVANT - Netscape I - n | x | 

Fig Edit View Go Cornrnjgnieetor Help 

SAVANT: Senu-Autortiatk Video ANnotation Tool 

1 
i i / 5 : | Document: Done ^ •'<%. . . "^ £',-J 

Figure 8-16 Scenario 2 (Disk 2): Phase I I I 

Based on his input, S A V A N T generates a total of 99 annotations and 40 interval buttons, 

summaries of which are shown in Table 7-1 and Table 7-2. 

91 



Scenarios 

With all possible automated help from SAVANT at hand, Harold now heads over to the 

machine running the TView application. 

He puts the first video disk into the video player, starts up TView, and enters the filename 

from which to import the annotations generated by SAVANT for the first disk: "mayl 1-

diskl". Next he enters the filename from which to import the labels for the buttons generated 

by SAVANT: "mayl 1-buttons". He clicks on each Non-Activity first and toggles each of the 

speaker annotation buttons as required. He then goes through the Activities in fast-forward 

mode, slowing to play only when he notices any additional discussion on the video. He 

notices that there were only a few utterances within the Activities. These utterances were 

primarily made by Steve, acting as facilitator, to provide procedural information about the 

use of the GSS tools rather than to discuss the meeting topic itself. 

Now that he has the utterances annotated, he clicks on each Speaker annotation and 

determines which additional annotations are relevant from the buttons he created. The 

duration of these additional annotations will be a subset of the interval, or the entire interval, 

representing the utterance itself. This annotation process takes several passes because of the 

number of different types of annotations he wants to make. 

Harold repeats the same annotation operations for the second disk, using the SAVANT 

annotations from "mayl l-disk2". 

He notes that the video data was separated into diskl and disk2 during the Non-Activity 

between the Ranking and the Voting (Referendum) Activities. As such, this Non-Activity, the 

Episode for "Pornographic Images" and the Event-Participant annotations show up under the 

annotations for both disks as these intervals include times that span portions of both disks. 

Each of these intervals for each disk show the correct starting and ending time/frame value 

because he chose the option to round the times to the start/stop time of the video. 
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8.2 General GSS Scenarios 

This section includes several additional scenarios that describe the potential use of S A V A N T 

by various types of organizational and research users. These are meant to show the diversity 

of situations under which an automated video annotation system could be beneficial. 

8.2.1 GSS Log as Support for Team/Organizational Memory 

X Y Z Widget Corp.'s Product Development Department holds weekly one-hour meetings 

each Monday in their computerized meeting room. X Y Z uses a single video camera at one 

end of the meeting room to record events at such meetings. The goal of this week's meeting 

is to come up with new product ideas for submission to the Board of Directors. 

Often, there are several members of the department absent at conventions or away with 

clients. Upon their return, these members can bring themselves up to date by looking at 

suitable extracts from the video record without watching the entire tape. Members of the 

Board, who may or may not have attended the meeting may also wish to review the sequence 

of events during the meeting that led eventually to a decision to choose a particular product 

idea over another. 

The elements of interest to these individuals may be distributed throughout the duration of 

the video record, and may be difficult to find. Automatic filtering would enable an 

organization to make use of the information about the meeting structure (the meeting agenda) 

to determine a first-level annotation similar to the manual process of taking meeting minutes. 

This filter could also determine the most critical items and topics based on, for instance, a 

final voting or ranking Activity so that the human annotator would be provided with interval 

buttons that would indicate to him that discussions of these items will need further 

annotation. 

At the completion of a meeting, X Y Z ' s meeting annotator, Jane, uses S A V A N T to create a 

first level annotation of the meeting. On the first form she specifies the name of the 

computer log file, and the start and stop time of the video. She specifies that the meeting was 
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conducted using the GroupSystems GSS and that further annotation will be done using 

V A N N A . 

S A V A N T analyzes the log file and informs Jane via the second form that this week's 

meeting participants were Harry, Margaret, Julie, Kevin and Greg, and that they used a 

brainstorming and a ranking Activity for a single Episode of 'New Product Ideas'. From the 

second form, Jane tells S A V A N T to provide annotations for all of the participants, Activities 

and Episodes. She also selects all possible annotations and asks S A V A N T to create labels 

for manual annotation buttons for each possible speaker and each possible combination of 

conflict between pairs of participants. 

S A V A N T further analyzes the log using Jane's input from the second phase and returns with 

a set of annotations in a format readable by V A N N A (tab separated values) for each of the 

annotation intervals she chose. A separate file of suggested labels for interval buttons is 

generated with one button for each speaker, and one button for each possible combination of 

pairs of meeting participants for conflicts. 

Jane then turns to her V A N N A application and enters the name of the file to import. She 

also creates an interval button for each of the buttons suggested by S A V A N T . Since she 

knows that the X Y Z meeting procedure is not to discuss ideas until the end of an Activity, she 

uses S A V A N T ' s annotations for each Non-Activity event to look for discussions to annotate. 

She pushes the toggle button associated with each 'speaker' button to annotate the start and 

stop time of each speaker. Likewise, she uses the appropriate toggle button for each instance 

of a conflict between participants over how the ideas should be ranked. 

When she's finished annotating, Jane places the video into the company's multimedia library. 

The new annotation file with her additional manual annotations is placed in the computer 

directory with the other annotation files for the Product Development Department's 

meetings. 
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David, also an employee of XYZ's Product Development Department, returns from a 

convention the following Monday. He has only thirty minutes before this week's meeting to 

find out what happened last week. David uses VANNA and Jane's saved annotations to first 

view only those video segments related to conflicts that occurred following the ranking 

Activity. He then checks the results of the vote to see the rating of the products he and Harry 

had worked on together, that Harry had presented to the department in his absence. Seeing 

that one of his ideas was ranked particularly low, David selects all segments for this topic 

during the time before and after the ranking Activity to see if he should try to resurrect the 

idea. With five minutes to spare, he picks up a coffee and heads for today's meeting. 

8.2.2 GSS Log for Post-Meeting Analysis by Group Process Researcher: 

Karen is a group researcher interested in studying the facial expressions and vocalizations of 

meeting participants during brainstorming Activities. Her empirical study involves three 

confederates as well as one subject per group. During the study meetings, Karen focuses a 

video camera on the face and another on the computer screen of each of the participants 

(subject and confederates). However, only the cameras on the subject are actually recording 

events for future analysis since the data about the confederates is of no empirical use. The 

video of the face and the video of the screen of the subject are merged in real time into a 

single split-screen image using a video mixer. 

Without semi-automatic transcription, the analyst may only know that the brainstorming 

Activities occurred "near the beginning of the tape". The GSS log determines the extent of 

the brainstorming Activity (the period of interest) using the same higher-level decomposition 

as in the first scenario. The log by itself can not, however, accurately pinpoint the utterances 

(the activity of interest) nor provide a digest of their content. The analyst can choose to 

generate only lower-level annotations of the brainstorming Activity to the level of the 

generation of each individual idea. She could also choose to generate annotations for only 

one or more of the subjects at a time, or to ignore those for confederates, if desired. 

Additional information can then be added manually by an annotator who has been led by the 

system to the period of interest. 
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Karen has hired Geoff to annotate the video for each of her 30 groups of subjects. Karen 

tells Geoff that the names of the confederates for each meeting are Ken, Mary and Nancy and 

that she is only interested in annotations for the sole subject during each of the brainstorming 

Activities. She also tells him that each meeting video is 45 minutes long, but the 

brainstorming Activities typically take about 10 minutes. 

For each meeting video, Geoff uses S A V A N T to generate the first-level annotations. On the 

first input form he specifies the name of the computer log file, and the start and stop time of 

the video. He also specifies that the meeting was conducted using MeetingPlace and that 

further annotation will be done using Timelines. 

For one such study, S A V A N T analyzes the log file and shows Geoff that the meeting 

participants were Ken, Mary, Janice, and Nancy, and that they used a brainstorming, a voting 

and a ranking Activity for a single Episode. 

From the second form, Geoff tells S A V A N T to provide annotations only for the subject, 

Janice, only for the brainstorming Activity, and for all Episodes. He selects all possible 

annotations and asks S A V A N T to create labels for manual annotation buttons for each 

possible speaker. 

S A V A N T further analyzes the log using Geoff's input and returns with a set of annotations 

in a format readable by Timelines (tab separated values) for each event during the 

brainstorming Activity for Janice. The file of suggested buttons shows only one button for 

'speaker(Janice)', as this is the only participant of interest to Karen. 

Geoff then saves the annotations generated by S A V A N T in a separate file and starts up 

Timelines with the video of that meeting and imports the annotations he just generated. 

Timelines doesn't allow importation of labels for annotation toggle buttons from external 

files, so he uses the Timelines interface to set up the annotation toggle buttons for 
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'speaker(Janice)' as well as one for each facial expression that Karen is interested in. Geoff 

then directs TimeLines to show him the video segment associated with the brainstorming 

Activity. He manually toggles on/off the appropriate buttons he just set up to add annotations 

associated with each interval when Janice speaks or when she has any of the facial 

expressions of interest. 

Geoff and Karen then use the resulting annotations for additional statistical analyses to 

determine correlations between events. 

8.2.3 GSS Log for Human Computer Interaction (HCI) Studies 

The HCI specialist may be interested only in particular aspects of the system's functionality, 

and can reduce the amount of video to be analyzed based on the interval of the Activities or 

Acts of interest. Software can also be instrumented to provide much lower-level logs, to the' 

key-stroke level, which may be useful for HCI specialists to improve the system's interface. 

Daniel is an HCI specialist interested in studying user interface difficulties experienced by 

meeting participants during voting and ranking Activities using MeetingPlace. His empirical 

study involves two subjects per group who have been asked to work together to discover the 

system's functionality and to discuss the problems they are having with the interface. 

During the study meetings, Daniel focuses one video camera on the screen, and another 

camera on the keyboard and mouse area of each of the subjects. Video from the two cameras 

is merged in real time into a single split-screen image using a video mixer. 

For each meeting video, Daniel uses S A V A N T to generate the first-level annotations. On the 

first input form he specifies the name of the computer log file, and the start and stop times of 

the video. He also specifies that the meeting was conducted using MeetingPlace and that 

further annotation will be done using TView. 

See Rathie et al. [1993] and Nah et al. [1995] for a discussion of the Co-Discovery Learning Technique for 
GSS usability evaluation (and our then unfulfilled need to have a tool such as SAVANT at our disposal for such 
a study). 
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For one such study, SAVANT analyzes the log file and shows that the meeting participants 

were Heather and Mike, and that they used a brainstorming, a voting and a ranking Activity 

for a single Episode. 

From the second form, Daniel tells SAVANT to provide annotations for all participants, for 

only the ranking and voting Activities, for all Episodes. He requests only annotations for 

Activities and Acts, and buttons for "speaker." 

SAVANT further analyzes the log according to Daniel's instructions and returns a set of 

annotations in a format readable by TView for each Act during the ranking and voting 

Activity as well as the annotation for the Activities themselves. After viewing the 

annotations, Daniel uses his browser's save as option to save the annotations generated by 

SAVANT in a file on his own local file system. 

The file of buttons shows two buttons, for 'speaker(Heather)' and 'speaker(Mike)'. He 

views and saves the buttons locally in the same manner as the annotations. 

Daniel then starts up TView with the video of that meeting and imports the file of 

annotations he just generated. He also imports the button file and then sets up three 

additional buttons to indicate interface problems related to screen real-estate, keyboard usage 

and mouse usage. 

Daniel then directs TView to show him the video segments of Acts during the ranking 

Activity and adds manual annotations for each of the subjects' comments regarding 

difficulties with the interface for each type of interface problem noted. 

Daniel then uses the resulting annotations to index particular interface problems in his report. 

He can then easily locate these intervals to demonstrate the problems to the system designers. 
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8 . 3 Scenario from a Non-GS S Domain 

Barbara is the head squash coach at a local sports club. She uses video to help train her 

students in proper technique. She also holds refereeing clinics for referees and other coaches 

and uses videos to fine tune their skills. 

At the provincial championship being held at her club this week, Barbara is going to capture 

video of the event final, and her semi-automatic video annotation system is going to do a 

great deal of the annotation work for her. 

Prior to the match, she sets up a video camera behind the glass-backed court and makes sure 

it covers all portions of the court area unblocked by spectators during the event. She gives 

the referee for this match a microphone, which captures each of his verbal calls. Each call 

includes whether the previous rally was a 'hand-out', 'let', 'fault', etc., followed by the 

current score (with the server's score always called first), followed by the location of the 

serve or 'choice' if the server may serve from either court.29 She also gets her assistant, 

Sandra, to enter information about the match in real-time into a computer close to the back of 

the court. Sandra time-stamps each shot by hitting a key that identifies the shot type. 3 0 

After the match completes, Barbara loads her knowledge base with sufficient video examples 

of each of the two players (left side, right side, back, front views) from the captured 

multimedia data to allow the players to be auto-recognized by the video channel automation 

system. She also loads sufficient voice data of the referee from the audio track so that the 

audio channel will be able to do voice-recognition on each of the typical calls, and the 

numbers associated with each possible score. 

Barbara can now start generating the automatic annotations. The annotations are built up 

using a hierarchy. The highest level is that of the 'Match' as a whole. Each 'Match' is made 

2 9 See Squash Canada's Rules of the International Game of Squash [1993] for a complete list of rules and 
referee's calls. 
3 0 Note that in this domain, unlike the GSS domain, logging is tedious and completely manual and is, therefore, 
prone to be inaccurate. 
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up of three to five 'Games' (best of 5), each 'Game' is made up of a series of 'Rallies', and 

each player may make a series of 'Shots' within a 'Rally'.31 

First, Barbara runs the audio data captured using the microphone through the audio 

annotation channel. This channel determines the beginning and end of each Game based on 

the first 0-0 ('love all') call, and the corresponding 'game to <player-name>' cal l 3 2 made by 

the referee. It also marks the beginning and end of each Rally based on any verbalization 

involving a score. It determines the initiator of each Rally based on whether or not the 

referee states that the previous rally was a 'hand-out' and/or by the sequence of the score. It 

also attempts to determine the location of each serve from the current call ('left' or 'right'). 

I f the current call's service location is 'choice' (meaning that the server can choose either 

side), it attempts to determine it from the following service location. Since serves alternate 

right/left, if the next point's serve can be determined as 'left', then the previous 'choice' 

serve must have been served from the 'right'. 

Barbara then runs the video through the video annotation channel. This channel determines 

the player of each Shot using the recognition of the players based on the colours of their 

shirts and/or through recognition of their faces and the domain knowledge that each player 

can hit the ball only once in succession. It also determines the type of Shot (forehand, 

backhand) through video recognition, and where the hit was made (front of court, back of 

court) using spatial geometry. It also determines the beginning and end of each Game by 

recognizing when the players enter and leave the court. 

Lastly, Barbara runs Sandra's manually entered log through the log annotation channel which 

generates intervals for Games as noted by Sandra. It also sets a single time-stamp for each 

shot and the type of shot (i.e., 'boast', 'drop', 'drive', 'nick') that was made. Sandra's glad 

3 1 Similar to a GSS hierarchy, a match is like an 'Event', each game of the match is like an 'Episode', each rally 
within a game is like an 'Activity', and each player's shot within a rally is like an 'Act'. Also similar to GSS, 
the initiator of an Activity would be the player that served the rally. 
3 2 Unless there's a higher number which occurs in the event of the player not being ahead by a minimum of two 
points. 
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she no longer has to also enter the server of each shot, since they installed the audio 

annotation module that takes care of that automatically. 

Once she has each of the individual channels annotated, she uses the annotation merge 

facility to generate a single merged set of annotations. It takes the time-stamped shot types 

entered into the log, and matches them with the Shot annotations generated by the video to 

denote each shot as a particular type. The merge facility also overrides the Game intervals 

generated by the video channel with the more accurate ones entered by Sandra. 

Barbara's now ready to review the video with her students, knowing she can now easily 

locate particular Shots or Rallies of interest during a class and that the students can also do so 

when they borrow the video and take it home. 

She's also looking forward to receiving her new touch sensors that will be put into the walls 

and floors of the new courts they're building during the expansion of the club. These sensors 

simply record time-stamped (x,y,z) coordinates of each touch within the court. Using this 

input together with inputs from the sensor modules for the shoes of the players, the new 

Squash Sensor Annotation Software will more accurately determine the server and the 

location of the shot than the video channel alone can. Using additional data from the 

knowledge base such as i f a player is right or left handed, and the trajectory between the 

sensors in the walls and the locations of each of their feet, the software can also figure out 

whether a shot was a drive or a boast or a drop, and whether it was a forehand or a backhand. 

Barbara knows that automating her most tedious task associated with preparing videos will 

improve the accuracy of both shot recognition and time-stamping of the Shot annotations, 

since she'll no longer have to rely on them being entered manually. 

1 0 1 



Chapter 9 Conclusions and Future Work 

"/ hate quotations." 
- Ralph Waldo Emerson 

This Chapter discusses the primary contributions of this thesis, and the potential areas of 

future work which stem from this research. 

9.1 Conclusions 

This thesis demonstrates that there is more value in the information generated during a GSS 

supported meeting than was previously assumed. Central is the concept of annotation 

channels for each information stream generated as part of the historical record of a GSS 

supported meeting. These channels allow multimedia annotators to incrementally integrate 

additional media types as the technologies for automatically parsing or decoding those media 

become feasible. The outputs from each of the channels are merged into a single set of 

annotations according to preference rules. These rules combine annotations that include 

partial information from different channels, and determine the most accurate channel for each 

annotation generated by two or more channels. 

Similarities between different models of facilitation and the tools provided by GSS systems 

were discussed in Chapter 2. These similarities allow us to generalize the applicability of the 

current work across different GSS systems and across different types of meetings. Chapter 3 

shows that capturing and retaining historical information from meetings for later retrieval is 

an important area of research. Chapter 4 showed how multimedia information can be an 

important addition to such historical records and how multimedia information is increasingly 

available within such applications. It also described the limitations of existing technologies 

and methods for harnessing the information available within video, audio and other non-text-

based media. 
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The major contributions of this work are presented in Chapters 5 through 7. A model, based 

on the facilitation literature, for automating the annotation of video data from GSS meetings 

was presented in Chapter 5. Chapter 6 describes the prototype implementation of portions of 

this model. This prototype implementation, called SAVANT (for Semi-Automatic Video 

ANnotation Tool), generates annotations from computer-based GSS logs. Chapters 7 and 8 

describe an end-to-end implementation test and usage scenarios based on the prototype and 

additional portions of the model. The test generated multimedia historical data from an 

enhanced GSS. The GSS log was used as input for the SAVANT system. The annotations 

generated by the SAVANT system and the video data from the test were in turn used as 

inputs to an enhanced manual annotation system. The discussion of the field test in Chapter 

7 emphasizes the additional portions of the model related to multimedia data capture that also 

needed to be prototyped for the purposes of the field test. The use of the data from this test 

as input to S A V A N T and to a manual annotation system is described within the scenarios in 

Chapter 8. These scenarios provide the reader with detailed descriptions of some of the 

different ways that SAVANT could be used and some of the different uses to which the 

resulting information could be put. 

9.1.1 Contributions 

The major contributions of this work may be summarized as follows: 

• Extending the concept of meeting memory to provide knowledge-based support for 

multimedia information. This was achieved through the development of the model for 

semi-automatic annotation support that provides a means by which the power of such 

information may be harnessed. 

• Proposing a channel-based approach to annotation automation. Portions of this approach 

were demonstrated through the implementation of a prototype of a single channel, the 

GSS Log channel, in isolation from the other channels (video, audio, etc.) discussed 

within the model. A channel-based approach enables the implementation of such a 

system to occur in stages, as technologies associated with other media types become 

sufficiently effective. 
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• Demonstrating the feasibility of automating annotation support for GSS meetings. This 

was achieved by conducting a field test to demonstrate the ability to do real-time 

multimedia data capture from a real life meeting situation using an existing GSS 

(MeetingPlace), and by integrating that information with the log captured from that GSS 

meeting. The scenarios also show how different researchers or annotators could use that 

log and S A V A N T to aid in their further analysis of the events from such a meeting. 

Although the barriers recede with time, there will always remain annotations beyond the 

power of automated tools, which will benefit from semi-automated support for manual 

intervention. 

9.2 Future Work 

This work provides inspiration for a variety of subsequent research efforts. A few of the 

possible research areas are described in the following paragraphs. 

The development of a semi-automatic annotation tool based on log data, as realized in 

SAVANT, is only one part of a semi-automatic annotation system for GSS. Other 

components of the model, including the other annotation channels and their integration 

through an annotation merge facility, also remain to be developed. In particular, the 

precedence by which annotations generated by one rather than another channel are chosen, 

and how conflict resolution would take place, needs to be investigated further. 

Empirical video annotation studies to determine the usefulness of S A V A N T and automated 

annotations to video annotation specialists should be undertaken. While such a study was 

beyond the scope of the current work because the emphasis in this work was on the building 

of the model, a preliminary design for such a study was developed and may be found in 

Appendix G. This study would compare the annotation performance of individuals who use 

S A V A N T and the manual annotation tools against those who use only the manual annotation 

tools. Such a study would help to determine the relative usefulness of particular types of 
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annotations, and would also aid in finalizing the design of a user interface for such a system. 

Another similar study that could be envisioned would compare the annotation performance of 

individuals using both SAVANT and doing the manual annotation, against individuals that 

receive a pre-processed set of SAVANT annotations prepared by someone else. 

While this thesis investigates the possibility of automating multimedia capture associated 

with the GSS domain, other domains would lend themselves to similar methods. 

Applications that generate a computer-based log similar to that provided by the GSS are the 

most obvious extension to the current model, and the most capable of implementation in the 

short term. The issues of annotation precedence and conflict resolution between channels 

also need to be investigated in the cross-domain arena to determine if the methods applicable 

in the GSS domain apply consistently across domains. 

Other filters and channels not discussed here could also be developed to further automate the 

logging and annotation process. Various theoretical models from group theory and 

facilitation and HCI rules could be used to further analyze the video and provide structure 

and additional intelligent support for the human annotator. 

Scaling to allow for multiple video streams would require determination of which video 

sequences from each stream should be incorporated into the video record. Additional filters 

could also be developed to determine points within the process when video cameras could (or 

should) be turned on or off automatically. 

Privacy issues, such as for transcription of GSS logging also need to be investigated. What 

are the social ramifications related to the capture of video-based meeting information? Who 

owns and controls the information captured? Who should be able to view it? Finding 

answers to some of these questions leads to the possibility of also integrating domain 

knowledge into the multimedia capture process. Filters could then determine when video 

taping is socially inappropriate and automatically turn cameras on or off, such as when 
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cameras are focused on particular individuals rather than on a common screen during what is 

intended as an anonymous session of a meeting. 
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Appendix A Functional Requirements of Annotation Systems 

Set of criteria for evaluating annotation systems, developed by Harrison [1991]. 

Coding the Data: 

1. User-specified indexing of the video tape: Users may mark an event or an interval by 
indicating the starting (and stopping) position. Still frames may also be used as index 
markers. 

2. Grouping of events or activities: Users can group similar events or activities together in 
user-specified classes and assign a unique index to each class. 

3. User observations or comments: Users can enter textual or possibly graphical comments, 
notes and observations, linked to appropriate segments of video. 

4. Verbal transcript analysis and keyword indexing: Users can enter conversational 
transcriptions of the audio track. 

5. Individual and group characteristics: Users can enter subjective assessment data for 
various measures of personality and group dynamics such as Bales measures [Bales 1983]. 

6. Non-verbal and gestural information: Users can enter data using notations such as 
Labanotation [Laban 1956, Hutchison 1954]. 

Analyzing and Interpreting the Data: 

7. Keyword searching: Users can use keyword searches on any text data, including comments 
or verbal transcriptions. 

8. Keystroke and computer screen integration: Keystroke and/or computer screens are 
recorded and synchronized with the video. 

9. Import/Export data: Users can access text editors, statistics packages, graphics packages, 
plotting packages. 

10. Analysis for interaction patterns over time: Users can examine patterns in the occurrence 
of events or activities over time. 

11. Support for interjudge reliability: A means of merging multiple codings to support 
multiple judges and hence improve reliability of the data and subsequent analysis. 
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User Interface and Control: 

12. Digital control access to basic video functions: Users can stop, start, fast forward, and 
rewind video tape(s) and control the playback speed directly from the analysis tool. 

13. Retrieval and playback of previous and next indexed items: Users can request playback 
based on the currently selected item or current location on the tape. 

14. Retrieval and playback of sets of items using automatic indexing: Users can request that 
all events or activities belonging to a given class be played in sequence automatically. 

15. Direct manipulation interface: Tool should have low visual attention demands, use 
mechanisms such as button presses, touch typing, touch screen or stylus. Avoidance of 
secondary monitors which would split attention. 

16. Simplified mental models: Users should have minimal mappings and coding schemes to 
represent events, activities and attributes. 

17. Ability to customize annotation screen: Users have access to a 'library' of functions from 
which a subset may be chosen. Users can relocate and resize any object on the screen. 

18. Multi-media or hypermedia analysis record: The final analysis record of text, audio, and 
video is integrated into a single multi-media document. 

19. Automatic synchronizing mechanism for multiple tapes: If multiple tapes are used for 
recording, users can automatically cue up any or all of the tapes based on the position of a 
single tape. 

Displaying the Data: 

20. Customizable presentation and summarizing capabilities: Results should be presented in 
user-defined categories as well as allowing several standard views. 

21. Time line display of events: Users can specify the number of time lines and the basis on 
which they are defined (e.g. per subject, per task, per medium). 

22. Animated or colour displays: Animation may be used to illustrate dynamics and temporal 
dimensions. Colour can be used to distinguish and highlight variables or interesting results. 

23. Presentation of video segments: Users can mark video segments which illustrate relevant 
or interesting examples and produce an 'edit list' which can be easily played back in any 
sequence. 
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Appendix B Comparison of Annotation Systems 

Comparison of video annotation systems from Harrison and Baecker [1992] and Posner [1995]. 

Criteria Galatea Group Video EVA U-Test Virtual 
Analyzer Noter VCR 

Coding the Data 
1. user-specified index + + + + + + 
2. grouping items - - - - + -
3. experimenter comments + ++ - + + 
4. verbal transcription - + + + + -
5. characteristics measures - ++ - - - -
6. non-verbal information + - + + - -
Analyzing/Interpreting the Data 
7. keyword searching - + + ++ ++ + 
8. keystroke/computer logging - - + ++ ++ -
9. import/export data + + ++ ++ - -
10. interaction patterns - ++ - - - -
11. interjudge reliability - ++ + ++ + -
User Interface and Control 
12. video control ++ + ++ + + ++ 
13. previous/next item ++ + ++ + + + 
14. sets of items - - ? ? + + 
15. direct manipulation + + + + + + 
16. simple mental models ++ + ++ + + ++ 
17. customizable ++ - ++ + ++ -
18. multimedia document ++ + + ++ + + 
19. synchronizing tapes - - - + + -
Displaying the Data 
20. customizable presentation + ++ ++ + + -
21. time line display - ++ + ? - -
22. animated or colour displays + ++ - - - -
23. presentation of video + + + ++ ++ ++ 
segments 

Legend: 

Capability 
+ Minimal (Note: 'Basic' by 1991 standard) 
++ Basic (Note: 'Superior' by 1991 standard) 
+++ Superior 

Not supported 
? Information unknown 
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Criteria VANNA CVideo NUD*IST MacSHAPA Timelines 

Coding the Data 
1. user-specified index ++ ++ ++ +++ +++ 
2. grouping items ++ ++ +++ +++ ++ 
3. experimenter comments + ++ +++ ++ ++ 
4. verbal transcription - ++ +++ +++ ++ 
5. characteristics measures + ++ +++ +++ ++ 
6. non-verbal information - ++ +++ +++ ++ 
Analyzing/Interpreting the Data 
7. keyword searching ++ + +++ +++ ++ 
8. keystroke/computer logging - ++ ++ ++ ++ 
9. import/export data + ++ ++ +++ ++ 
10. interaction patterns - ? ++ +++ -
11. interjudge reliability - - ++ +++ -
User Interface and Control 
12. video control ++ ++ ++ +++ ++ 
13. previous/next item ++ ++ ++ ++ ++ 
14. sets of items + ? ? - -
15. direct manipulation ++ + + ++ ++ 
16. simple mental models ++ + + + ++ 
17. customizable ++ ++ ++ ++ +++ 
18. multimedia document ++ ++ ++ ++ ++ 
19. synchronizing tapes - - - - -
Displaying the Data 
20. customizable presentation + ++ ++ +++ ++ 
21. time line display + + trees +++ +++ 
22. animated or colour displays - - - - -
23. presentation of video segments ++ +++ +++ +++ +++ 

Legend: 

Capability 
+ Minimal 
++ Basic 
+++ Superior 

Not supported 
? Information unknown 
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Appendix C Domain-Dependent Predicates in GSS Knowledge Base 

The GSS Knowledge Base keeps the following information about each type of annotation: 

Annotation Type Attributes 
Event T1,T2, Date 
Episode T1,T2, Date, Title 
Activity T l , T2, Date, ActivityType, Title, Activityld, Topics, Choices, Init, 

Activity _Result 
Act T l , T2, Date, ActivityType, Title, Activityld, Participant, Seed, Result 

Event_Participant T l , T2, Date, Participant 
Activity _Participant T l , T2, Date, ActivityType, Title, Activityld, Participant 
Activity_Result T l , T2, Date, ActivityType, Title, Activityld, Results 
Long_Act T l , T2, Date, ActivityType, Title, Activityld, Participant 
Short_Act T l , T2, Date, ActivityType, Title, Activityld, Participant 

Non_Episode T1,T2, Date 
Non_Activity T1,T2, Date 
Non_Act T l , T2, Date, ActivityType, Title, Activityld, Participant 

The GSS Knowledge Base also keeps the following information about each type of button label: 

Button Type Attributes 
Speaker Participant 
Support Participant 
Nonsupport Participant 
Criticizes Participant 
Conflict Participant 1 ;Participant 2 
Gazes_at Participant 1 '.Participant 2 

For both the annotations and the button labels, the meaning of the attributes are as follows: 

Attributes Description 
T l Start time of annotation in seconds from time of video on 
T2 Stop time of annotation in seconds from time of video on 
Date Date of GSS log capture (from computer stamp in GSS log) 
ActivityType Code for Brainstorming (b), Ranking (r), Voting (Referendum) (v), etc. 
Title Title of the Activity (entered by the initiator of an Activity) 
Activityld Unique identifier of an Activity (note: Activityld is the same as Title unless 

multiple Activities occur with the same ActivityType and Title) 
Topics List of items to be ranked, voted on, etc. during an activity 
Choices List of choices given to participants (i.e., [yes, no, abstain] for referendum) 
Init Initiator. Participant or other meeting member who started an Activity 
Participant Person actively involved in the meeting 
Seed Seed ideas. Used in brainstorming as seeds for further idea generation. 
Result Participant's returned information (i.e., brainstorm idea, rank list, or vote 

ballot) 
Results Results of an Activity for a specific item (i.e., its ranking or vote result and the 

item itself) 
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Appendix D Consent Form - Meeting Participants 

Group Support System/Video Annotation Study 

Consent Form 

If you wish to have a signed copy of this form for your own record, we will generate one for you. 

Agreement to Participate: 

Initially, you will be trained to use the MeetingPlace Group Support System. Next, you will be asked 
to use the system to conduct a meeting whose topic is 'Accessibility of so-called 'pornographic images' on the 
U B C Computer Science file servers' and the objective of the meeting is to attempt to determine an appropriate 
policy that U B C ' s Department of Computer Science can put in place. 

The activity of all participants during the meeting will be videotaped and logged by computer in order 
to allow us to undertake additional empirical research involving 'rich' video data. To illustrate this research, 
portions of the video, the computer log and annotations generated may later be used for research purposes in 
public forums. 

By default, the computer log will identify you by your own first name. If you do not wish to be 
identified by your own first name, please check the box below. 

[ ] Please change my name in the computer log 
If any of the participants of this meeting check this box, the log will be modified after the meeting so that all 
participants will be known only as 'Person A ' , 'Person B ' , 'Person C and 'Person D ' . 

It is estimated that your participation will take about 2 hours. Note that participation in this study is 
completely voluntary and, if you wish to do so, you will be free to discontinue participation at any time and at 
any stage of the study. 

Agreement to Confidentiality: 

I understand that some of my colleagues and friends may also be participating in this study. I realize 
that my discussion of the details of this study with them may distort the results. Therefore, I agree not to 
discuss with any other participant any aspect of the study prior to their participation. 

Signature of Participant Date 

Participant Name: 
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Appendix E Field Study Scenario 1: VANNA Annotations 

This appendix shows annotations generated automatically by SAVANT based on the user inputs described in 
Section 8.1.1. No additional manual annotations are included. A summary of the types of annotations 
generated can be found in Table 8-1. 

V A N N A annotation format: 
start-time(HH:MM:SS) stop-time(HH:MM:SS) annotation type date{ additional annotation-dependent 

attributes33} 

mayll: 

non_activity ll-May-95 
act ll-May-95 Brainstorm Pornographic Images Wei-Yuen [] ['there seems to be a 

conflict between some of the departments policies regarding obscene material 
on department machines (including proposed policies)'] 

activity ll-May-95 Brainstorm Pornographic Images topics:[] choices:[] 
activity_participant ll-May-95 Brainstorm Pornographic Images Moyra 
activity .participant ll-May-95 Brainstorm Pornographic Images Richard 
activity .participant ll-May-95 Brainstorm Pornographic Images Steve 
activity .participant ll-May-95 Brainstorm Pornographic Images Wei-Yuen 
act ll-May-95 Brainstorm Pornographic Images Richard [] ['No a priori 

restrictions'] 
act ll-May-95 Brainstorm Pornographic Images Steve [] ['Full access to everyone'] 
act ll-May-95 Brainstorm Pornographic Images Moyra [] ['Students should not be 

able to display images in public lab arease'] 
act ll-May-95 Brainstorm Pornographic Images Steve [] ['Access to outsiders only 

when adequate bandwidth is available'] 
act ll-May-95 Brainstorm Pornographic Images Richard ['Full access to everyone'] 

['Formulate a policy similar with respect to game-playing one, because of size 
of images'] ' 

00:00:55 00:01:20 act ll-May-95 Brainstorm Pornographic Images Moyra ['No a priori restrictions'] 
['Students should only be able to view files that do not impact the system'] 

00:01:18 00:01:33 act ll-May-95 Brainstorm Pornographic Images Steve ['Students should not be able 
to display images in public lab arease'] ['Onus of responsibility is on the 
students/users'] 

00:01:21 00:02:10 act ll-May-95 Brainstorm Pornographic Images Moyra ['Access to outsiders only 
when adequate bandwidth is available'] [The displaying of poronographic 
images should not necessarily follow the same rules as game playing'] 

00:01:39 00:02:00 act ll-May-95 Brainstorm Pornographic Images Richard ['Students should not be 
able to display images in public lab arease','Onus of responsibility is on the 
students/users'] ['Educate students to be responsible and responsive'] 

00:01:44 00:02:26 act ll-May-95 Brainstorm Pornographic Images Wei-Yuen ['Full access to 
everyone','Formulate a policy similar with respect to game-playing one, 
because of size of images'] ['Size of images, at least with respect to disk space 
footprint, is not really an issue with the compressions techniques minimizing 
resource consumption'] 

00 00 00 00 00 27 
00 00 27 00 01 44 

00 00 27 00 03 25 
00 00 27 00 03 17 
00 00 27 00 03 02 
00 00 27 00 03 25 
00 00 27 00 03 05 
00 00 27 00 00 46 

00 00 27 00 00 46 
00 00 27 00 00 55 

00 00 48 00 01 16 

00 00 49 00 01 39 

' See Appendix C for a list of the attributes for each type of annotation. 
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00:02:00 00:03:02 act ll-May-95 Brainstorm Pornographic Images Richard ['there seems to be a 
conflict between some of the departments policies regarding obscene material 
on department machines (including proposed policies)'] ['Encourage students 
and others to create an equitable environment and employ harassment 
procedures after the fact if necessary'] 

00:02:10 00:03:17 act ll-May-95 Brainstorm Pornographic Images Moyra ['Students should not be 
able to display images in public lab arease','Onus of responsibility is on the 
students/users'.'Educate students to be responsible and responsive'] ['the 
category of pornographic images should be broadened to include harassing 
images (bondage etc.)'] 

00:02:27 00:03:05 act ll-May-95 Brainstorm Pornographic Images Wei-Yuen ['Access to outsiders 
only when adequate bandwidth is available','The displaying of poronographic 
images should not necessarily follow the same rules as game playing'] ['Access 
to outsiders is not restricted to off-peak hours, it is shut off completely. Seems 
rather hypocritical.'] 

00:03:25 00:16:21 non_activity ll-May-95 
00:16:21 00:17:48 act ll-May-95 Rank Pornographic Images Steve [] ['No a priori 

restrictions'/Encourage students and others to create an equitable environment 
and employ harassment procedures after the fact if necessary','Educate students 
to be responsible and responsive','Students should not be able to display 
pornographic or objectionable/obscene images in public lab areas','policies 
regarding accessibility should be uniform across the entire 
department','Restrictions should be based on policy','Policy should not be based 
solely on resource issues'/Access to outsiders of UBC domain only when 
adequate bandwidth is available','Onus of responsibility is on the 
students/users','The displaying of poronographic images should not necessarily 
follow the same rules as game playing','the category of pornographic images 
should be broadened to include harassing images (bondage etc.)','Formulate a 
policy similar with respect to game-playing one, because of size of images'] 

00:16:21 00:19:01 act ll-May-95 Rank Pornographic Images Richard [] ['No a priori 
restrictions','Policy should not be based solely on resource issues'/Onus of 
responsibility is on the students/users'.'policies regarding accessibility should 
be uniform across the entire department','Educate students to be responsible 
and responsive','Encourage students and others to create an equitable 
environment and employ harassment procedures after the fact if 
necessary','Restrictions should be based on policy'.'Access to outsiders of UBC 
domain only when adequate bandwidth is available','Formulate a policy similar 
with respect to game-playing one, because of size of images','The displaying of 
poronographic images should not necessarily follow the same rules as game 
playing','Students should not be able to display pornographic or 
objectionable/obscene images in public lab areas','the category of pornographic 
images should be broadened to include harassing images (bondage etc.)'] 

00:16:21 00:19:39 act ll-May-95 Rank Pornographic Images Moyra [] ['Students should not be able 
to display pornographic or objectionable/obscene images in public lab 
areas','Restrictions should be based on policy','the category of pornographic 
images should be broadened to include harassing images (bondage 
etc.)','Educate students to be responsible and responsive','Encourage students 
and others to create an equitable environment and employ harassment 
procedures after the fact if necessary','Onus of responsibility is on the 
students/users','Policy should not be based solely on resource issues','The 
displaying of poronographic images should not necessarily follow the same 
rules as game playing','No a priori restrictions','Formulate a policy similar with 
respect to game-playing one, because of size of images'/Access to outsiders of 
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00:16:21 00:19:44 activity 

00:16:21 00:19:44 act 11-

00 
00 
00 
00 
00 

16:21 00 
16:21 00 
16:21 
16:21 

00 
00 

19:44 00 

19:39 
19:01 
17:48 
19:44 
19:44 

00:19:44 

00:19:44 

00:19:44 
00:19:44 

00:19:44 

00:19:44 

00:19:44 

00:19:44 

00:19:44 

00:19:44 

00:19:44 

00:19:44 
00:19:44 

00:19:44 

00:19:44 

00:19:44 

00:19:44 

00:19:44 

activity, 
activity, 
activity, 
activity, 
activity. 

activity. 

activity. 

activity, 
activity. 

activity. 

activity. 

activity. 

activity. 

activity. 

00:19:44 00:19:44 activity.: 

UBC domain only when adequate bandwidth is available'.'policies regarding 
accessibility should be uniform across the entire department'] 

ll-May-95 Rank Pornographic Images topics:['No a priori 
restrictions','Policy should not be based solely on resource issues','Students 
should not display objectionable material in public lab areas','Restrictions 
should be based on policyVpolicies regarding accessibility should be uniform 
across the entire department','Educate students to be responsible and 
responsive','Encourage students and others to create an equitable environment 
and employ harassment procedures after the fact if necessary','Onus of 
responsibility is on the students/users','The displaying of poronographic images 
should not necessarily follow the same rules as game playing','Access to 
outsiders of UBC domain only when adequate bandwidth is available'] 
choices: ['Yes','No','Abstain'] 

May-95 Rank Pornographic Images Wei-Yuen [] ['policies regarding 
accessibility should be uniform across the entire department','No a priori 
restrictions','Policy should not be based solely on resource issues'/Students 
should not be able to display pornographic or objectionable/obscene images in 
public lab areas','The displaying of poronographic images should not 
necessarily follow the same rules as game playing','the category of 
pornographic images should be broadened to include harassing images 
(bondage etc.)','Restrictions should be based on policy','Access to outsiders of 
UBC domain only when adequate bandwidth is available','Onus of 
responsibility is on the students/users','Formulate a policy similar with respect 
to game-playing one, because of size of images'/Educate students to be 
responsible and responsive'.'Encourage students and others to create an 
equitable environment and employ harassment procedures after the fact if 
necessary'] 

.participant ll-May-95 Rank Pornographic Images 

.participant ll-May-95 Rank Pornographic Images 

.participant ll-May-95 Rank Pornographic Images 

.participant ll-May-95 Rank Pornographic Images 

.result ll-May-95 Rank Pornographic Images 10 
poronographic images should not necessarily follow the same rules as game 
playing' 

.result ll-May-95 Rank Pornographic Images 11 'Access to outsiders of 
UBC domain only when adequate bandwidth is available' 

.result ll-May-95 Rank Pornographic Images 12 'Formulate a policy similar 
with respect to game-playing one, because of size of images' 

.result ll-May-95 Rank Pornographic Images 1 'No a priori restrictions' 

.result ll-May-95 Rank Pornographic Images 2 'Policy should not be based 
solely on resource issues' 

.result ll-May-95 Rank Pornographic Images 3 'Students should not be able 
to display pornographic or objectionable/obscene images in public lab areas' 

.result 11-May-95 Rank Pornographic Images 4 'Restrictions should be 
based on policy' 

.result ll-May-95 Rank Pornographiclmages 5 'policies regarding 
accessibility should be uniform across the entire department' 

.result ll-May-95 Rank Pornographiclmages 6 'Educate students to be 
responsible and responsive' 

.result ll-May-95 Rank Pornographiclmages 7 'Encourage students and 
others to create an equitable environment and employ harassment procedures 
after the fact if necessary' 

result ll-May-95 Rank Pornographiclmages 8 'Onus of responsibility is on 
the students/users' 

Moyra 
Richard 
Steve 
Wei-Yuen 
'The displaying of 
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00:19:44 00:19:44 activity. 

00:19:44 
00:28:56 

00:28:56 

00:28:56 

00:28:56 
00:28:56 

00:28:56 
00:28:56 
00:28:56 
00:28:56 
00:30:36 

00:30:36 

00:30:36 

00:30:36 

00:30:36 

00:30:36 

00:28:56 
00:29:59 

00:30:04 

00:30:28 

00:30:36 
00:30:36 

00:30:36 
00:30:04 
00:29:59 
00:30:28 
00:30:36 

00:30:36 

00:30:36 

00:30:36 

00:30:36 

00:30:36 

00:30:36 00:30:36 

00:30:36 00:30:36 

00:30:36 00:30:36 

00:30:36 00:30:36 

00:30:36 00:51:23 

result ll-May-95 Rank Pornographiclmages 9 'the category of 
pornographic images should be broadened to include harassing images 
(bondage etc.)' 

non_activity ll-May-95 
act ll-May-95 Referendum Pornographiclmages Steve [] 

[ 1,0,0,1,0,0,0,1,0,1,0,0,1,0,0,1,0,0,1,0,0,1,0,0,1,0,0,1,0,0] 
act ll-May-95 Referendum Pornographiclmages Richard [] 

[ 1,0,0,1,0,0,0,1,0,1,0,0,1,0,0,1,0,0,1,0,0,1,0,0,1,0,0,1,0,0] 
act ll-May-95 Referendum Pornographiclmages Wei-Yuen [] 

[ 1,0,0,1,0,0,1,0,0,1,0,0,1,0,0,1,0,0,1,0,0,0,1,0,1,0,0,0,0,1 ] 
activity ll-May-95 Referendum Pornographiclmages topics:[] 
act ll-May-95 Referendum Pornographiclmages Moyra [] 

[ 1,0,0,1,0,0,1,0,0,1,0,0,0,1,0,1,0,0,1,0,0,1,0,0,1,0,0,0,1,0] 
activity_participant ll-May-95 Referendum Pornographiclmages 
activity_participant ll-May-95 Referendum Pornographiclmages 
activity_participant ll-May-95 Referendum Pornographiclmages 
activity_participant ll-May-95 Referendum Pornographiclmages 
activity .result ll-May-95 Referendum Pornographiclmages [2,1,1] 'Access to 

outsiders of UBC domain only when adequate bandwidth is available' 
activity.result ll-May-95 Referendum Pornographiclmages [2,2,0] 'Students 

should not display objectionable material in public lab areas' 
activity .result ll-May-95 Referendum Pornographiclmages [3,1,0] 

responsibility is on the students/users' 
activity.result ll-May-95 Referendum Pornographiclmages [3,1,0] 'policies 

regarding accessibility should be uniform across the entire department' 
activity.result ll-May-95 Referendum Pornographiclmages [4,0,0] 'Educate 

students to be responsible and responsive' 
activity.result ll-May-95 Referendum Pornographiclmages [4,0,0] 'Encourage 

students and others to create an equitable environment and employ harassment 
procedures after the fact if necessary' 

activity.result ll-May-95 Referendum Pornographiclmages 
restrictions' 

activity.result ll-May-95 Referendum Pornographiclmages 
not be based solely on resource issues' 

activity.result ll-May-95 Referendum Pornographiclmages [4,0,0] 'Restrictions 
should be based on policy' 

activity.result ll-May-95 Referendum Pornographiclmages [4,0,0] 'The displaying 
of poronographic images should not necessarily follow the same rules as game 
playing' 

non.activity ll-May-95 

choices:[] 

Moyra 
Richard 
Steve 
Wei-Yuen 

'Onus of 

[4,0,0] 'No a priori 

[4,0,0] 'Policy should 
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Appendix F Field Study Scenario 2: TView Annotations and Buttons 

This appendix shows annotations and interval buttons generated automatically by SAVANT based on the user 
inputs described in Section 8.1.2. No additional manual annotations or interval buttons are included. 
Summaries of the types of annotations and buttons generated can be found in Table 7-1 and Table 7-2. 

TView annotation format: 

; List of annotations 
frame-rate-per-second offset 
( 
( annotation number start-time(seconds) stop-time(seconds) start-time(frame) stop-time(frame) 

"annotator" "annotation type{ additional annotation-dependent attributes34}") 

) 

TView button format: 

button type: participant! {, participant2} 

mayll-diskl: 

; List of annotations 
30 0 
( 
( 1 0 27 0 810 "Savant" "non_activity") 
( 2 0 1562 0 46860 "Savant" "event_participant:Wei-Yuen") 
( 3 0 1562 0 46860 "Savant" "event_participant:Steve") 
( 4 0 1562 0 46860 "Savant" "event_participant:Moyra") 
( 5 0 1562 0 46860 "Savant" "event_participant:Richard") 
( 6 27 104 810 3120 "Savant" "long_act:Brainstorm:Wei-Yuen") 
( 7 27 104 810 3120 "Savant" "act:Brainstorm:Wei-Yuen" "[]" "['there seems to be a conflict 

between some of the departments policies regarding obscene material on 
department machines (including proposed policies)']") 

( 8 27 1562 810 46860 "Savant" "episode:Pornographic Images") 
( 9 27 205 810 6150 "Savant" "activity:Brainstorm:[]") 
( 10 27 197 810 5910 "Savant" "activity_participant:Brainstorm:Moyra") 
( 11 27 182 810 5460 "Savant" "activity_participant:Brainstorm:Richard") 
( 12 27 93 810 2790 "Savant" "activity_participant:Brainstorm:Steve") 
( 13 27 185 810 5550 "Savant" "activity_participant:Brainstorm:Wei-Yuen") 
( 14 27 46 810 1380 "Savant" "act:Brainstorm:Richard" "[]" "['No a priori restrictions']") 
( 15 27 46 810 1380 "Savant" "act:Brainstorm:Steve" "[]" "['Full access to everyone']") 
( 16 27 55 810 1650 "Savant" "act:Brainstorm:Moyra" "[]" "['Students should not be able to display 

images in public lab arease']") 

See Appendix C for a list of the attributes for each type of annotation. 
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( 17 48 76 1440 2280 

( 18 49 99 1470 2970 
( 19 49 99 1470 2970 

( 20 55 80 1650 2400 

( 21 78 93 2340 2790 

"Savant" "act:Brainstorm:Steve" "[]" "['Access to outsiders only when 
adequate bandwidth is available']") 

"Savant" "long_act:Brainstorm:Richard") 
"Savant" "act:Brainstorm:Richard" "['Full access to everyone']" "['Formulate 

a policy similar with respect to game-playing one, because of size of images']" 
) 

"Savant" "act:Brainstorm:Moyra" "['No a priori restrictions']" "['Students 
should only be able to view files that do not impact the system']") 

"Savant" "act:Brainstorm:Steve" "['Students should not be able to display 
images in public lab arease']" "['Onus of responsibility is on the 
students/users']") 

22 81 130 2430 3900 "Savant" "long_act:Brainstorm:Moyra") 
23 81 130 2430 3900 "Savant" "act:Brainstorm:Moyra" "['Access to outsiders only when adequate 

bandwidth is available']" "['The displaying of poronographic images should 
not necessarily follow the same rules as game playing']") 

24 99 120 2970 3600 "Savant" "long_act:Brainstorm:Richard") 
25 99 120 2970 3600 "Savant" "act:Brainstorm:Richard" "['Students should not be able to display 

images in public lab arease','Onus of responsibility is on the students/users']" 
"['Educate students to be responsible and responsive']") 

26 104 146 3120 4380 "Savant" "long_act:Brainstorm:Wei-Yuen") 
27 104 146 3120 4380 "Savant" "act:Brainstorm:Wei-Yuen" "['Full access to everyone'.'Formulate 

a policy similar with respect to game-playing one, because of size of images']" 
"['Size of images, at least with respect to disk space footprint, is not really an 
issue with the compressions techniques minimizing resource consumption']") 

28 120 182 3600 5460 "Savant" "long_act:Brainstorm:Richard") 
29 120 182 3600 5460 "Savant" "act:Brainstorm:Richard" "['there seems to be a conflict between 

some of the departments policies regarding obscene material on department 
machines (including proposed policies)']" "['Encourage students and others 
to create an equitable environment and employ harassment procedures after the 
fact if necessary']") 

30 130 197 3900 5910 "Savant" "long_act:Brainstorm:Moyra") 
31 130 197 3900 5910 "Savant" "act:Brainstorm:Moyra" "['Students should not be able to display 

images in public lab arease','Onus of responsibility is on the 
students/users'.'Educate students to be responsible and responsive']" "['the 
category of pornographic images should be broadened to include harassing 
images (bondage etc.)']") 

32 147 185 4410 5550 "Savant" "long_act:Brainstorm:Wei-Yuen") 
33 147 185 4410 5550 "Savant" "act:Brainstorm:Wei-Yuen" "['Access to outsiders only when 

adequate bandwidth is available','The displaying of poronographic images 
should not necessarily follow the same rules as game playing']" "['Access to 
outsiders is not restricted to off-peak hours, it is shut off completely. Seems 
rather hypocritical.']") 

34 182 205 5460 6150 "Savant" "non_act:Brainstorm:Richard") 
35 185 205 5550 6150 "Savant" "non_act:Brainstorm:Wei-Yuen") 
36 197 205 5910 6150 "Savant" "non_act:Brainstorm:Moyra" ) 
37 205 981 6150 29430 "Savant" "non_activity") 
38 981 1068 29430 32040 "Savant" "long_act:Rank:Steve") 
39 981 1068 29430 32040 "Savant" "act:Rank:Steve" "[]" "['No a priori restrictions'/Encourage 

students and others to create an equitable environment and employ harassment 
procedures after the fact if necessary'/Educate students to be responsible and 
responsive','Students should not be able to display pornographic" "or 
objectionable/obscene images in public lab areas'/policies regarding 
accessibility should be uniform across the entire department','Restrictions 
should be based on policy'.'Policy should not be based solely on resource 
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issues','Access to outsiders of "UBC domain only when adequate bandwidth 
is available','Onus of responsibility is on the students/users','The displaying of 
poronographic images should not necessarily follow the same rules as game 
playing','the category of pornographic images should be broadened to include 
harassing images (bondage etc.)','Formulate a policy similar with respect to 
game-playing one, because of size of images']") 

( 40 981 1141 29430 34230 "Savant" "long_act:Rank:Richard") 
( 41 981 1141 29430 34230 "Savant" "act:Rank:Richard" "[]" "['No a priori restrictions'/Policy 

should not be based solely on resource issues'.'Onus of responsibility is on the 
students/users','policies regarding accessibility should be uniform across the 
entire department','Educate students to be responsible and 
responsive','Encourage students and others to create an equitable environment 
and employ harassment procedures after the fact if necessary','Restrictions 
should be based on policy','Access to outsiders of "UBC domain only when 
adequate bandwidth is available','Formulate a policy similar with respect to 
game-playing one, because of size of images','The displaying of poronographic 
images should not necessarily follow the same rules as game playing','Students 
should not be able to display pornographic" "or objectionable/obscene images 
in public lab areas','the category of pornographic images should be broadened 
to include harassing images (bondage etc.)']") 

( 42 981 1179 29430 35370 "Savant" "long_act:Rank:Moyra") 
( 43 981 1179 29430 35370 "Savant" "act:Rank:Moyra" "[]" "['Students should not be able to 

display pornographic" "or objectionable/obscene images in public lab 
areas'.'Restrictions should be based on policy','the category of pornographic 
images should be broadened to include harassing images (bondage 
etc.)','Educate students to be responsible and responsive','Encourage students 
and others to create an equitable environment and employ harassment 
procedures after the fact if necessary','Onus of responsibility is on the 
students/users','Policy should not be based solely on resource issues','The 
displaying of poronographic images should not necessarily follow the same 
rules as game playing','No a priori restrictions'/Formulate a policy similar with 
respect to game-playing one, because of size of images','Access to outsiders of 
"UBC domain only when adequate bandwidth is available','policies regarding 
accessibility should be uniform across the entire department']") 

35520 "Savant" "long_act:Rank:Wei-Yuen") 
35520 "Savant" "activity:Rank:[]") 
35520 "Savant" "act:Rank:Wei-Yuen" "[]" "['policies regarding accessibility 

should be uniform across the entire department','No a priori restrictions','Policy 
should not be based solely on resource issues','Students should not be able to 
display pornographic" "or objectionable/obscene images in public lab 
areas'.'The displaying of poronographic images should not necessarily follow 
the same rules as game playing','the category of pornographic images should be 
broadened to include harassing images (bondage etc.)','Restrictions should be 
based on policy'.'Access to outsiders of "UBC domain only when adequate 
bandwidth is available','Onus of responsibility is on the 
students/users','Formulate a policy similar with respect to game-playing one, 
because of size of images','Educate students to be responsible and 
responsive'.'Encourage students and others to create an equitable environment 
and employ harassment procedures after the fact if necessary']") 

981 1179 29430 35370 "Savant" "activity_participant:Rank:Moyra") 
981 1141 29430 34230 "Savant" "activity_participant:Rank:Richard") 
981 1068 29430 32040 "Savant" "activity_participant:Rank:Steve") 
981 1184 29430 35520 "Savant" "activity_participant:Rank:Wei-Yuen") 
1068 1184 32040 35520 "Savant" "non_act:Rank:Steve") 

( 44 981 1184 29430 
( 45 981 1184 29430 
( 46 981 1184 29430 

( 47 
( 48 
( 49 
( 50 
( 51 
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52 1141 1184 34230 35520 "Savant" "non_act:Rank:Richard") 
53 1179 1184 35370 35520 "Savant" "non_act:Rank:Moyra") 
54 1184 1184 35520 35520 "Savant" "activity_result:Rank:10:The displaying of poronographic 

images should not necessarily follow the same rules as game playing'") 
55 1184 1184 35520 35520 "Savant" "activity_result:Rank:ll:'Access to outsiders of "UBC 

domain only when adequate bandwidth is available'") 
56 1184 1184 35520 35520 "Savant" "activity_result:Rank:12:'Formulate a policy similar with 

respect to game-playing one, because of size of images'") 
57 1184 1184 35520 35520 "Savant" "activity_result:Rank:l:'No a priori restrictions'") 
58 1184 1184 35520 35520 "Savant" "activity_result:Rank:2:'Policy should not be based solely on 

resource issues'") 
59 1184 1184 35520 35520 "Savant" "activity_result:Rank:3:'Students should not be able to display 

pornographic" "or objectionable/obscene images in public lab areas'") 
60 1184 1184 35520 35520 "Savant" "activity_result:Rank:4:'Restrictions should be based on 

policy'") 
61 1184 1184 35520 35520 "Savant" "activity_result:Rank:5:'policies regarding accessibility should 

be uniform across the entire department'") 
62 1184 1184 35520 35520 "Savant" "activity_result:Rank:6:'Educate students to be responsible and 

responsive'") 
63 1184 1184 35520 35520 "Savant" "activity_result:Rank:7:'Encourage students and others to 

create an equitable environment and employ harassment procedures after the 
fact if necessary'") 

64 1184 1184 35520 35520 "Savant" "activity_result:Rank:8:'Onus of responsibility is on the 
students/users'" ) 

65 1184 1184 35520 35520 "Savant" "activity_result:Rank:9:'the category of pornographic images 
should be broadened to include harassing images (bondage etc.)'") 

66 1184 1562 35520 46860 "Savant" "non_activity") 

mayll-disk2: 

; List of annotations 
30 0 
( 
( 1 0 1509 0 45270 "Savant" "event_participant:Wei-Yuen") 
( 2 0 1509 0 45270 "Savant" "event_participant:Steve") 
( 3 0 1509 0 45270 "Savant" "event_participant:Moyra") 
( 4 0 1509 0 45270 "Savant" "event_participant:Richard") 
( 5 0 273 0 8190 "Savant" "episode:Pornographic Images") 
( 6 0 173 0 5190 "Savant" "non_activity") 
( 7 173 236 5190 7080 "Savant" "long_act:Referendum:Steve") 
( 8 173 236 5190 7080 "Savant" "act:Referendum:Steve" "[]" 

"[ 1,0,0,1,0,0,0,1,0,1,0,0,1,0,0,1,0,0,1,0,0,1,0,0,1,0,0,1,0,0]") 
( 9 173 241 5190 7230 "Savant" "long_act:Referendum:Richard") 
( 10 173 241 5190 7230 "Savant" "act:Referendum:Richard" "[]" 

"[ 1,0,0,1,0,0,0,1,0,1,0,0,1,0,0,1,0,0,1,0,0,1,0,0,1,0,0,1,0,0]") 
( 11 173 265 5190 7950 "Savant" "long_act:Referendum:Wei-Yuen") 
( 12 173 265 5190 7950 "Savant" "act:Referendum:Wei-Yuen" "[]" 

"[ 1,0,0,1,0,0,1,0,0,1,0,0,1,0,0,1,0,0,1,0,0,0,1,0,1,0,0,0,0,1 ]") 
( 13 173 273 5190 8190 "Savant" "long_act:Referendum:Moyra") 
( 14 173 273 5190 8190 "Savant" "activitŷ eferendum '̂Yes'.'No'.'Abstain']") 
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( 15 173 273 5190 8190 "Savant" "act:Referendum:Moyra" "[]" 
" [ 1,0,0,1,0,0,1,0,0,1,0,0,0,1,0,1,0,0,1,0,0,1,0,0,1,0,0,0,1,0]") 

( 16 173 273 5190 8190 "Savant" "activity_participant:Referendum:Moyra") 
( 17 173 241 5190 7230 "Savant" "activity_participant:Referendum:Richard") 
( 18 173 236 5190 7080 "Savant" "activity_participant:Referendum:Steve") 
( 19 173 265 5190 7950 "Savant" "activity_participant:Referendum:Wei-Yuen") 
( 20 236 273 7080 8190 "Savant" "non_act:Referendum:Steve") 
( 21 241 273 7230 8190 "Savant" "non_act:Referendum:Richard") 
( 22 265 273 7950 8190 "Savant" "non_act:Referendum:Wei-Yuen") 
( 23 273 273 8190 8190 "Savant" "activity_result:Referendum:[2,l,l]:'Access to outsiders of "UBC 

domain only when adequate bandwidth is available'") 
( 24 273 273 8190 8190 "Savant" "activity_result:Referendum:[2,2,0]:'Students should not" "display 

objectionable material in public lab areas'" ) 
( 25 273 273 8190 8190 "Savant" "activity_result:Referendum:[3,l,0]:'Onus of responsibility is on the 

students/users'") 
( 26 273 273 8190 8190 "Savant" "activity_result:Referendum:[3,l,0]:'policies regarding accessibility 

should be uniform across the entire department'" ) 
( 27 273 273 8190 8190 "Savant" "activity_result:Referendum:[4,0,0]:'Educate students to be 

responsible and responsive'") 
( 28 273 273 8190 8190 "Savant" "activity_result:Referendum:[4,0,0]:'Encourage students and others 

to create an equitable environment and employ harassment procedures after the 
fact if necessary'") 

( 29 273 273 8190 8190 "Savant" "activity_result:Referendum:[4,0,0]:'No a priori restrictions'") 
( 30 273 273 8190 8190 "Savant" "activity_result:Referendum:[4,0,0]:'Policy should not be based 

solely on resource issues'") 
( 31 273 273 8190 8190 "Savant" "activity_result:Referendum:[4,0,0]:'Restrictions should be based 

on policy'") 
( 32 273 273 8190 8190 "Savant" "activity_result:Referendum:[4,0,0]:'The displaying of 

poronographic images should not necessarily follow the same rules as game 
playing'") 

( 33 273 1509 8190 45270 "Savant" "non_activity") 
) 

mayll-buttons: 

speakenSteve 
speakenRichard 
speakenMoyra 
speaker:Wei-Yuen 
support:Steve 
support:Richard 
support:Moyra 
support:Wei-Yuen 
nonsupport:Steve 
nonsupport: Richard 
nonsupport:Moyra 
nonsupport: Wei-Yuen 
criticizes:Steve 
criticizes: Richard 
criticizes:Moyra 
criticizes: Wei-Yuen 
conflict:Steve,Richard 
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conflict:Steve,Moyra 
conflict:Steve,Wei-Yuen 
conflict:Richard,Steve 
conflict:Richard,Moyra 
conflict:Richard,Wei-Yuen 
conflict:Moyra,Steve 
conflict:Moyra,Richard 
conflict:Moyra, Wei-Yuen 
conflict:Wei-Yuen,Steve 
conflict: Wei-Yuen,Richard 
conflict: Wei-Yuen,Moyra 
gazes_at:Steve,Richard 
gazes_at: S teve,Moyra 
gazes_at: Steve, Wei-Yuen 
gazes_at: Richard.Steve 
gazes_at:Richard,Moyra 
gazes_at:Richard,Wei-Yuen 
gazes_at:Moyra,Steve 
gazes_at:Moyra,Richard 
gazes_at:Moyra, Wei-Yuen 
gazes_at:Wei-Yuen,Steve 
gazes_at:Wei-Yuen,Richard 
gazes_at:Wei-Yuen,Moyra 
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Appendix G Video Annotation Study Design 

One possible annotation study of SAVANT would involve an even number of subjects. The 

annotation sessions would be preceded by a pilot study involving one subject. The objective 

of the pilot study is to detect implementation and testing procedure problems. The pilot 

subject would use SAVANT to support his manual annotation of the video in the same 

manner as the remaining subjects of such a study. 

Half of the subjects (the 'SAVANT Subjects') would use SAVANT to create first-level 

annotations and buttons based on the GSS logs generated by MeetingPlace prior to using the 

video annotation system (see above). The other half of the subjects (the 'Manual Subjects') 

would not have access to SAVANT. None of the subjects should be given access to the 

MeetingPlace source logs themselves nor to any additional tools for automating the 

annotation. 

Al l of the subjects use the same annotation system (such as TView, a simple video analysis 

system developed by Scott Flinn at UBC); to annotate the video record produced from the 

meeting. 

Objectives 
There are several objectives of such an annotation study. These can be delineated into 

objectives regarding the concept of semi-automatic video annotation in general, and 

objectives regarding the implementation itself. 

(1) To Gain Insight about the Concept of Semi-automatic Video Annotation 

Manual Subjects » | TView "| 
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The study should look at the general question of the usefulness of domain knowledge and 

reasoning in the task of annotating video, by looking at the following: 

O-l. Types of rules found most useful by the subjects 
0-2. Difficulties the subjects had in understanding the annotations and buttons generated 
0-3. Similarities and differences between annotations generated by the subjects that annotated completely 
manually 
0-4. Similarities and differences between annotations generated by the subjects that used SAVANT for the 
first-level annotations 
0-5. Similarities and differences between annotations generated by the subjects that annotated completely 
manually and those generated by subjects that used SAVANT for the first-level annotations 
0-6. Difference in time taken by subjects to perform the annotation 

(2) To Gain Insight about the Implementation 

The study should also examine the usefulness of S A V A N T in facilitating the annotation of 

video of a GSS-supported meeting, by looking at the following: 

0-7. Improvements that could be made to the WWW form interface to improve usability; 
0-8. Whether and how the transfer of annotations and buttons between SAVANT and the annotation system 
could be further simplified; 
0-9. Difficulties in the way that the annotations and buttons are presented to the user 

Study Procedure 

Selection of Annotation Subjects 

The subjects could be chosen from students who had previously conducted meetings using 

the MeetingPlace or another GSS, and were therefore familiar with the tools incorporated in 

a GSS and GSS meetings in general. A l l should have extensive previous experience with 

Internet browser interfaces. They also should have some previous experience with manual 

annotation of video. None of the subjects should be participants in or have previous 

knowledge of the meeting from which the video was made. 

Annotation Procedure 
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The subjects work alone on each phase of annotation on a single day. Each annotation 

session should last approximately 5 hours. The subjects would be provided with a list 

showing the types of annotations that they were to produce (either with S A V A N T or 

manually). 

S A V A N T Session (SAVANT-Supported Subjects only) 

At the beginning of the SAVANT session, the purpose of S A V A N T should be explained and 

the subjects should be introduced to the functionality of the system using a sample computer 

log from a different meeting. No video associated with this log need be shown to the 

subjects. The subjects should then be allowed to experiment with the sample log to 

familiarize themselves with SAVANT's operation. 

Each subject would then provided the name of the file containing the MeetingPlace log and 

the times when the video camera was turned on and off. 

Once the subjects have generated their desired annotations and buttons, it should be ensured 

that they actually save the resulting files onto the local file system. 

Video Annotation Session (All Subjects) 

The proposed system for annotating the video is TView, as it allows random access to the 

video medium and it was modified to allow direct importation of the interval buttons 

generated by SAVANT. 

At the beginning of the video annotation session, each subject should be introduced to the 

functionality of TView using a sample video from a different meeting. The subjects should 

then be allowed to experiment with the sample video to familiarize themselves with TView's 

operation. 
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The video disk for the study meeting should be loaded into the video disk player and TView 

started. 

At this point, the annotator is to enter the name of the file containing the first-level 

annotations as well as the name of the file containing the buttons that he had generated and 

saved. Manual subjects would be told to click 'cancel' since they were not continuing an 

existing annotation, and thus began with no existing annotations or buttons. 

The annotator should be given a maximum of 5 hours to perform the annotation of the video 

according to the basic instructions and the specifications for types of annotations provided at 

the beginning of the study (see below). As the video is approximately 35 minutes in length, 

this conforms to the 10 hours per hour of video tape suggested by annotation specialists. 

Instructions to Annotators 

This video captures a meeting that took place on May 11, 1995. It was conducted using the MeetingPlace 
Group Support System, and its purpose was to recommend a policy for UBC regarding accessibility of 
pornographic images on the Computer Science fde servers. 

The meeting participants as they appear on the video are: 

top part of screen, left to right: Moyra Ditchfield (staff), Wei-Yuen Tan (undergraduate student); 
bottom part of screen, left to right: Steve Gribble (undergraduate student), Richard Rosenberg (faculty). 

Please annotate the video using TView to provide intervals for: 

Agenda topics 
Participant entering/leaving the meeting 
Subtasks and tools used if any and who took part 
Open criticism/ridicule of ideas generated during brainstorming 
Support for ideas made by self or others during discussion 
Conflicts between participants during discussion 
Lack of support for decisions made 
Speaker 
Anything else you think is relevant 
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Because of the difference in the tools involved, the manual subjects should be allowed a 

maximum of 5 hours using TView, whereas, the SAVANT-Supported subjects' time using 

TView should be set to a maximum of 5 hours less the time they had already spent using 

SAVANT. Subjects may finish at any time within the five hour maximum and proceed to the 

de-briefing phase. The 5 hours should be set merely to provide a reasonable limit to the 

length of the test. 

Post Test De-briefing 

After completion of the annotation, each subject should be debriefed as to their perceptions 

of the process of annotating the video and the tools they used. Each subject would be asked 

the following pre-specified set of questions, and the debriefing should be captured on video 

for later analysis. 

Regular De-briefing (All Subjects) 

R-l. What difficulties, if any, did you have with the instructions for completing the annotation? 
R-2. On a scale of 1 to 5, with 1 being very easy and 5 being very difficult, how difficult was the annotation 
process? 

Very i i I i i Very 
Easy 1 2 3 4 5 Difficult 

R-3. What additional information would you have liked to have had available? 
R-4. What difficulties, if any, did you have using the TView interface? 
R-5. On a scale of 1 to 5, with 1 being very easy and 5 being very difficult, how difficult was it to use the 
TView interface? 

R-6. What suggestions, if any, do you have for improving TView's interface? 
R-7. Are there any additional difficulties with video annotation that you have become aware of, either during 
this study or during previous experience? 
R-8. What, if anything, would you have done differently in annotating this video, given 20-20 hindsight? 

Additional De-briefing for Manual Subjects Only 

M-l. If you could have used an additional tool to support the annotation that you just performed, what type of 
functionality would it have? 
M-2. If you had the additional tool you just described, how much time difference, and what additional benefits, 
do you think there would be compared to annotating the video in the way that you did, with a video annotation 
system and no additional support? 

134 



Appendices 

Additional De-briefing for SAVANT Subjects Only 

S-l. What about SAVANT was useful in completing this annotation task? 
S-2. What about SAVANT was not useful in completing this annotation task? 
S-3. What suggestions, if any, do you have for improving the usefulness of information presented by 
SAVANT? 
S-4. What difficulties, if any, did you have using the SAVANT interface? 
S-5. On a scale of 1 to 5, with 1 being very easy and 5 being very difficult, how difficult was it to use the 
SAVANT interface? 
S-6. What suggestions, if any, do have for improving SAVANT's interface? 
S-7. What additional difficulties, if any, did you have using the functionality of SAVANT? 
S-8. On a scale of 1 to 5, with 1 being very easy and 5 being very difficult, how difficult was it to use the 
SAVANT functionality? 
S-9. What suggestions, if any, do have for improving SAVANT's functionality? 
S-10. Why did you choose the type of annotations using SAVANT that you did? 
S-l 1. On a scale of 1 to 5, with 1 being very useful and 5 being not useful at all, how would you rate the 
annotations generated by SAVANT? 

Very l l I I l Not Useful 
Useful 1 2 3 4 Sat all 

S-l2. Why did you choose the type of buttons using SAVANT that you did? 
S-l3. On a scale of 1 to 5, with 1 being very useful and 5 being not useful at all, how would you rate the buttons 
generated by SAVANT? 
S-14. Do you think that using SAVANT made you take more time or less time than annotating the video with a 
video annotation system and no additional support? 
S-15. How much time difference, and what reduction of benefits, do you think there would be compared to 
annotating the video with a video annotation system and no additional support? 
S-16. For what type of annotation tasks do you think SAVANT would be most useful? 

Data Analysis 

This section describes how the objectives of the study can be met by the study procedure. 

The mapping of the objectives to the de-briefing questions and procedures is also shown 

below. 

0-1. Types of rules found most useful by the subjects may be determined by analyzing the perceived usefulness 
of SAVANT provided by questions S-l, S-2 and S-16, and by analyzing differences between the initial 
annotation generated by SAVANT and final annotation generated by SAVANT subjects. 

0-2. Difficulties the subjects had in understanding the annotations and buttons generated may be determined 
by analyzing suggestions provided by SAVANT subjects for improving the information presentation in 
response to question S-3 and through direct observation of the videotape of the SAVANT sessions. 

OS. Similarities and differences between annotations generated by the subjects that annotated completely 
manually may be determined by analyzing the final annotations of manual subjects as well as by analyzing 
perceived difficulties with video annotation by manual subjects in response to question R-l, R-2, R-3, R-7 and 
R-8. 
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0-4. Similarities and differences between annotations generated by the subjects that used SAVANT for the first-
level annotations may be determined by analyzing the first-level SAVANT annotations and final annotations of 
SAVANT subjects and the perceptions of SAVANT subjects regarding the difficulties with SAVANT and 
video annotation in general provided by questions R-l, R-2, R-3, R-6, S-7, S-8, S-9, S-10, S-l 1, S-12 and S-13. 

0-5. Similarities and differences between annotations generated by the subjects that annotated completely 
manually and those generated by subjects that used SAVANT for the first-level annotations may be determined 
by analyzing the final annotations of all subjects, as well as responses to the questions associated with each of 
the 2 previous objectives (R-l, R-2, R-3, R-6, R-7, R-8, S-7, S-8, S-9, S-10, S-ll, S-12 and S-13). 

0-6. Difference in time taken by subjects to perform the annotation may be determined by measuring the actual 
time taken by all subjects, as well as their subjective evaluation of the relative time to completion with and 
without a tool provided by questions M-l, M-2 for manual subjects and by S-14, S-15 and S-16 for SAVANT 
subjects. 

0-7. Improvements that could be made to the WWW form interface to improve usability may be determined by 
analyzing perceived problems with the interface provided by questions S-4, S-5 and S-6 as well as direct 
observations from the video tape of the SAVANT sessions. 

0-8. Whether and how the transfer of annotations and buttons between SAVANT and the annotation system 
could be further simplified may be determined by analyzing perceived problems with the SAVANT interface 
provided by questions S-4, S-5 and S-6 as well as perceived problems with the TView interface provided by 
questions R-4, R-5 and R-6. 

0-9. Difficulties in the way that the annotations and buttons are presented to the user may be determined by 
analyzing perceived problems with the interface provided by question S-3 as well as through direct observation 
of the videotape of the SAVANT sessions. 
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O-l 0-2 0-3 0-4 0-5 0-6 0-7 0-8 0-9 
Regular Debriefing 

(All Subjects) 
R-l + + + 
R-2 + + + 
R-3 + + + 
R-4 + 
R-5 + 
R-6 + + + 
R-7 + + 
R-8 + + 

Additional Debriefing 
(Manual Subjects Only) 

M-l + 
M-2 + 

Additional Debriefing 
(SAVANT Subjects Only) 

S-l + 
S-2 + 
S-3 + + 
S-4 + + 
S-5 + + 
S-6 + + 
S-7 + + 
S-8 + + 
S-9 + + 

S-10 + + 
S-ll + + 
S-12 + + 
S-13 + + 
S-14 + 
S-15 + 
S-16 + + 

Direct Observation + + + 
Clock + 
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