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Abstract

This thesis takes the form of three essays in which I use disaggregate and aggregate information to examine Canadian economic growth.

In the first essay, I present evidence that the process of economic growth differs for low income per capita provinces and industries. This contrasts with results from traditional studies of economic convergence. In those papers, estimates of a rate of convergence suggest that poor provinces eventually "catch up" to rich provinces by growing faster. Unfortunately, this approach ignores the pattern of economic growth within the cross-section distribution. Explicitly modelling the evolving distribution, I find little mobility in the cross-sectional ordering and some evidence of divergence. In the long run, the poor stay (relatively) poor and the rich remain (relatively) rich.

In the second essay, I examine the dynamic effects of aggregate and disaggregate disturbances on both economic growth and the interaction between disaggregates. The approach is motivated by the class of models which predict two-way interaction between aggregate and disaggregate behaviour, such as Durlauf [28]. The disaggregate disturbance is identified as having no long-run impact on aggregate economic growth. I find that the aggregate shock has a large impact on aggregate income in both the short and long run; and accounts for most of its variation. The disaggregate shock contains some information for aggregate activity at business cycle horizons. Most interaction is explained by the disaggregate disturbance; the aggregate shock contributes little.

In the third essay, I present results from a variety of unit root tests on provincial and manufacturing industry panel income data. Standard Dickey-Fuller unit root tests applied to panels require averaging of data across the cross-section. More powerful tests allow pooling of cross-section and time-series information. Using these methods, I find that the null hypothesis of a unit root is rejected—strongly contrasting with results obtained using the standard Dickey-Fuller methodology.
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Chapter 1
Introduction

This thesis takes the form of three essays in which I use aggregate and disaggregate information to examine Canadian economic growth. The importance of disaggregate information in explaining aggregate activity is emphasised in the papers by Durlauf [28], Galor and Zeira [35], Long and Plosser [53] and Quah [68]. I find that, in general, averaging out disaggregate effects causes a loss of information and generates misleading results.

In the first essay, Chapter 2, I examine the contribution of disaggregates to economic convergence. Traditionally, empirical work focuses on estimating a single rate of convergence across disaggregates. Using Canadian provincial data and techniques Barro [3] and Barro and Sala-i-Martin [4] develop, various authors, that include Coulombe and Lee [21] and [47], Helliwell [40] and Sala-i-Martin [77], regress growth rates on initial income per capita levels. They find convergence of around 1-3% per annum for selected post-WWI samples. An interpretation of this result takes the form of evidence that, in the long run, poor regions "catch up" rich regions (or the differential between the rich and poor decreases) by growing faster.

Unfortunately, the approach used in these studies reveals little about the evolving pattern of economic growth within the cross-section because averaging annihilates the disaggregate information. A convergence rate of say 2% per annum across Canadian provinces, sheds no light on whether rich and poor economies possess different short-run growth dynamics. Nor does it provide any information about the probability of a relatively poor province improving its rank in the cross-section. (And arguably, both policy makers and individuals are more concerned with rankings than with absolute economic growth.) An average convergence rate cannot tell us whether it is the already rich which are converging towards each other or whether the poor are becoming relatively poorer.
Existing studies also neglect the relationship between provincial and indus-
trial patterns of growth. If, for example, the pattern of economic growth for the
major manufacturing industries in Newfoundland and Alberta—food and chem-
icals respectively—is very different, then the finding that income per capita in
the two provinces is converging should be treated with some caution. Since the
growth patterns of the leading industries differ, the path of provincial income
per capita most likely differs as well.

As an alternative to the traditional approach to measuring convergence, I
explicitly study the relationships among Canadian disaggregates. To do this, I
model the cross-section dynamics of Canadian income at a disaggregate level.
The approach I follow builds on work by Quah [69]. I use disaggregate provincial
and industrial data, and examine the sensitivity of the results to different mea-
sures of economic growth, to the inclusion of Ontario data, and to asymmetries
in province size.

I show that although the long-run cross-section distribution of provincial
income per capita is generally unimodal, there exists virtually no mobility in
the cross-sectional ordering of income levels. I also report evidence to support
the view that the process of economic growth is distinct for poorer regions.
Put differently, poor provinces remain relatively poor and rich provinces remain
relatively rich. Adjusting the data to account for the size differences of the
provinces, and for the disproportionate role played by Ontario, does not affect
the main results. It seems that it is those factors which determine a region’s
comparative advantage (geographic location, climate, endowment of natural re-
sources, etc.) which determine the steady-state distribution of income across
provinces.

Disaggregation by manufacturing industry across Canada, using monthly
data on gross domestic product (GDP) per employee, reveals a bi-modal or
divergent pattern. However, the manufacturing sectors in the top part of the
distribution are evenly spread across provinces; and, in general, those in the
bottom contribute only a small proportion of provincial GDP.

The bi-modal pattern is also evident in Ontario manufacturing industry data,
but not for aggregations of western and eastern provinces. This suggests that
the pattern in Ontario is driving the national picture of divergence.

The different results for provincial income per capita and manufacturing
industry GDP per employee data are striking. The income per capita data—which include transfer payments—show a unimodal long-run distribution; the GDP per employee data—which exclude transfer payments—exhibit divergence or a bi-modal distribution. This highlights the importance of transfer payments: in their absence, the long-run tendency of Canadian economic growth is towards divergence.

By ignoring the disaggregate information, existing studies that average across disaggregates present an incomplete picture of convergence. These studies fail to capture the shape and mobility dynamics within the cross-section distribution.

In the second essay, Chapter 3, I examine the impact of two types of disturbance on Canadian economic growth. Building on the finding in the previous Chapter that disaggregate dynamics contain important information for explaining the pattern of convergence, I directly identify the dynamic effects of aggregate and disaggregate disturbances. I use the long-run, just-identified structural vector autoregression (SVAR) method of Blanchard and Quah [14].

I estimate an unrestricted vector autoregression (VAR) system that includes an aggregate measure of economic growth and a measure of disaggregate interaction. To transform the unrestricted VAR to the SVAR, I assume that there exists an aggregate shock and a disaggregate or regional shock. The aggregate disturbance has permanent effects on aggregate income. This could be, for example, a technology shock. The disaggregate disturbance is identified as having no long-run impact on the level of aggregate income. For example, a provincial government fiscal stimulus might have short-run aggregate and disaggregate effects, but in the long-run leave aggregate economic activity unchanged. The two types of disturbance are assumed to be orthogonal.

Interaction, or mobility, is assumed to be unaffected by either disturbance in the long run. If disturbances had long-term effects, it would imply that the level of interaction could drift over time. However, as shown in Chapter 2, this is not the case. The short-run dynamics of the two shocks on interaction are unrestricted.

I examine annual provincial and monthly manufacturing industry data. I find that the aggregate shock has a large positive impact on provincial income per capita in both the short and the long run; and accounts for most of its variation. The disaggregate disturbance initially increases income per capita; but the
economy quickly adjusts. The effect of this disturbance becomes insignificant within 5 years. The short-run impact of the two types of disturbance on the provincial interaction measure is imprecisely estimated. The disaggregate shock provides the strongest impulse; and explains most of the variation. But its effect decays to zero within 3 years. The aggregate shock has a larger medium-term impact, which disappears within 7 years.

A similar pattern emerges with the industry data. The aggregate disturbance has a positive long-term effect on the aggregate measure, and explains most of its variation. The effect of the disaggregate disturbance is close to zero. Neither disturbance has much of an effect on the interaction measure. Within only a few months, the impacts are indistinguishable from zero.

The results in this Chapter confirm that disaggregate dynamics contain important information for explaining the pattern of economic growth, at least at business cycle horizons. By ignoring disaggregate disturbances, researchers ascribe too much importance to aggregate disturbances in explaining this pattern. The role of the aggregate disturbance in explaining most of aggregate economic activity is consistent with the neoclassical growth model, where only technological shocks are assumed to bring about long-run changes in output.

In the third essay, Chapter 4, I present the results from a variety of unit root tests on Canadian income panel data. I compare the results of the standard Dickey-Fuller method with those from three tests designed specifically for panels. Applying standard unit root tests to panel data loses information, since data must be aggregated across cross-sections. More powerful tests, which allow cross-section, as well as time-series information to be included, have recently been developed. Unlike the Dickey-Fuller test, these have limiting normal distributions.

The first panel data test is similar to the standard approach, but the initial observation for each disaggregate time-series is subtracted from each subsequent observation in that series to allow for fixed effects. The unit root hypothesis is then tested by applying a conventional t-test to the coefficient on the lagged dependent variable, using data which is averaged across the cross-section. I refer to this as the “panel Dickey-Fuller” test; see Breitung and Meyer [16].

In the second test, the data are adjusted by subtracting the cross-section mean from all observations. The test statistic is an average of individual co-
coefficients on the lagged dependent variable. I refer to this as the "θ-bar" test (Levin and Lin [51]). I extend this methodology to allow for potentially more complex common effects across individual series. Using a dynamic index model developed by Quah and Sargent [76], I identify multiple common factors and subtract the resulting indices (in place of the cross-section average) from the data.

In the third approach, the "t-bar" test (Im, Pesaran and Shin [42]), the initial observation is subtracted—in a similar manner to the panel Dickey-Fuller case. The test statistic is a (small sample adjusted) average of the Dickey-Fuller tests for the individual series.

I examine Canadian annual data on gross provincial product and monthly data on gross domestic product per employee for 19 manufacturing industries. Using the standard Dickey-Fuller test, applied to data averaged across the cross-section, I cannot reject the null hypothesis of a unit root in either the provincial or industrial data. In contrast, none of the three panel unit root tests suggest that the data are characterised by a unit root.

This suggests that discarding cross-section information can mislead the researcher on the dynamic properties of the model. This result is in the spirit of Granger's [36] hypothesis, in finding that aggregating a dynamic multivariate process can lead to a univariate process with fundamentally different properties.

In the final chapter, Chapter 5, I draw some conclusions.
Chapter 2

The Evolving Distribution of Canadian Economic Growth

2.1 Introduction

Canadian economic growth has long concerned both economists and politicians. Recent empirical work has focused on estimating the “rate of convergence” across provinces. Coulombe and Lee [21] and [47], Helliwell [40] and Sala-i-Martin [77] regress growth rates on initial income per capita levels. This technique was developed by Barro [3] and Barro and Sala-i-Martin [4] for looking at convergence across U.S. states. Most studies find convergence of around 1-3% per annum for various post-WWI samples. An interpretation of this result takes the form of evidence that, in the very long run, poor economies “catch up” rich economies by growing faster.

Unfortunately, this approach reveals little about the evolving pattern of economic growth within the cross-section. A convergence rate of, say, 2% per annum across Canadian provinces neither sheds light on whether rich and poor economies possess different short-run growth dynamics nor does it provide any information about the probability of a poor province improving its rank in the cross-section. An average convergence rate cannot tell us whether it is the already rich which are converging towards each other or whether the poor get (relatively) poorer. And arguably, policy makers and individuals are more likely to be concerned with the position of a province relative to others, rather than with absolute changes over time.

Another issue existing studies neglect is the relationship between provincial and industrial patterns of growth. Clearly, the two are closely related. Suppose that the pattern of economic growth for the major manufacturing industries in Newfoundland and Alberta—food and refined petroleum products respectively—is very different. Then, the finding that income per capita in the two provinces is converging should be treated with some caution. Since the
growth patterns of the leading industries differ, the path of income per capita growth is also likely to differ.

In this Chapter, I study the relationships among Canadian provincial and industrial disaggregates, explicitly modelling the dynamics. I examine both the shape of the cross-section distribution over time and the degree of mobility within it. The approach I follow builds on work by Quah [69]. I use disaggregate data on provincial income per capita and GDP per employee for manufacturing industries, to give a more complete picture of the mechanisms driving economic growth. I also examine the sensitivity of the results to different measures of economic growth (in Appendix C), to the inclusion of Ontario data, and to asymmetries in province size.

I show that although the cross-section distribution of provincial income per capita is generally unimodal, there is virtually no mobility in the cross-sectional ordering of income levels. Put differently, poor provinces remain poor and rich provinces remain rich. Newfoundland remains at the bottom of the distribution and Ontario maintains its place at the top. Adjusting the data to account for the size differences of the provinces, and for the disproportionate role played by Ontario does not affect the main results. These findings suggest that the initial distribution of resource endowments is an important determinant of the steady-state distribution of income across Canadian provinces.

In contrast to the unimodal provincial distribution, disaggregation by manufacturing industry across Canada, using monthly data on GDP per employee, reveals a bi-modal or divergent pattern. However, the manufacturing sectors in the top part of the distribution are evenly spread across provinces; and those in the bottom contribute a small proportion of provincial GDP. The bi-modal pattern is also evident in Ontario manufacturing industry data, but not for aggregations of western and eastern provinces. This suggests that the pattern in Ontario could be driving the national picture of divergence.

The different results for the provincial and manufacturing industry data are striking. The provincial income per capita data—which include transfer payments—show a unimodal long run distribution; the manufacturing industry GDP per employee data—which exclude transfer payments—exhibit divergence or a bi-modal distribution. This suggests that transfer payments play an important role: in their absence, the long-run tendency of Canadian economic growth
is likely to be towards divergence.

For policy makers concerned with provincial inequalities, this study provides a mixture of good and bad news. On the one hand, there is evidence of provincial unimodality—consistent with long-run convergence. On the other hand, there is no evidence to suggest that poorer provinces can overtake richer regions in the short or medium run.

The remainder of this Chapter is organized as follows. In Section 2.2, I review the related literature on economic convergence. In Section 2.3, I present the econometric model. I examine cross-section mobility dynamics in Section 2.4, using provincial measures of personal income per capita, and wages and salaries per employee; and manufacturing industry data on GDP per employee. In Section 2.5, I investigate the robustness of the results. I draw some conclusions in Section 2.6.

2.2 Related Literature

Following Barro [3], Barro and Sala-i-Martin [4] and [5] and Mankiw et al [55], empirical studies of economic growth and convergence have tended to concentrate on estimating rates of convergence across economies. The neoclassical growth model (Cass [19], Koopmans [44] and Solow [80]) predicts that income per capita converges to a steady-state, where per capita output, capital stock and consumption grow at a given rate of technological progress. Diminishing returns to capital imply that additions to the capital stock generate more output when the initial stock is relatively small.

Researchers begin by assuming a Cobb-Douglas production function,

\[
Y(t) = K(t)^{\alpha}(A(t)L(t))^{1-\alpha}
\]

where \(0 < \alpha < 1\), \(Y\) is output, \(K\) is capital, \(L\) is labour and \(A\) is labour-augmenting technological progress. \(L\) and \(A\) are assumed to grow at rates \(n\) and \(g\) respectively, with laws of motion given by,

\[
L(t) = L(0)e^{nt}, \quad A(t) = A(0)e^{gt}.
\]

Defining \(s\) to be the rate of saving, the dynamic equation for the stock of capital per unit of effective labour, \(\hat{k}\), is given by,

\[
\dot{k}(t) = s\hat{y}(t) - (n + g + \delta)\hat{k}(t) = s\hat{k}(t)^{\alpha} - (n + g + \delta)\hat{k}(t),
\]
where $y$ is output per unit of effective labour and $\delta$ is the rate of depreciation. $k$ converges to its steady state value given by,

$$k^* = \left( \frac{s}{n + g + \delta} \right)^{1/\alpha}.$$ 

Substitution gives the following expression for steady state per capita income,

$$(2.3) \log(y) = \log A(0) + gt + \frac{\alpha}{1-\alpha} \log(s) - \frac{\alpha}{1-\alpha} \log(n + g + \delta)$$

where $y(t) = Y(t)/L(t)$ is income per capita. Given differing resource endowments, climate and institutions across countries, researchers assume that $\log A(0) = \alpha + \epsilon$ where $\alpha$ is a constant and $\epsilon$ is a country-specific shock term.

Approximating around the steady state level of income per effective worker, $\check{y}^*$, gives,

$$(2.4) \dot{y}(t) = \beta[\log(\check{y}^*) - \log(y(t))]$$

where $\beta = (n + g + \delta)(1 - \alpha)$. Solving this equation and rearranging gives the average growth rate of per capita income $\dot{y}$ between dates 0 and $T$,

$$(2.5) \frac{1}{T} \log \left[ \frac{y(T)}{y(0)} \right] = g + \frac{1 - e^{-\beta T}}{T} \log \left[ \frac{\check{y}^*}{\check{y}(0)} \right]$$

where $\beta$ is the rate of convergence. If $\beta > 0$, poor economies grow faster than rich economies—as predicted by neoclassical growth models. This is known as $\beta$-convergence. Defining $\sigma^2$ to be the variance of $y$, the data show $\sigma$-convergence if $\sigma_t \leq \sigma_{t-1}$ for all $t$. That is, there is a decline in dispersion, over time, in the (entire) cross-section.

Researchers estimate equations similar to equation (2.5). The coefficient on $\log \left[ \frac{\check{y}^*}{\check{y}(0)} \right]$ declines in magnitude with the length of the sample, for a given $\beta$. As $T$ increases, the effect of the initial position on the average growth rate gets smaller; as $T \to \infty$ the coefficient tends to zero. $\beta$ is estimated non-linearly to take account of the associated value of $T$ in equation (2.5). In this way, similar estimates of $\beta$ should be obtained, regardless of the length of the sample.

Estimated on a wide range of data—across and within countries—values of $\beta$ derived from this model suggest a uniform convergence rate of 2% per annum. For example, Barro and Sala-i-Martin [5] estimate $\beta$ at 0.0175 (standard error 0.0046) for per capita personal income in the US states over the period 1880-1988. In an earlier paper ([4]), the authors show that the dispersion of US state
personal income has declined from about 0.50 in 1880 to around 0.20 in the 1980s.

In [4], Barro and Sala-i-Martin also examine convergence across U.S. non-agricultural sectors over the period 1963-1986.\(^1\) Estimates of \(\beta\) range from 0.0093 in Wholesale and Retail Trade, to 0.0460 in Manufacturing (standard errors are 0.0064 and 0.0082, respectively).

Barro and Sala-i-Martin [5] obtain similar results from cross-country studies. For a sample of 98 countries, they find evidence of “conditional” convergence for the period 1960 to 1985. The neoclassical growth model implies only that economies with the same preferences and technology will reach a common steady state. When countries are diverse, it is necessary to allow for heterogeneity in certain institutional variables—for example, initial school enrolment rates, the ratio of government consumption expenditure to GDP, and proxies for political stability—in order to apply the framework in cross-country studies. This is the sense in which the convergence is “conditional”.

Several studies recognise that the transfer of technology is an important part of the story. Using annual data (1963-1989) on technical progress in OECD countries, Helliwell [39] shows that there has been significant international convergence in the rate of technical progress: initially poorer countries have faster technical progress. In Helliwell and Chung [41], analysis of the Solow residuals for OECD countries for 1960-1985 shows convergence in rates of technical progress. The authors conclude that convergence in per capita GDP is not just a function of differences in investment rates.

Recent Canadian studies include Coulombe and Lee [21] and [47], Helliwell [40], Lee [46] and Sala-i-Martin [77]. Coulombe and Lee ([21] and [47]) examine Canadian provincial income and output per capita data during 1961-1991. They split the sample into three sub-periods, 1961-1971, 1971-1981 and 1981-1991, and regress each province’s growth rate, relative to the Canadian average, on the initial level of income, relative to the Canadian average, for each time period. This approach helps to mitigate the effect of sample-specific time trends. Coulombe and Lee report estimates of \(\beta\) that range from 0.0105 for gross provincial product per capita to 0.0289 for personal disposable income

\(^1\)The eight sectors are: mining; construction; manufacturing; transportation; wholesale and retail trade; finance, insurance and real estate; services; and government.
Lee [46] uses an extended version of the neoclassical model to account for differences in various investments and industrial structures across Canadian provinces. Annual growth in output per worker is regressed on the initial level of output per worker, the sum of technical progress, labour growth and the capital depreciation rate, and the different investment rates (human, private physical and public physical). Over the period 1966-1992, Lee [46] finds that the dispersion of productivity declined steadily.

Helliwell [40] shows that provinces which were poorer in 1961 have faster average growth rates over the period 1961-1989 and that there is a significant downward trend in the interprovincial variation of income levels during 1926-1990. Sala-i-Martin [77] estimates \( \beta \) for Canadian income per capita between 1961 and 1991 at 0.024 (standard error of 0.008).

Traditional methods of measuring convergence are also related to growth patterns among trading partners (Ben-David [8]) and in explaining educational and financial development (Berthelemy and Varoudakis [11]). Ben-David [8] finds that grouping countries according to their primary trade affiliations tends to produce significant income convergence within the groups. Such significant convergence is uncommon among these countries when they are grouped randomly. Berthelemy and Varoudakis [11] find that two groups of countries, separated by a financial development threshold, form distinct convergence clubs to different steady-state growth paths.

Several recent papers question the methodology used in the traditional approach. Evans and Karras [32], for example, show that the traditional approach to estimating convergence is only valid if economies have identical first-order autoregressive dynamic structures and all permanent cross-country differences are completely controlled for. They develop an alternative approach, based on Levin and Lin's [51] unit root test. However, the traditional approach and Evans and Karras' [32] methodology lead to similar conclusions: the 48 contiguous US states and a group of 54 countries show conditional convergence.

Lee, Pesaran and Smith [48] consider the predictions of the Solow theory using panel data on output per capita for 102 countries for the period 1960-1989. They examine three notions of convergence: \( \beta \)-convergence; \( \sigma \)-convergence; and

\[ \text{See Chapter 4 for more details of this test.} \]
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whether, in the time-series dimension, each country is converging to its own steady-state equilibrium, i.e. whether the data contain a unit root. They strongly reject a common steady-state growth rate: across the sample, the variance of the log of per capita output increases with time. Time-series estimates of the speed of convergence are about 20%, but it is argued that these are biased upwards. This is confirmed by a range of unit root tests which suggest that the series are non-stationary. The authors cannot reject the hypothesis of no convergence, even to country-specific steady states.

Unfortunately, the estimation methods used by all these studies ignore the evolving pattern of the cross-section distribution. No account is taken of the nature of interaction across economies. As Quah ([67] and [75]) argues, \( \beta \)-convergence, or looking at the coefficients of a cross-section regression, gives no information about the changing nature of that distribution over time. These coefficients represent only average behaviour. A convergence rate neither provides information about transitory growth dynamics across economies nor does it indicate anything about the relative rankings of different provinces. Conditional convergence only shows whether each economy converges to its own steady state, which is different from that of other countries.\(^3\) Similarly, a measure of cross-section variance (\( \sigma \)-convergence) cannot distinguish between a situation in which economies are criss-crossing within the cross-section and a situation in which the rich remain rich and the poor remain poor.

Suppose the income distribution across economies can be represented in time \( t \) as shown by the density distribution in Figure 1. This shows that the majority of economies are in the middle of the distribution. For some time \( t + s, s > 0 \), another density distribution is shown. This is bi-modal: rich economies group together; poor economies group together; and the middle ground is disappearing. The figure illustrates both the external “shape” of the cross-section distribution, and the internal “mobility” or churning within the distribution. Traditional convergence studies do not address either of these data characteristics. But these dynamics provide important information on the dynamics of the poor catching up the rich and on convergence clubs.

---

\(^3\)Conditioning on explanatory variables leads researchers to conclude that it is these variables that determine an economy’s position. But, as pointed out by Quah [70], it is the factors determining “club” membership that are important. When different convergence clubs form, factor inputs and social characteristics endogenously align around values determined by each economy’s convergence club.
Quah [69] develops an empirical model that incorporates mobility and shape dynamics. The econometric method uses information from the entire distribution, and imposes no structure, on either growth trends or the expected nature of convergence. Using this model enables investigation of short-run growth dynamics. It can, for example, yield information on whether there are distinct, identifiable groups (clubs) of rich and poor. Within the cross-section distribution, the nature of rankings of observations can also be examined, such as whether provinces which were relatively poor yesterday remain so today.

Quah [64] uses this model to investigate movements in GDP per capita income in 118 countries, relative to the world average, over the sample period 1962-63 to 1984-85. Steady-state distributions suggest cross-country incomes tend towards extremes of the cross-section. That is, middle-income countries are disappearing in favour of the very rich and very poor. In a later paper, Quah [75] studies mobility across US states—the results suggest convergence, or a unimodal steady-state. However, persistence remains high at the ends of the cross-section distribution.

Using similar methods to Quah, Andres and Lamo [1] analyse GDP per capita data for 24 OECD economies from 1960 to 1990. They find evidence of inertia in income rankings and one group of economies remains persistently at the bottom of the cross-section distribution.4

Bianchi [12]) studies data on GDP per capita for 119 countries in 1970, 1980 and 1989. He takes each cross-economy income distribution at time $t$ in isolation and estimates it non-parametrically. He then applies a bootstrap test of multimodality to each. The data show unimodality in the early part of the sample (early 1960s); but by the end of the sample (late 1980s), the data reject unimodality in favour of bimodality.

In this paper, I use the techniques developed by Quah [69] to examine Canadian provincial and manufacturing industry data. By considering both provincial and industrial data, I gain a more complete picture of the factors driving the pattern of economic growth and convergence. In an early study of regional aspects of Canada's economic growth, Green [37] finds that, in 1956, high income

4The bottom 25% in 1960 fell in a range of 0.26 to 0.54 of the OECD average. By 1990, 25% of OECD countries still had incomes between 0.3 and 0.8 of the OECD average. By contrast, countries in the second and third quantiles fluctuated about the mean, while the richest 25% started with an upper limit of 1.56 and ended at 1.25 times the average.
provinces tended to have either a large manufacturing sector (where output per worker is high) or a large share of output concentrated in a relatively high productivity resource output. He concludes that not only was the distribution of resources between agricultural and non-agricultural output important, but the composition and productivity within these sectors appeared to be important determinants of income differences.

2.3 Econometric Model

In this Section, I outline the econometric framework developed by Quah (see, for example, [69]), which I subsequently use to examine the evolving nature of the distribution of economic growth across Canada.

First I assume that the cross-sectional distribution of the n-dimensional vector of disaggregate variables, \( X_t \), is generated by disaggregate-specific shocks, conditional on aggregate effects. Denote the cross-sectional distribution of disaggregates at time \( t \) by \( \mathcal{F}_t \). Then, following Quah [69], I employ a stochastic kernel equation to represent the dynamics of the cross-section distribution. The dynamics of the distribution in \( \mathcal{F}_t \) are parameterized by \( (M, Q) \), where \( M \) is a transition probability matrix and \( Q \) is a sequence of quantiles. Each quantile-set pair \((Q(t), Q(t+1))\) defines a transition probability matrix \( M \) of transitions from \( \mathcal{F}_t \) to \( \mathcal{F}_{t+1} \). The matrix \( M \) summarizes information on cross-section mobility; the sequence \( Q \) describes the shape of the cross-section distribution.

Each element \((j, k)\) of the transition probability matrix, \( M \), indicates the probability of an observation starting in state \( j \) in period \( t \), ending up in state \( k \) in period \( t + 1 \). The probability of arriving at state \( j \) in period \( t \) depends only on the state the variable was in one period earlier—the history of arriving at a

---

5 These disaggregate shocks have only transitory effects on the aggregate. They could include, for example, a regional demand shock, or a drop in fish stocks or a bumper harvest in the prairie provinces.

6 A kernel function \( K \) is usually a symmetric probability density function, such as the normal density. The kernel estimator, with kernel \( K \) is defined by,

\[
\hat{f}(x) = \frac{1}{Nh} \sum_{i=1}^{n} K\left( \frac{x - X_i}{h} \right)
\]

where \( X_i \) is a random variable, and \( h \) is the window width (or smoothing parameter). The kernel estimator is a series of "bumps" placed at the observations. The kernel function \( K \) determines the shape of the bumps while the window width \( h \) determines their width. In this estimation, a squared Epanechnikov kernel is used (see Silverman [79]).
certain point is ignored.\footnote{More precisely, suppose $X_t$ is a random variable that can assume only an integer value \{1, 2, \ldots, N\}, then,}

S-period ahead transition probabilities are obtained by multiplying the transition probability matrix $M$ by itself $s$-times (i.e., $M^s$). Varying the transition period indicates how mobility in the cross-section distribution behaves over time. These $s$-period transition probabilities contain information about both short and long-run disturbances. As $s$ changes, the model imposes identifying restrictions in different ways on the transition probability matrix, $M$. As a consequence, the information contained in the transition probability matrix is a function of the transition period. Very short periods provide details of short-run fluctuations, but are relatively uninformative for long-run shocks. As $s$ increases, a more accurate picture of the impact of long-run disturbances is provided.\footnote{This must be weighed against the accompanying loss in "power". In estimating $s$-year transition probabilities, the true sample size is approximately $T$ divided by $s$. That is, the number of non-overlapping samples helps to determine the power of the test. As $s$ increases, the number of non-overlapping samples decreases.}

I present results for different transition periods, enabling a comparison of the relative importance of short and long-run shocks to the data.

I also compute the ergodic or steady-state distribution implied by the transition probability matrix $M$. This is given by the eigenvector associated with the (single) unit eigenvalue.\footnote{A distribution is ergodic if one of the eigenvalues of the transition probability matrix $M$ is unity, and all other eigenvalues are inside the unit circle. The long-run forecast for an ergodic Markov chain is independent of the current state. That is, the vector of ergodic probabilities indicates the unconditional probability of each of the different states.} If it exists, the ergodic distribution provides a summary of intradistribution mobility—with aggregate effects removed, it represents movements of disaggregates relative to each other.

2.4 Cross-Section Dynamics

In this Section, I investigate the shape of and mobility in the distribution of disaggregate measures of Canadian economic growth.\footnote{Estimation in this thesis is carried out using SHAZAM, RATS and Danny Quah's time series random fields (tsrf) package.} I examine disaggregation by province and by manufacturing sector. Appendix A lists the sources of data.
1-year transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.365 -0.207 -0.071 0.074 0.290</td>
</tr>
<tr>
<td>(130)</td>
<td>0.90 0.09 0.01</td>
</tr>
<tr>
<td>(129)</td>
<td>0.05 0.83 0.10 0.02</td>
</tr>
<tr>
<td>(125)</td>
<td>0.01 0.06 0.77 0.14 0.02</td>
</tr>
<tr>
<td>(126)</td>
<td>0.01 0.02 0.16 0.76 0.05</td>
</tr>
<tr>
<td>(128)</td>
<td>0.09 0.91</td>
</tr>
<tr>
<td>Steady-state distribution</td>
<td>0.149 0.205 0.245 0.229 0.172</td>
</tr>
</tbody>
</table>

5-year transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.367 -0.215 -0.071 0.074 0.290</td>
</tr>
<tr>
<td>(128)</td>
<td>0.78 0.20 0.01 0.02</td>
</tr>
<tr>
<td>(115)</td>
<td>0.03 0.76 0.15 0.05 0.01</td>
</tr>
<tr>
<td>(111)</td>
<td>0.02 0.06 0.70 0.20 0.02</td>
</tr>
<tr>
<td>(113)</td>
<td>0.02 0.03 0.22 0.62 0.12</td>
</tr>
<tr>
<td>(121)</td>
<td>0.02 0.17 0.82</td>
</tr>
<tr>
<td>Steady-state distribution</td>
<td>0.073 0.175 0.285 0.264 0.204</td>
</tr>
</tbody>
</table>

Table 2.1: Transition Probability Matrix—Personal Income per Capita by Province

2.4.1 Provincial

I look at two different measures of economic growth at the provincial level of disaggregation: personal income per capita, and wages and salaries per employee.

Personal income

Figure 2 plots annual real personal income per capita, relative to the national average, for the Canadian provinces over the period 1926-1993. In 1926 PEI's real income per capita was 33% below the national average; by 1993, the difference was only 10%. In contrast, BC's real income per capita exceeded the national average by more than 46% in 1926; by 1993, this figure had fallen to 15%. The shape of the cross-section distribution has also altered, with the dispersion of incomes declining markedly over the sample.

Using the (log) ratio of provincial real per capita income to the national average, I estimate a transition probability matrix, $M$, following the methods outlined in Section 2.3. Table 2.1 presents the results for two different assumptions about the period of transition. The endpoints of the intervals (quantiles) across
the cross-section are designed to ensure that approximately equal numbers of observations begin in each interval.\textsuperscript{11} The upper endpoints of each interval are shown on the top row of each panel. The first column gives the total number of observations with starting points in that income state.\textsuperscript{12} I present the results for \( n = 5 \), where \( n \) is the number of quantiles.\textsuperscript{13} Recall that each \((j, k)\) entry of the transition matrix is the probability of a province in state (or quantile) \( j \) in period \( t \) transiting to state \( k \) in period \( t + s \).

The first panel of Table 2.1 contains the annual transition matrix, estimated by averaging the observed one-year transitions over every year, from 1927 to 1993.\textsuperscript{14} This shows high persistence for the lower and upper quantiles: the corner entries are at least 90%. The ergodic distribution implied by the one-year transition function shows an accumulation in the middle states, and a thinning at the upper and lower tails.\textsuperscript{15}

The second panel of Table 2.1 shows the transition probability matrix produced from estimation with a five-year transition period.\textsuperscript{16} As expected, mobility increases relative to the one-year transition period: diagonal elements are smaller, and off-diagonals larger. The ergodic distribution becomes more skewed—away from the lower states and towards the upper states (3 and 4)—but remains unimodal.\textsuperscript{17} The changing shape of the steady-state distribution provides an indication of the errors in the short transition period estimates. A

\textsuperscript{11}The intervals are constructed from uniformly distributing the data over its observed range. An alternative approach would be to specify the end-points of each interval, but this would impose (possibly incorrect) structure on the data.

\textsuperscript{12}Where numbers in the first column differ from each other, it is by at most the number of years in the sample. This is due to rounding errors.

\textsuperscript{13}I experimented with \( n \) ranging from 2 to 6, but found the results varied little.

\textsuperscript{14}Entries in the lower right-hand section of each panel in Table 2.1 show the probability of an economy in a rich state staying in that state in the next period. Entries showing 0 to 2 decimal places are left blank.

\textsuperscript{15}Estimation of a second-order transition matrix \((X(t) \text{ depends on } X(t - 1) \text{ and } X(t - 2))\) produces a similar distribution in the steady state. In this case, the corner diagonal entries of \( M \) are both 0.95.

\textsuperscript{16}The entries in each column of each panel should sum to one. Although this holds for the one-year transition period (given minor rounding errors), it does not always apply in the longer transition periods. One possible explanation for this discrepancy lies with the sparse nature of the transition probability matrix—there are a non-trivial number of zero entries. I investigate this by experimenting with several different matrices, and find that several zero entries lead to summation errors. With no zero entries, the sum of column entries is equal to one, even for 20-year transition periods. With zero entries, errors begin to appear after only a few years.

\textsuperscript{17}Estimation with a ten-year transition period produces similar results, with slightly increased mobility over the five-year transition period, but a similar ergodic distribution. I also restrict the sample to the period 1961-1992. Mobility and ergodic distributions vary little from the results based on the longer sample period.
Table 2.2: Fractile Transition Probability Matrix—Personal Income per Capita by Province

one-year transition period is too short to provide an accurate indication of the steady-state outcome. However, it yields similar qualitative results to the longer transition periods.

An alternative method of estimating transition probabilities is to examine the time-invariant fractile matrix and the sequence of quantiles. A fractile matrix possesses elements in which every quantile set has equal measure. When $M$ is fractile, the uniform distribution is always an ergodic limit. Table 2.2 presents fractile transition probability matrices for provincial income per capita data for two different quantile specifications (which are shown in the top row of each panel). These matrices are approximately the average of a sequence of time-varying fractile transition probabilities. In comparison with the top panel of Table 2.1, the corner entries exhibit more persistence, particularly at the top of the distribution. However, mobility between states appears more pronounced at the lower end of the distribution.

18 A matrix $M(t)$ is fractile, if,

$$\sum_{m=1}^{n} M_{lm}(t)\phi_{y,t}(q_l(t)) = \phi_{y,t}(q_1(t)) = \phi_{y,t}(q_1(t)) \quad \forall t.$$
Differences between the matrices in Table 2.1 and Table 2.2 can be attributed to the different methods of estimation. In Table 2.1, the transition probability matrix imposes a uniform distribution at the outset, but loses precision at the ends of the distribution. By contrast, the fractile matrix forces the data to be uniform in the limit, pushing the mid-lower and mid-higher income groups into the tails of the distribution. This characteristic also helps to explain the relatively large entries in quantiles 2, 3 and 4 in the off-diagonal (Table 2.2): they reflect a tendency for the distribution to become more uniform over time.

Figure 3, a chart of the quantiles (associated with Table 2.1), reveals that dispersion and variance across the cross-section is declining. The chart plots the log of provincial income per capita in quantile $i$ over average income per capita against year. The bottom two quantiles display relatively steep gradients, whereas the top quantile appears much flatter: economies in the bottom of the cross-section distribution have moved up the distribution faster than those at the top have moved down—the gap between richest and poorest is narrowing. However, the ranking of provinces within the cross-section distribution remains largely unchanged over the sample—poor provinces (Newfoundland and PEI) remain at the bottom of the distribution, rich provinces (Ontario and Alberta) remain at the top. It is this persistence at the ends of the cross-section distribution which is ignored in the traditional studies of convergence.19

Wages, salaries and supplementary labour income

I now study the distribution of wages and salaries per employee across provinces.20 Annual data on wages, salaries and supplementary labour income (WSSLI) are available for the period 1966-1994.21 I examine WSSLI per employee, relative to the national average. Fluctuations in the data are concentrated around the early 1980s (Figure 4). Unlike the income per capita data,
Table 2.3: Transition Probability Matrix—Wages, Salaries and Supplementary Labour Income per Employee, by Province

Newfoundland now fluctuates about the average rather than remaining at the bottom of the distribution, reflecting the relatively high unemployment rate in Newfoundland.\(^{22}\)

The transition probability matrices (Table 2.3) show that economies starting in the bottom quantile are unlikely to move up the distribution.\(^{23}\) However, there is a very high probability of leaving the middle states, particularly with a 3-year transition period. The ergodic distributions display a very different pattern from the per capita data. In this case, economies tend to diverge to the ends of the cross-section distribution.\(^{24}\)

Three main groupings are visible in the quantiles generated from the WSSLI per employee data (Figure 5). The bottom group displays an upward drift; the

\(^{22}\)In 1976, Newfoundland's unemployment rate averaged 13.1%; the average across Canada was 7.2%. By 1994, Newfoundland's unemployment rate had risen over 50% to 20.4%, while the national average had risen only 45% to 10.4%. Newfoundland's unemployment rate remained the highest of the ten provinces over the period 1976-1994.

\(^{23}\)Fractile transition probability matrices for this and all subsequent variables studied in this Section are in Appendix B.

\(^{24}\)The differences are not attributable to the different sample periods: re-estimation using data for 1966-1992 for WSSLI per capita and WSSLI per employee did not produce significantly different results.
middle group is fairly flat (centred about zero); and the top group exhibits a slow decline. Dispersion has fallen over time. This suggests convergence in the traditional sense: a narrowing of the cross-section range over time. However, the ergodic distributions suggest divergence within the cross-section. Although the range across provinces of WSSLI per employee is falling, provinces with relatively low WSSLI tend to remain at the bottom of the distribution; those with a relatively high value stay at the top. This points to a bimodal pattern. In the middle of the cross-section distribution, the mass is approximately zero.

Differences in the ergodic distributions between per capita and per employee data can be attributed to the gap between the number employed and the total population in the different provinces. In general, those provinces with low population have a high unemployment rate; those with high population have a lower unemployment rate. Migration to the richer provinces may have increased the gap between rich and poor (in terms of income and employment opportunities). This is consistent with Helliwell [40], who finds that income per capita and unemployment rate gaps are strong determinants of migration and Lee [46], who finds that inter-provincial migration appears to slow down the convergence process.

Lee and Coulombe [47] find that output per worker converges faster than output per capita, and attribute this to regional disparities in unemployment rates. Although I find that although dispersion has fallen, WSSLI per employee diverges within the cross-section distribution. The discrepancy between relatively rich and poor provinces falls. However, at the same time, the probability that the relatively poor can become rich shrinks.

2.4.2 Industrial

I now consider disaggregation by manufacturing group. Combining the results from this Section with those for the provincial disaggregation provides a clearer

\[25\] Migration has primarily been directed towards the richer provinces.

\[26\] Appendix E contains results from estimations using data employed by Coulombe and Lee in their studies of convergence across Canadian provinces (see [21], [47] and [22]). In most cases, my results are consistent with the reduction in dispersion of different measures of output and income found by Coulombe and Lee. However, cross-section dynamics differ across variables, and for one measure—output per hour worked—there appears to be divergence within the distribution.

\[27\] Appendix C contains results from estimation for disaggregation by seven industry sectors, examining GDP per person at work and GDP per person hour for the period 1961-1994. Both data sets produce unimodal ergodic distributions.
picture of the evolving pattern of economic growth. It enables an analysis of whether particular industries can explain the pattern of provincial income.

I study gross domestic product (GDP) per employee (relative to the national average) for 21 manufacturing industries, using monthly data for the period 1961:1 to 1994:11. GDP per employee varies both across industries and over time, as illustrated in Figure 6. The tobacco and tobacco products industry has the highest GDP per employee, followed by the refined petroleum and coal products, and beverages industries. At the bottom of the distribution are the leather and allied products, clothing, and furniture industries. The refined petroleum and coal products industry possesses the highest value of capital stock per employee; the lowest value is held by the clothing industry. GDP per employee may, to a large extent, be reflecting the capital intensity of the different industries. Alternatively, it may be an indication of the low value-added in or productivity of those industries at the bottom of the distribution.

Table 2.4 presents the transition probability matrices. One-month transition period probabilities show surprising amounts of movement among states, particularly in the middle ranges. However, industries do not move further than one state away from their initial position, and in the middle ranges, are equally likely to move up or down. The ends of the cross-section distribution show more persistence. As the transition period is increased to three years, mobility increases across the board.

The steady-state distributions reveal an interesting pattern. In the one-month transition period, the steady-state is unimodal. As the transition period increases, a bi-modal pattern becomes evident—industries tend to group at the bottom or top of the cross-section distribution. At first glance, this result seems to contradict the provincial results which reveal that the ergodic distribution is unimodal. However, the manufacturing industries which are at the bottom of the cross-section distribution (leather, clothing and furniture and fixtures) do not, in general, contribute a great deal to provincial GDP. Those industries at the top of the distribution (refined petroleum and coal products, tobacco, beverages and food) are evenly spread across provinces. This suggests that, at least in the long run, there is some support for the traditional theory of convergence.

Appendix A lists the manufacturing industries used in the estimation.
Table 2.4: Transition Probability Matrix—GDP per Employee, 21 Manufacturing Industries

<table>
<thead>
<tr>
<th></th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.594 -0.202 0.068 0.325 1.140</td>
</tr>
</tbody>
</table>

1-month transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1648)</td>
<td>0.94 0.06</td>
</tr>
<tr>
<td>(1648)</td>
<td>0.06 0.85 0.09</td>
</tr>
<tr>
<td>(1651)</td>
<td>0.09 0.80 0.10</td>
</tr>
<tr>
<td>(1649)</td>
<td>0.10 0.81 0.09</td>
</tr>
<tr>
<td>(1646)</td>
<td>0.09 0.90</td>
</tr>
</tbody>
</table>

Steady-state distribution 0.202 0.197 0.199 0.201 0.201

6-month transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1624)</td>
<td>0.92 0.08</td>
</tr>
<tr>
<td>(1623)</td>
<td>0.09 0.79 0.12</td>
</tr>
<tr>
<td>(1634)</td>
<td>0.11 0.71 0.17 0.01</td>
</tr>
<tr>
<td>(1629)</td>
<td>0.17 0.67 0.16</td>
</tr>
<tr>
<td>(1627)</td>
<td>0.01 0.16 0.83</td>
</tr>
</tbody>
</table>

Steady-state distribution 0.205 0.194 0.202 0.201 0.198

12-month transition

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1593)</td>
<td>0.92 0.08</td>
</tr>
<tr>
<td>(1594)</td>
<td>0.09 0.81 0.10</td>
</tr>
<tr>
<td>(1619)</td>
<td>0.09 0.79 0.11</td>
</tr>
<tr>
<td>(1606)</td>
<td>0.11 0.79 0.09</td>
</tr>
<tr>
<td>(1599)</td>
<td>0.10 0.90</td>
</tr>
</tbody>
</table>

Steady-state distribution 0.214 0.188 0.202 0.201 0.195

36-month transition

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1371)</td>
<td>0.86 0.12</td>
</tr>
<tr>
<td>(1382)</td>
<td>0.14 0.69 0.17</td>
</tr>
<tr>
<td>(1435)</td>
<td>0.15 0.66 0.19</td>
</tr>
<tr>
<td>(1415)</td>
<td>0.18 0.70 0.12</td>
</tr>
<tr>
<td>(1400)</td>
<td>0.13 0.87</td>
</tr>
</tbody>
</table>

Steady-state distribution 0.214 0.178 0.199 0.210 0.199
In summary, for all disaggregates studied, there is considerable persistence at the extremes of the cross-section distribution.

I find that there has been a reduction in cross-section dispersion for measures of provincial income per capita over the period 1926-1992. Moreover, the relative increase in income per capita experienced by the provinces at the bottom of the rankings is larger in absolute value than the reduction at the top. However, there is also widespread persistence—little cross-section mobility—at the extremes of the cross-section distribution. In particular, Newfoundland remains at the bottom of the distribution; Ontario and Alberta remain at the top. By contrast, there is considerable mobility among those provinces in the middle of the distribution.

Data on WSSLI per employee reveal a different pattern. The ergodic distribution of WSSLI exhibits divergence within the cross-section. Those provinces with higher than average unemployment rates and lower than average wage rates diverge from those at the top of the cross-section distribution.

Disaggregation by manufacturing industry, using monthly data on GDP per employee from 1961 through 1994, exhibits relatively high mobility even over a one-month transition period. In this case, the ergodic distribution is bi-modal. This could reflect different technologies and varying capital intensities across manufacturing industries.

2.5 Robustness

In this Section, I study the sensitivity of the results to province size (measured in terms of contribution to national GDP). I adjust the data in different ways before estimating the transition probability matrices. First, I adjust the data for the asymmetric size of the provinces; in particular, I test for any possible bias in the results of Section 2.4 contributed by the size of Ontario relative to the other provinces. Ontario accounts for approximately 40% of national GDP and personal income, and one third of the total population. Second, I study the impact on the results of aggregating data for some of the smaller provinces. Finally, I investigate the role of Ontario in influencing the manufacturing indus-

\[29\] The shares of GDP and income attributable to Ontario dip slightly in the early 1980s. This coincides with an upturn in Alberta's share of Canadian GDP and income, as the refined petroleum and chemicals industries increase in importance in that province.
try data by aggregating the provincial data by region and comparing the results for different regions.

Appendix D contains the charts and transition probability matrices from the estimations performed in this Section.

2.5.1 Provincial data adjustment

In the first adjustment to deal with any potential bias introduced by the relatively large size of Ontario, I divide all observations by the corresponding observation for Ontario. In the second adjustment, I subtract Ontario data from the national total. These two adjustments allow a comparison of absolute and relative effects. The absolute adjustment emphasises the size differential; the relative adjustment focuses on any differences in mobility. Thirdly, given the disproportionately small size of some provinces, I aggregate data from some of the provinces to form six different geographic regions: the Maritimes (Newfoundland, PEI, Nova Scotia and New Brunswick), Quebec, Ontario, the Prairies (Manitoba and Saskatchewan), Alberta and British Columbia.

Relative to Ontario (1)

The first adjustment—dividing the data by the corresponding observation for Ontario—displays a similar pattern of persistence in the personal income levels data, but produces a slightly different steady-state pattern.

The adjustment produces smaller actual numbers—but the fluctuations follow a similar pattern. The adjusted data exhibit more mobility, particularly in the bottom half of the cross-section distribution.

The adjusted data also suggest convergence (a reduction in dispersion) in income per capita over time, insofar as the one-year ergodic distribution shows a similar pattern to the unadjusted data—it is broadly unimodal. As the transition period increases, the unadjusted data produces a graph which peaks in state 4; the adjusted data peak in the final state. This is reflected in the transition probability matrices—there is a higher probability of moving down a state than of staying put with the adjusted data compared with the unadjusted data.

Graphing GDP growth for Ontario and Canada between 1962 and 1994 shows that peaks and troughs are largely correlated and tend to occur in the same years. The recession in Ontario in 1981 shows clearly in the adjusted data set, but is barely visible in the unadjusted data. The variance for the Canadian data is slightly higher than that for Ontario.
This is because the adjusted data is divided by data from the highest value province, rather than by the average.

Relative to Ontario (2)

In the second adjustment, I subtract Ontario data from the observations for other provinces.\textsuperscript{31} I find (like the first adjustment) that the steady-state distributions suggest a shifting up of the cross-section distribution as the transition period increases.

The quantiles for the unadjusted and adjusted data (see Figures 3 and D2) display very different patterns. In the unadjusted data, there is a clear tendency for the bottom quantiles to display faster growth than the others. In the adjusted data, no such pattern is discernible. Instead, fluctuations occurring around 1981 (peaks in the top two quantiles, and troughs in the bottom three) are greatly magnified. This reflects the marked dip in personal income per capita data in Ontario during the 1981 recession.

These results confirm the importance of Ontario in driving the national results. Absolute differences produce different quantile patterns, but ergodic distributions do not differ significantly from the unadjusted data.

Aggregating some provinces

In the third adjustment to the provincial income data, I aggregate observations for some of the smaller provinces to form larger regions. In this case, the results closely resemble those found in the unadjusted case. However, there is greater persistence at the bottom end of the cross-section distribution, which is reflected in the ergodic distributions: observations converge towards the middle of the cross-section distribution, rather than the top end. This is because, when aggregated, the poorer provinces have a more significant effect on the results, contributing to a downward shift in the unimodal peak.

Figure D3, which charts the different quantiles, shows that they divide into three different groups. The ranking of provinces within these quantiles is as follows: the Maritimes and the Prairies at the bottom; Quebec and Alberta in

\textsuperscript{31}I do not convert this data into logs.
the middle; and British Columbia and Ontario at the top. Both dispersion and variability diminish over time.

2.5.2 Industry data

I present estimates of transition probability matrices for GDP per employee in 21 manufacturing industries, using three different provincial industry aggregates. The data set covers Ontario, the western provinces (B.C., Alberta, Saskatchewan and Manitoba), and the eastern provinces (Quebec, New Brunswick, Nova Scotia, PEI and Newfoundland).32 These estimations enable me to examine more closely the role played by Ontario in the industry data.

Ontario

I use annual data on GDP per employee, relative to the manufacturing industry average in Ontario, over the period 1971 to 1991. The transportation equipment industry contributes the highest value to Ontario GDP (more than 15%), followed by industries manufacturing electrical and electronic products (10%), primary and fabricated metal (9%), and food products (9%). Employee numbers follow a similar pattern. A wide range of industries is represented in the province.

The transition probability matrices (Table D4) show considerable mobility even within a one-year transition period. Once again, most persistence is seen at the ends of the cross-section distribution: observations tend to accumulate in one of two tails. Over different transition periods, the ergodic distribution is generally U-shaped.33 This suggests that, as for manufacturing industries across Canada, GDP per employee for manufacturing industries in Ontario tends to diverge to the ends of the distribution. Some sectors, the winners, remain at the top of the cross-section distribution; others, the losers, stay at the bottom.

Figure D4, showing the quantiles, looks similar to the quantile chart for manufacturing industries across Canada. Most of the volatility appears in the top and bottom quantiles. These quantiles are also further apart from the remaining quantiles.

32 See Appendix A for a list of the industries used in the estimation.
33 A six-year transition period produced a similar pattern, with increased mobility at the bottom of the cross-section distribution.
Western provinces

Next I aggregate annual data (1971-1991) for GDP per employee in the same 21 manufacturing industries for the four western provinces of B.C., Alberta, Saskatchewan and Manitoba.\(^{34}\) One- and three-year transition probability matrices (Table D5) show a high degree of mobility across quantiles: even over one year, most states can be reached from others. There is more persistence at the bottom of the distribution than at the top. The ergodic distributions display a largely uniform pattern—there is no tendency for GDP per employee to either converge or diverge over time.\(^{35}\) The chart of the quantiles (Figure D5) shows that again, most volatility is contained in the end quantiles.

Eastern provinces

Finally, I consider GDP per employee for the eastern provinces—Quebec, New Brunswick, Nova Scotia, PEI and Newfoundland—relative to the eastern average for 1971-1991. The data exhibit considerable volatility. This is particularly true in the chemical and refined petroleum industries.

Estimation of one and three-year transition probability matrices (Table D6) shows that mobility at the bottom of the distribution is lower than for the western provinces, with a zero probability of moving up more than one quantile. Ergodic distributions show increasing concentration towards the top end of the cross-section distribution.\(^{36}\) The chart of the quantiles (Figure D6) shows, once again, that it is the upper and lower quantiles which display most volatility. The degree of volatility has decreased since 1980, and this appears particularly true in the bottom quantile.

Given a few minor differences, adjusting the data to account for the size differences of the provinces, and for the disproportionate role played by Ontario, does not appear to affect the main results. Aggregate fluctuations in Canada follow a similar pattern to those seen in Ontario. In Ontario, ergodic patterns produced by estimation of transition probability matrices suggest divergence in

\(^{34}\) I weight the contribution of each province by the ratio of its population to total 'western' population. 

\(^{35}\) Estimation with a six-year transition period produces an ergodic distribution which follows a similar pattern, showing a shallow peak in the middle of the distribution. 

\(^{36}\) A six-year transition period produces similar results.
GDP per employee (to extremes of the cross-section distribution). By contrast, the aggregation of western provinces produces roughly uniform ergodic distributions and the eastern provinces exhibit unimodality or convergence towards the top end of the cross-section distribution. These differing ergodic distributions suggest that the pattern in Ontario may be driving the national picture of divergence.\textsuperscript{37} This should not be surprising. Ontario produces a large share of national output in a wide range of manufacturing industries.\textsuperscript{38}

### 2.6 Conclusions

In this Chapter, I examine the dynamics of economic growth in Canada, investigating the evolving nature of the underlying cross-section distribution. Most previous studies of economic growth and convergence in Canada focus on aggregate measures, and conclude that convergence occurs across countries (or provinces/states) and across industries. However, the methods used reveal little about fluctuations in the pattern of economic growth within the cross-section. They tell us nothing about the mobility within the cross-section or the shape of the distribution.

Using an econometric framework developed by Quah \cite{69} that incorporates cross-section (disaggregate) dynamics, I explore relationships among cross-section disaggregates for the Canadian economy. Disaggregating data by province, I show that dispersion is declining, and that the cross-section distribution is unimodal for measures of income per capita (relative to the national average). However, persistence exists in the cross-sectional ordering of relative income levels. Poor provinces remain relatively poor. Rich provinces remain relatively rich.

This persistence in rankings is consistent with findings by Green \cite{37} in his study of economic growth in Canada.\textsuperscript{39} He finds that provinces with the highest average output per capita in 1890 still had the highest in 1956, and those with the lowest continued to remain at the bottom. Differentials in income per capita

\textsuperscript{37}The Ontario results also indicate the robustness of the bi-modal pattern to the frequency of data.
\textsuperscript{38}During the period 1961-1994, Ontario accounted for 40\% of Canadian GDP. The next largest contributors were Quebec (24\%), British Columbia (11\%) and Alberta (10\%). Ontario and Quebec both have broad industry bases. In these two provinces, no one industry accounts for more than 17\% of provincial GDP. By comparison, the chemicals industry contributes more than 28\% of Alberta’s GDP in 1989.
\textsuperscript{39}See also Melvin \cite{56} and references cited therein.
between the top provinces and those at the bottom first widened (between 1890 and 1910) and then narrowed (from 1929).

I find a strikingly different pattern for data on wages, salaries and supplementary labour income (WSSLI) per employee. Ergodic distributions are bi-modal, suggesting divergence within the cross-section distribution. Persistence at the extremes is combined with a higher mass at the ends; the middle of the distribution is disappearing.

GDP per employee across manufacturing sectors also displays a bi-modal pattern. Manufacturing industries tend to remain either at the top or the bottom of the cross-section distribution. The long-run bi-modal pattern also appears in Ontario manufacturing industry data, but not for aggregations of eastern or western provinces. This suggests that movements in Ontario drive the national pattern. It reflects the wide range of manufacturing industries represented in Ontario, and the fact that it is the largest—in terms of GDP—province.

A comparison of the results for the provincial income per capita data and for the manufacturing GDP per employee data suggests, however, that it could be government transfer payments that are behind the unimodal long-run distribution. In the absence of these payments, the long-run distribution is bi-modal and the underlying pattern of economic growth in Canada is one of divergence.

For policy makers concerned with provincial inequalities, this essay provides a mixture of good and bad news. On the one hand, there is some evidence of long-run provincial convergence. On the other hand, there is no evidence to suggest that poorer provinces or industries can approximate richer provinces or industries in the short or medium run. Even in the presence of transfer payments, rankings remain unchanged within the cross-section distribution, for provincial and industrial disaggregations.40

It appears that it is those factors which determine a region's comparative advantage (such as geographic location, climate, resource endowments, etc.) which determine the steady-state distribution of income across Canadian provinces.

40 Although it is arguable as to whether transfer payments were designed to affect rankings.
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Chapter 3

The Dynamic Effects of Aggregate and Disaggregate Disturbances

3.1 Introduction

The traditional approach to economic convergence, typified by Barro and Sala-i-Martin [4], Helliwell [40], and Mankiw et al [55], involves studying whether poor economies grow faster than rich economies (after controlling for various institutional details). Evidence of this "catch-up" effect is interpreted as support for the neoclassical growth model, as set out by Solow [80]. According to this view, the growth of income per capita is driven by aggregate (perhaps, technology) disturbances, which determine the long-run steady state of the model.

Another strand of the literature, exemplified by Durlauf and Johnson [29] and Quah [74] and [75], argues that by averaging out the cross-section information, important characteristics of the data disappear. These researchers argue that convergence studies should focus upon the degree of interaction between disaggregates. Using econometric methods which capture this interaction or cross-section information, they find that the conventional approach masks evidence of convergence clubs and polarisation. The pattern of cross-economy growth is consistent with the models developed by Durlauf [28], Long and Plosser [53] and Galor and Zeira [35]. In these studies, disaggregate disturbances play an important role in aggregate growth dynamics. In Durlauf [28], for example, local linkages across industries create sequential complementarities which build up over time to affect aggregate behaviour.

In Chapter 2, I find that Canadian disaggregate dynamics contain important information for explaining the pattern of convergence. These dynamics and aggregate economic growth may be the result of either aggregate or disaggregate disturbances—as predicted in the models developed by Durlauf [28] and others. However, the methodology adopted in that Chapter does not allow identification of different types of disturbance. In this Chapter, I directly identify the dynamic effects of disaggregate and aggregate disturbances using a dynamic restrictions-
based technique similar to that of Blanchard and Quah [14] and Shapiro and Watson [78].

I estimate a vector autoregression (VAR) system, assuming that an aggregate measure of economic growth and a measure of disaggregate interaction (or mobility) are affected by two types of disturbance. I interpret the first disturbance as an index that represents a common transitory regional shock; and the second as an aggregate shock. The disaggregate disturbance is identified as having no long-run impact on the level of aggregate income. An example of a disaggregate disturbance with this characteristic could be a provincial government fiscal stimulus. This might have short-run aggregate and disaggregate effects, but in the long-run it leaves aggregate economic activity unchanged. The second (aggregate) disturbance has permanent effects on aggregate income. An example of this type of disturbance might be a technology shock. The two types of disturbance are assumed to be orthogonal.

The interaction variable, which is constructed from information contained in transition probability matrices, is assumed to go to its population mean in the long run. That is, mobility is unaffected by either disturbance in the long run. If disturbances had long-term effects, it would imply that the level of interaction could drift over time. However, as shown in Chapter 2, this is not the case. The short-run dynamics of the two shocks on interaction are unrestricted.

I examine annual provincial and monthly manufacturing industry data. I find that the aggregate shock has a large positive impact on aggregate income per capita in both the short and the long run. The disaggregate disturbance initially increases income per capita; but the economy quickly adjusts. The effect of this disturbance becomes insignificant within 5 years; and accounts for little of the variation in the aggregate.

The short-run impact of the two types of disturbance on the provincial interaction measure is imprecisely estimated. The disaggregate shock provides the strongest impulse; and explains most of the variation. But its effect decays to zero within 3 years. The aggregate shock has a larger medium-term impact, which disappears within 7 years.

A similar pattern emerges with the industry data. The aggregate disturbance has a positive long-term effect on the aggregate measure, and explains most of its variation. The effect of the disaggregate disturbance is close to zero. Neither
disturbance has much of an effect on the interaction measure. Within only a few months, the impacts are indistinguishable from zero.

The results in this Chapter, confirm that disaggregate dynamics contain important information for explaining the pattern of economic growth. By ignoring disaggregate disturbances, researchers ascribe too much importance to aggregate disturbances.

The remainder of this Chapter is organised as follows. In Section 3.2, I present the methodology used to identify the disaggregate and aggregate disturbances. In Section 3.3, I discuss the economic interpretation behind the identifying restrictions. I present the results in Section 3.4; and conclude in Section 3.5.

3.2 Identification

I construct a just-identified structural VAR in the spirit of Blanchard and Quah [14]. The main steps are as follows. Assume that the two disturbances (disaggregate and aggregate) are uncorrelated at all leads and lags. The Wold Representation Theorem implies that, under weak regularity conditions, a stationary process can be represented as an invertible distributed lag of serially uncorrelated disturbances. In order to identify the underlying disturbances, it is assumed that they are linear combinations of the Wold innovations.

Let \( \ln Y(t) \) and \( Pr(t) \) denote the log of the aggregate variable and the interaction variable respectively. Assume that \( \ln Y(t) \) and \( Pr(t) \) have stochastic trends, but are not cointegrated. Let \( X(t) \) be the vector \((\Delta \ln Y(t), Pr(t))'\) and \( u(t) \) be a vector of disturbances \((u_1(t), u_2(t))'\). The usual tests suggest that \( \Delta \ln Y(t) \) is stationary.\(^{41}\)

These assumptions imply that \( X(t) \) follows a stationary process, given by

\[
(3.1) \quad X(t) = A(0)u(t) + A(1)u(t - 1) + \ldots = \sum_{j=0}^{\infty} A(j)u(t - j)
\]

where \( E[u(t)u(t)'] = I \). Equation (3.1) gives \( \Delta Y \) and \( Pr \) as distributed lags of the two disturbances. These disturbances are assumed to be pairwise orthogonal and the variance-covariance matrix diagonal, normalized to the identity. The

\(^{41}\)The Dickey-Fuller unit root test allows rejection of the null hypothesis of a unit root. This holds for both data sets, with or without a time trend, and up to (and including) 5 lags of the variable.
contemporaneous effect of \( u \) on \( Y \) is given by \( A(0) \); subsequent lag effects are given by \( A(j), j \geq 1 \). As \( X \) is stationary, neither disturbance has a long-run effect on \( \Delta Y \) or the interaction variable.

To recover the disturbances from the data, a VAR is estimated and inverted to obtain the following Wold moving average representation,

\[
(3.2) \ X(t) = e(t) + C(1)e(t-1) + \ldots
\]

where \( e(t) = (e_1(t), e_2(t))' \), \( C(0) = I \) and \( E(e(t)e(t)') = \Omega \). From the proof of the Wold Theorem, this moving average representation is known to be unique.

Since the disturbances \( (u_1(t), u_2(t)) \) are linear combinations of the Wold innovations \( (e_1(t), e_2(t)) \), \( u_1 \) and \( u_2 \) can be uniquely recovered. From equations (3.1) and (3.2), the following two conditions hold: \( e(t) = A(0)u(t) \) and \( A(j) = C(j)A(0) \) for all \( j \). If \( A(0) \) is unique, \( u_1 \) and \( u_2 \) can be recovered. Three restrictions are imposed on \( A(0) \) by,

\[
(3.3) \ E[e(t)e(t)'] = E[A(0)u(t)(A(0)u(t))'] = \Omega
\]

which implies that \( \Omega = A(0)A(0)' \). The transitory nature of the disaggregate disturbance imposes a fourth: \( \sum_{j=0}^{\infty} A(j) = A(0) \sum_{j=0}^{\infty} C(j) \). This gives the aggregate and interaction variables as functions of current and past disaggregate and aggregate disturbances.

### 3.3 Interpretation

The key restriction in the identification procedure is that the disaggregate disturbance has no long-run effects on aggregate economic activity. Examples of such disturbances might include any of the following types of province or industry-specific fiscal stimuli: the introduction of a lump-sum subsidy; the construction of infrastructure (roads, hospitals, etc.); or expenditure on education or social security. Alternatively, the source of the disaggregate disturbance could be consumer optimism in a particular region.\(^{44}\)

\(^{42}\)If this assumption does not hold, the underlying disturbances cannot be recovered. For further details of this non-fundamentalness issue see Lippi and Reichlin [52] and Blanchard and Quah [15].

\(^{43}\)Blanchard and Quah [14] present a formal argument to show that \( A(0) \) is just identified.

\(^{44}\)Notice that in some circumstances, an initially localised (perhaps fiscal) disturbance might have spillover effects on other areas—in which case, the long-run impact on aggregate economic activity would be non-zero. Under my identification scheme, these are treated as aggregate disturbances.
It is likely, as the above examples make clear, that there are more than two sources of disturbances, perhaps with different effects on the economy. The maintained hypothesis is as in Blanchard and Quah [14], where it is shown that if all disaggregate shocks are similar in nature, then they lie in a space that can be identified using the Blanchard-Quah decomposition.

A simple alternative approach to the identification problem is to ignore interaction completely. For example, Bayoumi and Eichengreen [7] estimate the responses to different aggregate shocks in each disaggregate in turn, ignoring the other disaggregates. Then the responses to shocks across disaggregates are compared. However, this procedure ignores the two-way interaction suggested in the models developed by Durlauf [28] and others—and allowed for in the methodology adopted in this Chapter.

3.4 Results

I examine both provincial and industrial disaggregate data. I use annual data on provincial income per capita from 1926 to 1993; and monthly data on GDP per employee for 21 manufacturing industries for the period 1974:2 to 1994:11.45

3.4.1 Provincial data

First, I create a summary measure of provincial interaction, or “churning”, derived from transition probability matrices (see Chapter 2). This is estimated as follows.

Following Quah [68], I use a stochastic kernel equation to represent the dynamics of the cross-section distribution. The dynamics are parameterized by \((M, Q)\), where \(M\) is a transition probability matrix and \(Q\) is a sequence of quantiles or states. Each quantile-set pair \((Q(t), Q(t + 1))\) defines a transition probability matrix \(M\) of transitions from period \(t\) to period \(t + 1\). Each element \((j, k)\) of the transition probability matrix, \(M\), indicates the probability of an observation starting in state \(j\) in period \(t\), ending up in state \(k\) in period \(t + 1\). Associated with each transition probability matrix is an ergodic or steady-state distribution (where it exists), which gives the probability of being in a particular quantile of the distribution in the long-run.46

---

45 The industries are listed in Appendix A.
46 The ergodic distribution can be thought of as representing the unconditional probability
I use the information contained in the ergodic distribution to create the measure of cross-section interaction. Specifically, I calculate ergodic distributions for 4-state transition probability matrices, using 7-year overlapping sub-samples of provincial personal income per capita data. For example, the first sub-sample covers the period 1927 to 1933, the second covers 1928 to 1934, and so on. Each ergodic distribution consists of a set of 5 observations (one for each quantile or state boundary) for each sub-sample. I aggregate the transition information contained in each ergodic distribution as follows. Taking each set of 5 quantiles, I subtract the set for the previous year. I take the modulus of these first differences, and calculate the average across the 5 moduli to create a measure of churning across each quantile set. I assign this interaction measure to the mid-year of that sub-sample. In this way, I create a time-series measure of cross-section mobility for the period 1931-1988. I use this measure, a summary of the probability of moving between states within a 7-year period, as an indication of the interaction or churning among disaggregates.

Next, I estimate a bivariate VAR system, using data on aggregate personal income per capita growth and this interaction measure. I allow for 2 lags, and include a constant and time trend.

The dynamic effects of the aggregate and disaggregate disturbances on aggregate income per capita and the provincial interaction measure, along with the two-standard deviation bands, are shown in Figures 7 to 10. The vertical axes show either the log of aggregate income per capita or the interaction measure; the horizontal axes show time in years.

The aggregate disturbance has a cumulative effect on per capita personal income in a particular quantile at any given time.

47 For example, I subtract the set for the sub-sample 1927-1933 from the set for the sub-sample for 1928-1934, and so on.

48 For example, for the sub-sample 1928-1934, I assign the measure to 1931, and so on. By assigning the measure to the mid-year of the sub-sample, rather than the beginning or end, the aim is to create a measure of mobility around a certain point. However, if there are big changes in mobility at the ends of the sub-sample, it may be misleading to assign the measure to the mid-year. I assume that, given the overlapping nature of the sub-samples, it is unlikely that such occurrences will distort the main results.

49 Specifically, I use $100 \times \ln(\text{income growth})$ and $100 \times (\text{the interaction measure})$. The interaction measure is the average of the modulus of the first differences of probability measures.

50 I experimented with different lag lengths and found the results largely invariant.

51 The standard deviation bands are obtained by 1,000 bootstrap replications as follows. First, I estimate the VAR and identify the two types of disturbance using the dynamic restrictions. Second, I draw with replacement from the distribution of the fitted errors. I use these to generate 1,000 sample replications. For each of these, I identify the disaggregate and aggregate disturbances, and compute the associated impulse responses.
income. After about 3 years, the peak response is almost twice the initial one. Then the effect decreases, and stabilizes to its long-run level after 7 years. The disaggregate disturbance initially increases income per capita (although the impact is much smaller than for the aggregate disturbance), but the effect falls sharply within 3 years, and disappears inside 5 years.

The response of the interaction measure to an aggregate disturbance is imprecisely estimated. The peak response is around 3 years; its long-run impact is zero, reached after about 7 years. Initially, the impact of the disaggregate disturbance on provincial interaction is quite strong (and positive), but it decays very quickly. The response dies out completely within 3 years. In this case, the impact of the disaggregate disturbance is much larger than that of the aggregate disturbance. Since the interaction measure is stationary, neither disturbance has a persistent effect on provincial interaction. Even an aggregate disturbance, such as a productivity shock, has no long-run effect.

Table 3.1 presents variance decompositions for the income per capita and provincial interaction measures. These assess the relative contribution of the different disturbances to fluctuations in the two measures at various horizons. Two standard deviation bands are shown in parentheses. The $k$-period ahead forecast error in aggregate income per capita is defined as the difference between the actual value of personal income per capita and its forecast from equation (3.2) as of $k$ years earlier. The forecast error is due to both aggregate and disaggregate disturbances in the last $k$ years. The number under aggregate income per capita at horizon $k$ ($k = 0, 1, 2, 4, 8, 12, 20, \infty$) gives the percentage of variance of the $k$-year ahead forecast due to the aggregate disturbance. Impact and infinite-horizon shocks are given by the 0-year and $\infty$ (defined as the sample length) ahead forecasts respectively. The contribution of the disaggregate disturbance is 100 minus this number. Two-standard deviation bands are shown in parentheses.

The results suggest that the aggregate disturbance can explain nearly all the variation in aggregate income per capita. However, the disaggregate disturbance appears to explain most of the variance in the interaction measure; the contribution of the disaggregate disturbance varies from 75.7% to 80.5% over different horizons. The aggregate disturbance explains little of the variance in the interaction variable.
<table>
<thead>
<tr>
<th>Percentage of Variance Due to Aggregate Disturbances</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Horizon (years)</strong></td>
<td>Income per Capita</td>
</tr>
<tr>
<td>0</td>
<td>0.940</td>
</tr>
<tr>
<td></td>
<td>(0.77, 1.00)</td>
</tr>
<tr>
<td>1</td>
<td>0.928</td>
</tr>
<tr>
<td></td>
<td>(0.79, 1.00)</td>
</tr>
<tr>
<td>2</td>
<td>0.956</td>
</tr>
<tr>
<td></td>
<td>(0.87, 1.00)</td>
</tr>
<tr>
<td>4</td>
<td>0.979</td>
</tr>
<tr>
<td></td>
<td>(0.94, 1.00)</td>
</tr>
<tr>
<td>8</td>
<td>0.989</td>
</tr>
<tr>
<td></td>
<td>(0.96, 1.00)</td>
</tr>
<tr>
<td>12</td>
<td>0.992</td>
</tr>
<tr>
<td></td>
<td>(0.98, 1.00)</td>
</tr>
<tr>
<td>20</td>
<td>0.995</td>
</tr>
<tr>
<td></td>
<td>(0.98, 1.00)</td>
</tr>
<tr>
<td>∞</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>(0.99, 1.00)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Percentage of Variance Due to Disaggregate Disturbances</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Horizon (years)</strong></td>
<td>Income per Capita</td>
</tr>
<tr>
<td>0</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>(0.00, 0.23)</td>
</tr>
<tr>
<td>1</td>
<td>0.072</td>
</tr>
<tr>
<td></td>
<td>(0.00, 0.19)</td>
</tr>
<tr>
<td>2</td>
<td>0.044</td>
</tr>
<tr>
<td></td>
<td>(0.00, 0.12)</td>
</tr>
<tr>
<td>4</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td>(0.00, 0.06)</td>
</tr>
<tr>
<td>8</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td>(0.00, 0.03)</td>
</tr>
<tr>
<td>12</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>(0.00, 0.02)</td>
</tr>
<tr>
<td>20</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>(0.00, 0.01)</td>
</tr>
<tr>
<td>∞</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>(0.00, 0.00)</td>
</tr>
</tbody>
</table>

Table 3.1: Variance Decomposition of Aggregate Income per Capita and Provincial Interaction
The response of the aggregate measure to an aggregate disturbance is consistent with the pattern suggested by a neoclassical growth model, where long-run changes in the level of output are driven by technology shocks. The hump-shaped response of aggregate income per capita to a disaggregate disturbance is similar to the response of output to a demand disturbance in Blanchard and Quah [14]. The forecast error variance decompositions are similar to those found in the literature (see, for example, Blanchard and Quah [14] and Cogley and Nason [20].)

3.4.2 Industrial data

I repeat the process outlined above using the monthly manufacturing industry data on GDP per employee. For the interaction measure, I estimate 4-state transition probability matrices for overlapping samples, each comprising 49 observations. I derive the summary statistic as before, as the average of the modulus of the first differences of the resulting ergodic distributions. Using the GDP per employee and interaction measures, I estimate a bivariate VAR allowing for 12 lags, and including a constant and time trend.\(^{52}\) The resulting impulse responses and associated two-standard deviation bands are shown in Figures 11 to 14.

The aggregate disturbance has a positive effect on GDP per employee. The initial response is followed by a decline to just under half its original level, recovering slightly before stabilizing at its long-run level after about 3 years. After an initial decline, the disaggregate disturbance increases GDP per employee to its starting level, but the effect is small and insignificant, and disappears within 2 years.

The effect of the aggregate disturbance on interaction is insignificantly different from zero, even in the very short term. The disaggregate disturbance has a strong (positive) initial impact, but the impact declines quickly, disappearing within 2 years.

These results are broadly similar to the results obtained using the provincial data: the aggregate disturbance has a long-run positive effect on the aggregate, but no long-run effect on the interaction measure. The disaggregate disturbance

\(^{52}\) Again, the results are largely invariant to different lag lengths and the inclusion of a time trend.
(by construction) has no long-run effect on either variable. For the industry data, it has an insignificant effect on the aggregate even in the short run. This insignificance could be because the underlying disturbances are regional rather than industry-specific.

Variance decompositions for various horizons are shown in Table 3.2. The aggregate disturbance explains nearly all the variation in aggregate GDP per employee; the disaggregate disturbance explains most of the variation in the interaction measure.

3.5 Conclusions

In this Chapter, I propose a technique to examine the impact of aggregate and disaggregate disturbances on measures of aggregate economic growth and interaction across disaggregates. The interaction variable is constructed from information contained in transition probability matrices. I use data on provincial income per capita and manufacturing industry GDP per employee. The approach is motivated by those studies (such as Durlauf [28] and others) which argue that the interaction across disaggregates contains explanatory information for the aggregate, and vice versa. If the disaggregate disturbance can be shown to have some effect on aggregate economic activity, then this strengthens the case for including disaggregate information in an explanation of aggregate growth.

I find that the aggregate disturbance has positive long-run effects on provincial income per capita and GDP per employee, and explains most of their variation. The disaggregate disturbance only matters for fluctuations in aggregate income at business cycle horizons (up to 5 years). It has little effect on GDP per employee. However, the disaggregate disturbance has important short and medium-run effects on the interaction measures. In contrast, the aggregate shock contributes little. In the long run (by construction), interaction is unaffected by either disturbance.

I argue in Chapter 2 that an explanation of economic growth and/or convergence should include disaggregate information. The results from this Chapter confirm that disaggregate disturbances contain important information for aggregate economic activity at business cycle horizons. Unfortunately, the traditional method of considering convergence concentrates on the explanatory power of
<table>
<thead>
<tr>
<th>Percentage of Variance Due to Aggregate Disturbances</th>
<th>GDP per Employee</th>
<th>Interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizon (months)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.955</td>
<td>0.049</td>
</tr>
<tr>
<td></td>
<td>(0.59, 1.00)</td>
<td>(0.00, 0.40)</td>
</tr>
<tr>
<td>1</td>
<td>0.941</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td>(0.57, 0.99)</td>
<td>(0.00, 0.41)</td>
</tr>
<tr>
<td>6</td>
<td>0.962</td>
<td>0.084</td>
</tr>
<tr>
<td></td>
<td>(0.75, 0.99)</td>
<td>(0.05, 0.44)</td>
</tr>
<tr>
<td>12</td>
<td>0.978</td>
<td>0.090</td>
</tr>
<tr>
<td></td>
<td>(0.84, 0.99)</td>
<td>(0.08, 0.45)</td>
</tr>
<tr>
<td>24</td>
<td>0.986</td>
<td>0.093</td>
</tr>
<tr>
<td></td>
<td>(0.90, 0.99)</td>
<td>(0.08, 0.46)</td>
</tr>
<tr>
<td>36</td>
<td>0.990</td>
<td>0.094</td>
</tr>
<tr>
<td></td>
<td>(0.93, 1.00)</td>
<td>(0.08, 0.46)</td>
</tr>
<tr>
<td>48</td>
<td>0.993</td>
<td>0.094</td>
</tr>
<tr>
<td></td>
<td>(0.95, 1.00)</td>
<td>(0.08, 0.46)</td>
</tr>
<tr>
<td>60</td>
<td>0.994</td>
<td>0.094</td>
</tr>
<tr>
<td></td>
<td>(0.96, 1.00)</td>
<td>(0.08, 0.46)</td>
</tr>
<tr>
<td>120</td>
<td>0.997</td>
<td>0.094</td>
</tr>
<tr>
<td></td>
<td>(0.98, 1.00)</td>
<td>(0.08, 0.46)</td>
</tr>
<tr>
<td>∞</td>
<td>0.998</td>
<td>0.094</td>
</tr>
<tr>
<td></td>
<td>(0.98, 1.00)</td>
<td>(0.08, 0.46)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Percentage of Variance Due to Disaggregate Disturbances</th>
<th>GDP per Employee</th>
<th>Interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horizon (months)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0.045</td>
<td>0.951</td>
</tr>
<tr>
<td></td>
<td>(0.00, 0.39)</td>
<td>(0.58, 1.00)</td>
</tr>
<tr>
<td>1</td>
<td>0.059</td>
<td>0.944</td>
</tr>
<tr>
<td></td>
<td>(0.01, 0.39)</td>
<td>(0.56, 0.99)</td>
</tr>
<tr>
<td>6</td>
<td>0.038</td>
<td>0.916</td>
</tr>
<tr>
<td></td>
<td>(0.01, 0.25)</td>
<td>(0.53, 0.95)</td>
</tr>
<tr>
<td>12</td>
<td>0.022</td>
<td>0.910</td>
</tr>
<tr>
<td></td>
<td>(0.01, 0.16)</td>
<td>(0.53, 0.92)</td>
</tr>
<tr>
<td>24</td>
<td>0.014</td>
<td>0.907</td>
</tr>
<tr>
<td></td>
<td>(0.01, 0.09)</td>
<td>(0.53, 0.92)</td>
</tr>
<tr>
<td>36</td>
<td>0.010</td>
<td>0.906</td>
</tr>
<tr>
<td></td>
<td>(0.00, 0.06)</td>
<td>(0.53, 0.92)</td>
</tr>
<tr>
<td>48</td>
<td>0.007</td>
<td>0.906</td>
</tr>
<tr>
<td></td>
<td>(0.00, 0.05)</td>
<td>(0.53, 0.92)</td>
</tr>
<tr>
<td>60</td>
<td>0.006</td>
<td>0.906</td>
</tr>
<tr>
<td></td>
<td>(0.00, 0.04)</td>
<td>(0.53, 0.92)</td>
</tr>
<tr>
<td>120</td>
<td>0.003</td>
<td>0.906</td>
</tr>
<tr>
<td></td>
<td>(0.00, 0.02)</td>
<td>(0.53, 0.92)</td>
</tr>
<tr>
<td>∞</td>
<td>0.002</td>
<td>0.906</td>
</tr>
<tr>
<td></td>
<td>(0.00, 0.02)</td>
<td>(0.53, 0.92)</td>
</tr>
</tbody>
</table>

Table 3.2: Variance Decomposition of Aggregate GDP per Employee and Manufacturing Industry Interaction
aggregate shocks. Under the neoclassical growth model, long-run changes in output are driven by technology shocks. To gain a more complete picture of convergence in the short to medium run however, the researcher should include disaggregate information.
Figure 7

Impulse Response: Aggregate Disturbance on Aggregate Income per Capita

**Graph Details:**
- **Y-axis:** In(personal income per capita)
- **X-axis:** Year
- **Lines:**
  - yAgg
  - yAgg 95%
  - yAgg 5%

The graph shows the response of aggregate income per capita to an aggregate disturbance over 20 years.
Figure 9
Impulse Response: Aggregate Disturbance on Interaction
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Figure 10
Impulse Response: Disaggregate Disturbance on Interaction
Figure 11
Impulse Response: Aggregate Disturbance on Aggregate GDP per Employee

![Graph showing impulse response with different lines representing yAgg, yAgg 95%, and yAgg 5%.](Image)
Figure 12
Impulse Response: Disaggregate Disturbance on Aggregate GDP per Employee
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Figure 13
Impulse Response: Aggregate Disturbance on Interaction Measure
Figure 14
Impulse Response: Disaggregate Disturbance on Interaction Measure
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Chapter 4

Testing For Canadian Unit Roots: A Panel Data Approach

4.1 Introduction

To apply standard unit root tests to panel data, a researcher must aggregate across cross-sections, discarding the cross-sectional or disaggregate information. Recently, more powerful unit root tests have been developed for panel data, which allow cross-sectional information to be included.\(^{53}\) Levin and Lin (LL) [51] and Quah [75] show that implementing a unit root test which incorporates both cross-section and time-series information can dramatically improve power.

In this Chapter, I present the results from a variety of unit root tests on panel data. I compare the results of the standard Dickey-Fuller method with those from three tests designed specifically for panels. Unlike the Dickey-Fuller test, the panel data unit root tests have limiting normal distributions.

The first test takes the standard approach to unit root tests, but, to allow for fixed effects, the initial observation for each individual time-series is subtracted from each subsequent observation in that series. The unit root hypothesis is tested by computing a standard t-ratio using data that is averaged across the cross-section. I refer to this as the "panel Dickey-Fuller" test (Breitung and Meyer (BM) [16]).

The second test requires the data to be adjusted by subtracting the cross-section mean. The test statistic is the average of the individual coefficients on the lagged dependent variable. I refer to this as the "\(\delta\)-bar" test (LL [51]). I extend the LL [51] methodology to allow for potentially more complex common effects across individual series. Using a dynamic index model developed by Quah and Sargent [76], I identify multiple common factors and subtract the resulting indeces (in place of the cross-section average) from the data.

In the third approach, the "t-bar" test of Im, Pesaran and Shin (IPS) [42], the initial observation for each individual time-series is subtracted from each

\(^{53}\)The importance of including cross-sectional information is illustrated in the context of economic convergence in Chapter 2. There, I show that ignoring cross-section information can mask underlying patterns of mobility and shape.
subsequent observation in that series—in a similar manner to the panel Dickey-Fuller test. The test statistic is a (small sample adjusted) average of the Dickey-Fuller test statistics for the individual series.

I examine Canadian annual data on gross provincial product (GPP) for the period 1961-1990 and monthly data on gross domestic product (GDP) per employee for 19 manufacturing industries over the period 1974:2 to 1994:11. When I apply the standard Dickey-Fuller test, to data averaged across the cross-section, I cannot reject the null hypothesis of a unit root in either the provincial or industrial data. In contrast, none of the three panel unit root tests suggest that the data are characterised by a unit root.

The presence of a unit root has important implications for macroeconometric studies. If data contain a unit root, shocks will have permanent effects; where there is no unit root, shocks will have only temporary effects.54 The results from this Chapter suggest that there are no permanent shocks in Canadian annual GPP and monthly manufacturing industry GDP per employee data.

In a seminal paper, Granger [36] argues that the aggregation of a multivariate time series process can produce a univariate process that has fundamentally different properties from the multivariate process. The results reported here are consistent with Granger's finding: aggregating the data (in order to use an existing test) can radically alter the dynamics of the process.

The rest of this Chapter is arranged as follows. In Section 4.2, I review the related literature. In Section 4.3, I outline the theoretical methodology for each of the three panel data unit root tests used in this Chapter. I present the results in Section 4.4, and conclude in Section 4.5.

4.2 Unit Roots and Panel Data

A linear process contains a unit root if one of the roots or eigenvalues of the autoregressive polynomial is unity and all other eigenvalues are inside the unit circle. Hypothesis tests concerning the coefficients of non-stationary variables cannot be conducted using tests based on the asymptotic $t$- and $F$-distributions. The distributions of the $t$- and $F$-statistics are non-standard.

Dickey and Fuller [25] and [26] test for unit roots by deriving a non-standard  

54See, for example, Nelson and Plosser [57].
distribution using Monte Carlo simulations. They consider three different models:

\[(4.1) \Delta y_t = \delta y_{t-1} + \epsilon_t\]

\[(4.2) \Delta y_t = \alpha + \delta y_{t-1} + \epsilon_t\]

\[(4.3) \Delta y_t = \alpha + \delta y_{t-1} + \gamma t + \epsilon_t.\]

The first is a pure random walk model, the second adds an intercept, and the third includes both an intercept and linear time trend. If \(\delta = 0\), the \(\{y_t\}\) sequence contains a unit root. The test involves estimating one (or more) of the equations above using OLS to obtain the estimated value of \(\delta\) and its associated standard error. Comparing the resulting \(t\)-statistic with the appropriate critical value (reported in the Dickey-Fuller tables) allows the researcher to determine whether to reject the null hypothesis that \(\delta = 0\). The critical values depend on the form of regression and sample size.

The same critical values are used to test for the presence of a unit root in higher order equations. An augmented Dickey-Fuller (ADF) test is used when \(\epsilon_t\) is serially correlated. The empirical model contains a number of lags of the dependent variable,

\[(4.4) \Delta y_t = \alpha + \delta y_{t-1} + \sum_{L=1}^{p} \theta_L \Delta y_{t-L} + \epsilon_t\]

where \(p\) is the order of autoregression.

In Section 4.4.3 below, I estimate equation (4.4) (and a similar equation including a time trend) using Canadian annual data on GPP for 1961-1990, and monthly data on GDP per employee for 19 manufacturing industries over the period 1974:2 to 1994:11. In order to be able to use the Dickey-Fuller test, I average the data across the cross-section. I find that I cannot reject the null hypothesis of a unit root for either of the data series.

These results are consistent with those of Otto and Wirjanto [58], for example, who test quarterly Canadian macro time series (1955:1-1988:4) for seasonal and non-seasonal unit roots. Their results suggest that most of the series, including GDP, contain a unit root. Banerjee, Lumsdaine and Stock [2], on the other hand, compare the null hypothesis of a unit root with stationarity about
a broken trend. Using quarterly Canadian GNP data (1948:1-1989:2), they reject the null hypothesis in favour of the trend-shift alternative, with a break in 1981:3.\textsuperscript{55} Their interpretation is that the recession of the early 1980s led to a permanent downward shift in the trend growth rate. After the recovery, output is stationary around its original growth path.

However, averaging across the cross-section loses cross-section or disaggregate information. LL [51] show, for example, that, in the absence of individual-specific effects, the power of the standard Dickey-Fuller test is low for short time series ($T \leq 50$). Allowing for both individual-specific intercepts and time trends, the Dickey-Fuller test has very low power even for longer time series ($T \leq 100$).

In a theoretical paper, Quah [71] examines the characteristics of the time-series unit root coefficient estimator in panel data with simultaneously extensive cross-section and time-series dimensions. He finds that the asymptotic distribution of the estimator is neither Dickey-Fuller (as for standard time series analysis) nor normal and asymptotically unbiased (as for standard panel data analysis). It is consistent and asymptotically normal, but has a non-vanishing bias in its asymptotic distribution.

Three recent papers propose alternative unit root tests, designed specifically for panel data, which evaluate the null hypothesis that each individual series has a unit root against the hypothesis that all series are stationary. Unlike the standard Dickey-Fuller test, each of these panel data tests has a limiting normal distribution.

BM [16] apply their panel Dickey-Fuller test to German wage data (1972-1987). The initial observation for each individual time series is subtracted from each subsequent observation in that series before a standard $t$-test is used to test the unit root hypothesis. To obtain the limiting distribution of the test statistic, BM [16] let the number of cross-sectional units tend to infinity. In this case, the null distribution becomes asymptotically normal rather than non-standard, as when the number of time periods approaches infinity. Allowing for both a linear time trend and random time effects, the unit root hypothesis cannot be rejected for firm and industry-level wages.

LL's [51] $\delta$-bar test statistic is an average of the individual coefficients on

\textsuperscript{55}The result is sensitive to the number of autoregressive lags used.
the lagged dependent variable.\textsuperscript{56} Monte Carlo simulations indicate that the normal distribution provides a good approximation to the empirical distribution of the $\delta$-bar test statistic, even for relatively small panels.\textsuperscript{57} The null hypothesis imposes a cross-equation restriction on the first-order partial autocorrelation coefficients, enabling the $\delta$-bar test procedures to yield much higher power (against stationary alternatives) than performing a separate unit root test for each individual. Simulations indicate that this increase in power holds when pooling the time-series data for even a small number of cross-sectional units ($N \geq 10$). With individual-specific intercepts and trends, the $\delta$-bar test is powerful with relatively moderate-sized panels ($N = 10$ and $T = 50$ or $N = 25$ and $T = 25$). The $\delta$-bar test procedures are most appropriate for data with $10 - 250$ individuals, and $25 - 250$ time series observations per individual.\textsuperscript{58}

In an application of the $\delta$-bar test, MacDonald [54] examines a group of OECD real exchange rates over the recent floating experience (1973-1992). Regardless of whether or not a time trend is included, he rejects the null hypothesis of a unit root. Using standard Dickey-Fuller tests, on the other hand, a unit root cannot be rejected.

The $t$-bar test is a small-sample adjustment to the average of the Dickey-Fuller test statistics for each individual series (calculated after first adjusting the data by subtracting the initial observation from each time-series observation). IPS [42] show that it is valid with heterogeneity across groups and in the presence of residual serial correlation across time periods. Under the null hypothesis of a unit root, the $t$-bar statistic has a standard normal distribution for $N$ (the number of cross-sectional units) and $T$ (the number of time periods) sufficiently large and $N/T \to 0$, and diverges to $-\infty$ under the alternative hypothesis of stationarity. Using Monte Carlo simulations, IPS [42] show that the $t$-bar statistic is superior in small samples to the $\delta$-bar test: in general, the $\delta$-bar test does not converge to the standard normal distribution, even as $N \to \infty$, $T \to \infty$ and $N/T \to 0$.

Lee, Pesaran and Smith [48] present an application of the $t$-bar test using

\textsuperscript{56}The data are first adjusted by subtracting the cross-section average from each observation.
\textsuperscript{57}LL [51] show that the $\delta$-bar statistic has a limiting normal distribution as both the cross-section and time-series dimensions of the panel grow large. The standard error of the estimated empirical power was less than 0.01 in all cases (with 10,000 replications).
\textsuperscript{58}Existing tests are preferable for samples with either longer time-series or more cross-sections.
output per capita data for 102 countries over the period 1960-1989. They reject
the existence of a unit root. Using a standard Dickey-Fuller test, they find that
the unit root hypothesis is only rejected for 8 out of the 102 countries.

In the next Section, I outline in more detail the methods used to calculate
the unit root tests: the panel Dickey-Fuller test developed by BM [16], the $\delta$-bar
test developed by LL [51] (and my extension), and IPS's [42] $t$-bar test.

4.3 Methods

4.3.1 The panel Dickey-Fuller test

Assume that the series $y_{it}$, has a finite order autoregressive representation, where
the autoregressive parameters do not vary over time and individuals in the cross-
section. Consider the $AR(1)$ model given by,

$$y_{it} = \delta y_{i,t-1} + (1 - \delta)\mu_i + \epsilon_{it} \tag{4.5}$$

for $t = 1, \ldots, T$ and $i = 1, \ldots, N$, with $E(y_{it}) = \mu_i$. The $\epsilon_{it}$ are uncorrelated
errors distributed $N(0, \sigma^2)$. Under the alternative hypothesis of no unit root,
$|\delta| < 1$, the OLS estimate $\hat{\delta}$ is biased against $\delta = 1$ (leading to a loss of power).

To overcome this problem, subtract the initial observation, $y_{i0}$, from both
sides of equation (4.5) to get,

$$x_{it} = \delta x_{i,t-1} + \eta_{it} \tag{4.6}$$

for $t = 2, \ldots, T$, $i = 1, \ldots, N$, where $x_{it} = y_{it} - y_{i0}$, $x_{i,t-1} = y_{i,t-1} - y_{i0}$ and
$\eta_{it} = \epsilon_{it} + (1 - \delta)(y_{i0} - \mu_i)$. BM [16] show that under the null hypothesis of
a unit root the asymptotic bias disappears. A conventional $t$-test on the OLS
estimate $\hat{\delta}$ is used to test $H_0 : \delta = 1$.

To introduce a linear time trend, the model is modified to give,

$$y_{it} = \delta y_{i,t-1} + \gamma^* t + \mu_i^* + \epsilon_{it} \tag{4.7}$$

where $\gamma^* = (1 - \delta)\gamma$ and $\mu_i^* = (1 - \delta)\mu_i + \delta \gamma$. Ignoring individual effects leads
to biased estimates of $\delta$ and $\gamma^*$ under the alternative hypothesis of stationarity
when using OLS. As for the basic model, subtract the initial observation from
both sides of equation (4.7) to get,

$^{59}$Of the form $E(y_{it}) = \mu_{it} + \gamma t$.

$^{60}$This is derived from $(1 - \delta L)(\mu_i + \gamma t) = (1 - \delta)(\mu_i + \gamma t) + \delta \gamma$. 
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(4.8) \( x_{it} = \delta x_{i,t-1} + \gamma^* t + \varepsilon_{it} - (1 - \delta)(y_{i0} - \mu_t). \)

where \( x_{it} \) and \( x_{i,t-1} \) are defined as before. Under the null hypothesis of a unit root, the last term vanishes and OLS estimates of \( \delta \) and \( \gamma^* \) are consistent. The distribution of the t-statistic for \( \delta = 1 \) does not depend on individual effects. The limiting distribution for \( N \to \infty \) does not change if a time trend is included. (Although the limiting distribution for \( T \to \infty \) is affected by including a time trend.)

For wide variation in individual effects, the performance of the panel Dickey-Fuller test is superior to the standard ADF approach (when cross-sectional information is important). However, it does not permit the coefficient on \( y_{i,t-1} \) or the lag order to vary across individuals: all individual effects are assumed to be incorporated by subtracting the initial time-series value from all subsequent observations.

4.3.2 The \( \delta \)-bar test

Let a stochastic process be represented by \( \{y_{it}\} \) for individuals \( i = 1, \ldots, N \) over time periods \( t = 1, \ldots, T \). Assume (as for the panel Dickey-Fuller test) that all individuals in the panel have identical first-order partial autocorrelation, but all other parameters of the error process are unrestricted across individuals.

LL [51] present \( \delta \)-bar test procedures for three different models: when the series \( y_{it} \) (i) has zero mean for every individual in the panel (equation (4.9)); (ii) has an individual-specific mean (equation (4.10)); and (iii) has an individual-specific mean and an individual-specific time trend (equation (4.11)).

(4.9) \( \Delta y_{it} = \delta_i y_{i,t-1} + \zeta_{it} \)

(4.10)\( \Delta y_{it} = \alpha_t + \delta_i y_{i,t-1} + \zeta_{it} \)

(4.11)\( \Delta y_{it} = \alpha_t + \gamma^* t + \delta_i y_{i,t-1} + \zeta_{it} \)

where \(-2 < \delta_i \leq 0\) for all \( i = 1, \ldots, N \). The disturbance \( \zeta_{it} \) is distributed independently across individuals and follows a stationary invertible ARMA process for each individual.\(^61\) Under the null hypothesis, each individual time series

\(^{61}\) Given by,

\[ \zeta_{it} = \sum_{j=0}^{\infty} \beta_{ij} \zeta_{i,t-j} + \varepsilon_{it}. \]
has a unit root. Under the alternative hypothesis, the process \( \{y_{it}\} \) is trend-stationary for each individual in the panel. I outline the test procedures for Model 1.

The \( \delta \)-bar test requires the data to be generated independently across individuals. This assumption can be relaxed to allow for a limited amount of time-dependence via time-specific aggregate effects. As a first step, LL [51] remove the influence of aggregate effects by subtracting cross-section averages from the data. The next step calculates orthogonalized first differences and lagged levels for each individual in the cross-section by estimating the following equations (using the adjusted data),

\[
(4.12) \quad \hat{\varepsilon}_{it} = \Delta x_{it} - \sum_{L=1}^{p_i} \hat{\theta}_{iL} \Delta x_{it-L}
\]

\[
(4.13) \quad \hat{\varepsilon}_{it} = x_{it-1} - \sum_{L=1}^{p_i} \hat{\theta}_{2iL} \Delta x_{it-L}.
\]

where \( x_{it} = y_{it} - \bar{y}_i \) and \( \bar{y}_i = \frac{1}{N} \sum_{t=1}^{N} y_{it} \). Lag orders \( (p_i) \) can vary across individuals. Then, regress the orthogonalized innovations on the orthogonalized lagged level,

\[
(4.14) \quad \hat{\varepsilon}_{it} = \delta_i \hat{\varepsilon}_{i,t-1} + \varepsilon_{it}.
\]

To control for heterogeneity across individuals, \( \hat{\varepsilon}_{it} \) and \( \hat{\varepsilon}_{i,t-1} \) are normalized by dividing by the estimated residual standard error from equation (4.14), to form \( \hat{\varepsilon}_{it} \) and \( \hat{\varepsilon}_{i,t-1} \), where,

\[
(4.15) \quad \hat{\varepsilon}_{it} = \frac{\hat{\varepsilon}_{it}}{\hat{\sigma}_{\varepsilon_{it}}}
\]

---

62 Under Model 1, \( \delta_i = 0 \) for all \( i = 1, \ldots, N \); under Model 2, \( \delta_i = 0 \) and \( \alpha_i \) is zero, for all \( i = 1, \ldots, N \); under Model 3, \( \delta_i = 0 \) and \( \gamma_i \) is zero, for all \( i = 1, \ldots, N \).

63 Under Model 1, \( \delta_i < 0 \) for all \( i = 1, \ldots, N \); under Model 2, \( \delta_i < 0 \) and \( \alpha_i \) is non-zero for all \( i = 1, \ldots, N \); under Model 3, \( \delta_i < 0 \) and \( \gamma_i \) is non-zero for all \( i = 1, \ldots, N \).

64 The appropriate lag order \( p_i \) is selected as follows: for a given sample length \( T \), a maximum lag order \( p_{max} \) is chosen, and then the t-statistics on the \( \theta_{it} \) are used to determine if a smaller lag can be used.

65 The regression standard error is derived from,

\[
\hat{\sigma}_{\varepsilon_{it}}^2 = \frac{1}{T - p_i - 1} \sum_{t=p_i+2}^{T} (\hat{\varepsilon}_{it} - \hat{\delta}_i \hat{\varepsilon}_{i,t-1})^2.
\]
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and,

\[ \hat{\delta}_{it-1} = \frac{\hat{\delta}_{it-1}}{\hat{\sigma}_{ei}}. \]

Next, calculate the long run standard deviation \( (\hat{\sigma}_{ei}) \) as the variation of \( \Delta x_{it} \) at zero frequency. If the data contain a time trend (Model 3), the trend is removed before \( \sigma_{ei} \) is calculated.

In the next step, the ratios of long-run to short-run standard deviations for each individual \( (\hat{\delta}_i = \frac{\hat{\sigma}_{ei}}{\hat{\sigma}_{si}}) \) and the average ratio for the panel \( (\hat{\delta} = \frac{1}{N} \sum_{i=1}^{N} \hat{\delta}_i) \) are calculated. The average ratio is used to adjust the mean of the unit root test statistic.

Finally, estimate the following equation,

\[ \tilde{\epsilon}_{it} = \delta \tilde{\epsilon}_{it-1} + \tilde{\epsilon}_{it}. \]

This enables several statistics to be calculated: the least squares estimate, \( \hat{\delta} \); the standard error of the regression, \( \hat{\sigma}_{\epsilon} \); the reported standard error of \( \hat{\delta} \), \( RSE(\hat{\delta}) \); and the regression \( t \)-statistic for testing \( H_0: \delta = 0 \), \( t_{\delta} \). The \( \delta \)-bar test statistic

\[ \delta^2 = \frac{1}{T-1} \sum_{t=2}^{T} \Delta x_{it}^2 + 2 \sum_{L=1}^{K} w_{KL} \left( \frac{1}{T-1} \sum_{t=2+L}^{T} \Delta x_{it}\Delta x_{it-L} \right) \]

where \( w_{KL} = L/(K+1) \).

These statistics are defined as,

\[ \hat{\delta} = \frac{\sum_{i=1}^{N} \sum_{t=2+p_i}^{T} \hat{\delta}_{it-1} \hat{\epsilon}_{it}}{\sum_{i=1}^{N} \sum_{t=2+p_i}^{T} \hat{\epsilon}_{it}}, \]

\[ \hat{\sigma}_{\epsilon} = \left( \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=2+p_i}^{T} (\hat{\epsilon}_{it} - \hat{\delta} \hat{\epsilon}_{it-1})^2 \right)^{1/2}, \]

\[ RSE(\hat{\delta}) = \hat{\sigma}_{\epsilon} \left( \sum_{i=1}^{N} \sum_{t=2+p_i}^{T} \hat{\epsilon}_{it-1}^2 \right)^{-1/2}, \]

and

\[ t_{\delta} = \frac{\hat{\delta}}{RSE(\hat{\delta})}. \]
$t^*_g$ is then given by,

$$t^*_g = \frac{t_\delta - N \bar{T} \hat{S} \hat{\sigma}_e^{-2} RSE(\delta) \mu^*_T}{\sigma^*_T}$$

(4.18)

where $\bar{T} = (T - \bar{p} - 1)$ is the average number of observations per individual in the panel and $\bar{p} = \frac{1}{N} \sum_{i=1}^{N} p_i$. The mean and standard deviation adjustments, $\mu^*_T$ and $\sigma^*_T$, respectively, are given in LL [51].

LL [51] show that the $\delta$-bar test statistic is distributed $N(0,1)$ in the limit, so the critical values of the standard normal distribution are used to test the null hypothesis that $\delta_i = 0$ for all $i = 1, \ldots, N$.

LL [51] implicitly assume that there is a single aggregate common factor that has an identical impact on all individuals. I allow for more complex contemporaneous correlation in the $\delta$-bar test by, at the first step, subtracting index values (rather than the cross-section average) from the data. The indices are calculated using the methods of Quah and Sargent (QS) [76].

The QS approach does not specify in advance any particular pattern of co-movements; it uses the orthogonality properties of permanent and common components to characterise the model. Each $y_i$, $i = 1, \ldots, N$ is assumed to be affected by $J$ common factors $u_j$, $j = 1, \ldots, J$ (common across all $i$), and an idiosyncratic disturbance $z_i$, $i = 1, \ldots, N$ (specific to each $i$ and orthogonal to all other $i$). The common factors are assumed to impact on $y_i$ with $M_a$ lags. The first differences of each $u_j$ are pairwise orthogonal, and have a finite autoregressive representation (of order $M_a$). The idiosyncratic disturbance, $z_i$, is a finite order autoregression (of order $M_b$).

Translating the model into state space form, QS [76] exploit the fact that the common factors have dimension $O(J)$ ($J \leq N$), which is independent of $O(N)$. They use standard Kalman smoother calculations to obtain conditional

69The adjustments vary with each model. In calculating the adjustments, LL [51] set $K = 3.21T^{1/3}$ and $p_i = 0$ for each $i = 1, \ldots, N$. Gaussian random numbers with unit variance are used to generate 250 independent random walks of length $T + 1$. These data were used to construct the sample statistics $\hat{S}, \hat{\delta}, \hat{\sigma}_e, RSE(\hat{\delta})$ and $t_\delta$. Based on 25,000 replications, the adjustment factors $\mu^*_T$ and $\sigma^*_T$ are estimated as the mean values of $\left[ \frac{t_\delta}{N \bar{T} \hat{S} \hat{\sigma}_e^{-2} RSE(\hat{\delta})} \right]$ and the standard deviation of $\left[ t_\delta - N \bar{T} \hat{S} \hat{\sigma}_e^{-2} RSE(\hat{\delta}) \right]$ respectively.

70Appendix F outlines the Quah and Sargent [76] methodology in more detail.

71State space representation is a means of summarizing finite processes. More details of the translation process are in QS [76].
expectations. Iteration on this scheme is the EM algorithm.

### 4.3.3 The t-bar test

Consider, as before, a sample of $N$ cross-sectional units observed over $T$ time periods. For each cross-sectional unit and each time period, assume that the stochastic process $y_{it}$ is generated by the first-order autoregressive process,

\[
(4.19) \quad y_{it} = (1 - \phi_i)\mu_t + \phi_i y_{i,t-1} + \epsilon_{it}
\]

where $\mu_t = \mu + \eta_i$ and $\epsilon_{it} = A_i(L)\epsilon_{it}$ with $A_i(L) = a_{i0} + a_{i1}L + a_{i2}L^2 + \ldots$, $a_{i0} = 1$, $\sum_{j=0}^{\infty} a_{ij}^2 < \infty$, $i = 1, 2, \ldots, N$ and $L$ is a lag operator. Assume that the $\epsilon_{it}$ are independently distributed across both groups and time periods with zero mean and finite variance. As for the panel Dickey-Fuller test, subtract the initial observations from each side of equation (4.19) to get,

\[
(4.20) \quad x_{it} = \alpha_i + \theta_i x_{i,t-1} + \epsilon_{it}
\]

where $x_{it} = y_{it} - y_{i0}$, $x_{i,t-1} = y_{i,t-1} - y_{i0}$ and $\alpha_i = (1 - \phi_i)(\mu_t - y_{i0})$. Taking first differences,

\[
(4.21) \quad \Delta x_{it} = \alpha_i + \delta_i x_{i,t-1} + \epsilon_{it}
\]

where $\delta_i = \theta_i - 1$.

Combine equation (4.21) with the expression for the error term, $\epsilon_{it} = A_i(L)\epsilon_{it}$. Since $A_i(L)$ is invertible, and assuming a finite dimensional specification for $\epsilon_{it}$, produces the following augmented Dickey-Fuller equation,

\[
(4.22) \quad \Delta x_{it} = \alpha_i + \delta_i x_{i,t-1} + \sum_{L=1}^{p_i} \theta_i L \Delta x_{i,t-L} + \nu_{it}
\]

---

72 The Kalman filter is a tool used to estimate the state vector in an optimal way. Kalman smoothing is an inference about the value of the state vector based on the full set of data collected, e.g. estimate for 1980 using data from a full sample for the period 1961 to 1990.

73 The EM algorithm is a method for maximizing a likelihood function in the presence of missing observations. It consists of two steps, an estimation and a maximization step, which are iterated to convergence. The maximization step calculates the maximum likelihood estimates of all unknown parameters conditional on a full data set. The estimation step constructs estimates of the sufficient statistics of the problem conditional on the observed data and the parameters. Missing observations are estimated based on the parameter values at one step of the iteration and then the likelihood function is maximized assuming that this is the full observable data set in the other (see, for example, Watson and Engle [81]).

74 Approximate $\epsilon_{it}$ by, for each $i = 1, \ldots, N$, $\epsilon_{it} = \rho_{i1} \epsilon_{i,t-1} + \rho_{i2} \epsilon_{i,t-2} + \ldots + \rho_{ip_i} \epsilon_{i,t-p_i} + \nu_{it}$ for $t = 1, 2, \ldots, T$. 
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where the lag length \( p_i \) is allowed to vary across individuals. The null hypothesis of a unit root \( H_0 : \delta_i = 0 \) for all \( i \), is tested against the stationary alternative \( H_1 : \delta_i < 0 \) for all \( i \).

Where the stochastic process generating \( y_{it} \) contains a linear trend, equation (4.22) is modified to,

\[
\Delta x_{it} = \alpha_i + \gamma_i t + \delta_i x_{i,t-1} + \sum_{L=1}^{p_i} \theta_{iL} \Delta x_{i,t-L} + v_{it}
\]

where the \( v_{it} \) are assumed to be distributed independently across both \( i \) and \( t \).

IPS [42] base the \( t \)-bar test on the group mean of the \( t \)-statistics for testing \( \delta_i = 0 \),

\[
(4.23) \quad \bar{t}_{NT}(p, \rho) = \frac{1}{N} \sum_{i=1}^{N} t_{iT}(p_i, \rho_i)
\]

where \( p_i \) is (unknown but) estimated as \( T^{1/3} \), \( p = (p_1, p_2, \ldots, p_N) \), \( \rho_i = (\rho_{i1}, \rho_{i2}, \ldots, \rho_{ip}) \) and \( \rho = (\rho_1, \rho_2, \ldots, \rho_N) \). Assuming that \( N/T \to 0 \) as \( N \to \infty \) and \( T \to \infty \), the standardized \( t \)-bar statistic is given by,

\[
(4.24) \quad \bar{z}_{NT} = \frac{N^{1/2}[\bar{t}_{NT} - a_{NT}]}{b_{NT}^{1/2}}
\]

which is asymptotically distributed \( N(0,1) \). The mean \( (a_{NT}) \) and variance \( (b_{NT}) \) of the standard unit root distribution are given by,

\[
a_{NT} = \frac{1}{N} \sum_{i=1}^{N} E[t_{iT}(p_i, 0)]
\]

and

\[
b_{NT} = \frac{1}{N} \sum_{i=1}^{N} V[t_{iT}(p_i, 0)],
\]

respectively. IPS [42] present tabulated values of \( E[t_{iT}(p_i, 0)] \) and \( V[t_{iT}(p_i, 0)] \) for different values of \( T \) and \( p = 0, 1, \ldots, 12 \), for cases when the underlying ADF regressions for each group of individuals are estimated both with and without a linear trend.\(^{76}\) For \( T \) large enough, these tabulated values are valid for normal and non-normal errors.

---

\(^{75}\) These assumptions are necessary because in practice \( \bar{z}_{NT} \) depends on the parameters \( p_i \) and is therefore not an operational statistic.

\(^{76}\) The mean \( (E[t_{iT}(p_i, 0)]) \) and variance \( (V[t_{iT}(p_i, 0)]) \) are computed using stochastic simulations with 50,000 replications. For the model with no time trend, \( t_{T}(p, 0) \) is the \( t \)-statistic.
4.4 Results

In this Section, I present the results from applying each of the three panel data unit root tests to Canadian data, and comparing these with the outcome when using a standard Dickey-Fuller test which is applied to data averaged across the cross-section. I use two different sets of data. First, I apply the tests to annual CANSIM data on gross provincial product (GPP) for the ten Canadian provinces for the period 1961-1990. These data are deflated by a national price index. Then I use monthly data on GDP per employee for 19 different manufacturing industries across Canada over the period 1974:2 to 1994:11.

4.4.1 Provincial data

Panel Dickey-Fuller test

After adjusting the data by subtracting the initial value from each observation, I estimate equation (4.6) using OLS. The resulting equation is given below,

\[ x_{it} = 0.08273 + 0.9743x_{i,t-1} \]

\[ (0.01118) \quad (0.00985) \]

where standard errors are shown in parentheses. The \( t \)-statistic for testing \( \delta = 1 \) is -2.61. The 95% critical value for 298 degrees of freedom is 1.645. Hence, using the panel Dickey-Fuller test, I can infer that the provincial data do not contain a unit root.

\[ \Delta x_t = \hat{\alpha} + \hat{\delta} x_{t-1} + \sum_{L=1}^{P} \hat{\delta}_L \Delta x_{t-L} + \text{error}. \]

Where a time trend is included, the following equation is used,

\[ \Delta x_t = \hat{\alpha} + \hat{\delta} x_{t-1} + \hat{\gamma} t + \sum_{L=1}^{P} \hat{\delta}_L \Delta x_{t-L} + \text{error}. \]

The underlying data generating process is \( \Delta x_t = \epsilon_t \), where \( \epsilon_t \sim N(0,1), t = 1, \ldots, T. \)

\[ \text{See Coulombe and Lee [21].} \]

\[ \text{I use data for the following industries: food, beverage, tobacco, rubber, leather and allied products, primary textiles and textile products, clothing, wood, furniture and fixtures, paper, primary metals, fabricated metals, machinery, transport equipment, electrical and electronics, non-metallic mineral products, refined petroleum, chemicals and other.} \]
Including a time trend does not change the result. I estimate equation (4.8) and find,

\[
x_{it} = 0.07540 + 0.01185 t + 0.94525 x_{i,t-1}.
\]

\[
\begin{array}{ll}
& \text{Model 2} & \text{Model 3} \\
\delta & -0.152120 & -0.226170 \\
\hat{\sigma}_e & 0.990481 & 0.971396 \\
RSE(\hat{\delta}) & 0.033338 & 0.043403 \\
t_\hat{\delta} & -4.562972 & -5.210919 \\
t^*_\delta & -4.177988 & 3.956520 \\
\end{array}
\]

Table 4.1: \( \delta \)-Bar Test Statistics for Provincial Data

In this case, the \( t \)-statistic for the hypothesis \( \delta = 1 \) equals \(-3.74\). Once again, this value exceeds the 95\% critical value of 1.645. The data do not support the null hypothesis of a unit root.

**\( \delta \)-bar test: base case**

I assume initially that the data are generated by Model 2, i.e. the data may have an individual specific mean, but do not contain a time trend. I subtract the national average for each time period from each observation. Then I regress \( \Delta x_{it} \) and \( x_{i,t-1} \) on the first two lags of the first differences and a constant. This produces the residuals \( \hat{e}_{it} \) and \( \hat{v}_{i,t-1} \). Using the weights and lag truncation parameters recommended by LL [51], I derive the average standard deviation ratio (\( \hat{S} \)). Finally, estimating equation (4.17) and computing \( t^*_\delta \) as in equation (4.18) produces the test statistics presented in Table 4.1.

Since \( t^*_\delta \sim N(0,1) \), I use the critical values of the standard normal distribution to test the null hypothesis that \( \delta_i = 0 \) for all \( i = 1, \ldots, N \). The absolute value of the \( \delta \)-bar test statistic is 4.18. This clearly exceeds the 95\% critical value of 1.96; the data reject the null hypothesis of a unit root.

Under Model 3, the series \( \{y_{it}\} \) may have an individual specific mean and a time trend. The results from estimation of this model are also given in Table 4.1. The \( \delta \)-bar test statistic of 3.96 clearly exceeds the 95\% critical value of 1.96. The data continue to reject the null hypothesis of a unit root.
Table 4.2: δ-Bar Test Statistics (with Index Adjustment) for Provincial Data

<table>
<thead>
<tr>
<th></th>
<th>Model 2(1)</th>
<th>Model 2(2)</th>
<th>Model 3(1)</th>
<th>Model 3(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>δ</td>
<td>-0.4985409</td>
<td>-0.5435792</td>
<td>-0.550403</td>
<td>-0.594886</td>
</tr>
<tr>
<td>σe</td>
<td>1.019640</td>
<td>1.016973</td>
<td>1.022312</td>
<td>1.020333</td>
</tr>
<tr>
<td>RSE(δ)</td>
<td>0.0653325</td>
<td>0.0670925</td>
<td>0.058905</td>
<td>0.060517</td>
</tr>
<tr>
<td>t*δ</td>
<td>-92.16263</td>
<td>-96.18277</td>
<td>-96.76558</td>
<td>-100.8222</td>
</tr>
</tbody>
</table>

δ-bar test: index adjustment

I now repeat the δ-bar test, adjusting the data by subtracting an index at the first step, rather than the cross-section average. Using the QS [76] dynamic index model, I assume that \( M_a = 1, M_g = 1 \) and \( M_b = 2 \) for both a one- and a two-index model. The one-index model converges after 28 iterations; the two-index converges after 14 iterations.\(^79\)

The results for Model 2 (constant but no time trend) and Model 3 (constant plus time trend) are presented in Table 4.2.\(^80\) Adjusting the data by subtracting either a single index or the sum of two indices in the two-index representation, the data continue to reject the null hypothesis that \( \delta_i = 0 \) for both models (the 95% critical value is 1.96). The δ-bar test statistics vary little with the number of indices or the model used.

t-bar test

I adjust the data by subtracting the initial value from each observation, and estimate equation (4.22) (constant but no time trend) for each province. For most provinces, \( p_i = 0 \); for Quebec, \( p_i = 1 \); and for PEI, Nova Scotia and Saskatchewan, \( p_i = 4 \). The t-statistics for testing \( \delta_i = 0 \) are shown in Table 4.3.

Values for the mean \( (a_{NT}) \) and variance \( (b_{NT}) \) of the standard unit root distribution are calculated as \(-1.48\) and \(0.83\) respectively, giving a value for the standardized t-bar statistic of 3.14. The 95% critical value for the normal

\(^79\)Appendix F includes charts comparing the explanatory power of two observable measures—aggregate employment and national GNP—with one- and two-index representations for the provincial data. The one-index (one common factor) model provides little explanatory power over the observable measures, but the two-index (two common factors) model appears to provide a better description of the underlying common comovements.

\(^80\)Model i(j) refers to the estimation of Model i using a j-index adjustment.
Table 4.3: t-Statistics (t-Bar Test) for Provincial Data

<table>
<thead>
<tr>
<th>Province</th>
<th>t-Statistic: No Time Trend</th>
<th>t-Statistic: Time Trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Newfoundland</td>
<td>-0.39453</td>
<td>-2.9795</td>
</tr>
<tr>
<td>PEI</td>
<td>0.63051</td>
<td>-2.6298</td>
</tr>
<tr>
<td>Nova Scotia</td>
<td>1.0428</td>
<td>-1.8176</td>
</tr>
<tr>
<td>New Brunswick</td>
<td>-0.37746</td>
<td>-2.8174</td>
</tr>
<tr>
<td>Quebec</td>
<td>-0.76778</td>
<td>-3.4542</td>
</tr>
<tr>
<td>Ontario</td>
<td>-0.45904</td>
<td>-2.1115</td>
</tr>
<tr>
<td>Manitoba</td>
<td>-1.2389</td>
<td>-1.1032</td>
</tr>
<tr>
<td>Saskatchewan</td>
<td>-1.7646</td>
<td>-1.7158</td>
</tr>
<tr>
<td>Alberta</td>
<td>-1.3243</td>
<td>-0.34315</td>
</tr>
<tr>
<td>British Columbia</td>
<td>-1.0687</td>
<td>-2.0090</td>
</tr>
</tbody>
</table>

The t-statistics for these provinces, in the equation with no time trend, are the largest of the group, and the closest to suggesting rejection of the null hypothesis at the individual level. 

The addition of a significant time trend increases the probability of rejection of the null hypothesis. However, for the Prairie provinces, i.e. Manitoba, Saskatchewan, and Alberta, addition of a time trend reduces the absolute value of the individual t-statistics (see Table 4.3).81
(4.22) (excluding a time trend) for all other provincial regressions. The correction factors are adjusted accordingly. In this case, \( a_{NT} = -1.54, b_{NT} = 0.82 \) and the standardized \( t \)-bar statistic is 2.45. The data reject the null hypothesis of a unit root.

### 4.4.2 Industrial data

**Panel Dickey-Fuller test**

I adjust the manufacturing industry data (as the provincial data) by subtracting the initial value from each time series observation. The resulting equations, for models with and without a time trend, are shown below (standard errors in parentheses),

\[
x_{it} = 0.27289 + 0.73456x_{i,t-1} + e_{it}
\]

\[
(0.01613) \quad (0.01004)
\]

and

\[
x_{it} = 0.23388 + 0.78065t + 0.70976x_{i,t-1} + e_{it}
\]

\[
(0.01663) \quad (0.09025) \quad (0.01037)
\]

The associated \( t \)-statistics for testing \( \delta = 1 \) are calculated as -26.4 and -28.0 respectively. These clearly exceed the 95% critical value (1.645); the manufacturing industry data also reject the null hypothesis of a unit root.

**\( \delta \)-bar test: base case**

As for the provincial data, I subtract the cross-section average from each observation. I regress \( \Delta x_{it} \) and \( x_{i,t-1} \) on 5 lagged first differences. Then I derive \( \hat{\delta} \), estimate equation (4.17) and calculate \( t^* \).

The results for both Model 2 (constant, no time trend) and Model 3 (constant plus time trend) are presented in Table 4.4. Once again, the \( \delta \)-bar test statistics (16.2 for Model 2 and 32.8 for Model 3) exceed the 95% critical value (1.96). The data continue to reject the null hypothesis of a unit root.

**\( \delta \)-bar test: index adjustment**

Using the QS [76] dynamic index model, I assume, as for the provincial data, that \( M_a = 1, M_g = 1 \) and \( M_b = 2 \). Table 4.5 contains the results for Model...
Table 4.4: δ-Bar Test Statistics for Manufacturing Industry Data

<table>
<thead>
<tr>
<th></th>
<th>Model 2(1)</th>
<th>Model 2(2)</th>
<th>Model 3(1)</th>
<th>Model 3(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta$</td>
<td>-0.057845</td>
<td>-0.048936</td>
<td>-0.219748</td>
<td>-0.176447</td>
</tr>
<tr>
<td>$\sigma_\epsilon$</td>
<td>0.978379</td>
<td>0.978379</td>
<td>0.984247</td>
<td>0.984239</td>
</tr>
<tr>
<td>$RSE(\delta)$</td>
<td>-0.007402</td>
<td>0.006733</td>
<td>0.014215</td>
<td>0.012500</td>
</tr>
<tr>
<td>$t_\delta$</td>
<td>-7.814841</td>
<td>-7.267964</td>
<td>-15.45890</td>
<td>-14.11604</td>
</tr>
<tr>
<td>$t^*_\delta$</td>
<td>-17.92392</td>
<td>15.74611</td>
<td>46.14207</td>
<td>38.75622</td>
</tr>
</tbody>
</table>

Table 4.5: δ-bar Test Statistics (with Index Adjustment) for Manufacturing Industry Data

2 and Model 3, assuming both one and two common factors (indices). The critical value is 1.96. Again, the data reject the null hypothesis of a unit root for the one- and two-index cases, in models with and without a time trend.

$t$-bar test

I subtract the initial cross-section value from all observations and estimate equation (4.22) (model without a time trend). The $t$-statistics for testing $\delta_i = 0$ are given in Table 4.6. Assuming no time trend, and with $p_1 = 12$ for all industries, $a_{NT}$ and $b_{NT}$ are calculated as $-1.48$ and $0.77$ respectively. The standardized $t$-bar test statistic is $2.17$, which again exceeds the 95% critical value of 1.96. The data reject the null hypothesis.

When including a time trend, $p_1 = 12$ for all industries, $a_{NT} = -2.13$ and $b_{NT} = 0.61$. The standardized $t$-bar statistic is given by $-0.37$. As for the provincial data, when including a time trend, I can no longer reject the null hypothesis of a unit root. Again, I investigate the significance of the time trend in each individual industry regression: the coefficient is only significantly different from zero for the beverages industry. I compute a mixed test statistic,
<table>
<thead>
<tr>
<th>Industry</th>
<th>t-Statistic: No Time Trend</th>
<th>t-Statistic: Time Trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food</td>
<td>-2.4746</td>
<td>-2.7768</td>
</tr>
<tr>
<td>Beverage</td>
<td>-0.54431</td>
<td>-0.79868</td>
</tr>
<tr>
<td>Tobacco</td>
<td>-1.1016</td>
<td>-1.7530</td>
</tr>
<tr>
<td>Rubber</td>
<td>-2.0967</td>
<td>-3.6837</td>
</tr>
<tr>
<td>Leather</td>
<td>-0.77112</td>
<td>-4.0158</td>
</tr>
<tr>
<td>Textiles</td>
<td>-0.89989</td>
<td>-2.6638</td>
</tr>
<tr>
<td>Clothing</td>
<td>-1.3708</td>
<td>-2.7053</td>
</tr>
<tr>
<td>Wood</td>
<td>-1.6962</td>
<td>-1.5991</td>
</tr>
<tr>
<td>Furniture</td>
<td>-2.0668</td>
<td>-2.6099</td>
</tr>
<tr>
<td>Paper and allied products</td>
<td>-1.0234</td>
<td>-2.2891</td>
</tr>
<tr>
<td>Primary metals</td>
<td>-0.65800</td>
<td>-2.5277</td>
</tr>
<tr>
<td>Fabricated metals</td>
<td>0.04411</td>
<td>-2.3026</td>
</tr>
<tr>
<td>Machinery</td>
<td>-2.9196</td>
<td>-2.9639</td>
</tr>
<tr>
<td>Transportation equipment</td>
<td>-0.93501</td>
<td>-2.5770</td>
</tr>
<tr>
<td>Electricals and electronics</td>
<td>1.3756</td>
<td>2.4703</td>
</tr>
<tr>
<td>Non-metallic mineral products</td>
<td>-2.5187</td>
<td>-2.8119</td>
</tr>
<tr>
<td>Petroleum</td>
<td>0.55835</td>
<td>-0.62480</td>
</tr>
<tr>
<td>Chemicals</td>
<td>-1.1536</td>
<td>-4.0168</td>
</tr>
<tr>
<td>Other</td>
<td>0.35021</td>
<td>-1.4189</td>
</tr>
</tbody>
</table>

Table 4.6: t-Statistics (t-Bar Test) for Manufacturing Industry Data
Table 4.7: DF Test Statistics for Provincial and Manufacturing Industry Data

<table>
<thead>
<tr>
<th>Time trend</th>
<th>Province</th>
<th>Manufacturing Industry</th>
</tr>
</thead>
<tbody>
<tr>
<td>No time trend</td>
<td>0.51989 (3.78)</td>
<td>0.84999 (3.78)</td>
</tr>
<tr>
<td>Index (1) + no time trend</td>
<td>1.6216 (3.78)</td>
<td>2.6638 (3.78)</td>
</tr>
<tr>
<td>Index (2) + no time trend</td>
<td>1.7672 (3.78)</td>
<td>2.5636 (3.78)</td>
</tr>
<tr>
<td>Time trend</td>
<td>3.4829 (5.34)</td>
<td>1.1083 (5.34)</td>
</tr>
<tr>
<td>Index (1) + time trend</td>
<td>1.5653 (5.34)</td>
<td>2.9278 (5.34)</td>
</tr>
<tr>
<td>Index (2) + time trend</td>
<td>1.3844 (5.34)</td>
<td>2.8274 (5.34)</td>
</tr>
</tbody>
</table>

using the t-statistics from the equation with a time trend for beverages, and from the equation without a time trend for all other industries. This gives $a_{NT} = -1.52$, $b_{NT} = 0.76$ and a standardized $t$-bar statistic of 2.27. In this instance, the data reject the null hypothesis.

4.4.3 Dickey-Fuller test

For comparison, I compute a standard Dickey-Fuller test for a unit root, for both data sets. In order to be able to use the test, I average the data over the cross-section. I subtract (i) the simple cross-section average (ii) the average of a single index or (iii) the average sum of two indices, from each cross-section observation, and estimate models with and without a time trend, given by the following equations,

\[(4.25) \Delta y_t = \alpha + \delta y_{t-1} + \sum_{L=1}^{P} \theta_L \Delta y_{t-L} + \epsilon_t\]

and

\[(4.26) \Delta y_t = \alpha + \delta y_{t-1} + \gamma t + \sum_{L=1}^{P} \theta_L \Delta y_{t-L} + \epsilon_t.\]

For equation (4.25) (no time trend), I calculate the $F$-statistic for testing $\alpha = \delta = 0$. For equation (4.26) (including a time trend), I calculate the $F$-statistic for testing $\delta = \gamma = 0$.

Table 4.7 summarises the results. Critical values are shown in parentheses. I cannot reject the null hypothesis of a unit root for either of the data series. This result holds for both models (with and without a time trend), whether the data are adjusted by subtracting the cross-section average, a single index or a sum of two indices.
4.5 Conclusions

In this Chapter, I present the results from a variety of panel data unit root tests on Canadian data. Each panel unit root test statistic, unlike the Dickey-Fuller test, has a limiting normal distribution. I examine annual data on GPP (1961-1990) and monthly data on manufacturing industry GDP per employee (1974:2 to 1994:11).

To use the standard Dickey-Fuller unit root test, data must be averaged across the cross-section. Using this approach, I cannot reject the null hypothesis of a unit root in either data set. This result holds whether the data are adjusted (for individual effects) using the cross-section average or indeces, and whether or not a time trend is included.

Using a panel Dickey-Fuller test (BM [16]), neither the provincial nor the manufacturing industry data support the hypothesis of a unit root. For the δ-bar test (LL [51]), I adjust the data by using a simple cross-section average, and by allowing for more complex patterns of contemporaneous correlation. In both cases, I again reject the null hypothesis of a unit root. Computation of IPS’s [42] t-bar statistic, which explicitly takes account of small-sample bias, gives broadly complementary results. For this test, the results are sensitive to the inclusion of a time trend. However, I show that if, when calculating the test statistic, I only include a time trend in those individual regressions where the coefficient on the time trend is significantly different from zero, then the data once again reject the null hypothesis.

The standard approach to testing for unit roots in panel data, which averages over individual effects, produces misleading results. Furthermore, researchers who first-difference panel data—in the belief that it contains a unit root—needlessly discard useful information.

These results can be related to those of Granger [36], who finds that aggregation of a multivariate time series process can lead to a class of model that has fundamentally different properties. In particular, even if disaggregate series are stationary, their aggregation may contain a unit root. This result explains the apparent inconsistency between the need to first difference the aggregate output data in Chapter 3, and the finding in Chapter 4 that, if cross-sectional information is included, the data appear to be stationary. If, however, the cross-
sectional effects are averaged out, as in the standard Dickey-Fuller approach, the hypothesis that the data contain a unit root cannot be rejected.
Chapter 5
Conclusions

Three essays comprise this thesis. These essays study the relationship between aggregates and disaggregates in the context of Canadian economic growth. My results support the findings in several recent papers that have emphasised the importance of including disaggregate information to explain aggregate activity (see, for example, Durlauf [28], Galor and Zeira [35] and Quah [68]).

In the first essay, Chapter 2, I examine the dynamics of economic growth in Canada, investigating the evolving nature of the underlying cross-section distributions. Previous studies of economic growth and convergence in Canada focus on aggregate measures: a convergence rate of 2% per annum is interpreted as evidence that less well-off regions will, in the long run, catch up to rich regions. However, the methods used in these studies reveal little about fluctuations in the pattern of economic growth within the cross-section. They tell us nothing about the mobility within the cross-section rankings; or about the shape of the cross-section distribution.

Using an econometric framework developed by Quah [69] that incorporates cross-section mobility and shape dynamics, I explore relationships among Canadian disaggregates. I show that the cross-section distribution is unimodal for measures of provincial income per capita (relative to the national average). However, persistence exists in the cross-sectional ordering of relative income levels: poor provinces remain relatively poor; and rich provinces remain relatively rich.

The long-run distribution of gross domestic product per employee across manufacturing sectors displays a bi-modal pattern. Industries tend to remain either at the top or bottom of the cross-section distribution. The long-run bi-modal pattern also appears in Ontario manufacturing industry data, but not for aggregations of eastern or western provinces. Movements in Ontario appear to drive the national pattern, reflecting the relative size of the province and the wide range of manufacturing industries represented there.
For policy makers concerned with provincial income inequalities, this essay provides a mixture of good and bad news. On the one hand, for provincial income per capita, the pattern of economic growth supports the concept of long-run convergence. On the other hand, there is no evidence to suggest that poorer provinces can approximate richer provinces in the short or medium run. Rankings remain unchanged within the cross-section distribution, for provincial and industrial disaggregations.

A comparison of the results for the provincial income per capita data and the manufacturing GDP per employee data suggests that it could be government transfer payments that are behind the unimodal long-run distribution. In the absence of these payments, the evidence suggests that the ergodic distribution is diverging. Hence, as noted by Green [37] in an early study of regional aspects of Canada's economic growth, relying solely on national growth to eliminate the gap between rich and poor provinces is unlikely to be successful. This raises the issue of whether transfer payments can be sustained indefinitely, particularly in the face of increasing constraints on government expenditure. However, this lies beyond the scope of this thesis, but would be an interesting area in which to extend the current work. It appears that it is those factors which determine a region's comparative advantage (such as geographic location, climate, resource endowments, etc.) which determine the steady-state distribution of income across provinces.

Despite directing substantial expenditures towards stimulating particular types of industries in poorer regions, the results suggest that there is little evidence that these industries end up at the top of the cross-section distribution. The pattern of economic growth for industries which receive subsidies does not appear to be distinct from those which do not. Those manufacturing industries at the top of the distribution (refined petroleum and coal products, tobacco, beverages and food) are evenly spread across provinces. The results illustrate the difficulties inherent in targeting assistance towards potential industry "winners".

In the second essay, Chapter 3, I propose a technique to examine the impact of aggregate and disaggregate disturbances on measures of aggregate economic growth and interaction across disaggregates. I use data on provincial income per capita and manufacturing industry GDP per employee. The approach is motivated by studies such as Durlauf [28], that argue that the interaction across dis-
aggregates contains explanatory information for the aggregate, and vice versa. If the disaggregate disturbance can be shown to have some effect on aggregate economic activity, then this strengthens the case for including disaggregate information in an explanation of aggregate growth.

I find that the aggregate disturbance has positive long-run effects on provincial income per capita and GDP per employee, and explains most of their variation. The disaggregate disturbance only matters for fluctuations in aggregate income at business cycle horizons. It has little effect on GDP per employee. However, the disaggregate disturbance has important short and medium-run effects on the interaction measures. In contrast, the aggregate shock contributes little.

I argue in Chapter 2 that an explanation of economic growth and/or convergence should include disaggregate information. The results from Chapter 3 confirm that disaggregate disturbances contain important information for aggregate economic activity at business cycle horizons. Unfortunately, the traditional method of considering convergence concentrates on the explanatory power of aggregate shocks: in the standard neoclassical growth model, long-run changes in output are driven by technology shocks. To gain a more complete picture of convergence the researcher should include disaggregate information. Policy-makers mis-specify the expected impact of different macroeconomic policies by ignoring the role played by disaggregate disturbances in the short to medium run. Models which are based on the actions of a representative agent, for example, will miss important information, since they ignore the interaction across disaggregates.

In the third essay, Chapter 4, I present the results from a variety of panel data unit root tests applied to Canadian provincial and manufacturing industry income data. In order to use a standard Dickey-Fuller unit root test, the researcher must average data across the cross-section. Using this approach, I cannot reject the null hypothesis of a unit root for either data set. This result holds whether the data are adjusted for individual effects using the cross-section average or a more complex index of contemporaneous correlation, and whether or not a time trend is included in the estimated equation.

Using a panel Dickey-Fuller test of Breitung and Meyer [16], that removes fixed effects, neither provincial nor manufacturing industry data support the hypothesis of a unit root. For the $\delta$-bar test (Levin and Lin [51]), I adjust
the data by using both a simple cross-section average and a dynamic index representation. In both cases, I again reject the null hypothesis of a unit root. Calculation of Im, Pesaran and Shin's [42] t-bar statistic, which explicitly takes account of small-sample bias, also suggests that in both cases the null hypothesis can be rejected.

The presence of a unit root has important implications for macroeconometric studies. If data contain a unit root, shocks will have permanent effects; where there is no unit root, shocks will have only temporary effects (see, for example, Nelson and Plosser [57]). The results from Chapter 4 suggest that when taking into account cross-section information, there are no permanent shocks in Canadian provincial and manufacturing industry panel income data. Policy makers could misjudge the impact of policy changes if, when estimating the likely effect of a technological disturbance for example, they assume that it will have permanent effects.

The main finding of this thesis is that aggregating data across the cross-section, or ignoring disaggregate information, can produce misleading results. This is illustrated in different ways in the three essays. In Chapter 2, I show that the traditional approach to measuring economic convergence hides the underlying shape and mobility dynamics. In Chapter 3, I demonstrate that disaggregate shocks affect economic growth at business cycle frequencies. However, these shocks are ignored if the cross-sectional dimension is averaged out. Finally, in Chapter 4, I show that aggregating dynamic equations can lead to a model with fundamentally different time-series properties. Policy makers should be alerted to the contribution of disaggregate information and its possible impact on the aggregate. By ignoring such information, they could seriously mis-specify their model, and reach inappropriate conclusions.
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Appendices
A The Data

A.1 Data Sources

<table>
<thead>
<tr>
<th>Variable</th>
<th>Periods</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Periods</td>
<td>Source</td>
<td>(CANSIM Matrix No.)</td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>---------------</td>
<td>----------</td>
</tr>
<tr>
<td>Provincial Data</td>
<td>Source</td>
<td>(CANSIM Matrix No.)</td>
</tr>
<tr>
<td>Population</td>
<td>1926-1993</td>
<td>6967, 6968-6977</td>
</tr>
<tr>
<td>Total employment</td>
<td>1966-1993</td>
<td>6967, 6968-6977</td>
</tr>
<tr>
<td>Labour force</td>
<td>1966-1993</td>
<td>6967, 6968-6977</td>
</tr>
<tr>
<td>GDP in constant dollars</td>
<td>1984-1993</td>
<td>7904-7913</td>
</tr>
<tr>
<td>GDP in current dollars</td>
<td>1984-1991</td>
<td>7360-7369</td>
</tr>
<tr>
<td>GDP</td>
<td>1961-1993</td>
<td>6967, 6968-6977</td>
</tr>
<tr>
<td>GDP/person</td>
<td>1961-1993</td>
<td>6967, 6968-6977</td>
</tr>
<tr>
<td>Wages, salaries &amp; SLI (GDP-based)</td>
<td>1961-1993</td>
<td>2611-2619, 6949</td>
</tr>
<tr>
<td>Wages, salaries &amp; SLI (Sources &amp; disp. pers. inc)</td>
<td>1961-1993</td>
<td>5080-5097, 6965</td>
</tr>
<tr>
<td>Average hourly earnings (1986=100)</td>
<td>1981-1993</td>
<td>6967, 6968-6977</td>
</tr>
<tr>
<td>Personal income</td>
<td>1926-1993</td>
<td>6967, 6968-6977</td>
</tr>
<tr>
<td>Personal income/person</td>
<td>1926-1993</td>
<td>6967, 6968-6977</td>
</tr>
<tr>
<td>Disposable income</td>
<td>1926-1993</td>
<td>6967, 6968-6977</td>
</tr>
<tr>
<td>Disposable income/person</td>
<td>1926-1993</td>
<td>6967, 6968-6977</td>
</tr>
<tr>
<td>CPI</td>
<td>1978-1993</td>
<td>6967, 6968-6977</td>
</tr>
<tr>
<td>Implicit price index</td>
<td>1971-1993</td>
<td>6967, 6968-6977</td>
</tr>
<tr>
<td>Variable</td>
<td>Periods</td>
<td>Source</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>--------------------------</td>
<td>--------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(CANSIM Matrix No.)</td>
</tr>
<tr>
<td><strong>Industry Data</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All employees, all sizes</td>
<td>1983:1-1995:1</td>
<td>4285</td>
</tr>
<tr>
<td>Employment index</td>
<td>1961:1-1983:3</td>
<td>1432</td>
</tr>
<tr>
<td>Employees</td>
<td>1961-1992</td>
<td>7951-7964</td>
</tr>
<tr>
<td></td>
<td>1970-1982</td>
<td>7505-7689</td>
</tr>
<tr>
<td></td>
<td>1981-1993</td>
<td>5380-5586, 6849-6899</td>
</tr>
<tr>
<td>Total salaries &amp; wages</td>
<td>1981-1993</td>
<td>5380-5586, 6849-6899</td>
</tr>
<tr>
<td>Wages, salaries &amp; SLI (15 sectors)</td>
<td>1926-1992</td>
<td>6655</td>
</tr>
<tr>
<td>Average hourly earnings</td>
<td>1961:1-1983:3</td>
<td>1435</td>
</tr>
<tr>
<td>GDP at factor cost (1986 prices)</td>
<td>1961-1994</td>
<td>4670</td>
</tr>
<tr>
<td>Real GDP/person at work</td>
<td>1961-1991</td>
<td>7920</td>
</tr>
<tr>
<td>Real GDP/person hour</td>
<td>1961-1991</td>
<td>7921</td>
</tr>
<tr>
<td>Index real GDP/person</td>
<td>1961-1991</td>
<td>7926</td>
</tr>
<tr>
<td>Index real GDP/person/hr</td>
<td>1961-1991</td>
<td>7927</td>
</tr>
<tr>
<td>Variable</td>
<td>Periods</td>
<td>Source (CANSIM Matrix No.)</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>------------------</td>
<td>----------------------------</td>
</tr>
<tr>
<td><strong>Provincial Industry Data</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total employees</td>
<td>1970-1982</td>
<td>7482-7501</td>
</tr>
<tr>
<td>(21 manufacturing ind.)</td>
<td>1981-1993</td>
<td>5379, 5401, 5406, 5409,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5413, 5419, 5424, 5429,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5439, 5458, 5473, 5482,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5496, 5504, 5515, 5540,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5548, 5567, 6848, 6865,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6869, 6883</td>
</tr>
<tr>
<td>All employees, all sizes</td>
<td>1983:1-1995:1</td>
<td>4299, 4313, 4327, 4341,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4355, 4369, 4383, 4397,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4411, 4425</td>
</tr>
<tr>
<td>Average hourly earnings</td>
<td>1961:1-1983:3</td>
<td>1445, 1455, 1460, 1465,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1470, 1480, 1485, 1490,</td>
</tr>
<tr>
<td></td>
<td>1983:1-1995:1</td>
<td>4310, 4324, 4338, 4352,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4366, 4380, 4394, 4408,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4422, 4436</td>
</tr>
<tr>
<td>Salaries and wages</td>
<td>1970-1982</td>
<td>7482-7501</td>
</tr>
<tr>
<td>(21 manufacturing ind.)</td>
<td>1981-1993</td>
<td>5379, 5401, 5406, 5409,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5413, 5419, 5424, 5429,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5439, 5458, 5473, 5482,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5496, 5504, 5515, 5540,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5548, 5567, 6848, 6865,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6869, 6883</td>
</tr>
<tr>
<td>GDP at factor cost</td>
<td>1971-1984</td>
<td>7871-7880</td>
</tr>
<tr>
<td>(current prices)</td>
<td>1984-1993</td>
<td>7360-7369</td>
</tr>
</tbody>
</table>
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A.2 Manufacturing Industries

Food
Beverages
Tobacco products
Rubber products
Plastic products
Leather and allied products
Primary textile and textile products
Clothing
Wood
Furniture and fixtures
Paper and allied products
Printing, publishing and allied
Primary metal
Fabricated metal products
Machinery
Transportation equipment
Electrical and electronic products
Non-metallic mineral products
Refined petroleum and coal
Chemical and chemical products
Other manufacturing
B Fractile Transition Probability Matrices

Table B1: WSSLI per Employee by Province
1-year transitions

<table>
<thead>
<tr>
<th>Quantile</th>
<th>(Number)</th>
<th>0.20</th>
<th>0.40</th>
<th>0.60</th>
<th>0.80</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(52)</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(52)</td>
<td>0.75</td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(52)</td>
<td>0.25</td>
<td>0.73</td>
<td>0.02</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(52)</td>
<td>0.02</td>
<td>0.90</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(52)</td>
<td>0.08</td>
<td>0.92</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1-year transitions

<table>
<thead>
<tr>
<th>Quantile</th>
<th>(Number)</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(52)</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(78)</td>
<td>0.86</td>
<td>0.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(52)</td>
<td>0.21</td>
<td>0.71</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(78)</td>
<td>0.05</td>
<td>0.95</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table B2: GDP per Employee, 21 Manufacturing Industries
1-month transitions

<table>
<thead>
<tr>
<th>Quantile</th>
<th>(Number)</th>
<th>0.20</th>
<th>0.40</th>
<th>0.60</th>
<th>0.80</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1620)</td>
<td>0.95</td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1620)</td>
<td>0.07</td>
<td>0.86</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1620)</td>
<td>0.09</td>
<td>0.81</td>
<td>0.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1620)</td>
<td>0.10</td>
<td>0.82</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1762)</td>
<td>0.01</td>
<td>0.08</td>
<td>0.92</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1-month transitions

<table>
<thead>
<tr>
<th>Quantile</th>
<th>(Number)</th>
<th>0.25</th>
<th>0.50</th>
<th>0.75</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(2025)</td>
<td>0.95</td>
<td>0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2025)</td>
<td>0.05</td>
<td>0.86</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2025)</td>
<td>0.09</td>
<td>0.82</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2167)</td>
<td>0.08</td>
<td>0.92</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
C Further Estimations

In this Appendix, I present the results from estimation of transition probability matrices for data on provincial income per capita growth, on wages, salaries and supplementary labour income (WSSLI) per capita, and on employment per capita. I also examine GDP per person at work and GDP per person hour for seven different industry sectors across Canada.

C.1 Provincial Income Growth per Capita

First, I estimate transition probability matrices for provincial personal income growth per capita. Figure C1 shows the annual growth in provincial personal income per capita, relative to the national average, for 1927-1993. Saskatchewan has the most volatile growth rate; by comparison, most other provinces vary relatively little.\(^{82}\)

<table>
<thead>
<tr>
<th>Table C1: Transition Probability Matrix—Income Growth by Province</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-year transitions</td>
</tr>
<tr>
<td>(Number)</td>
</tr>
<tr>
<td>(128)</td>
</tr>
<tr>
<td>(126)</td>
</tr>
<tr>
<td>(123)</td>
</tr>
<tr>
<td>(125)</td>
</tr>
<tr>
<td>(126)</td>
</tr>
<tr>
<td>Steady-state distribution</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>5-year transitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Number)</td>
</tr>
<tr>
<td>(125)</td>
</tr>
<tr>
<td>(113)</td>
</tr>
<tr>
<td>(107)</td>
</tr>
<tr>
<td>(112)</td>
</tr>
<tr>
<td>(121)</td>
</tr>
<tr>
<td>Steady-state distribution</td>
</tr>
</tbody>
</table>

\(^{82}\)The variance for Saskatchewan is more than six times the provincial average. Ontario and Quebec have the least variable income per capita growth over the sample period.
Transition probability matrices for these data (Table C1) show much more mobility throughout the cross-section distribution than was evident in the levels data—there is no discernible pattern of persistence. Each panel in Table C1 illustrates that it is quite common for economies to reach any other state from their initial position. The minimum entries in the off-diagonals are 7% and 10% respectively in each panel; in some cases, the largest entries are off the diagonal. In other words, provinces do not consistently exhibit high or low growth rates (relative to the national average) in income per capita. The ergodic distribution displays convergence towards the middle of the distribution; it is unimodal and symmetric.

Plotting the quantiles (Figure C2) illustrates that much of the volatility occurs in the first half of the sample period, and is contained in the end quantiles. Most of the variance in the top quantile is attributable to fluctuations in income growth in Saskatchewan and Manitoba. In both provinces, a relatively large proportion of provincial GDP is attributable to agriculture and related products.

C.2 Provincial WSSLI per Capita

Annual data on wages, salaries and supplementary labour income (WSSLI) per capita are available for the period 1961-1991. Figure C3 reveals that, relative to the national average, WSSLI per capita has remained fairly steady over the sample period.

Table C2 shows transition probability matrices for these data. The degree of mobility is very similar to that found in the personal income per capita data. Note, however, the stronger persistence in states 2 and 3. This links with the patterns displayed by the ergodic distributions—both reach a peak in state 3. There appears to be a general tendency for WSSLI per capita to move towards the middle of the cross-section distribution and stay there. Figure C4, which graphs the quantiles, shows some reduction in dispersion (or the "shape") of WSSLI per capita, relative to the national average: in particular, the bottom quantile is increasing faster than the other quantiles, while, at the same time, the top quantile is falling over the sample period.

---

83 Estimation with a ten-year transition period did not change the results significantly.
84 In Ontario, less than 10% of GDP is generated by agriculture and related products; in Manitoba and Saskatchewan, this figure rises to more than 25%.
85 A six-year transition period gives a similar pattern.
Table C2: Transition Probability Matrix—WSSLI per Capita, by Province

1-year transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.283 -0.116 0.082 0.198 0.425</td>
</tr>
<tr>
<td>(62)</td>
<td>0.95 0.05</td>
</tr>
<tr>
<td>(59)</td>
<td>0.92 0.08</td>
</tr>
<tr>
<td>(58)</td>
<td>0.07 0.88 0.05</td>
</tr>
<tr>
<td>(60)</td>
<td>0.08 0.90 0.02</td>
</tr>
<tr>
<td>(61)</td>
<td>0.03 0.97</td>
</tr>
</tbody>
</table>

Steady-state distribution 0.000 0.296 0.364 0.226 0.115

3-year transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.291 -0.117 0.085 0.201 0.425</td>
</tr>
<tr>
<td>(60)</td>
<td>0.85 0.15</td>
</tr>
<tr>
<td>(48)</td>
<td>0.04 0.83 0.13</td>
</tr>
<tr>
<td>(52)</td>
<td>0.12 0.77 0.12</td>
</tr>
<tr>
<td>(53)</td>
<td>0.19 0.75 0.06</td>
</tr>
<tr>
<td>(57)</td>
<td>0.11 0.89</td>
</tr>
</tbody>
</table>

Steady-state distribution 0.082 0.296 0.321 0.196 0.105

C.3 Provincial Employment per Capita

Annual employment per capita, relative to the national average, for 1966-1992, is plotted in Figure C5. Cross-section dispersion has changed little over the sample period: the range is largely constant. There is also limited movement within the cross-section distribution: most provinces maintain a particular rank within the cross-section (Alberta and Ontario at the top, Newfoundland and PEI at the bottom).

This is confirmed by results from estimation of transition probability matrices (Table C3). The probability of remaining in the bottom (top) quantile is at least 91% (96%) with a three-year transition period. Even with a six-year transition period, these probabilities remain at 90% and 95% respectively.

Even with a six-year transition period, these probabilities remain at 90% and 95% respectively.
Table C3: Transition Probability Matrix—Employment per Capita, Relative to the National Average, by Province

1-year transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.098 -0.017 0.049 0.097 0.194</td>
</tr>
<tr>
<td>(51)</td>
<td>0.92 0.08</td>
</tr>
<tr>
<td>(49)</td>
<td>0.06 0.94</td>
</tr>
<tr>
<td>(50)</td>
<td>0.90 0.10</td>
</tr>
<tr>
<td>(49)</td>
<td>0.10 0.86 0.04</td>
</tr>
<tr>
<td>(51)</td>
<td>0.06 0.94</td>
</tr>
</tbody>
</table>

Steady-state distribution 0.438 0.562 0.000 0.000 0.000

3-year transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.100 -0.022 0.049 0.099 0.194</td>
</tr>
<tr>
<td>(46)</td>
<td>0.91 0.09</td>
</tr>
<tr>
<td>(42)</td>
<td>0.02 0.98</td>
</tr>
<tr>
<td>(41)</td>
<td>0.85 0.15</td>
</tr>
<tr>
<td>(46)</td>
<td>0.20 0.80</td>
</tr>
<tr>
<td>(45)</td>
<td>0.04 0.96</td>
</tr>
</tbody>
</table>

Steady-state distribution n/a n/a n/a n/a n/a

C.4 Industrial GDP per Employee

Annual index data on GDP per person at work and GDP per hour worked are available for seven different industry sectors for 1961-1994. Figures C6 and C7 show that the cross-section distributions of each measure are similar: values for agriculture (No. 1) are highly variable; those for communications (No. 5) show a steady rise; but productivity appears to have fallen in the service sector (No. 7).

Transition probability matrices (Tables C4 and C5) show similar degrees of mobility within the cross-section. Most persistence is at the ends of the distribution, particularly the top end; mobility is highest in the middle. Mobility is higher than for provincial disaggregation using both WSSLI and employment per capita data. Ergodic distributions are unimodal for both measures.

87 The sectors studied are agriculture, manufacturing, construction, transportation and storage, communications, wholesale and retail trade, and services.
Table C4: Transition Probability Matrix—GDP per Person at Work, Relative to the Industry Average, by Industry Sector

1-year transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.104</td>
</tr>
<tr>
<td>(44)</td>
<td>0.77</td>
</tr>
<tr>
<td>(46)</td>
<td>0.15</td>
</tr>
<tr>
<td>(44)</td>
<td>0.02</td>
</tr>
<tr>
<td>(45)</td>
<td>0.13</td>
</tr>
<tr>
<td>(45)</td>
<td>0.02</td>
</tr>
<tr>
<td>Steady-state distribution</td>
<td>0.165</td>
</tr>
</tbody>
</table>

3-year transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.101</td>
</tr>
<tr>
<td>(41)</td>
<td>0.61</td>
</tr>
<tr>
<td>(39)</td>
<td>0.13</td>
</tr>
<tr>
<td>(42)</td>
<td>0.05</td>
</tr>
<tr>
<td>(41)</td>
<td>0.07</td>
</tr>
<tr>
<td>(40)</td>
<td>0.05</td>
</tr>
<tr>
<td>Steady-state distribution</td>
<td>0.151</td>
</tr>
</tbody>
</table>

Table C5: Transition Probability Matrix—GDP per Person Hour at Work, Relative to the Industry Average, by Industry Sector

1-year transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.088</td>
</tr>
<tr>
<td>(44)</td>
<td>0.68</td>
</tr>
<tr>
<td>(46)</td>
<td>0.22</td>
</tr>
<tr>
<td>(45)</td>
<td>0.04</td>
</tr>
<tr>
<td>(44)</td>
<td>0.02</td>
</tr>
<tr>
<td>(45)</td>
<td></td>
</tr>
<tr>
<td>Steady-state distribution</td>
<td>0.187</td>
</tr>
</tbody>
</table>

3-year transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.087</td>
</tr>
<tr>
<td>(40)</td>
<td>0.57</td>
</tr>
<tr>
<td>(40)</td>
<td>0.13</td>
</tr>
<tr>
<td>(41)</td>
<td>0.12</td>
</tr>
<tr>
<td>(42)</td>
<td>0.10</td>
</tr>
<tr>
<td>(40)</td>
<td></td>
</tr>
<tr>
<td>Steady-state distribution</td>
<td>0.188</td>
</tr>
</tbody>
</table>
Figure C1
Growth of Provincial Personal Income per Capita (Relative to National Average)
1927-1993
Figure C2
Quantiles for Growth of Provincial Personal Income per Capita (1929-1992)
Figure C3
Log of Provincial WSSLI per Capita (Relative to National Average) 1961-1992

![Graph showing the log of Provincial WSSLI per Capita (Relative to National Average) from 1961 to 1992 for different provinces. The graph includes data points for Newfoundland, PEI, New Brunswick, Quebec, Nova Scotia, Ontario, Manitoba, Saskatchewan, and Alberta.](image-url)
Figure C4
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Figure C5
Provincial Employment per Capita (Relative to National Average) 1966-1993

[Graph showing employment per capita for various provinces from 1966 to 1993]
Figure C6
Index of GDP per Employee 1986=100 (Relative to National Average)
1961-1994
Figure C7
Index of GDP per Person Hour Worked 1986=100 (Relative to National Average)
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# D Tests For Robustness

Table D1: Transition Probability Matrix—Income by Province, Relative to Ontario

<table>
<thead>
<tr>
<th>1-year transitions</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Number)</td>
<td>-0.543 -0.376 -0.258 -0.134 0.126</td>
</tr>
<tr>
<td>(118)</td>
<td>0.94 0.05 0.01</td>
</tr>
<tr>
<td>(118)</td>
<td>0.03 0.82 0.11 0.04</td>
</tr>
<tr>
<td>(115)</td>
<td>0.09 0.80 0.10 0.02</td>
</tr>
<tr>
<td>(116)</td>
<td>0.01 0.03 0.09 0.77 0.09</td>
</tr>
<tr>
<td>(114)</td>
<td>0.01 0.10 0.89</td>
</tr>
<tr>
<td>Steady-state distribution</td>
<td>0.114 0.186 0.223 0.232 0.245</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3-year transitions</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Number)</td>
<td>-0.545 -0.381 -0.258 -0.130 0.126</td>
</tr>
<tr>
<td>(117)</td>
<td>0.86 0.13 0.01</td>
</tr>
<tr>
<td>(117)</td>
<td>0.03 0.71 0.21 0.04 0.02</td>
</tr>
<tr>
<td>(107)</td>
<td>0.01 0.13 0.66 0.18 0.02</td>
</tr>
<tr>
<td>(108)</td>
<td>0.02 0.14 0.69 0.16</td>
</tr>
<tr>
<td>(105)</td>
<td>0.02 0.03 0.13 0.82</td>
</tr>
<tr>
<td>Steady-state distribution</td>
<td>0.081 0.156 0.228 0.266 0.270</td>
</tr>
</tbody>
</table>
### Table D2: Transition Probability Matrix—Income by Province (subtracting Ontario)

#### 1-year transitions

<table>
<thead>
<tr>
<th>Number</th>
<th>Upper endpoint</th>
<th>1-year transitions</th>
<th>3-year transitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(117)</td>
<td>0.85 0.14 0.01 0.02 0.03</td>
<td>-1.561 -1.203 -0.811 -0.519 0.891</td>
<td>0.184 0.218 0.204 0.197 0.197</td>
</tr>
<tr>
<td>(114)</td>
<td>0.12 0.78 0.08 0.15 0.03</td>
<td>0.85 0.12 0.78 0.02 0.02</td>
<td>0.160 0.211 0.220 0.209 0.201</td>
</tr>
<tr>
<td>(117)</td>
<td>0.01 0.17 0.74 0.08 0.03</td>
<td>0.10 0.72 0.15 0.03 0.03</td>
<td>0.160 0.211 0.220 0.209 0.201</td>
</tr>
<tr>
<td>(116)</td>
<td>0.03 0.09 0.89 0.08 0.03</td>
<td>0.01 0.17 0.74 0.08 0.03</td>
<td>Steady-state distribution 0.184 0.218 0.204 0.197 0.197</td>
</tr>
</tbody>
</table>

#### 3-year transitions

<table>
<thead>
<tr>
<th>Number</th>
<th>Upper endpoint</th>
<th>1-year transitions</th>
<th>3-year transitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(116)</td>
<td>0.75 0.23 0.02 0.01</td>
<td>-1.561 -1.192 -0.808 -0.513 0.891</td>
<td>0.184 0.218 0.204 0.197 0.197</td>
</tr>
<tr>
<td>(105)</td>
<td>0.17 0.66 0.16 0.03</td>
<td>0.75 0.23 0.02 0.01 0.01</td>
<td>0.160 0.211 0.220 0.209 0.201</td>
</tr>
<tr>
<td>(112)</td>
<td>0.01 0.14 0.58 0.22 0.04</td>
<td>0.01 0.14 0.58 0.22 0.04</td>
<td>0.160 0.211 0.220 0.209 0.201</td>
</tr>
<tr>
<td>(114)</td>
<td>0.01 0.01 0.21 0.66 0.11</td>
<td>0.01 0.01 0.21 0.66 0.11</td>
<td>0.160 0.211 0.220 0.209 0.201</td>
</tr>
<tr>
<td>(107)</td>
<td>0.01 0.06 0.11 0.82</td>
<td>0.01 0.06 0.11 0.82</td>
<td>Steady-state distribution 0.184 0.218 0.204 0.197 0.197</td>
</tr>
</tbody>
</table>

### Table D3: Transition Probability Matrix—Income by Province, Aggregating some Provinces

#### 1-year transitions

<table>
<thead>
<tr>
<th>Number</th>
<th>Upper endpoint</th>
<th>1-year transitions</th>
<th>3-year transitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(80)</td>
<td>0.91 0.08 0.01</td>
<td>-0.102 0.045 0.137 0.260 0.453</td>
<td>0.212 0.241 0.239 0.183 0.126</td>
</tr>
<tr>
<td>(78)</td>
<td>0.06 0.67 0.24 0.03</td>
<td>0.91 0.08 0.01 0.01 0.01</td>
<td>0.212 0.241 0.239 0.183 0.126</td>
</tr>
<tr>
<td>(77)</td>
<td>0.01 0.26 0.68 0.05</td>
<td>0.06 0.67 0.24 0.03 0.03</td>
<td>0.212 0.241 0.239 0.183 0.126</td>
</tr>
<tr>
<td>(79)</td>
<td>0.01 0.09 0.84 0.06</td>
<td>0.01 0.26 0.68 0.05 0.05</td>
<td>0.212 0.241 0.239 0.183 0.126</td>
</tr>
<tr>
<td>(76)</td>
<td>0.09 0.91</td>
<td>0.01 0.09 0.84 0.06</td>
<td>Steady-state distribution 0.212 0.241 0.239 0.183 0.126</td>
</tr>
</tbody>
</table>

#### 3-year transitions

<table>
<thead>
<tr>
<th>Number</th>
<th>Upper endpoint</th>
<th>1-year transitions</th>
<th>3-year transitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>(76)</td>
<td>0.92 0.07 0.01</td>
<td>-0.112 0.043 0.137 0.255 0.453</td>
<td>0.178 0.250 0.253 0.194 0.124</td>
</tr>
<tr>
<td>(74)</td>
<td>0.03 0.61 0.32 0.04</td>
<td>0.92 0.07 0.01 0.01 0.01</td>
<td>0.178 0.250 0.253 0.194 0.124</td>
</tr>
<tr>
<td>(69)</td>
<td>0.03 0.30 0.54 0.13</td>
<td>0.03 0.61 0.32 0.04 0.04</td>
<td>0.178 0.250 0.253 0.194 0.124</td>
</tr>
<tr>
<td>(75)</td>
<td>0.04 0.17 0.68 0.11</td>
<td>0.03 0.30 0.54 0.13 0.13</td>
<td>0.178 0.250 0.253 0.194 0.124</td>
</tr>
<tr>
<td>(78)</td>
<td>0.01 0.15 0.83</td>
<td>0.04 0.17 0.68 0.11 0.11</td>
<td>0.178 0.250 0.253 0.194 0.124</td>
</tr>
</tbody>
</table>

Steady-state distribution
Table D4: Transition Probability Matrix—GDP per Employee,
Manufacturing Industries, Ontario

1-year transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.355</td>
</tr>
<tr>
<td>(77)</td>
<td>0.81</td>
</tr>
<tr>
<td>(79)</td>
<td>0.18</td>
</tr>
<tr>
<td>(77)</td>
<td>0.18</td>
</tr>
<tr>
<td>(80)</td>
<td>0.01</td>
</tr>
<tr>
<td>(86)</td>
<td>0.02</td>
</tr>
<tr>
<td>Steady-state distribution</td>
<td>0.202</td>
</tr>
</tbody>
</table>

3-year transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.350</td>
</tr>
<tr>
<td>(66)</td>
<td>0.70</td>
</tr>
<tr>
<td>(66)</td>
<td>0.23</td>
</tr>
<tr>
<td>(71)</td>
<td>0.03</td>
</tr>
<tr>
<td>(67)</td>
<td>0.03</td>
</tr>
<tr>
<td>(66)</td>
<td>0.02</td>
</tr>
<tr>
<td>Steady-state distribution</td>
<td>0.184</td>
</tr>
</tbody>
</table>

Table D5: Transition Probability Matrix—GDP per Employee,
Manufacturing Industries, Western Provinces

1-year transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.601</td>
</tr>
<tr>
<td>(60)</td>
<td>0.77</td>
</tr>
<tr>
<td>(72)</td>
<td>0.24</td>
</tr>
<tr>
<td>(70)</td>
<td>0.04</td>
</tr>
<tr>
<td>(75)</td>
<td>0.03</td>
</tr>
<tr>
<td>(75)</td>
<td>0.03</td>
</tr>
<tr>
<td>Steady-state distribution</td>
<td>0.259</td>
</tr>
</tbody>
</table>

3-year transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.572</td>
</tr>
<tr>
<td>(60)</td>
<td>0.78</td>
</tr>
<tr>
<td>(51)</td>
<td>0.16</td>
</tr>
<tr>
<td>(62)</td>
<td>0.37</td>
</tr>
<tr>
<td>(64)</td>
<td>0.02</td>
</tr>
<tr>
<td>(58)</td>
<td>0.05</td>
</tr>
<tr>
<td>Steady-state distribution</td>
<td>0.206</td>
</tr>
</tbody>
</table>
Table D6: Transition Probability Matrix—GDP per Employee, Manufacturing Industries, Eastern Provinces

1-year transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
<th>-0.504</th>
<th>-0.203</th>
<th>-0.008</th>
<th>0.208</th>
<th>1.476</th>
</tr>
</thead>
<tbody>
<tr>
<td>(70)</td>
<td></td>
<td>0.87</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(69)</td>
<td></td>
<td>0.12</td>
<td>0.62</td>
<td>0.23</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>(71)</td>
<td></td>
<td>0.23</td>
<td>0.49</td>
<td>0.23</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>(71)</td>
<td></td>
<td></td>
<td></td>
<td>0.23</td>
<td>0.59</td>
<td>0.18</td>
</tr>
<tr>
<td>(89)</td>
<td></td>
<td>0.01</td>
<td>0.07</td>
<td>0.12</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td>Steady-state distribution</td>
<td>0.169</td>
<td>0.187</td>
<td>0.204</td>
<td>0.194</td>
<td>0.246</td>
<td></td>
</tr>
</tbody>
</table>

3-year transitions

<table>
<thead>
<tr>
<th>(Number)</th>
<th>Upper endpoint</th>
<th>-0.504</th>
<th>-0.198</th>
<th>-0.001</th>
<th>0.217</th>
<th>1.476</th>
</tr>
</thead>
<tbody>
<tr>
<td>(62)</td>
<td></td>
<td>0.77</td>
<td>0.19</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(61)</td>
<td></td>
<td>0.11</td>
<td>0.49</td>
<td>0.26</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td>(61)</td>
<td></td>
<td>0.21</td>
<td>0.49</td>
<td>0.21</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>(62)</td>
<td></td>
<td>0.03</td>
<td>0.23</td>
<td>0.45</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>(64)</td>
<td></td>
<td>0.03</td>
<td>0.03</td>
<td>0.19</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>Steady-state distribution</td>
<td>0.075</td>
<td>0.148</td>
<td>0.198</td>
<td>0.225</td>
<td>0.355</td>
<td></td>
</tr>
</tbody>
</table>
Figure D1
Quantiles for Log of Provincial Personal Income per Capita,
Divided by Ontario Data (1928-1993)
Figure D2
Quantiles for Log of Provincial Personal Income per Capita, Subtracting Ontario Data (1928-1993)
Figure D3
Quantiles for Log of Aggregated Provincial Personal Income per Capita
(1928-1991)
Figure D4
Quantiles for Log of Manufacturing Industry GDP per Employee:
Ontario (1973-1990)
Figure D5
Quantiles for Log of Manufacturing Industry GDP per Employee:
Western Provinces (1973-1990)
Figure D6
Quantiles for Log of Manufacturing Industry GDP per Employee:
Eastern Provinces (1973-1990)
E Results Using Coulombe and Lee Data

This Appendix summarizes the results arising from studying the mobility dynamics of data used by Coulombe and Lee in their various studies of convergence across Canadian provinces (see [21], [22] and [47]).

E.1 Data

In their first paper, Coulombe and Lee [21] draw a distinction between provincial product and income data for the period 1961-1990. They use the measures shown in Table E1. In their second paper, [47], Coulombe and Lee examine convergence in productivity, using the variables listed in Table E2 below for the period 1966-1990. The most recent paper, [22], uses four measures of per capita income over the longer period 1926-1991 (see Table E3).

From these papers, Coulombe and Lee conclude that there is evidence of convergence in both product and income measures, with the speed of convergence increasing as disaggregation moves from a per capita, to a per worker, to a per hour basis. Most of the convergence occurred during the period 1950-1977. Regional shocks in the 1930s and 1940s outweighed any evidence for β-convergence prior to 1950.

Regional disparities in unemployment rates are the most significant factors in slowing down regional labour market adjustments, which, in turn, hinder convergence in living standards. Provincial price deflators diminish the speed

<p>| Table E1: Data Used in Coulombe and Lee [21] |</p>
<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPPRO</td>
<td>Gross provincial product at factor cost per capita, provincial price indices</td>
</tr>
<tr>
<td>GPPNAT</td>
<td>Gross provincial product at factor cost per capita, national price index</td>
</tr>
<tr>
<td>EI</td>
<td>Earned income per capita</td>
</tr>
<tr>
<td>PIT</td>
<td>Personal income minus government transfers per capita</td>
</tr>
<tr>
<td>PI</td>
<td>Personal income per capita</td>
</tr>
<tr>
<td>PDI</td>
<td>Personal disposable income per capita</td>
</tr>
</tbody>
</table>
Table E2: Data Used in Coulombe and Lee [47]

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPPC</td>
<td>Gross provincial product at factor cost per capita</td>
</tr>
<tr>
<td>GPPW</td>
<td>Gross provincial product at factor cost per worker</td>
</tr>
<tr>
<td>GPPH</td>
<td>Gross provincial product at factor cost per hour worked</td>
</tr>
<tr>
<td>EIC</td>
<td>Earned income per capita</td>
</tr>
<tr>
<td>EIW</td>
<td>Earned income per worker</td>
</tr>
<tr>
<td>EIH</td>
<td>Earned income per hour worked</td>
</tr>
</tbody>
</table>

Table E3: Data Used in Coulombe and Lee [22]

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>PI</td>
<td>Personal income per capita</td>
</tr>
<tr>
<td>PIT</td>
<td>Personal income minus government transfer payments per capita</td>
</tr>
<tr>
<td>PDI</td>
<td>Personal disposable income per capita</td>
</tr>
<tr>
<td>EI</td>
<td>Earned income per capita</td>
</tr>
</tbody>
</table>

of convergence of regional output but do not appear to affect the rate of convergence of income measures. This difference is attributed to the uneven distribution of economic activity across Canada. Consumption patterns appear to be similar.

E.2 Mobility Dynamics

I estimate transition probability matrices for each of the variables listed above, and present the results for the different variables in turn.

E.2.1 Output and income per capita

The first variable I study is gross provincial product (GPP) per capita, deflated by (i) a national (GPPNAT) and (ii) provincial price indices (GPPRO) (see Coulombe and Lee [21]).

Alberta has the highest average GPP per capita (relative to the national average) over the sample period, followed by Ontario, British Columbia and Saskatchewan. The Maritime provinces are at the bottom of the ranking.

Provincial price deflators increase cross-section mobility and tend to smooth the output data. There is a slight narrowing of the range between the ends of the cross-section distribution over the sample period. This range is smaller for the nationally deflated data. This supports the Coulombe and Lee [21] finding that provincial price deflators reduce the speed of convergence.

Estimation of transition probability matrices for each output measure suggest convergence, both in terms of a reduction in cross-section dispersion (shape)

88 This suggests noise in the provincial price data.
and within the cross-section distribution (mobility). It appears that convergence is towards state 2.

Most of the income measures exhibit high mobility in state 2 and high persistence at the top of the cross-section distribution. The top is occupied mainly by Ontario; the volatile agricultural economy of Saskatchewan influences mobility further down the distribution. Most quantiles dip in 1980, except the fifth quantile—which includes Alberta data—which increases in the same period. This reflects the recession that hit Ontario particularly hard and reveals an interesting distinction between the output and income data. Alberta had the highest output per capita (relative to the national average) over the sample period, but for the income data, it drops to third place, behind Ontario and British Columbia. The boost to provincial output from the oil boom was not immediately transmitted into higher income.

Results for per capita earned income (EI) and per capita personal income minus government transfers (PIT) are very similar. Provincial rankings are identical. The quantiles exhibit a reduction in dispersion over time. Therefore, the addition of interest and dividend payments does not appear to affect the pattern of convergence—a result consistent with Coulombe and Lee [21]. The ergodic distributions peak in state 4.

The addition of government transfer payments (PI) pushes the ergodic peak up the cross-section distribution. In comparison with PIT, values for the top two quantiles are lower, and the bottom three quantiles higher: transfer payments help to reduce the disparity in personal incomes. The Maritime provinces, led by Newfoundland, received the highest value per capita of government transfer payments to persons over the sample period. PI shows more mobility at the bottom end of the cross-section distribution than the other income measures. However, contrary to expectations, this increased mobility is down the distribution rather than up it. Personal disposable income per capita (PDI) data—which removes direct taxes—covers a narrower range, but exhibits similar patterns of mobility.\footnote{Newfoundland moves up to 8th position—from 9th—using this measure.}

### E.2.2 Productivity measures

I now examine the different measures of provincial productivity—output and income per capita, per worker, and per hour worked—used by Coulombe and Lee in [47].

Comparing first the output measures, gross provincial product per worker (GPPW) displays the most mobility, particularly at the top end of the cross-section distribution. Both GPP per capita (GPPC) and GPPW converge towards the middle of the cross-section distribution in the long term.

Ranking the provinces by the average value of GPP per hour (GPPH) (relative to the national average) over the sample period, places the two western-most provinces at the top, Newfoundland in the middle, and the remaining Maritime provinces at the bottom. This suggests that, although there is high unemployment in Newfoundland, those industries that do employ workers are highly...
“productive”, in terms of output per hour worked.\(^9\) GPPH exhibits more mobility at the bottom of the cross-section distribution, and is the only variable to display divergence across the cross-section. This divergence could be caused by the size of the distance between quantiles. The end quantiles are further away from the others. Alternatively, it could be attributed to the type and range of industries represented in the different provinces (see Chapter 2 for a fuller discussion).

Rankings of provinces vary across the different income variables: Ontario, Alberta and British Columbia share the top for all three measures, but Saskatchewan appears near the bottom for earned income per worker (EIW) and earned income per hour (EIH), whilst Newfoundland moves up the distribution to 7th place for EIW and to 4th place using EIH data. This reflects the impact of unemployment and the type of industries in each province on the results. The Saskatchewan result can be attributed to the agricultural base of the province. This economy is heavily dependent upon agricultural prices and the success of harvests. As a consequence, incomes tend to be highly variable and largely seasonal. This volatility is reflected in the transition probability matrices. All the income data exhibit high mobility in state 2. Probabilities and persistence are high at the top end of the cross-section distribution.

Dispersion has declined in the earned income per capita (EIC) and EIH data, but less so in the EIW series. Further investigation is required to determine whether this reduction arises from a tendency for different industries to locate more widely (rather than concentrating production in particular provinces), or if it reflects a convergence in productivity across industries. The EIW results could be attributed (as in Coulombe and Lee [21]), to consistently disparate unemployment rates across provinces.

Ergodic distributions for the EIC and EIW series are similar, peaking in states 3 and 4 respectively.

**E.2.3 Longer sample period**

Personal income per capita (PI) and personal disposable income per capita (PDI) produce very similar transition probability matrices and ergodic distributions. In the long term, observations within the cross-section distribution converge to the middle of the distribution.

**E.3 Conclusions**

Mobility dynamics, for both output and income variables—per capita and per worker—suggest convergence both across (shape) and within (mobility) the cross-section distributions. There is high persistence at the top of the distribution, particularly for the income measures of economic growth. In particular, Ontario remains consistently at the peak of the distribution. High mobility

---

\(^9\) In 1994, Newfoundland’s unemployment rate was 20.4%, while the Canadian average was 10.4%. The food and printing and publishing industries are the most important manufacturing industries in Newfoundland (in terms of contribution to GDP). GDP per employee in food manufacturing exceeds the average across all manufacturing industries.
is evident lower down the cross-section distribution, and is attributable to the uncertain, volatile incomes those provinces generate.

The different output measures of productivity used in [47] suggest different long run patterns of convergence. Both GPPC and GPPW exhibit convergence, but GPPH indicates divergence. The income data all suggest convergence in the long term.

These results indicate that there does not appear to be a direct one-to-one relationship between output and income measures. Measures of income have more of an opportunity to converge. Government transfers to persons and migration tend to be the dominant sources that reduce dispersion. Measures of output are more heterogeneous, and possess relatively wide variations across provinces. This reflects the diverse natural resources, climates and industries of the different provinces.

These findings mainly support Coulombe and Lee's ([21] and [47]) results, but provide additional insight into the driving forces behind economic growth. Where my results differ from Coulombe and Lee is in finding divergence in the cross-section distribution for GPP per hour worked. Coulombe and Lee [47] claim that the speed of convergence increases as disaggregation moves from per capita to per worker to per hour. Although my results show that dispersion may be falling over time, activity within the cross-section distribution may be diverging. GPP per hour tends to accumulate at opposite ends of the distribution.
F Quah and Sargent’s Dynamic Index Model

The dynamic index model developed by Quah and Sargent (QS) [76] uses information from a wide range of cross-section data to explain aggregate fluctuations.

F.1 Theoretical Model

Let \( \{y_{it}, i = 1,2, \ldots, N, t = 1,2, \ldots, T\} \) be an observed segment of a random field where the cross-section \((N)\) and time series \((T)\) dimensions are of the same order of magnitude. For example, \( y_i \) may be income per capita (relative to the national average) in province \( i \). Suppose each \( y_i \) is affected by \( J \) common factors \( \mathbf{u} = (u_1, u_2, \ldots, u_J)^T \) and an idiosyncratic disturbance \( z_i \). This can be written as,

\[
(\text{G.1}) \quad y_{it} = \sum_{j=1}^{J} \alpha_{ij}(L)u_{jt} + z_{it}.
\]

where \( u \) is a vector of orthogonal random walks; and \( z \) is zero mean, stationary, and has entries uncorrelated across all \( i \) as well as with the increments in \( u \) at all leads and lags. Observed \( y_{it} \) are therefore decomposed into first, factors common across all \( i \) and, second, factors specific to each \( i \) and orthogonal to all other \( i \).

QS [76] assume the following structure for the impact of the common factors on \( y_i \),

\[
(\text{G.2}) \quad \alpha_{ij}(L) = \sum_{m=0}^{M_a} a_{ij}(m)L^m, \quad M_a < \infty.
\]

The \( u_j \)'s are integrated processes, with their first differences pairwise orthogonal. They have a finite autoregressive representation,

\[
(\text{G.3}) \quad \gamma(L)\Delta u_{it} = \eta_{it},
\]

where \( \gamma(L) \) is diagonal, with \( j \)-th entry given by,

\[
(\text{G.4}) \quad 1 - g_j(1)L - g_j(2)L^2 - \ldots - g_j(M_g)L^{M_g}, \quad M_g < \infty.
\]

\( \eta \) is white noise, with mean 0 and the identity covariance matrix.

QS [76] further assume that each \( z_i \) is a finite order autoregression,
\( (G.5) \beta_i(L)z_{it} = \epsilon_{it} \quad \text{for all } i \)

with

\( (G.6) \beta_i(L) = 1 - b_i(1)L - b_i(2)L^2 - \ldots - b_i(M_b)L^{M_b}, \quad M_b < \infty. \)

Combining equations (F1) and (F5) and defining \( \phi_{ij}(L) = \beta_i(L)\alpha_{ij}(L) \), produces,

\( (G.7) \beta_i(L)y_{it} = \sum_{j=1}^{J} \phi_{ij}(L)u_{jt} + \epsilon_{it}. \)

Exogenous variables, such as a constant or time trend—represented by \( d_tw_t \)—can be added (without loss of generality) to (F7).

The model given by (F7) is translated into state space form, represented by a measurement equation (F8) and a transition equation (F9),

\( (G.8) y_t = ax_t + dw_t + z_t, \)

and

\( (G.9) x_{t+1} = cx_t + \gamma_{t+1}. \)

The state vector \( x \) has dimension \( O(N) \), which is 'computationally intractable' for large \( N \) and large \( T \). The state-space representation given by equations (F8) and (F9) describes \( N \) time series in terms of an \( O(N) \)-dimensional vector process.

However a large part of \( x \)—the idiosyncratic disturbances—is directly observable. The unobservable part—the common factors—has dimension \( O(J) \), which is independent of \( N \). QS [76] exploit this structure to give Kalman smoother projections and moment matrix calculations that are (effectively) independent of \( N \).

The intuition is that increasing the cross-section dimension \( N \) can only help to estimate more precisely the state and its cross moments. This must imply the same property for estimates of the parameters. Deleting entries of \( y \) does not change the orthogonality properties on a reduced version of (F8) and (F9). Therefore—if the model is correctly specified—estimators that exploit the orthogonality conditions in (F8) and (F9) remain consistent independent of \( N \).

Smaller \( N \)-systems imply less efficient estimators:

When the unknown distribution of \((y, u, z, w)\) generates a conditional expectation \( E(u|y, z) \) that equals the linear projection of \( u \) on \( y \) and \( z \), then standard Kalman smoother calculations yield the conditional expectations \( E(x_t|x_t|y, w) \) and \( E(x_t|y, w) \), taking as given a particular setting for the unknown parameters.

Iteration on this scheme is the EM algorithm. Each iteration of EM requires a Kalman filter and smoother followed by straightforward regression calculations. The algorithm consists of two steps which are iterated to convergence:

\(^{91}\text{State space representation is a means of summarizing finite processes. See QS [76] for details of how this is done.}\)

\(^{92}\text{The EM algorithm is a method for maximizing a likelihood function when there are missing observations.}\)
an estimation and a maximization step. The maximization step calculates the maximum likelihood estimates of all unknown parameters conditional on a full data set. The estimation step constructs estimates of the sufficient statistics of the problem, conditional on the observed data and the parameters. Missing observations are estimated based on the parameter values at one step of the iteration and then the likelihood function is maximized assuming that this is the full observable data set in the other.\textsuperscript{93} Under weak regularity conditions the EM algorithm is guaranteed to converge to a point that solves first order conditions.

**F.2 Application**

I investigate the extent to which two observable measures, aggregate employment and national GNP, can capture the cross-correlation across provincial GDP data (1967-1990), and compare this with one- and two-index representations. Figures F1 and F2 plot the sample standard deviations from second-order autoregressions over the period 1968-1988 (including a constant and time-trend). Figure F1 graphs the residual sample standard deviation when employment at lags -2 through 2 are included as additional regressors, versus that without. If points fall below the 45 degree line, comovements are better described by the model represented on the vertical axis than that on the horizontal. Total employment does appear to contain information on provincial GDP fluctuations. A similar result arises with national GNP data (Figure F2). Figure F3 compares these two observable measures—both appear to give similar descriptions of underlying comovements in the data. A one-index model provides little additional explanatory power over the observable measures.

Figures F4 and F5 plot standard deviations of innovations in the disturbances under a two-index model, against the residuals in province-by-province projections including total employment (Figure F4) and total GNP (Figure F5) respectively. The vertical axis describes the innovations upon removing two common unobservable indexes and imposing extensive orthogonality conditions; the horizontal axis describes the innovations upon removing total employment or total GNP respectively, without requiring the resulting innovations to be orthogonal across provinces. The results suggest that the two-index model provides a better description of the underlying common factors in provincial GDP than does either aggregate GNP or aggregate employment.

The two-index model provides more information about the cross-correlation in the data, but the combined effect of the two indices in the two-index model is very similar to the single-index model.\textsuperscript{94}

\textsuperscript{93}Watson and Engle \cite{81} present the methodology for estimation using the EM algorithm in more detail. The estimation step gives parameter values at step \( k + 1 \) based on moment matrices estimated in step \( k \). Each of the moment matrices can be constructed from the output of one pass through the Kalman smoother.

\textsuperscript{94}The correlation coefficient between the single index and the summation of the two indices in the two-index model is 0.996508.
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