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ABSTRACT

In this thesis I outline a conception of intellectual autonomy, and defend it against

arguments that question the value of intellectual autonomy as an educational goal. Beyond

offering a view of intellectual autonomy that is free of the defects found in other conceptions, I

assess the rationality of belief on testimony, and consider the impact that externalist theories of

epistemic justification might have on arguments such as mine that defend autonomy in

justification. I argue that belief on testimony is more rational than is typically allowed, and that

intellectual autonomy cannot be justified solely in terms of the conditions necessary for

knowledge or justification. I argue instead that intellectual autonomy is best conceived as an

epistemic virtue, and best fostered by introducing students to practices of epistemic justification,

in classroom environments characterized by a commitment to open dialogue and debate.
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INTRODUCTION

Virtually every educational jurisdiction in North America professes a conmiltment to

fostering rational, independent thought in the young. This commitment includes, in the language I

have chosen to employ, a commitment to fostering intellectual autonomy. Given much traditional

school practice, however, and the influence of misguided bodies of educational theory and

research, the expectation that this commitment will soon bear fruit is little more than a pious

hope. It is not my intention to offer a comprehensive descriptive account of public schooling’s

failure to foster intellectual autonomy. It is rather to clarifj first the nature of intellectual

autonomy and the problem that confronts educators who are interested in pursuing this goal.

Following this it is also my aim to offer suggestions for the direction future research might take

in establishing the empirical relations between schooling practices and the development of

independent rational thought. My discussion will, in the main, be conceptual and philosophical,

though it will rely on empirical studies for the purpose of illustrating problems and problem

situations. The central problem that confronts those committed to fostering autonomy is not only

one of determining the most fruitful conception of autonomy, but also one of redressing the

pernicious influence of acute epistemic dependence. I will argue that one cannot appreciate the

value of intellectual autonomy without appreciating the undesirability of acute epistemic

dependence.

In general terms the problem of acute epistemic dependence is as Dewey expressed it

nearly eighty years ago.

Men still want the crutch of dogma, of beliefs fixed by authority, to relieve them of the
trouble of thinking and the responsibility of directing their activity by thought. They tend
to confine their own thinking to a consideration of which among the rival systems of
dogma they will accept. Hence the schools are better adapted, as John Stuart Mill said, to
make disciples than inquirers.’

I am not concerned with the question of whether or not in a given case it is rational to

base one’s beliefs on the authoritative testimony of others, for in many cases it would be foolish

to do otherwise. I want to consider the more general question of whether the neglect of

evidential reasoning in schools is a wise policy. A habitual reliance on authorities in the fixing of
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belief may well leave individuals unfit to decide for themselves what they ought to believe.2

Insofar as schools foster such a reliance they are indeed better adapted to developing in students

the heteronomous condition of the disciple than the condition of critical autonomy we recognize

in those who can think for themselves.

In this sentiment Dewey echoed Kant’s 1784 remarks in What is Enlightenment?, but

with an important difference. While Kant also believed that human beings too often depend upon

“the crutch of dogma”, and fix their beliefs on the basis of appeals to authority, he did not take

this state of affairs to be due to a wholly ‘natural’ human disposition to be lazy. Rather the latent

tendency toward laziness in grounding belief was, in Kant’s view, a rather small part of the

overall phenomenon of heteronomy. Laziness of the sort in which Kant was interested is a

product of the social relations between intellectual authorities and those they seek to instruct.

In What is Enlightenment? Kant sets out the dichotomy between autonomy and

heteronomy and argues that it is heteronomy, not the absence of reason, that accounts for a

significant category of intellectual immaturity. This is the basic distinction that I will employ in

my discussion of autonomy. While there can be considerable philosophical disagreement over the

exact meaning of autonomy or heteronomy, especially in their relation to rationality, it is

uncontroversial, I think, to hold that there is a clear and coherent distinction to be made between

what it is to hold one’s beliefs on the basis of authority and what it is to hold them on the basis of

good reasons. There is also a clear distinction to be made between persons who habitually defer

to authorities in their thinicing, and persons who endeavor to weigh evidence, assess arguments,

and justi1y the beliefs they hold. The latter are “appropriately moved by reasons”, while the

former are not. The former are in a state of acute epistemic dependence; the latter in a state that

disposes its members toward the pursuit of what Kant called enlightenment. My aim in this thesis

is to point the way to a conceptualization of both autonomy and immaturity that makes plain the

danger of heteronomous modes of thought, and coercive classroom practices, while illustrating

the desirability of enlightenment in Kant’s sense of the term.

Kant locates autonomy within an interlocking network of concepts such as

enlightenmen4 immaturity, heteronomy and tutelage. Significantly, the discussion of autonomy
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in What is Enlightenment? is framed within pedagogical metaphors that stress several dangers

inherent in situations characterized by teaching and learning.

Enlightenment is man’s release from his self-incurred tutelage. Tutelage is man’s inability
to make use of his understanding without direction from another. Self-incurred is this
tutelage when its cause lies not in lack of reason but in lack of resolution and courage to
use it without direction from another.... Laziness and cowardice are the reasons why so
great a portion of mankind, after nature has long since discharged them from external
direction, nevertheless remains under lifelong tutelage, and why it is so easy for others to
set themselves up as their guardians. It is so easy not to be of age. If I have a book which
understands for me, a pastor who has a conscience for me, a physician who decides my
diet, and so forth, I need not trouble myself3

There are a variety of important considerations worth examining here. One is the claim

that a significant portion of mankind remains immature though ‘nature has long since discharged

them from external direction’. The reason Kant gives for this sort of immaturity is ‘laziness and

cowardice’, not as one might expect, the inability of the immature to reason competently. Kant

here is concerned about the suppression of rationality and the formation of heteronomous habits

over pre-existing rational capacities. While it may be granted that this remark of Kant’s is an

empirical claim that may or may not have been true in Kant’s day, let alone in our own, the

interesting conceptual point is that the absence of certain intellectual virtues incapacitates those

who would otherwise be capable of reasoning adequately. It also hints that there may be coercive

or otherwise threatening circumstances that lead persons to fear the consequences of thinking for

oneself

Immobilized by either fear or laziness the immature lead lives of self-incurred tutelage and

remain dependent on others to do their thinking for them. It is a condition, says Kant with some

irony, that is introduced and maintained by self appointed “guardians” who have “so kindly

assumed superintendence” over the immature. This immaturity is self-incurred insofar as it is due

to a failure of the will to resist superintendence, but it is imposed in the sense it is the product of

a misguided paternalism. The way out of this state of immaturity, in Kant’s view, is to begin to

think for oneself a task that is only possible under conditions of freedom. “Indeed if only

freedom is granted, enlightenment is almost sure to follow.” The argument is simple: to be able

to think critically one must be free in certain important respects. The links between autonomy and
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freedom, heteronomy and authority postulated by Kant raise a question of educational

significance. What is ‘natural’ in the immaturity of the young and to what degree is immaturity a

product of educational practices that give authority too large a place in the life of the school?

Michel Foucault and Jurgen Habermas, in their respective ways, also stress the necessity

of certain types of freedom in the development and exercise of intellectual autonomy. Both have

attempted to expose the mysti1,iing influence of power and coercion in human affairs, though

Habermas has done more to outline how we can rid ourselves of coercive communicative

practices.4Foucault holds a view of immaturity consistent with Kant’s: namely that “immaturity

is a certain state of our will that makes us accept someone else’s authority to lead us in areas

where the use of reason is called for.”5 Foucault’s interest in immaturity is very much related to

his work on the coercive effects of what he calls normalization, and the undue influence

intellectual authority may enjoy in a regime of truth. Foucault has elaborated his notion of

discipline in an effort to demonstrate the operation of a new modality of power that is exercised

over individuals simply by comparing them against sets of norms. I will use Foucault’s work to

argue that disciplinary practices based on research-based norms of effective teaching can, in

principle, be used to maintain immaturity and docility in both students and teachers. For this

reason I will argue that these practices and the research from which they have been developed

ought to be viewed with suspicion by educators interested in fostering intellectual autonomy.

The imperfections that a Foucaldian analysis may reveal, can, I think, be traced to

conceptions of teaching, motivation, and learning, that fail to conceive of students in

appropriately teleological terms, and thus simultaneously fail to emphasize the role of reasons in

thought and action. In place of an emphasis on reasons, educational research and theory has too

frequently encouraged teachers to adopt quasi-causal models of human behavior that do little to

highlight the moral and epistemological hazards of neglecting the role of reasons in the

constitution of belief

Habermas’ work on communication and rationality makes it possible to distinguish

between communicative acts that aim at understanding (communicative action) and those that

aim at dominance (strategic action). In light of this distinction my purpose is to argue that too
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many of the communicative ventures of teachers are characteristically strategic, though

superficially at least they may appear to be communicative or otherwise benign. Insofar as the

speech acts of teachers tend to be more strategic than communicative in the Habermasian sense

they do little to introduce students to the standards of rational discourse, and may well

perpetuate the practices of distorted communication. I will argue further that Habermas’

conception of the ideal speech situation, free of coercive elements, is a regulative ideal by which

we can judge teachers’ communicative ventures and begin to construct an ideal model of

classrooms and schools as uncoerced communities.

In addition to these concerns there is one final consideration. This inquiry is also

motivated by a concern that the prospects for fostering autonomy will not be improved by

currently influential conceptions of thinking and its relation to knowledge. I have in mind here the

view of thinking that posits a sharp dichotomy between thinking and knowing. The assumption of

a dichotomous relation between the two may encourage teachers to view the acquisition of

knowledge as an educational objective distinct and perhaps even subordinate to the development

of thinking abilities and skills. This way of conceiving of knowledge and thinking tends in my

view to obscure the epistemic requirements that ought to inform teaching practice. Without clear

and frequent access to these requirements that guide and define the rational formation of belief

students must have fewer opportunities to develop the dispositions and abilities that are

constitutive of intellectual autonomy.

The following four questions are to be the main considerations I want to entertain in this

thesis.

1) How should we interpret the notion of intellectual autonomy in the context of considering

educational goals?

2) As an educational goal, how is intellectual autonomy similar to and different from critical

thinking?

3) What is the relationship between the goal of developing intellectual autonomy and that of

acquiring knowledge?

4) What educational arrangements are inconsistent or incompatible with the goal of intellectual
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autonomy? What criteria can serve to help us pick out educational arrangements that are

compatible with intellectual autonomy?

Briefly, in summary, the answer to these questions is this. The development of intellectual

autonomy requires educational arrangements, in some respects free of compulsion, that give

students access to the epistemic standards necessary for intelligent thought and action. The

richest repository of these standards is to be found in what Popper has termed the third world of

knowledge. Hence there is a direct relationship between developing intellectual autonomy and

acquiring knowledge. The term intellectual autonomy stands roughly for the ability to think for

oneself; where ability is understood to include the inclination to do so. In this it is nearly identical

to critical thinking. My reason for employing intellectual autonomy rather than the more familiar

critical thinking is that I wish to emphasize the dangers of basing one’s judgments on authority.

In particular I want to stress the pernicious influence of pedagogical practices that directly or

implicitly offer authority as the ground for belief. In this sense my argument is an essay in the

ethics of belief; and afortiori in the ethics of teaching propositional knowledge.

The argument will also turn on the question of whether freedom in some form is a

necessary condition of the development of rational autonomy. I will say that it is. I will describe

several trends in education that threaten autonomy, either by imposing heteronomy on teachers,

or by maintaining it in children. And I will sketch a model of classroom practice that promises to

do more to preserve and extend the autonomy of students and teachers in schools than present

arrangements. Along the way I will need to contend with recent arguments that suggest that the

value of intellectual autonomy is overrated and misplaced.6On this view the modern tradition of

epistemic individualism that runs from Kant, Mill and Locke through to the present day is little

more than a romantic dream that bears scant resemblance to what in fact competent thinkers

actually do when deliberating about what to believe. Epistemic justification, it would appear, is

not an individual, but a social phenomenon, built largely on a trust of cognitive authorities. It is

argued that a more acceptable view ofjustification than the classical and highly individualist one

is one that admits that trust in cognitive authorities is the basis of most well founded belief I will

deal with this argument by admitting the social element of epistemic justification, while denying
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that a conception of epistemic justification based on appeals to authority is satisfactory for

educational purposes. My discussion of epistemic justification is also meant to engage the well-

known early arguments ofR. F. Dearden that warn us of the dangers of abandoning the ideal of a

liberal education in our pursuit of a chimerical autonomy for students. In the view of intellectual

autonomy that I am espousing Dearden’s earliest objections to child-centred construals of

autonomy must be beside the point. This is so because on my view a liberal education that

properly initiates students into the several traditions of inquiry is the primary means by which

autonomy ought to be developed. Dearden’s more recent views,7 while close to those being

advanced here, do not insist on the social nature of deliberation and inquiry as I will do.

‘John Dewey, Democracy and Education (New York: Macmillan, 1916), 339.

2Not all reliance on authorities is unreasonable, of course. The point of distinguishing
between acute epistemic dependence and less troublesome forms of epistemic dependence is
precisely to get at the problems associated with basing one’s form of life on thoughtless
acceptance of the testimony of others.

3lmmanuel Kant, “What is Enlightenment?,” in Foundations of the Metaphysic ofMorals,
trans. Lewis White Beck (New York: Liberal Arts Press, 1959), 85.

4Michel Foucault, “What is Enlightenment,” in The Foucault Reader ed. Paul Rabinow
(New York: Pantheon, 1984); Jurgen Habermas, The Theory of Communicative Action, 2
volumes (New York: Beacon Press, 1984).

5Foucault, “What is Enlightenment?”, p. 34.

6See for example John Hardwig, “Epistemic Dependence,” Journal ofPhilosophy 82, no.
7 (1985): 335—349; Stephen Stich & Richard Nisbett, “Justification and the Psychology of
Human Reasoning,” Philosophy ofScience 47 (1980): 188—202; W. H. Walsh, “Knowledge in its
Social Setting,” Mind 80, 319 (1971): 321—336; Alvin Goldman, “Epistemic Paternalism,” The
Journal ofPhilosophy 88, no. 3 (1991): 113—131; “Foundations of Social Epistemics,” Synthese
73 (1987): 109—144.

7R. F. Dearden, “Freedom and the Development of Autonomy: A Reply to Victor
Quinn,” Journal of Philosophy of Education, 18, no. 2 (1984): 271—273; R. F. Dearden ed.
“Autonomy and Intellectual Education,” Theory and Practice in Education (London: Routledge
and Kegan Paul, 1984), 110—122; R. F. Dearden ed. “Education and the Ethics of Belief”
Theory and Practice in Education London: Routledge and Kegan Paul, 1984). 97—109.
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CHAPTER ONE

INTELLECTUAL AUTONOMY

Intellectual autonomy and the means by which its development is impeded is the central

theme of this thesis. In this chapter I intend to outline what is generally taken to be the nature and

value of intellectual autonomy, and consider the prospects for fostering intellectual autonomy in

today’s schools. There are several accounts of autonomy that capture what I have in mind, but for

the most part it is Kant’s discussion of intellectual autonomy in What is Enlightenment? that will

be the foundation of my account.

In the simplest of terms autonomy means self government. In political philosophy self rule

is roughly equivalent to sovereignty and freedom from external interference. Political autonomy is

thus largely conceived in terms of negative freedom. Personal autonomy is another matter. While

the issue of sovereignty remains a part of the concept of personal autonomy, the notion of

external interference is only one aspect of a very complex term. We can see this in the following

two definitions. Wolfi’s definition, for example, does emphasize negative freedom from

interference (“The autonomous man insofar as he is autonomous is not subject to the will of

another”), while Telfer’s emphasizes freedom from emotional dependency (“An autonomous

agent must not have to depend on others for being told what he is to think or do.”2) Both

examples refer to the subjugation of sovereign will, but in the latter the threat of domination is

internal, the product of a weak will. There is also the hint that autonomy consists not only in

freedom from one’s weaknesses, but freedom to think for oneself It is not perfectly obvious what

link there might be between the negative freedom associated with sovereignty, and the positive

freedom to think for oneself One of my tasks in this thesis is to elucidate what I take this relation

to be. What sort of freedom is necessary to safeguard the freedom to think for oneself? Another

of my tasks is to explain why the freedom to think for oneself is a freedom worth having. It is not

obvious that thinking for oneself is a wiser policy than depending on others who may know better

than you what it is reasonable to believe.

What we might call epistemic individualism is a common theme in philosophical writing.

Scanlon’s remarks are typical of the sentiment that one should think for oneself
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The autonomous person cannot accept without independent consideration the judgment of
others as to what he should do. If he relies on the judgment of others, he must be prepared
to advance independent reasons for thinking their judgment likely to be correct.3

Scanlon here underlines what he sees as the close relation between independence of mind

and the rational formation of belief This context (ofjudging the acceptability of testimony) is very

close to the context in which students find themselves. Students are told what to believe (as it

were), and, in a special sense, they have a choice in what they will believe.4They may accept what

their teachers tell them, or they may refuse to believe their teachers. They may suspend

judgement, or they may feign acceptance to avoid trouble, and replace genuine belief with what

Scheffler calls “behavioural manifestations of belief’ . When it comes to the question of

intellectual autonomy, it makes a difference on what basis students come to accept what they are

told. To the extent persons simply accept what they are told, they are not autonomous, on

Scanlon’s view. Indeed on most accounts a person is said to be lacking in intellectual autonomy

when he blindly follows peer pressure, tradition, or fads. And yet one could act in conformity with

peer pressure without acting on the basis of peer pressure, and thus be autonomous still. On the

other hand impulsive rebelliousness against tradition or parental authority hardly counts as

autonomy either. This is so because there is something about the quality of one’s deliberations

that distinguishes the autonomous person from the non-autonomous. In most accounts

autonomous deliberation is distinguished by its reliance on impersonal, objective standards of

thought or action. The compulsive gambler or the drug addict is governed more by his desires

than by such standards, and is therefore a paradigm example of someone who lacks autonomy.

INTELLECTUAL AUTONOMY AND FREEDOM

Stanley Benn has made a number of useful distinctions regarding the relationship between

autonomy, freedom and self-rule.6On his view freedom is an extremely complex concept, whose

structure involves relations between other concepts such as “authority,” “rights,” “will,”

“autonomy,” “self-realization,” and “personhood.” The ideally free person, he says, satisfies three

conditions, one of which is autonomy. The other two are the capacity for free agency, and the

capacity for freedom of action. Benn terms the capacity for free agency “autarchy”, and means by

this “the ability to make decisions in light of reasons and to act on them.”7 Typical among the
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defects that militate against the development of autarchy are varieties of impulsiveness. One may

be governed by “inner-impulsions” brought on by paranoia, kleptomania or other neurotic

disorders. Or one may be governed by “other-impulsions”, what Benn terms “heterarchy”.

Heterarchy is a condition of submissiveness or suggestibility due, in the case of children, to a blind

trust in adults, especially familiar adults. Heterarchy in adults is more often due to a weakness of

the will, or the domineering force of another’s will. Autarchy is not the same as autonomy,

however. While autarehy is a feature of many mature adults, autonomy is an ideal that few, if any

people, actually instantiate. At best autonomy can be approximated to various degrees at different

times in the lives of some, but not necessarily all people. It consists in the use of one’s autarchy,

that is, in basing one’s decisions about what to believe or do on a coherent set of reasons that one

has critically examined and made one’s own. There are two ways of falling short of this ideal. The

first is to act “on impulse or on whim, not because [one] is inner impelled or compulsive, but

because [one] acknowledges nothing as a reason for doing otherwise.”8 Persons who act on

impulse due to an utter lack of reasonableness are, in Benn’s terminology, anomic persons. Such

persons have the capacity “to grasp a more considered way of living but have simply never

learned how to do it or to value anything which living by nomos could offer in return for the

postponement of gratification.”9

The last condition enjoyed by the ideally free person is freedom of action. Benn construes

freedom of action as the absence of unwarranted external interference by another. Examples of

external interference include, obviously, physical force and threats of violence, as well as less

obvious forms of interference such as the manipulation of one’s beliefs. To the extent one acts so

as to escape harm, or where one’s actions are the product of willful manipulation by another this

condition of freedom is absent. In the chapters to follow one of my aims will be to show that as a

result of common teaching practices children stand a risk of emerging from school in a state of

heterarchy insufficiently diminished in degree from the state they were in upon first entering

school. Of greatest concern is that students might emerge from school anomie persons, that is, as

students who have the capacity for intelligent and critical reflection, but who for reasons much to

do with school practice have simply never learned how to think for themselves or to value the sort
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of life available to those who are intellectually autonomous. I will argue that autarchy is a

worthwhile educational goal because of the epistemic benefits associated with thinking for

oneself I won’t employ this term however since ‘autonomy’ is the more familiar term. The

context of my discussion should make clear whether the intended sense refers to the ideal of

autonomy or the ability to make decisions in the light of reasons.

EPISTEMIC DEPENDENCE

What remains unclear is how to specif’ the criteria that distinguish rational acceptance

from naive or unquestioning acceptance. To put the question more precisely what distinguishes

epistemic independence from epistemic dependence, and to what extent is the former more

rational than the latter? This is the problem taken up in Kant’s What is Enlightenment?, and the

problem that will be the focus of this thesis: What, exactly, is the proper relation between

authority and intellectual autonomy in the constitution of belief; and what bearing should the

answer to this question have on pedagogical practice? My thesis, therefore, is simultaneously an

essay in the ethics of belief and the ethics of communicating belief It centres on questions of

epistemic justification, and takes epistemic dependence as its main problem.’°

Enlightenment, for Kant, was a “way out” or “exit” from the sort of immaturity found in

people unable to think for themselves. Immaturity, on this view, is characterized by the disposition

to let others do our thinking for us, and to let ourselves be ruled by judgments other than our

own. Kant puts the matter this way:

Laziness and cowardice are the reasons why so great a portion of mankind, after nature
has long since discharged them from external direction, nevertheless remains under
lifelong tutelage, and why it is so easy for others to set themselves up as their guardians. It
is so easy not to be of age. If I have a book which understands for me, a pastor who has a
conscience for me, a physician who decides my diet, and so forth, I need not trouble
myself I need not think, if I can only pay—others will readily undertake the irksome work
for me.

When a book stands in place of our understanding, or a priest in the place of our

conscience we are not autonomous, but heteronomous and ruled externally. Autonomy, then, is a

condition where one has the ability and the inclination to reason for oneself Immaturity, on the

other hand, is a condition of self-incurred tutelage, self-incurred because “its cause lies not in lack
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of reason but in lack of courage and resolution to use it without direction from another.. “12

Foucault interprets immaturity in Kant’s argument to mean “a certain state of our will that makes

us accept someone else’s authority to lead us in areas where the use of reason is calledfor.”13

(emphasis added) This refinement is an important one since some have taken Kant to be

prohibiting any reliance on authorities.’4I take Foucault’s point to be that there are circumstances

in which a reliance on authorities is reasonable and times when it is not. Immaturity and the state

of heteronomy consist in the chronic failure to think for ourselves when circumstances require

that we do. It would be a mistake however to suppose the responsibility for heteronomy rests

solely with the immature. The initial condition of the immature is used as a pretext for others “to

set themselves up as their guardians.”15Kant rhetorically adds that once these guardians “have so

kindly assumed superintendence over them” the immature are transformed into domestic cattle

too fearful and unaccustomed to autonomy to be able to “take a single step without the harness of

the cart to which they are tethered.”6Nonetheless, Kant maintains that if people are encouraged

to take the first step, even the most domesticated can, after a few stumbling attempts, learn to

cope on their own. These remarks suggest that the most significant obstacles to the development

of maturity and autonomy may be conditions that limit their exercise. Further, they suggest that

educators have a responsibility to avoid inhibiting students’ free use of reason, or creating in their

classrooms conditions of intellectual servitude. In what seems to be a piece of uncharacteristically

romantic excess Kant suggests that the main condition necessary to overcome immaturity and

gain enlightenment is a condition offreedom. Since immaturity is due to a combination of laziness

and timidity on the one hand and the willingness of authorities to maintain individuals in states of

dependence, the way out of immaturity, then, is not simply a matter of deciding to think for

oneself it is also a matter of participating in a milieu characterized by freedom from interference

in the use of one’s capacity for reason.

The matter of determining the appropriate relation between authority and intellectual

autonomy in the constitution of belief is not as simple as it may at first appear. Appeals to

authority are based on a trusting of authorities to know what they are talking about. This sort of

trust has bothered a great many philosophers. Standard logic texts, for example, identilj
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arguments from authority as fallacious, though they vary in their description of the circumstances

under which appeals to authority are problematic. 17 Locke, perhaps, puts this point stronger than

most, insisting that no appeal to authority has any logical force. Locke’s term for this fallacy,

argumentum ad verecundiam, stresses that it is excessive modesty or shame (verecundia) that

leads individuals to doubt their own opinions and defer to those of authorities.18 Interpreters of

Locke, such as Hamblin, note that Locke is not warning us simply against bogus or irrelevant

authorities.19 He is reminding us that any authority, no matter how competent, may be wrong.

Moreover, even if these authorities are right, those who depend upon them cannot be said to

understand what it is they profess to believe on the basis of authority.20When we base our beliefs

on authorities, says Locke, our understanding is incomplete and of little use to us. We can’t be

said to know that which we don’t understand, and we can no more “know by other Men’s

understandings” than we can “rationally hope to see with other Men’s Eyes.”2’When our beliefs

are taken on trust, it is “opiniatrety” we possess, not knowledge: “Floating other Men’s

Opinions.. .makes us not one jot the more knowing.”22

Mill’s view is similar to Locke’s, except that Mill was more worried about the undesirable

influence authoritarian personalities and strictures might have on public debate.23 Those who have

“no knowledge whatever of the grounds of the opinion, and could not make a tenable defense of it

against the most superficial objections” are, says Mill, a danger to the traditions of rational

inquiry.24 Mill is anxious that authoritarian personalities may come to stifle genuine debate by

means of their characteristic tendency to reject out of hand any beliefs that are inconsistent with

received opinion. This tendency makes it difficult for the received view to be rejected wisely and

easier for it to be rejected rashly. In a well known passage from On Liberty Mill outlines the chief

difficulty with restrictions on debate. Each time an opinion is “compelled to silence” we lose the

opportunity to discover a hitherto unknown truth, or portion thereof that might emerge from “the

collision of adverse opinions.” Moreover, if well established beliefs are not allowed to be

“vigorously and earnestly contested” they will, says Mill, be “held in the manner of a prejudice,

with little comprehension or feeling of [their] rational grounds.” Held in this way beliefs tend to

become “mere formal professions”, “deprived of [their] vital effect on the character and conduct.”
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As a consequence they are in danger of being lost or enfeebled.25

The Lockean view of argumentum ad verecundiam, according to Schmitt, amounts to a

rejection of the possibility that there could be knowledge based on testimony, since the idea of

knowledge on testimony “entails that the subject must forego the source’s reason for the belief;

whether that reason be understood as a set of beliefs,. . . or an experience.”26 The upshot of

Locke’s view is that there is no way a layperson can be justified on expert testimony. One

enormous difficulty with this view is that it appears that the courts’ reliance on the testimony of

either eye-witnesses or experts is, at best, weakly justified, or at worst, not justified at all. A

growing number of philosophers have, in the last decade, begun to acknowledge the rationality of

belief on testimony, and have argued that not only are appeals to authority justified, they are

representative of what is ideal in the constitution ofjustified belief According to this perspective

the philosopher’s traditional distrust of appeals to authority is nothing more than a hopelessly

romantic sort of epistemic individualism whose deficiencies should be obvious to anyone who has

bothered to observe how people actually justify’ their beliefs. It is simply a fact that our most

successful forms ofjustification are based on appeals to authority. Given the complex division of

cognitive labour in the modern world we should not want it any other way. A tolerably high

degree of reliability in the pronouncements furnished by experts is ensured by an elaborate system

of cognitive checks and balances within institutions and professions. Admission requirements to

higher levels of education or to membership in professional associations, the conventions

governing the acceptance of books or articles for publication, forms of peer review and sanction,

laws with respect to perjury and expert witnesses in courts of law are all devised to ensure

satisfactory levels of reliable testimony. The most advanced scientific experiments today are

carried out by international teams of researchers who have neither the time nor the expertise to

confirm the claims of their colleagues on which they all depend.27 No one person is in an

epistemically most favoured position. Most of the time, then, we find ourselves in a position of

epistemic dependence with respect to the testimony of others and, it is claimed, there is no reason

to be worried about this. The alternative is a sort of epistemic autism that no one could seriously

endorse. To the extent the view outlined above is correct there doesn’t seem to be any compelling
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consequentialist reason for promoting intellectual autonomy.28

So what exactly is objectionable about the sort of intellectual immaturity identified by

Kant? To say such immaturity leaves us like children, or like oxen tethered to a yoke is not a

particularly informative objection since it is not perfectly clear why, on purely epistemic grounds,

immaturity of this sort is such a terrible thing. I want to concede that in many contexts accepting

the testimony of others is a sensible policy. It is my contention, however, that a general policy of

deferring to others, even bonafide cognitive authorities, is not a suitable policy for education, for

the simple reason that educationally relevant epistemic goals are not best served by socializing

students to accept the testimony of others. I have in mind four epistemic goals that, when taken

together, combine into the single aim of filling out one’s system of beliefs with as many true

beliefs as possible.29

1) The goal of acquiring true beliefs

2) The goal of deleting false beliefs

3) The goal of abstaining from acquiring false beliefs

4) The goal of abstaining from deleting true beliefs

While in many contexts deferring to cognitive authorities is the most rational strategy for

increasing one’s stock of true beliefs, it cannot be the sole strategy for acquiring true beliefs.

Since it is unlikely that any child’s life will be free of occasions where the ability to think critically

is necessary, it must fall to schools (and others) to develop in children the capacity and inclination

to think for oneself Hence there is a need to develop epistemic independence, or more precisely,

autonomy in justification. It is precisely over this point that those who argue for the rationality of

belief on testimony part company with me and each other. Some argue that schooling is and ought

to be the socialization of students into deference to cognitive authority.30Others who would likely

agree that schools should teach children how to think do not appear to believe that autonomy in

justification is a necessary feature of rational belief3’ So there is a philosophical problem to sort

out. There is also a large practical problem concerning the lack of congruence between accepted

school practice and the sort of pedagogy needed to foster autonomy. I want now to turn to

common educational practice and the influence of certain bodies of educational research that
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make the prospects for fostering epistemic independence in schools seem dim indeed. In

subsequent chapters I shall return to a more detailed discussion of the philosophical issues at

hand.

BARRIERS TO FOSTERING INTELLECTUAL AUTONOMY

In this section a portion of my analysis will be devoted to showing the persistence of an

occupational culture of teaching within schools that serves to perpetuate noxious pedagogical

orthodoxies.32Another portion will be devoted to detailing these orthodoxies and revealing what

is objectionable about them. Following this I will argue that the absence of sufficient attention to

epistemic considerations in influential educational research and theory leaves the likelihood of

schools fostering intellectual autonomy small indeed.

Educational philosophers have long been calling for classrooms that would do more to

foster the virtues and dispositions of the critical, autonomous thinker. More than thirty years ago

Israel Scheffier objected to teaching which, because it failed to appeal to the reason of pupils,

could not in any strict sense count as teaching at all.33 Many philosophers of education have since

argued that instructional activities that do fail in this regard are bound to be indoctrinatory, or at

least only weakly connected with what we might call education.34 Some have called for open-

mindedness35,others for reflective skepticism36, or thoughtfllness37,or the disposition to be

appropriately moved by reasons38.By suggesting teachers ought to appeal to the reason of pupils

Scheffier meant that teachers are obliged to provide pupils with the reason for believing x to be

the case, and to see that pupils come to appreciate the force of that reason in an evidentiary

argument that serves to justify the belief in question. In Scheffler’s words, often quoted, “To

teach is thus, in the standard use of the term, to acknowledge the ‘reason’ of the pupil, i.e. his

demand for and judgement of reasons, even though such demands are not uniformly appropriate

at every phase of the teaching interval.”39Unfortunately, there is evidence that suggests that many

teachers today are no more appealing to the reason of the child than did their predecessors. Nor is

there ample reason to believe that future prospects will be more promising in this regard. This

pessimism is due, in large part, to the influence of “the culture of teaching” on the maintenance of

teaching orthodoxies.4°
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The Core Pedagogy and the Culture of Teaching

Nearly a century of classroom observation in the United States reveals that despite

significant changes in teacher rhetoric, a “core pedagogy” has remained surprisingly constant.41

What has persisted is teacher-centred, whole class lecture, recitation, and drill in the most basic

educational outcomes—although these at times bear little relation to the fine sounding rhetoric

and slogans of periodic educational reform.42 Even in schools that have adopted child-centred

curricula and co-operative small group instruction observers have noted a continuation of the

formalist presuppositions that underlie more traditional pedagogies.43 Many researchers account

for the durability of formalist teaching by reference to the concrete details of classroom life. The

structures of time, space, and teacher-student ratios have changed very little, and over the years

have taken on a cultural momentum of their own. Viewed from the perspective of critical

theory, these structures represent the material basis on which the cultural superstructure rests.

According to this view, the conditions of teachers’ work have engendered teacher ideologies that

take the concrete details of classroom life as givens to which teachers must adapt.45 Thus the

conditions of work (“the classroom press”), are the foundation of the culture of teaching. It is

this culture that helps to determine “what works” in a classroom, and what will count among

teachers as a sensible approach to teaching. Models of teaching that differ substantially from the

core pedagogy are more likely than not to be rejected as impractical. Thus so long as the basic

structures remain more or less the same the tendency will be for the core pedagogy to remain

also, despite its apparent limitations. Hargreaves notes this culturally reproductive aspect of

teaching:

The culture of teaching, then, is a culture in which classroom experience is exalted above
all else in collective discussions of educational matters. It is a culture whose conditions of
existence in the pressing and recurring immediacy of classroom work and in the isolated
context of classroom performance make sustained and shared reflection of a rigorous
nature difficult. And it is a culture whose conditions in the allocation of time to different
areas of the teacher’s task, place the classroom at the centre and all else at the periphery of
this work. Once in motion, the culture of teaching is reproductive and self-generating, but
only as long as the conditions of its existence—the isolation and the constraints of the
classroom, the limited opportunities for reflection, the minimal allocation of statutory time
to non-classroom work—persist and continue to sustain
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Thus, the concrete circumstances of the teacher’s job have, over the years, fostered “an

ethic of practicality” that rules on the suitability of instructional methods.48

In the busy classroom press, where the pre-occupation is largely with means and
immediate outcomes, the orientation of teachers is towards the concrete and procedural
rather than the theoretic or reflective. They have an understandable interest in day-to-day
procedures for maintaining an orderly classroom, but often without critically examining
consequences or debating longer term ends. New ideas are judged for their immediate and
utilitarian impact.49

Historically, the teacher’s day has provided few opportunities for critical thought and

reflection, and thus few opportunities for teachers to see the relevance of critical reflection to

their work. In recent years the situation appears to have worsened as more responsibilities have

been added to an already overcrowded teaching schedule. Despite significant improvements in

remuneration and training over the last half century, teachers in Canada, Britain and the United

States continue to report that while their occupational role has been expanded to include extra

non-instructional committee work, and additional record-keeping, the amount of time in which

they are to carry out these duties has not been expanded to keep pace. Teachers complain of

having more social work responsibilities, more paper work, more meetings and conferences than

ever before.5°The increase in administrative tasks are the result of increased demands for teacher

and student accountability, while the social work fi.inetions are a response to mainstreaming

policies and the changing demographics of school populations. In the view of labour process

analysts teachers’ work is undergoing a process of intensification,51 where teachers’

responsibilities increase without a commensurate increase in the time or training necessary to

carry out these responsibilities in a competent manner. One effect of the time crunch is an

increased teacher reliance on external expertise.52 In an effort to reduce preparation and marking

time teachers report feeling compelled to turn to externally produced curricular materials that are

easily administered and graded but which do not engage the critical intelligence of students.53

Given that the litmus test for the acceptability of new teaching ideas is whether or not they

fit easily within existing routines and resources this process of intensification will do little to move

teaching in the direction needed to foster epistemic independence.
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The Traditions of Schooling

In this century the earliest ethnographic foray into classrooms, that of Stevens in 1912,

revealed that pupils typically spent most of their time engaged in recitation and drill, or in copying

notes from the blackboard.54 Verbal interaction between teachers and pupils took the form of

teachers prompting pupils to recall information. Since then surprisingly little has changed.55

Teachers dominated talk in the classroom then and they still do. Students were discouraged from

asking substantive questions and they still are. The characteristics of classroom interaction noted

by Stevens are still reported to be the dominant form of teacher-pupil interaction, and defines

today the nature of modem classroom teaching in the West.56

As late as 1956 Benjamin Bloom attempted to reduce the emphasis teachers gave to the

memorization of facts and principles.57 His highly influential taxonomy of educational objectives

urged teachers and curriculum planners to consider more intellectually challenging sorts of

objectives than those of factual recall.58 More than a decade later Hoetker and Ahibrand

condemned the prevalence of the recitation method in elementary schools59, while Bellack’s6°

investigation into teachers’ questioning techniques revealed that teachers typically ask more than

90 per cent of the questions, even in classrooms where the teachers were committed to promoting

inquiry. The ratio of teacher talk to pupil talk was such that even if opportunities for pupil talk

had been distributed fairly each pupil in a class of more than 25 would receive less than 1 per cent

of the available opportunities to talk, ask questions, express doubts, etc. Indeed Bellack et a!.

estimated that in an average year teachers asked up to 50,000 questions while pupils asked 10

questions or less, usually concerning details of class routine, the layout of notebooks and so on.

Teacher questions typically required only a rote or memory response, rather than a reasoned

reply.

In 1970 Flanders observed that roughly two thirds of classroom time was spent in talking,

and two thirds of that was teacher talk.6’These proportions, subsequently known famously as the

two thirds rule, have been found to prevail still in North American high schools.62 Delamont in

1976 found that 50% of teacher talk was spent lecturing and questioning pupils about the content

of the lesson.63 The other half was devoted to establishing and maintaining control of the class. In
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1978, sixty five years after the Stevens’ study, Edwards and Furlong found teachers still raised

most of the questions, and that 80 per cent of these questions were oriented to the recall of facts

or simple generalizations.64In the same year McHoul obtained similar findings: students asked

only about 10 per cent of the questions, and of these very few were substantive questions

regarding the validity of the knowledge claims that were presented to them in school.65 Both

studies showed that the importance of having good reasons or grounds for belief was an issue that

was virtually ignored by teachers, and students consistently failed to ask for such grounds. Of

interest is McHoul’s additional finding that teachers actively discouraged students from asking

questions that might require them to justify knowledge claims or classroom procedures.66 John

Goodlad’ s 1983 study of 1000 American classrooms revealed the same teacher preoccupation

with the transmission of facts, and the same student reluctance to examine critically the

knowledge claims put before them.67 These findings from North American classrooms have been

confirmed by similar studies in Sweden, the United Kingdom, the Federal Republic of Germany

and Australia.68 As a group these studies suggest that classroom life is dominated by teacher talk

that fails to give students any sense of what reason there may be for accepting or questioning the

claims put before them. Let’s consider teacher talk in more detail.

Teacher Talk

Teacher talk can be broken down into three categories: instructional monologues, social

exchanges and teaching exchanges. Teachers ask questions of students in all but the first. In social

exchanges teacher questions aim at organizing and controlling pupil behaviour. In many cases the

interest in controlling pupil behaviour determines the nature and content of the teaching

exchanges as well.69 Let us consider the general features of the teaching exchange then turn to the

issue of social control generally.

Sfrategic Dialogue: the Teaching Exchange

The teaching exchange typically conforms to what has been termed the Initiate, Respond,

Feedback (IRF) cycle, where teachers initiate the questions, students respond, and teachers offer

feedback. Teaching exchanges, like teacher monologues, are concerned with transmitting the
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content of the curriculum, but differ from teacher monologues in the amount of participation

allowed students. Indeed this teaching strategy sometimes goes by the name “active participation”

and is held up as a superior alternative to monologues on the ground of greater pupil engagement

and interest.70 It is sometimes favourably compared with the Socratic method of teaching and

seen, for this reason, to be a useful way to foster a critical spirit in students.

Its critics, however, view the teaching exchange as a device for indoctrinating students,

and consider the practice a sham attempt at engaging children’s interest and thoughtfulness.71

Given the authoritative status of truth claims advanced by teachers, and teachers’ manipulation

and restriction of dialogue and debate in these exchanges students are neither encouraged to

assess knowledge claims nor see such evaluative activities as legitimate for themselves. The

teaching exchange, on this interpretation, has the latent function of socializing children to accept

uncritically what they are told to believe.

The fundamental problem is one of the unavoidable asymmetry of the relations between

teacher and pupil during the teaching exchange. First of all, there is a lack of symmetry in the

epistemic status of teacher and pupil utterances. The utterances of teachers carry more epistemic

authority than those advanced by pupils. There is further asymmetry in the opportunities teachers

and pupils have for talking in class. Teachers talk more often and control who shall talk, when and

about what. They also control what shall count as sensible, relevant and justified by means of

glossing practices called epistemic formulations. Teachers first ask questions, and then put

glosses on the students’ responses that serve to regulate the admissibility of their contribution to

the discussion. Of course in one very important sense this is as it should be. Teachers are, after all,

both the cognitive and institutional authorities in the classroom. That the relations between pupil

and teacher are asymmetrical in these ways is part of the reason for having such a relationship.

Nevertheless, an analysis of transcripts from classroom dialogue reveals that teacher questions are

often not sincere efforts to discover student points ofview or engage in critical dialogue. They are

rather part of a disingenuous strategy of leading students to predetermined conclusions by

foreclosing debate on certain lines of argument, while maintaining the appearance of dialogue.

Students eventually come to recognize that the point of such exercises is to discover what the
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teacher is driving at (“Guess what the teacher is thinking?”).72 Seen in this light the teaching

exchange is little more than an inefficient and circuitous method for transmitting knowledge that

could otherwise be communicated by teacher monologues. Its primary advantage seems to be its

usefulness as a strategy for keeping students “on their toes.”

The concern is that such activities communicate to students a sense that their role is more

to answer questions to the satisfaction of the teacher rather than one of satisf’ing public standards

of warrant and justification. Students’ answers are to be consistent with the teacher’s beliefs about

what is true, though the teacher’s reasons for taking her beliefs to be true are seldom expressed

and evaluated. Teachers give the impression they are the sole arbiters of the truth by publicly

evaluating student responses while at the same time discouraging students from evaluating their

own truth claims. At one level the appearance is not one of the teacher imposing her view on the

students. The teacher instead appears to have integrated student points of view into the dialogue.

Edwards and Furlong describe the manner in which the process is made to appear legitimate.

The teaching exchange provides a framework into which pupil talk is fitted, and that talk is
assessed according to the closeness of fit. Brief pupil contributions are taken as being
representative of the group, and the interaction then proceeds as though the other pupils
either know already, or shared the same and now corrected inadequacies as those who
spoke. In its orderliness, and in the shaping of meaning, the interactions can be seen as the
managed product of one of the participants.73

The teaching exchange ironically appears to invite dialogue while at the same time it

prevents the emergence of any genuine dialogue involving the free exchange and defense of ideas.

It manages to do this by means of glossing practices, steering pupil contributions towards the

viewpoint held by the teacher but unstated by the teacher. Pupils’ responses that appear to lead

the discussion away from the teacher’s preferred view are implicitly rejected, while pupils’

responses closer to the preferred view are employed by the teacher in a variety of ways. Pupil

responses of this sort are either reiterated in their totality or are reformulated for a closer fit with

the teacher’s view.

Reformulations take various forms. They range from reiteration of the question, complete

but disapproving reiteration of pupil responses, partial reiteration and paraphrases, or in the case

of longer responses, gists and summaries. In the course of providing summaries, gists or
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paraphrases teachers frequently alter the meaning of the pupil’s contribution by adding and

deleting details, or putting an interpretation to the response that departs slightly from the original.

In each case teachers may register their approval or disapproval of pupil responses obliquely by

tone of voice, facial expression and gesture. In these ways teachers channel and shape the

discussion toward a pre-specified conclusion. Worth noting is that these glossing practices often

amount to putting words in the mouths of students, even as they appear to invite the pupil’s point

of view. They aim less at clarifying pupils’ points of view than at shaping them in conformity with

the teacher’s point of view. Yet such approaches to classroom instruction are commonly offered

as examples of how teachers can encourage pupil participation and develop points of view. Young

notes the fundamentally manipulative nature of these glossing practices in this way:

The foregoing analysis draws our attention to those formulating practices which are
structurally located in teacher reactions to pupil answers and which purport to formulate
the pupil talk itself In these formulations we have a practice which, while forming as
much a part of the teacher’s contribution to the dialogue as teacher monologue, passes
itself off as a versions of the pupil’s contribution.... It is difficult to avoid the conclusion
that the dominant pattern of classroom communication is indoctrinational. In not one, but
a multitude of ways, it is structured so as to exclude, repress and prevent exploration of
questions concerning the validity of the facts and simple generalizations which make up
the bulk of the information transmitted in classrooms.74

The Pedagogy of Social Control

Researchers have found that teacher decisions regarding both the selection and

organization of subject matter are strongly influenced by concerns related to the management of

children.75 Some of this emphasis can be traced to the advice of educational authorities. In his

1984 summary of research on classroom management Brophy suggests that the pace, depth and

substance of lessons ought to be determined by a concern for minimizing student opportunities for

mischief76To the dismay of Beyer too many teachers think as Brophy does:

Getting students through the lesson on time and in a quiet and orderly manner, frequently
becomes the primary basis for accepting or rejecting the use of a particular teaching
activity. If a technique “works”, that is, solves the immediate problem at hand, it is often
perceived as good or appropriate regardless of possible larger consequences or the
existence of alternative approaches.77

Other observers of classroom practice have noted that the content of lessons is frequently
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“downsized” to fit the perceived imperatives of order.78 Knowledge is broken down into isolated

bits, then organized around instructional objectives that lend themselves to assessment by means

of worksheets, short answer quizzes and end of chapter comprehension questions. Assessment

instruments such as these are easily administered and measured, and are useful for the purpose of

controlling students by means of grading practices. One unanticipated consequence of such an

approach, noted famously by Freire, is that knowledge transmitted in this manner is trivialized and

commodified.79Students are tempted to view knowledge as bits of information that can be traded

in for accreditation or grades. The goal for students becomes one of completing assignments that

require only that they find the correct answer to recall questions. Seldom is there any opportunity

for students to challenge or expand upon the points of view presented in their texts. Topics that

hold the potential for disagreement are also often avoided by teachers who fear that order may be

compromised by raucous debate, or that their own authority may be undermined if they are drawn

into the debate and asked to defend their own points of view.80 In Beyer’s view, “being a student

means acquiring. . . knowledge and learning how to use it in a context that does not include

criticism and has little patience with analysis.”8’

The preoccupation with order is not entirely misplaced, however. At one time or another

most students find their personal and social interests are either not satisfied in school, or directly

conflict with the teacher’s instructional plans.82 Yet for most students attendance at school is

compulsory. Students often react to this state of affairs with behaviour ranging from passive to

open resistance, the latter most common in working class secondary schools.83 Willis, for

example, refers to the “aimless air of insubordination” and the manifestations of “caged

resentment” that he encountered in working class British youth.84 By most accounts teachers

respond to this resistance by assigning work that is cognitively undemanding, easy to grade, and

takes little time to explain.85 The very tasks that would contribute to the development of thinking

ability—infrequently assigned long term tasks of sufficient complexity to demand critical

thought—are the very sort of assignments teachers avoid giving. In Woods’, as well as other

British studies, teachers have been reluctant to employ instructional activities that foster critical

thought because of the opportunities for mayhem such activities are felt to generate.86 In the
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United States, Cusick87, as well as Powell, Farrar and Cohen88 have documented the uneasy

equilibrium of some schools where students exhibit a perfunctory compliance with school norms

in exchange for an academically undemanding course of studies. In both Britain and the United

States the undemanding character of much schoolwork can also be attributed to the imperatives of

grading assigned work. As noted, school grades and credits are one of the most powerful social

control mechanisms available to teachers. Yet if not handled properly the distribution of grades

can present control problems of its own. Compliance is gained by distributing grades frequently

for schoolwork that requires no more than normal effort and perseverance. Schrag concludes

from his analysis of interviews with “difficult” students:

If students feel that a decent grade is dependent primarily on their native aptitudes or
intelligence, on extraordinary effort rather than on the modicum of work they are willing
to undertake, the less talented and ambitious will lose their incentive to comply.9°

McNeil observed a similar phenomenon in Wisconsin high schools. She noted that the

social studies teachers in her study tended to reduce the content of their lessons to disjointed lists

of information. The teachers themselves were quite conscious of downsizing the curriculum in an

effort to control unruly students. In their view more challenging or complex assignments

antagonized the less able, while the time needed to explain such assignments provided too many

opportunities for trouble to break out. As an activity, furnishing students with undemanding lists

of facts and generalizations that they then write down and memorize has the virtue of stabilizing

the classroom and making it more predictable.

The Epistemic Sensibility of Students

One finding from the 1985 PEEL Project in Australia points to the effect the core

pedagogy may have on the epistemic sensibilities of students.9’During the course of the project a

classroom teacher wrote a set of notes on the board, that the students copied down. The notes

related to weather patterns in Australia, except they contained nonsense terms and patent

falsehoods.92 Prior to his writing on the board the teacher stressed the importance of asking

questions and of thinking critically. The notes would have appeared to the students as coming

directly from the textbook that the teacher was holding while at the board. This procedure was
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repeated in two different classes of high school students. In each class there was no more than one

question, despite the repeated call for questions. One question asked for the meaning of a term,

while the other hesitantly raised doubts about the truth of one of the claims (e.g. soil evaporates in

warm weather.) Once apprised of the situation the chagrined students admitted they were so used

to accepting uncritically the things they were told that they failed to notice anything wrong with

the notes on the board. It is perhaps useful to pause and reflect on the significance of this

example. It seems clear that in one sense the students in this class did not believe what they were

being told by their teacher. That is, on the view that belief is any proposition or set of propositions

to which one would assent it is reasonable to expect few students would admit to believing that

soil evaporates in warm weather. Yet virtually all the students acted as if they did assent to such a

claim. I would suggest the proper interpretation of this incident is not simply that students too

readily accept what they are told by their teachers,93 but rather that the students were largely

unaware of or ignored, the epistemic import of someone’s asserting this claim or any other claim.

In other words the students did not take reflective skepticism to be among their responsibilities as

students. It is this assumption that critical intelligence is not called for in school that is most

disturbing, for it suggests how rare it may be for students to consider the truth of statements they

encounter in school. It also suggests how rare must be the opportunities for developing epistemic

responsibility in students. Regardless of the accuracy of what is taught in school, if we wish

students to become epistemically responsible we must, at a minimum, show them what such

responsibility consists in.

A further consequence of students simply accepting claims in this manner is that such

claims will likely have little bearing on the beliefs students already hold. A case in point is the

1981 study of first year university physics students that revealed that a surprisingly large

proportion of them did not understand Newtonian physics though their exam results indicated that

in a narrow sense they did. When asked which of two balls, one heavier than the other, would

reach the ground if released simultaneously the majority of respondents chose the heavier of the

two.94 Despite having spent a good deal of time learning Newtonian physics, these students were

inclined to give Aristotelian answers to questions regarding gravity. The ideas concerning the
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Newtonian theory of gravity were, in Whitehead’s sense, inert.95 If these ideas were understood,

they were not understood in a way that made them lively elements in the belief systems of

students. These consequences should not surprise us. Mill and many other philosophers since have

noted the relationship between critical reflection and understanding.96Karl Popper distinguished

between three levels ofunderstanding.97The lowest level of understanding consisted in possessing

“a pleasant feeling of having grasped the argument”.98The intermediate level involved having the

ability to repeat the argument. The highest level of understanding was characterized by having the

ability to refi.ite the argument. For Popper, criticism is the heart of understanding. Mill, one of the

best known expositors of this view, held that unless a belief is “vigorously and earnestly

contested, it will, by most of those who receive it, be held in the manner of a prejudice, with little

comprehension or feeling of its rational grounds.”99 In Mill’s view the truth is most efficiently

arrived at through “the collision of adverse opinions”. ‘°°The research just reviewed suggests that

in many schools there has been a notable absence of any such collision.

The Socialization of Student Teachers

The episodes from the PEEL project and the physics class are only two illustrations of a

phenomenon we have every reason to believe has been a feature of schools since their inception.

The persistence of this feature has been traced to a variety of factors. First, teachers are

simultaneously isolated and, while engaged in their classrooms, busy to the point of distraction.

The latter factor, we have seen, predisposes teachers to reject teaching methods whose merits are

not immediately obvious, or whose introduction into the classroom is at all complicated, or likely

to pose management problems. On the other hand, the eggcrate architecture of schools cuts

teachers off from their colleagues, and has been credited with establishing and maintaining

peculiar professional norms of individualism and non-interference that reduce the likelihood

innovative teaching methods will be communicated within the school.’°’ One might expect that

novice teachers, fresh from teacher’s college, would inevitably bring new ideas into the school.

No doubt novices do have an impact on their more experienced colleagues. This impact, however,

appears to be slight compared to the influence of experienced teachers on the novice teacher. To

start with, the teaching styles of novice teachers appear to be much more shaped by experienced
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teachers than by university courses on how to teach.102 Indeed no other group is as powerful a

socializing agent as the experienced teachers with whom the novice comes into contact in the first

few years of teaching.’°3The substantive character of this influence is to be found in the models of

instructional technique exhibited by established teachers, and the responses of these teachers to

the questions and concerns of novices. Hammersley noted a variety of tactics employed by

experienced teachers to disabuse new teachers of ideas that threaten established patterns within

the school: denigrating the relevance of university coursework to teaching; denigrating the

idealism of novice teachers, especially with respect to issues of discipline and control of students;

asserting and collectively reinforcing their definition of a particular situation over interpretations

offered by novices. In the majority of cases these “staifroom ideologies” were communicated by

means of jokes and humorous stories, staffroom “folktales” as it were, told again and again to

confirm the collective view and deride contrary views.’°4 He also notes that under the

circumstances faced by novice teachers it is only too easy to begin to adopt the collective view.

“Whatever one thinks of the views expressed in this staifroom there is enormous influence on

individuals to conform to the collective view. There is reassurance, security, restored pride,

personal dignity, power in belonging to a team, in a situation where individuals are working under

conditions of. . . constant stress.”105

The socialization of novice probationary teachers begins much earlier than their first

practicum or field experience, however. It begins with the childhood experience of the teacher to

be. Every teacher was once a student, and while in school each underwent what has been

variously called an “apprenticeship of observation”06 or an “apprenticeship of memory.”107

Hanson and Herrington, for example, note that “with their entrance into school as young children

the teachers of the future begin their apprenticeship of memory. Students entering [teachers’]

college already know what teaching j•”108 Even among those whose memories of school have

been dimmed by time there will be significant numbers of aspiring teachers who will learn the

general features of the core pedagogy from family members and other relatives who are

themselves teachers. Teaching runs in the family.’09

The characteristics of teachers may also pose problems for those interested in fostering
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independent thought in schools. Research in the United States reveals that large numbers of

American teachers share something of a common personality profile—a profile that can be used to

explain patterns of selective recruitment and retention of teachers, as well as the formation of

intellectual propensities and professional norms within the profession. In broad terms the teaching

profession, in the United States at least, is attractive to, and comprised of significant numbers of

men and women who are authoritarian, conformist, and “other-directed”.”° These generalizations

concerning the personality of teachers come from measures of central tendency; exceptions

abound. Moreover the studies from which these generalizations are drawn are neither recent

enough, nor sufficiently free of methodological problems to accept at face value. Until more and

better designed studies are conducted these findings must be viewed with a degree of skepticism.

Nonetheless, there is a remarkable degree of agreement among teacher educators that part of the

tepid intellectual climate found in many schools may be traced to the characteristics of the

teachers who work in them. As well, compared to other professional groups teachers have

historically been shown to possess a higher proportion of individuals with below average

academic standing,11’who are disinclined to value independent or critical reflection”2,and who

look to others to tell them what to Teachers with above average academic standing do

enter teaching, but they are among the first to leave, usually within the first five years. Attrition

within the first few years is very high. In some studies as much as forty percent of the novice

teacher cohort quit teaching in the first two years.”4Over ten years the attrition rate has reached

as high as seventy percent.”5 In Canada the situation is often as serious. Recently in Alberta, for

example, it was found that less than fifty percent of teachers in training enter and remain in the

school system for more than three years.’16

A further problem is the nature of coursework in education faculties and the willingness of

many teacher educators to communicate sets of narrowly conceived prescriptions, both of which

contribute to what has been described as the “tell us what to do” mentality of student teachers.’17

Floden notes that the prescriptive character of many teacher education programs fails to

“acknowledge the rationality of teachers and places researchers in an undeservedly superior

position in which teachers were not able to assess the worth ofwhat they were being told.”8The
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inconclusive nature of much research on teaching, or the basis on which prescriptions for teaching

have been developed are typically not conveyed to student teachers, thus leaving these teachers in

an epistemically dependent position, roughly parallel to the position in which experienced teachers

have been shown to leave their own students.”9Where teacher education programs do stress the

need for reflection and independent thought they have not always provided students with a clear

sense of the relevant epistemic standards by which intelligent reflection is to be carried out.’2°

These results should not be surprising in light of the characteristics of many teacher educators,

especially those most directly responsible for teacher methodology classes and practicum

supervision. Research on the characteristics of teacher educators in the US points to marked

differences between education professors and other university faculty.’2’Most notable is the

comparatively low productivity of teacher educators with respect to scholarship and research.

Broudy suggests that the reason for this can be found in the fact that education professors have an

excessively practical orientation that devalues abstract thought and decision-making.’22Lanier and

Little suggest the roots of this anti-intellectualism lie in the social background and career paths of

education professors:

Faculty in institutions of higher education are expected to value intellectual challenge,
questioning, criticism, and conceptual analysis. Advancing higher learning requires that
scholars enter uncharted intellectual territory, and as they explore the not yet known, they
must maintain a cognitive flexibility and conmitment to examine alternative, sometimes
competing, beliefs and assumptions. Diverse views and openness to new evidence, novel
ideas, and controversial opinions are long accepted values of the academy. Conversely, the
tendency to ignore or reject competing ideas and evidence, to accept old or new ideas
uncritically, or to proselytize unexamined truths are signs of academic weakness. Evidence
suggests that the typical lineage of teacher educators has not prepared them to appreciate
the traditional values of higher education.’23

In addition Tabachnick et al. noted in discussions with student teachers that practicum

supervisors are more intent on socializing student teachers into existing classroom practices than

in encouraging them to view such practices critically.

By focusing upon how things are to be done in classrooms to the exclusion of why, the
university originated discussions which tended to accept the ongoing patterns and beliefs
illustrated earlier. Instead of responsibility and reflection, the actions of university
personnel encouraged acquiescence and conformity to existing school routines. The latent
meanings of workshops and seminars were established in a variety of ways. For example,
students were continually reminded that they needed to get along if they wanted good
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recommendations for their job placement folders.. .The content of supervisory conferences
also gave legitimacy to existing classroom priorities.’24

By contrast, professors in arts and science faculties (these, in a special sense, are also

teacher educators)’25 are much less concerned with the practical use to which their students’

knowledge may be put. Nonetheless, undergraduate teaching, especially in the freshman and

sophomore years, is often identified with survey courses characterized by a preoccupation with

covering vast amounts of knowledge in a superficial manner. A close examination of the evidence

or arguments in support of knowledge claims, if found at the undergraduate level at all, is most

often restricted to undergraduate honors programs. Thus it seems reasonable to suppose that the

neglect of epistemic considerations by both pre- and in-service teachers has also much to do with

their experience as university students as well. Teachers themselves tend not to have been

schooled in the strategies of critical thinking and epistemic justification, so little in their

experience, either as schoolchildren, or as teachers, will have given them much insight into which

among their preferred teaching strategies are least appropriate for fostering critical thinking. Thus

it seems reasonable to suppose that classrooms now and in the past have not been fertile breeding

grounds for intellectual autonomy. Insofar as the development of intellectual autonomy is

contingent upon students being initiated into the practices of critical reflection the univocal nature

of classroom discourse, and the systematic neglect of epistemic considerations must surely be

obstacles to the flourishing of autonomy.
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CHAPTER TWO

THE NEGLECT OF EPISTEMIC CONSIDERATIONS IN RESEARCH ON TEACHING

To this point I have argued that the culture of teaching and the socialization of novice

teachers into this culture combine to preserve long-standing, but undesirable methods of teaching.

My chief worry concerned teaching practices which, by their neglect of reasoning, run the risk of

fostering intellectual dependence in schools. Let us suppose that the arguments thus far have

exaggerated the extent to which successfhl educational reform is unlikely. We might think that the

culture of teaching and the forces of teacher socialization are not the powerful influences I’ve

made them out to be, that effective programs of teacher education nullify their effects. Effective

teacher preparation might then fortify novice teachers against the influence of teacher socialization

in schools, and thereby lessen the chances that undesirable teaching practices will persist. In this

discussion I plan to cast doubt on such an optimistic thesis. For while some courses of study in

teacher education programs challenge established practices that stunt intellectual virtue, there are

influential bodies of educational research and theory whose dissemination in initial teacher

preparation programs reinforce these practices, not least because they already resemble teaching

practices familiar to pre-service teachers. Of the many bodies of research and theory relevant to

teacher training I will consider only two:

1) Process-product research on teaching effectiveness.

2) A conception of thinking skills that dichotomizes the relation between thinking and knowing.

My main objections can be summed up as follows. In process-product research we find

recommended teaching strategies that are premised on conceptions of learning, achievement, and

motivation that are either unduly restrictive or altogether wrong-headed. In matters related to

classroom management and motivation as well as matters more directly related to teaching,

process-product research advocates a pedagogy that fails to respect the intelligence of the learner

and overlooks the place of critical thought in educational achievements.

Secondly, popular notions of the relation between thinking and knowing posit a sharp

dichotomy between the two, and conceive of thinking in terms of discrete and highly generalizable

skills. I will argue that this skill talk risks giving rise to a pedagogy of practice that is
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inappropriate to the development of critical intelligence. It also fails to make clear the

pedagogically significant relations between knowing and thinking. The picture of knowing and

thinking to be found in many teacher education programs is more a caricature of the achievements

we seek in education. To the extent teachers aim at ephemera of this sort their efforts to develop

intellectual autonomy will be off the mark. Or so I will argue.

STRATEGIC AND LOGICAL ACTS OF TEACHING

Following Green, we can say that considerable emphasis in the literature of teacher

preparation is given to the ‘strategic acts’ of teaching, while teaching’s ‘logical acts’ are virtually

ignored.’ Strategic acts include planning, motivating, disciplining, questioning and the like.

Logical acts, on the other hand, include explaining, concluding, giving reasons, amassing

evidence, inferring and so on. Logical acts are essentially epistemic in character insofar as they

aim at fostering rational belief while strategic acts lack this epistemic purpose. The neglect of

logical acts in teacher preparation texts is a serious defect of this research, a defect, that, I believe,

can be traced to a crudely causal view of teaching and learning. While it is commonly admitted by

teacher educators that teaching requires a knowledge of subject matter in addition to pedagogical

knowledge, teachers colleges tend to restrict themselves to training teachers in the methods

related to the strategic acts of teaching. Teacher education texts have the character of how-to

manuals, providing prospective teachers with lists of do’s and don’ts, sets of simple prescriptions

for planning, motivating, questioning, etc. Effective teaching is viewed in terms of the utilization

of discrete skills; the logical character of acts that aim at fostering rational belief are virtually

ignored. E. D. Hirsch has observed of this tendency that

American schools of education are conceived on the principle that pedagogy itself is a skill
that can be applied to all subject matter. Many of the courses taken by prospective
teachers emphasize techniques of teaching and ways of improving students’ “inferencing
skills” and other general abilities as they are defined by theories of educational psychology.
Thus the principle that abstractly defined skills are more important than specific
information cannot be relinquished without compromising the fundamental assumptions of
education schools. If educationists did not assert that skill in pedagogy is more important
than mere information (which can always be looked up) they would not be able to resist
the common sense view that the best teachers. . . would tend to be those who are well
prepared in the subjects that they teach.2
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While Hirsch may exaggerate the importance of subject preparation to teaching, his

observation that education faculties have an institutional bias toward inflating the importance of

generic skills is an important one. Teachers are not typically taught which questions on a given

topic are important to ask. Instead they are taught the form of questions that require students to

evaluate or analyze. There is little guidance given in how to determine which are the important

claims, actions or events in need of evaluation or analysis. Thus there is the danger that teacher

questions will be trivial or pointless even while they possess the appropriate form. Skill in

classroom management tends to be viewed as a matter of instituting routines, procedures and

sanctions that make the classroom a predictable environment. Absent is the idea that student

misconduct will frequently be due to a lapse in moral judgment. Textbook discussions concerned

with techniques of classroom management seldom describe student misconduct as selfish,

inconsiderate, rude, insolent, or cruel—terms that carry moral significance. Nor do these texts

commonly employ terms like ‘foolish,’ ‘wrong-headed,’ ‘self-defeating,’ or ‘reckless’. Instead

student misconduct is discussed in terms of “off-task behavior” and non-compliance with school

or classroom rules. The emphasis on derived over fundamental rules encourages an

authoritarianism that, I will argue, is out of place in institutions charged with fostering intelligent

belief and action.

Process-Product Research

Process-product research has been called the most vigorous and productive of the

research programs investigating teaching.3 It, more than any of its rivals, has had a significant

impact on teacher training and practice in the field, though the research community has lost faith

in its ability to generate robust findings. Despite the misgivings of many empirical researchers and

more than a decade of criticism from educational philosophers the findings from this research

constitute a staple of initial teacher education programs. Though the bulk of this research is

conducted in the United States, its influence has been internationalized by commercial programs

such as Madeline Hunter’s Instructional Theory into Practice, teacher education textbooks, and a

variety ofjournals, of which the Elementary School Journal is but one example.

Classroom teachers are more likely to know process-product research by a different
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name—teacher effectiveness research,—or be familiar with the instructional programs and

constructs it has produced such as direct instruction, active instruction, time on task, and

academic learning time.4Process-product research is so named because of researchers’ interest in

defining the relation between what teachers do when teaching (the process) and what students

achieve as an apparent result of this teaching (the product). The research to date has generated

several recommendations regarding teacher effectiveness, especially in the areas of classroom

management and motivation, and has led to the development of instructional models based on

meta-analyses of the data.

With direct instruction, the best known of these models, teacher behaviors are designed to

maximize the length of time students remain engaged in their work, thus in the literature there is a

heavy emphasis on teacher directed lessons characterized by high rates of student ‘success’, and

continuous monitoring of student progress. The price of comparatively high rates of success and

engagement time is a disturbing redefinition of what students ought to study in school. Although

it may appear that direct instructional methods are the most efficient way to use time and

resources, in practice direct instruction means that teacher talk dominates the class, while the

content is intentionally simple and easy to grasp so teachers can ask many questions and get many

responses. Questions of this sort tend to be exclusively closed; that is, they are questions for

which there is only one right answer. Open-ended questions are to be discouraged, as is

discussion, and debate. Topics and issues of any complexity, controversy, or ambiguity (for the

student) are pushed to the side.

Barak Rosenshine, a direct instruction advocate, has admitted that process-product

research has little to say on how to teach composition, increase reading comprehension or develop

analytic skill.5 He does claim, however, that the research results are relevant in:

teaching mathematical procedures and computation, reading decoding, explicit reading
procedures (such as distinguishing fact from opinion), science facts and concepts, social
studies facts and concepts, map skills, grammatical concepts and rules, and foreign
language vocabulary and grammar.6

Significantly, what distinguishes these two lists is the extent to which students may

succeed simply by means of memorizing facts, rules, concepts, or procedures. Very little
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reasoning is required by these outcomes (although a rather barren notion of learning a concept is

implied). Little room exists for developing knowledge or understanding in any serious sense when

teaching is largely given over to the transmission of basic facts and skills. Students are not

encouraged to hold or abandon their beliefs on the basis of reasons, evidence and warrant. Little

time in the “effective” lesson is to be allotted to deliberating about the adequacy of evidentiary

arguments, or producing and defending one’s own. In what sense is the neglect of reasoning a

problem? It might be argued that most of elementary schooling, at least, ought to be devoted to

basic outcomes that will form a foundation for more sophisticated understanding at a later date.

There is some sense to this view, especially when applied to the teaching of concepts and rule

following procedures, but it would be a mistake to see the teaching of concepts as somehow

divorced from teaching people how to think.7 The remainder of Brophy’s list—teaching

mathematics, science and social studies—suggests a crudely mechanistic view of what it is to

acquire knowledge in these disciplines. A common criticism of mathematics teaching is that

children are instructed in rote procedures that they unthinkingly follow to obtain a correct answer.

There are good reasons to reject this view of mathematical understanding. In an essay entitled

“Basic Mathematical Skills” Scheffler criticizes what he calls “the false public image of

mathematics”.8This is an image of mathematics as something “exact, mechanical, numerical and

precise—yielding for every question a decisive and unique answer in accordance with an effective

routine.” The gist of his argument is that mathematics is quite different from this public image.

Mathematics is not a collection of procedures for obtaining answers to problems, but rather a field

of human understanding. To understand mathematics one must comprehend the truth of

mathematical expressions and propositions. Though there may be step-by-step procedures one can

follow in arriving at correct answers, one cannot be said to understand these procedures unless

one understands the reasoning behind each step in the procedure, and why a correct answer is

correct.

Skill and the Pedagogy of Practice

Scheffler’ s observation on mathematics instruction stresses two points: first, that skill and

comprehension are quite different things, and second, that the differences between them mean that
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methods that are suitable for developing skills are not suitable for developing understanding or

comprehension.

I have said much about skill, virtually nothing about comprehension. What sort of skill is
that? Elsewhere I have argued that it is not a skill at all. To approach education as if it
were always a matter of equipping the pupil with skills distorts our thinking. . . . [One
cannot] speak of practice in the realm of comprehension as one does in reference to skills.
One cannot develop an understanding of quantum theory by understanding it over and
over again, nor can one deepen one’s understanding by faithfully repeated performances of
understanding. One can tell a pupil to practice writing out a proof; it makes no sense to
tell him to practice understanding it.

The general point is this, and it applies to all fields of human understanding, not just

mathematics. If teachers aim at fostering understanding they must provide the explanations, the

analysis, etc., that will enable students to understand why we take some set of propositions, even

mathematical propositions, to be true. This means giving students the reasons why we take

something to be true. Much mathematics teaching in the past appears to have mistakenly taken

mathematical understanding to be a matter of skill)° Accordingly, a great deal of mathematics

teaching resembled a direct instruction lesson with its demonstration and guided practice. The

same complaint holds for science education. Numerous studies have shown that science students

tend to approach scientific problem solving as an exercise in the application of scientific formulae.

Even very successful students were shown to put most of their effort into memorizing formulae

and identifying the sort of problem to which a given formula would apply.” By contrast

professional scientists tend to operate within what Larkin and Chabay have called “the mental

space of scientific reasoning”. Scientists, they say, are more likely to “talk qualitatively of force

momentums, velocity changes, and the relations between them, without ever writing an

equation.”12

Students can obtain correct answers by following the steps they practice, but this sort of

pedagogy provides very little understanding of what these problems actually mean, why a correct

answer is correct, what bearing these mathematical operations or scientific formulae have on real

world problems, or how mathematics and science are, indeed, forms of human understanding.

Social studies instruction fares no better in this regard than instruction in mathematics and

science. Unlike the knowledge claims in the latter two domains the knowledge claims advanced in
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social studies are often contested. It is the nature of the disciplines that make up the social studies

that the knowledge claims and value positions with respect to particular issues are the subject of

much debate among experts. Where authorities fail to agree appeals to epistemic authority are

illegitimate. Thus didactic teaching in social studies lacks the justification it might have if broad

consensus among experts prevailed as it does in many areas of mathematics and science. It is well-

established in research on social studies instruction that the majority of social studies textbooks

fail to acknowledge the range of disagreement among experts on various topics. Discussions of

culture, for example, frequently adopt a stance of cultural relativism without acknowledging the

contentious nature of this view. Topics in history, economics, and politics frequently receive a

chauvinistic treatment that would not be accepted by all historians, economists, or political

scientists. For example, sympathetic interpretations of American foreign policy are frequently the

only interpretations made available to American students. The ideal functioning of free markets is

frequently presented in terms that suggest the ideal is the actual, just as the superiority of

American political institutions is argued for on the basis of comparisons between the theoretically

ideal tinctioning of these institutions and the real problems of political institutions in other

countries. The latter example is perhaps more clearly an example of textbook bias than one of

denaturing topics in social studies. The prevalence of bias in social studies textbooks is one of the

most well documented failures in the entire domain.’3 Textbooks in both the United States and

Canada have been criticized for gender’4 and political bias,’5 and for misrepresenting the nature

and extent of conflict in history and contemporary society.’6 Gender stereotyping in texts is

charged with socializing girls and boys into accepting the inferiority and passivity of girls and

women. Texts commonly trivialize or ignore women’s role in societies past and present. Women

who are acknowledged in history texts tend to be those who have distinguished themselves in

male domains. Historically significant topics in which women have played a major role—

midwifery and human reproduction, housework, sexuality, marriage, and divorce—have not until

very recently received sufficient attention. In Canadian textbooks biographical portraits of men

outnumbered those of women by a ratio of 6 to 1.17 Critics have also observed that most

textbooks present an unrealistically upbeat account of the nation’s past and present. The shameful
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chapters in national history receive considerably less treatment. Conflicts that do receive treatment

are more often international conflicts than domestic ones. Labour history is either ignored, or

presented as the history of conciliation between management and workers. The history of

aboriginal people, when not overlooked altogether, is presented in terms that downplay the

catastrophic moral and physical impact of European contact and domination. The mistreatment of

women and children, especially crime against women and children, is virtually ignored in the

elementary grades where the family and community are major topics of study. Instead students are

left with the impression that in society “a happy consensus reigns,” where members of families,

communities, and states have their needs met by existing social/political institutions and

traditions. 18 Students who continue their education to the university level will encounter in their

sociology, history, and political philosophy textbooks arguments and points of view intentionally

withheld from them a few years earlier. Critics of textbooks in both the United States and Canada

observe that few teacher education programs alert prospective teachers to these deficiencies, or

give them training in the analysis of textbooks. 19

The Neglect of Reasoning in Classroom Management

Process-product research has been especially influential in the area of classroom

management. Jere Brophy, one of the most enthusiastic promoters of this research, gives us

examples of how an effective teacher manages her class.20 Significantly, in these examples the

teacher does not give students reasons for study and co-operation. There is no effort at moral

education, nor any direct reasoning with students about the purpose and value of their studies.

Misbehavior is not viewed as the product of faulty reasoning, so much as the effect of a poorly

structured set of activities and procedures. Teachers, therefore, are not encouraged to justify

lessons to students. Neither are they to engage students in practical reasoning. Instead they are to

reduce opportunities for idleness and mischief by closely watching students, and manipulating the

pace and difficulty of the lesson. Indeed, the effective manager is primarily an effective

manipulator of children’s emotional states, particularly the anxiety of children with respect to

earning the teacher’s approval or censure. Effective managers, according to Brophy, use

presentation and questioning techniques that keep students alert and accountable. These
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techniques, borrowed from Kounin, include withitness, overlapping, signal continuity and group

alerting.2’ In practical terms these techniques amount to teachers “looking around the group

before calling on someone to recite, keeping the students in suspense as to who would be called

on next by selecting randomly, getting around to everyone frequently...” (group alerting).22

Effective teachers “monitored the classroom regularly, stationing themselves where they could see

all of the students continuously. . . [to] let students know their teachers were ‘with it.”

(withitness).23Effective managers also “move near the inattentive students, use eye contact where

possible, direct a question to them, or cue their attention with a brief comment...” (signal

continuity).24 What is striking about these suggestions, apart from their banality, is the way in

which they sidestep the question of whether we ought to give students reasons for what we ask

them to do.

Since challenging material or subjects of any complexity may present management

difficulties, Brophy recommends easy seat work for students on the grounds that “confusion

about what to do or lack of even a single important concept or skill will frustrate students’

progress and lead to both management and instructional problems for teachers.”25 When students

are working with the assistance of teachers the research, says Brophy, suggests that success rates

of 75—80% should be expected. When students are working independently success rates of

95—100% are necessary.

Evidential and Non-Evidential Styles of Belief

So long as teachers teach propositional knowledge as if it is only a set of disjointed facts

to be remembered there is the danger that students will develop a non-evidential style of belief 26

If we are committed to developing intellectual autonomy in students then at the least we are

committed to the idea that students should hold their beliefs on the basis of good reasons, and

adequate evidence. We must therefore give students good reasons for what we want them to

believe, and encourage a reasonable skepticism until such reasons are provided. With respect to

motivation and classroom management the commitment to critical thinking ought to alert us to the

dangers of giving logically irrelevant reasons for study, hard work, and reasonable behaviour.

Following Foley, such reasons may be termed non-evidential prudential reasons, that class of
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reasons one might adopt on practical grounds in the interests of your non-epistemic well being.

The motivation for accepting a belief on such practical grounds is essentially Pascalian. Pascal

urges us to believe in God because the consequences of non-belief are severely distressing

(providing God exists and possesses the punitive inclinations against non-believers attributed to

Him in the Bible). The implicit argument for student’s acting in compliance with teacher requests

or with the school’s standard of behavior is one restricted to the prudential considerations of

avoiding sanction, or gaining rewards of a non-epistemic nature. Student attention is directed not

to a set offundamental rules that have their ground in the goals of education, but rather to a set

of derived rules whose derivation gives little sense of their relation to what is fhndamental. Rules

of behavior in classrooms and schools tend to be stated as imperatives or prohibitions that do not

reveal the moral nature of the fundamental rule from which they are derived. Prohibitions against

running in the halls or talking in class have a tendency to become enforced or defied on

authoritarian or anti-authoritarian grounds where the fundamental ground is overlooked. A more

appropriate situation would be one where teachers offer reasons for adopting a particular belief or

embarking on a particular course of action. Student resistance to these efforts can be less

ambiguously viewed as a refusal to believe the propositions advanced in classes, or more generally

a refusal to engage in inquiries whose relevance and value is unclear to the students. Appealing to

student capacities to reason disambiguates at least to some degree student resistance. As things

now stand, student resistance tends to be interpreted by teachers and prominent classroom

management theorists as immature defiance to institutional authority. Resistance of this sort is to

be circumvented by reducing opportunities for off task behavior, and/or instituting a system of

contingently applied penalties and incentives unrelated to the epistemic merits of the beliefs held

up for consideration. Few of the prominent management theorists stress the need for reasoning,

and this oversight lowers the probability that students will become acquainted with the

fundamental moral and epistemic standards that define the form of life associated with the

educated person. Instead student purposes are depicted in terms of the pursuit of high grades,

teacher approval and compliance with school rules. None of these courses of action will do much

in themselves to acquaint students with the logically relevant reasons for study or considerate and
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reasonable behavior.

The difficulty here can perhaps be best illuminated by reference to the idea of a practice

and the standards immanent in a practice. Maclntyre has argued there is an important tension

between acting in the pursuit of goods that are extrinsic to a practice and acting in the pursuit of

goods that are internal to it.

By a practice I. . . mean any coherent and complex form of socially established cooperative
human activity through which goods internal to that form of activity are realized in the
course of trying to achieve those standards of excellence, and human conceptions of the
ends and goods involved, are systematically extended.27

Maclntyre lists as examples of practices: architecture, agriculture and various traditions of

inquiry such as physics, chemistry, biology and history. Each has its own standards and purposes,

its own methods and traditions. Unlike goods internal to a practice, external goods are

contingently attached to practices, as are money, status and prestige to the practice of medicine.

Unlike external goods that can be pursued in a great variety of practices, internal goods can be

acquired only within the practices. Maclntyre’s discussion is especially instructive for those who

are attempting to initiate children into complex human practices such as those found in various

traditions of inquiry that comprise the bulk of school subjects.

Consider the example of a highly intelligent seven-year-old child whom I wish to teach to
play chess, although the child has no particular desire to learn the game. The child does
however have a very strong desire for candy and little chance of obtaining it. I therefore
tell the child that if the child will play chess with me once a week I will give the child 50
cents worth of candy. Thus motivated the child plays and plays to win. Notice however
that, so long as it is the candy alone which provides the child with a good reason for
playing chess, the child has no reason not to cheat and every reason to cheat, provided he
or she can do so successfully. But, so we may hope, there will come a time when the child
will find in those goods specific to chess, in the achievement of a certain highly particular
kind of analytical skill, strategic imagination and competitive intensity, a new set of
reasons, reasons now not just for winning on a particular occasion, but for trying to excel
in whatever way the game of chess demands. Now if the child cheats, he or she will be
defeating not me, but himself or herself28

Goods internal to a practice can only be specified in terms of the practice, and can only be

identified and acquired within the experience of participating in the practice itself Maclntyre

distinguishes between two types of goods internal to a practice: the excellence of the product

(which includes excellence in the production of the product and the product itself), and the good
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of a certain form of life. A practice, therefore, involves standards of excellence that apply both to

the product and its production, and define excellence in means and ends. To learn these standards

and to come to accept their normative force is to enter into a form of life. Richard Peters

anticipated Maclntyre’s view of practices in his discussion of what it is to be educated.

A man cannot really understand what it is to think scientifically unless he not only knows
that evidence must be found for assumptions, but knows also what counts as evidence and
cares that it should be found. In forms of thought where proof is possible cogency,
simplicity, and elegance must be felt to matter. And what would historical or philosophical
thought amount to if there was no concern about relevance, consistency, or coherence?
All forms of thought and awareness have their own internal standards of appraisal. To be
on the inside of them is both to understand and to care.29

This picture of a practice, its defining standards and goods, and the sort of schooling

necessary to initiate students into an intellectually complex practice is, unfortunately, quite remote

from the experience most teachers have had in their own education, and quite remote also from

the sort of schooling many teachers are capable of providing to their own students. The state of

being on the inside of a practice such as science or history is not likely to be available to students

who do not reach the level of advanced study in university. Is there any special reason why this

should be so, other than its being due to the traditions of schooling and undergraduate education?

I think not. There is little evidence to suggest children cannot develop at least the disposition to

be critical and the inclination to base their beliefs on evidence. Indeed the insistent curiosity and

the demand for reasons among small children are well known features of early childhood. There is

reason to believe that these dispositions are more extinguished than fostered in schools as children

pass from the elementary grades to secondary school and beyond. Nor do schools appear to

introduce students to the critical standards that partially define the traditions of inquiry and mark

out the domain of epistemic justification. Denied experiences that would put them in touch with

these standards it is little wonder that students fail to develop a critical spirit, and instead develop

a non-evidential style of belief Schools and universities must take some responsibility for this

state of affairs to the degree they neglect evidential reasoning and offer non-epistemic motivations

for belief and action.

There are two important points here for teachers to bear in mind. The first is that it makes
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a difference what sort of reason we give students for doing what we ask them to believe or to do.

The second is that our motivational practices in school, including grading practices, promote a

devotion to external goods that is at cross purposes with our fundamental educational goals of

having students act on the basis of good reasons, and of their discovering the value to be found in

the world of knowledge and skill. If the reason for belief or action is intimately and logically

related to the activity we want students to engage in and succeed at then that reason will reveal

something of the point of the practice. Without an understanding of the purpose of a practice the

reason for thinking certain methods are superior to others will remain obscure. There are

standards that define excellence in the activity as well as standards that define excellence in the

products of activity. Without an emphasis on justification for action and belief these standards

must remain hidden from view. Ifjustifications are only contingently related to the activity, as the

candy was in Maclntyre’s example, then such justifications indicate little of what is intrinsically

valuable in the practice, and thereby tend to stand as barriers to the pursuit of those goods that are

internal to the practice. Among these are the goods of a particular way of life, in this case the way

of life of an educated person. Students who have no iniding of what these goods may be are

simply not educated. It is difficult to see how school practices as described here will give students

much insight into this way of life or the standards that define it.

Reasons and Motivation

One of the most widely used introductions to research on teaching, Arends’ Learning to

Teach, devotes a chapter to summarizing research on the variety of ways in which teachers can

structure the classroom environment and manipulate students’ psychological states to ensure co

operation and effort. In this chapter Arends devotes several pages to Madeline Hunter’s methods

for motivating students. These include the following:

1) Level of concern: Level of concern is the level of stress or anxiety students feel during your

lesson. Hunter insists that if students aren’t moderately stressed they won’t be properly

motivated. Hence she suggests teachers do such things as “stand next to a student who is not

participating to raise concern”; Announce that “This will be probably be on the test”.

2) Feeling tone: According to Arends, “students put forth more or less effort according to the



56

unpleasantness or pleasantness of the learning environment.” An unpleasantfeeling tone is the

result of a teacher intentionally saying negative things (“That story must be finished before you

are excused for lunch”) A pleasant feeling tone is the result of the teacher saying something

encouraging or pleasant (“You write such interesting stories, I’m anxious to read this one.”)

3) Success: By this Hunter means to remind us that success at a task can be encouraging, while

failure may result in a discouraged and unmotivated learner. To this basic insight she adds that

if tasks are too easy we don’t feel successfiil in mastering them, while if tasks are too hard we

can’t be successfiil. Thus, we are motivated by tasks that are moderately challenging. Teachers,

on this view, should set challenging tasks that still allow students to be successftul.

4) Interest: Teachers ought to make their lessons interesting, novel, and vivid.

5) Knowledge of results: Teachers need to give specific and immediate feedback on student

work.

6) Influence and Affiliation Motives: Teachers need to give students some say or influence in

the way things are done in the classroom, as well as giving students opportunity to work in

social groups.

On the face of it most of these “strategies” for motivating students seem perfectly

innocent, sensible even. The problem is that not one of them involves giving students the logically

relevant reason(s) for engaging in their schoolwork. Presumably there is a good reason for

students to do the things we ask them to do. We need to give students these reasons, and expect

students to demand them. Hunter’s virtual silence on the importance of giving these reasons is a

mistake in the view of those committed to fostering a reason-for-acting mentality in students.

Manipulating the feeling tone and level of concern fails to communicate any sense of the

educational benefits to be derived from academic study. What is being appealed to here, instead of

reason of this sort, are emotions or psychological states like fear, pride, and anxiety. No doubt

there are times when teachers will need to appeal to such things, particularly when appeals to

reason have failed. But the impression left by Hunter is that appealing to these states is what

teachers ought to do in the first instance, not as a last resort. Interest, knowledge of results and

the rest are fine, in themselves, but they are not a replacement for giving students the genuine
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reasons we have for thinking that what we are asking them to do is worth doing. The argument

against Hunter’s approach can be summed up thus. If we, as a matter of course, appeal to the

reason of students (by giving them the logically relevant reasons for doing what we ask them to

do) students have a much greater chance of getting the message that to be an intelligent person is

to do things for a good reason.

It might be offered in defense of teacher manipulation that children lack the maturity to

govern themselves, or lack the ability to understand any justifications that might be advanced by

teachers. After all the effectiveness of rational persuasion with respect to children depends on the

rational capacity of children. But anyone who wishes to depart from rational persuasion in

argumentation must carry the burden of proof for demonstrating rather than merely assuming the

inability of children to benefit from rational persuasion. Following Kohlberg, Habermas notes

three phases of cognitive development; only the first of these is compatible with the neglect of

rational persuasion.

1) For the pre-school child, who is cognitively still at the stage of pre-operational thought, the

sector of his symbolic universe relevant to [social] action consists only of individual, concrete,

behavioral expectations and actions, as well as consequences of action that can be understood

as gratifications or sanctions.

2) As soon as the child has learned to play social roles his symbolic universe [can now include]

actions as the fulfillment of temporally generalized behavioral expectations [norms].

3) When finally the youth has learned to question the validity of social rules and norms of

action.. .there.. . appear principles in accordance with which opposing norms can be judged.3°

At the first level the extent to which children can be held morally or epistemicafly

responsible is quite limited. At the second and third levels, however, children and adolescents are

capable of reasoning along conventionally normative lines at the least. Adolescents at the third

level are capable of a significant degree of epistemic and moral independence. They are able, says

Habermas, “to assert their identities independent of concrete roles and particular systems of

norms.”31 That is they become capable of the criticism of norms on the basis of principles. Max

Miller, an associate of Habermas, has found that children as young as three years old take note of
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circumstances where justification is called for, and enter into basic forms of argumentation to

resolve the issue. Miller lays out the formal structure of an argument between three year olds that

shows that there is no formal logical difference between the justificatory argument of a rational

adult and that of a three year old.32 The difference lies in the norms upon which children rely in

their efforts to come to an agreement. Of special interest is Miller’s finding that the

appropriateness of the norms employed by young children is limited by the context or problem

situation in which they find themselves.33 Miller concludes that, within the appropriate problem

level, children can, in principle, engage in justificatory argument much more the equals of adults

than hitherto allowed. What is crucial, however, to the success of classroom argumentation is that

students be allowed to set the problem level by virtue of the questions they raise and the problems

they encounter. This recommendation must sound very much like the constructivism of current

educational theory, but it needn’t possess the same solipsistic implications. It is not being

suggested, as is sometimes argued, that because children ‘make meaning’ out of their existing

systems of belief teachers should stifle their inclination to follow an established course of study,

and instead hand over the task of curriculum design to the children in their classes. The claim is

much more modest. It is that the occasions when children identifS’ what is problematic for them

may be used by teachers to identifj the level of debate most appropriate to the goal of fostering

intellectual autonomy. As things currently stand the evidence suggests teachers conduct their

classes at a level more appropriate to pre-school students operating in the first of the

HabermasfKohlberg stages. To the degree Miller is correct, there appears to be no good reason to

teach in the ways suggested by behaviourist educational researchers like Madeline Hunter,

providing our goal is the development of rational capacities and passions.

Once one has been alerted to the absence of a reason for acting perspective in the

research on classroom management, it is easy to see that this lacuna is a defining feature of the

orthodoxies with respect to motivation and preventative discipline. In textbook after textbook one

finds little or no mention of and certainly no emphasis of the importance of reasoning with

children about what to do.34 Instead one finds quasi-causal perspectives supplied by behavioral35

and clinical psychology36,classroom ecology37,and teacher effectiveness research38.The first two
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perspectives emphasize the psychological causes of behavior, while teacher effectiveness research

is more concerned with teaching behaviors that are believed to cause, or otherwise bring about

“on-task” student behavior and superior test scores. The list of what causes misbehavior is long,

but includes pupil insecurity, a neurotic need for teacher attention, or power, as well as the more

functional need for affiliation, and self-esteem. The effects of inept parenting, bad peer

relationships or disadvantaged social backgrounds are often cited as well, but these typically are

viewed as being beyond the power of teachers to remedy. Their significance to the present

argument is that they exemplify the emphasis on non-epistemic causes of behavior, and are part of

a view of motivation premised on an incomplete account of human action. While there is no

discounting the causal influence of factors such as the need for affiliation and self esteem, in the

context of education student motivation is best understood in terms of student thinking. So the

common reminder to focus on student behavior instead of their reasons is little help in alerting

teachers to the view that as human agents students do what they do for a reason. If the reason is a

poor one, and reflects more than a momentary lapse of judgement, the appropriate teacher

intervention is, ideally, one which attempts to show to the student the inadequacy of her reasons.

Instead what is most often prescribed is an intervention that supplies or withholds whatever

extrinsic goods are valued by students. This strongly behaviourist orientation fails to encourage

teachers to see students in these teleological terms, and thus contributes to the neglect of reasons

as the basis for thought and action.

Classroom management texts repeatedly stress the need to minimize opportunities for

student decision-making about what to do, and treat evidence of emotional dependency not as

making a case for the need to reduce this dependency so much as underlining the need to modify

one’s teaching in the face of it. Emmer, Evertson and Sanford echo Brophy’s claim that a key

difference between effective and ineffective classroom managers is that effective managers

eliminate any ambiguity about what students are to do. Effective managers, they say, establish

routinized procedures for student participation and movement, and where instructions or work

requirements must be communicated they are unequivocally clear.39 Classroom activities that do

not lend themselves to straightforward routinization are to be considered less attractive than those
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whose simplicity reduce the need for student judgment and interpretation. The advantage of

routinizing procedures, claims Brophy, is that such classrooms “seem to work automatically”.40

Doyle and Carter go so far as to endorse the maintenance of heteronomy in the interest of

control. In one of their studies, they observed students who demanded to be told what to say and

what to do in an creative writing assignment. It was obvious that the teacher was attempting to

foster creativity and self-direction by providing a range of writing options. It was also clear that

the class feigned confusion to force the teacher to become more explicit in her directions, and to

do more of their thinking for them. Some were merely wasting time to avoid work, while others

were made anxious by the prospect of thinking for themselves. Recall Kant’s claim that “laziness

and cowardice are the reasons why so great a portion of mankind, after nature has long since

discharged them from external direction, nevertheless remains under lifelong tutelage, and why it

is so easy for others to set themselves up as their guardians.” Doyle and Carter’s advice is that

order must take priority over fostering autonomy. Rather than conclude that heteronomy ought to

be reduced or eliminated, they take emotional dependency as a given to which teachers must

accommodate themselves in the interest of maintaining control.

Some students became quite adamant in their demands.. .On such occasions, order began
to break down and the normal smoothness and momentum of the classes were reinstated
only when the teacher provided the prompts and resources the students were requesting.
The teacher was pushed, in other words, to choose between conditions for students’ self-
direction and preserving order in the classroom.41

Doyle and Carter note with some satisfaction that the teacher in this case was experienced

enough to know that “order had to come first or everything else was lost.” This sentiment is

widespread in the research literature as well as in schools. When control breaks down, the cause is

seen to lie in the teacher’s failure to anticipate dependency and immaturity. It is as if students are

merely reactive agents in an environment of teacher regulated stimuli.

The manner in which students are characterized in this research is indeed puzzling, as is

the fact that few people have objected to this characterization. One of the more revealing

objections, by John Meyer, points to the way in which the prescriptions from this research may

dull the moral sensitivity of teachers. “Too much research looks at the technology of teaching as if

it were the mechanical action of a person on an object.” In Meyer’s view the student is seen as “a
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mildly intelligent monkey (or occupant of a monkey-like role), constrained by the immediate

distribution of rewards.”42 Students are typically depicted as being the passive recipients of one or

another of various educational “treatments” or “inputs”, or as being subject to the influence of a

host of stimuli that will, under optimal conditions, produce the desired educational “outcomes”.

Once students are conceived of as the passive recipients of “treatments” they become little

more than receptacles of inputs, or objects to be manipulated. This carries a number of

consequences. The student is to a large extent freed of any responsibility for learning; the

responsibility therefore shifts to the teacher. In addition, manipulating students begins to appear

reasonable, even desirable. Aside from the moral dangers associated with this sort of manipulation

is the threat to intellectual autonomy: students may not be given a chance to develop the critical

abilities and dispositions that are constitutive of being an educated person. Since “effective”

teaching methods of this kind are authoritarian in the strictest sense of the word, “effective”

teaching methods carry the risk of impressing on youngsters the values of obedience and industry

at the expense of independent critical thought. Students are to accept the truth of statements,

insofar as the issue of truth and justification ever arises, on the basis of authority, either the

authority of the teacher or the authority of the text. They are to complete their exercises and do

their homework, it would appear, because the teacher expects them to and will catch them out if

they don’t. This is just the sort of teaching practice that is likely to engender the habit of holding

beliefs dogmatically, on the basis of someone else’s word, or of acting unthinkingly to avoid

censure. Without opportunities to consider the reasons why a belief is widely held to be true, it

will seem to many students that it is not their business to know why a claim is justified so long as

someone does.43

So the main argument against the most widely cited prescriptions in educational research

is that students are not expected to think critically about what their teachers tell them to believe or

do. Indeed, teachers are encouraged to reduce the occasions where student thoughtfulness is even

necessary. Therein lies the maintenance of immaturity in students.

THINKING SKILLS

Talk of skills is ubiquitous in current educational discourse. By one estimate the number of
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books and articles that offer lists of educationally important skills runs in the hundreds! There

are thinking skills, psycho-motor skills, listening skills, reading skills, inter-personal skills,

problem solving skills, information processing skills, communication skills, generating and

integrating skills, remembering skills. The list appears to go on forever. This fecund proliferation

of skills should not surprise us. According to Daniels the list of skills could indeed go on

forever.45 Because of the polymorphous nature of cognitive concepts any and every intentional

action that eventuates in an achievement, no matter how modest, may count as a skill. Just as

there are an indefinite number of behaviors that would count as obeying, given certain

assumptions regarding the agent’s intentions, the list of cognitive skills and processes is virtually

boundless as well. There is little point, however, in elaborating longer and more finely detailed

lists of skills. Such lists point us in the wrong direction, away from the normative requirements

that define the successfhl act, and toward an empty pedagogy of practice. What is also striking

about this list is the manner in which distinctions between widely disparate capacities and

dispositions are effaced by bringing them together under the category of skill. It should be plain

that the motor skill of dribbling a basketball or executing a forward somersault is categorically a

different thing from the “skill” of analyzing an argument or treating another person with courtesy

and respect. The term “skill” when applied to these various contexts blurs important differences,

some of which are crucial to intelligent curriculum planning or teacher education. Daniels

remarks:

Classifying knowledge, skills, attitudes, interests, strategies, and processes together as
species of the same sort of thing masks the differences between them. Attitudes, for
instance, are propensities or inclinations to act in certain ways. Skills are capacities that
may be exercised, but that need not be. Processes are neither propensities nor capacities;
they are, in one sense of the word, events. We have attitudes, we have and use skills; but
processes happen or we learn to make them happen. It may be that as teachers we want to
inculcate attitudes, develop skills, and teach students how to carry out certain processes.
But it will not do to pretend that all the upshots we seek are simple subdivisions of a
single psychology of instruction—just because we as teachers happen to seek them all.47

Not only are there distinctions to be made between these categories, the skills listed

above, if they are that, differ with respect to determinacy and complexity. The skill of snapping

one’s fingers is a relatively simple and determinate skill, whereas riding a bicycle or operating a
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lathe involve sets of skills that are not easily or sensibly described in isolation from one another.

More complex still are the skills of an historian or surgeon which in addition to being more

complicated require considerable judgement in their execution. This complexity, the need for

judgement, the relative value of surgery over cycling signal important differences. Such

differences are significant because they give us a sense, when properly understood, of how we

ought to go about developing the competencies in which we are most interested. When

misunderstood these differences may lead us to emphasize wrong-headed and ineffective

pedagogies.

The failure to distinguish important differences among competencies might lead to grief in

several ways. A major difficulty has to do with the physical and manual connotations that

surround the word skill. Skill talk seems most at home in the domain of psycho-motor skills.

Dribbling basketballs, doing somersaults, planing a block of wood, making an incision, sewing a

dress—these are all central cases of skill. Dictionary definitions, though not the final word,

support this view of skills. Webster’s Dictionary, for example, defines skills as “(1) a great ability

or proficiency, expertness that comes from training or practice, or (2a) an art, craft or science,

especially one involving the use of hand or body, and (2b) ability in such an art, craft, or

science.”48

Talk of skills, then, is suggestive of physical proficiency in an art, craft or science that is

best developed by training or practice. Forms of competence that are not of this sort will not be

best developed by teaching methods that are appropriate to the more physical and manual skills.

Scheffier makes a similar point in his discussion of the difference between propositional and

procedural knowledge. Procedural knowledge—know-how and skills—are categorically different

from propositional knowledge that is more closely connected with questions of truth and

justification than with matters of efficacious procedures. Scheffier observes there are

pedagogically important differences between skills and understanding:

The notion of practice seems clearly relevant to skills and know-how; they are, indeed,
typically built up through repeated trials or performances. . . One cannot develop an
understanding of the quantum theory by understanding it over and over again, nor can one
strengthen or deepen one’s understanding by repeated performances ofunderstanding.49
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Dribbling a basketball well, then, is largely a matter of guided practice and drill. Reading,

when construed as understanding what one reads, is less a matter of practice, than of

understanding. In order to understand what one reads one must have the conceptual resources to

make sense of the words on a page and the pattern they take in a narrative, an argument, a

description or what have you. This may involve many different kinds of things: a knowledge of

literary conventions and rules, or a knowledge of human behaviour; what is needed is at least a

partial understanding of the theme or subject of the text. Successful reading most of all requires

one’s having the appropriate conceptual resources. The requisite resources will vary much more

from context to context than the talk of reading skills allows. The tale of the Emperor’s New

Clothes is unintelligible to those who don’t have the concepts of vanity, greed, kings and their

relation to courtiers, at least in embryonic form. Reading and understanding in another context,

say that of a narrative ofNewton’s influence on science depends on the reader possessing at least

a rudimentary understanding of gravity and velocity. It is undeniable that one cannot learn to read

without practice, but practice alone will not yield up an understanding of texts. Skills talk runs the

risk of promoting a pedagogy of practice where some other approach is called for. It also

obscures the importance of context in the exercise of intellectual abilities. The skill of dribbling a

ball is something that can be exercised in a number of situations and for a number of purposes. It

can easily be applied across contexts in a way that intellectual abilities cannot. Barrow observes

that “the skills of an historian—the ability to weigh evidence, for example, are not things that can

be transferred. This has nothing to do with empirical arguments about transference; it is a matter

of logic that weighing evidence in moral philosophy requires understanding that is not given by

learning to weigh evidence in history.”5°The skills of an historian are abilities that depend on

understanding history more than on some form of mechanical practice. These conceptual points

can be buttressed by reference to empirical findings. Though Daniels’ objections to skills talk

dates back twenty years, critics today make the same points. One of the best known efforts to

enumerate the skills of information processing, those of Sternberg,5’have been criticized for the

endless proliferation of skills, which despite their number, have little transference.52

Nowhere is the significance of context more apparent than in the domain of critical
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thinking. In this general category one often finds such skills as decision-making skills, problem

solving skills, inferencing skills, or so called higher order thinking skills. What these have in

common is the supposition that there are highly transferable thinking skills that have their

application in a wide variety of circumstances. Proponents of these thinking skills appear to

believe it is possible to provide practice in the exercise of these skills in a small number of

contexts then have pupils successfully apply these skills in a much wider range of contexts. The

information or subject matter on which these skills are brought to bear is of secondary

importance. The point I wish to argue is that the ability to think critically cannot be developed in

this way.

I say this for two reasons. The first is the conceptual point often raised by McPeck53,and

argued for even more persuasively by Ryle54: thinking, whether critical or not, is always thinking

about something. What should be obvious from even a cursory examination of arguments in either

practical or theoretical reasoning is the fundamental role played by factual premises. Those who

are ignorant of the relevant facts will not be able to construct or detect sound arguments, even

with an excellent grasp of deductive validity. This fact in itself does not establish a need for

knowledge in the strong sense conceived by Scheffler, for true beliefs will serve just as well as

justified true beliefs in any case. It does however establish that thinking is not a content

independent activity. In support of this view there are numerous empirical studies which suggest

that knowledge that is simply given to students to remember will not prove as useful in thinking as

knowledge that is examined with a critical eye.”

Secondly, while it may be possible to have the ability to think without exercising this

ability in a given case, an individual could not sensibly be called a critical thinker without revealing

a disposition to think critically. A person’s being disposed to do something depends on the

commitments and values that person holds. So whether a person is disposed to be logical, critical,

reasonable, etc., will depend on what he has come to take seriously. What we take seriously, or

more simply, what we value, is also something that we can reason about. If we want children to

learn to think critically we must introduce them to various domains and subject matters, for each

will contain, in the practices of criticism which lie at their heart, the value standards that motivate
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and guide inquiry. If we want children to possess so called social skills we would do well to

introduce them to the arguments in the more explicitly normative domain of moral and values

reasoning.

Dispositions as Virtues

Skills talk, which renders every sort of desirable trait or ability a skill, tends also to

obscure the role of intellectual virtues in the exercise of intellectual autonomy. Wallace offers a

useful way to distinguish skills from virtues: each overcomes different impediments.56Lacking a

skill is a technical difficulty, while lacking the requisite virtue leaves one unable to overcome a

contrary inclination. Baron’s review of the empirical evidence concerning rational thinking

identifies two deviations from rationality, two impediments, if you like: individuals typically

“overweigh the immediate costs of thinking relative to the long term benefits” and “gather and

interpret evidence in a way that does not challenge possibilities about to be adopted.”57These two

tendencies are not attributable to a lack of technical skill in thinking so much as they are

inclinations that reduce the likelihood of an individual thinking as carefully as he or she might. As

antidotes to contrary inclinations virtues are not restricted to specific activities in the way skills

are. Von Wright notes that playing a piano or driving a car are matters of skill limited to the

activity in question, while the courage of a pianist filling in for a famous virtuoso has much in

common with the courage of the psychiatrist interviewing a psychopath. The activities themselves

have little in common, yet the virtue of courage has application across contexts.

Knowledge and Thinking

One of the ironies of the current spate of reform efforts in education is that while most

curriculum documents stress the importance of promoting intellectual development few evince an

understanding of the role of knowledge in thinking. The view that knowledge and thinking are

separate is well established in education. In Benjamin Bloom’s 1954 Taxonomy of Educational

Objectives in the Cognitive Domain knowledge and what are now called higher order thinking

processes are distinguished, with knowing being tagged as the process that has been given too

much emphasis in schools. The higher order processes—analysis, synthesis, and evaluation were
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seen as being neglected since the bulk of teaching in schools appeared to be aimed at the

transmission of facts and principles to be remembered. Indeed Bloom clearly equated knowledge

with information to be remembered. This identification of knowledge with information is a

fundamental mistake that has caused much mischief in education for it obscures the dimension of

epistemic justification in genuine knowledge claims. Bloom was right to object to the emphasis on

rote learning in schools, but mistaken in thinking that the practice of memorizing facts is

consistent with a full bodied conception of knowledge. A full bodied conception of knowledge

would require that what we call knowledge would include the element ofjustification or warrant.

One cannot be said to know much of value if one is ignorant of the reasons (the justification) we

have for thinking a particular conclusion is true. It is in the “logical space of reasons”58 where we

best develop our ability to reason, and the logical space of reasons is situated in the justifications

we have for our knowledge claims. Rather than de-emphasize the teaching of knowledge, we need

to do a much better job of teaching knowledge, one that stresses the strengths and faults of the

justifications we take to be adequate in the knowledge claims we generally accept.

Given this construal of knowledge it should not surprise us that there is significant

resistance to the view that one of a teacher’s primary responsibilities is the transmission of

knowledge. Instead something referred to as “process” is to be favoured over “content”.

Although what is meant by process is not always clear, the term content appears to be

synonymous with such things as concepts, facts, principles and the like. In some cases the

distinction employed to derogate knowledge is one between higher and lower order mental

processes: knowing is a lower order mental process while analyzing and evaluating are higher

order mental processes. In other schemes knowledge is seen as mere information, and thinking a

matter of information processing. These various synonyms for knowledge are even less suggestive

of epistemic considerations. The terms content and information give no hint of the need for

assessing truth claims.

For example, Involvement in Learning: Realizing the Potential of Higher Education, an

influential report of the National Institute of Education in the United States, claims that

“capacities and skills are the truly enduring effects of higher education.”59Less attention is given
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to knowledge which is variously referred to as the “content or raw material of a discipline.” The

report leaves educational institutions to decide on the “raw material” that will serve as the means

to the development of skills. Among the skills are those of writing and speaking, critical thinking

and analysis, synthesizing, imagining, and creating. One commentator has observed of this

emphasis that

something is missing from this formula, and the reason is the separation of knowledge
from skills and so forth, as if one of these things were the broth and the other the pot.
What happens if the institutional decisions about the objects of knowledge are
inadequate?. . . Will all the skills in the world then be of any value?. . Can a report that does
not speak of the what of knowledge be anything more than a series of encouraging (or
discouraging shouts)?6°

What is striking about the characterization of skills in curriculum and policy documents is

not only the importance attached to these skills relative to knowledge and attitudes, but the

number of cognitive abilities now classified as skills. This emphasis on skills, present in schools

for many years, has been given official sanction in British Columbia as a result of a major

curriculum revision program known as the Year 2000,61 and in Saskatchewan’s on-going

curriculum revision efforts. The proposed changes to the curriculum found in the Year 2000 are

predicated on an assessment of social and economic trends in British Columbia that have a bearing

on education. One of these trends, the knowledge explosion, is reported to be global in its scope

and is used to make the case against education’s traditional emphasis on the transmission of

knowledge. The significance of the knowledge explosion is that it is unrealistic and miseducative

to persist in teaching knowledge since not only is there too much knowledge at present for

students to acquire, there will be a great deal more in the fUture. It is claimed that the rate at

which knowledge is produced and then made obsolete is so rapid that the traditional reliance on

knowledge is no longer suitable in the age of information. It would be much more sensible, on this

view, to teach children how to access and process information stored in libraries and data banks

than have them commit facts to memory. The Carnegie Task Force on teacher education adopts

this line in its report, A Nation Prepared: Teachers for the 21st Century. It is not the job of

schools to provide students with the knowledge they will need to know in their adult roles, but

rather with a knowledge of how to find out what they need to know: “They [students] will not
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come to the workplace knowing what they need to know, but knowing how to figure out what

they need to know, where to get it, and how to make meaning of jt.”62 The primary sense of

“knowing” in this passage is that of knowing how or skills; it is also a commodifled view of

knowledge whose utility lies in its applicability to the world of work, and in its interpretive

usefulness. On this view there appears to be a skill by means of which one “makes meaning” out

of the knowledge demanded by one’s work. These are odd distinctions to say the least. There is

first the split between knowing how and knowing that where the latter does little to supply the

former. Then there is the split between knowledge and meaning where the latter is imposed on the

former.

Of the sort of knowledge needed the report has this to say:

The skills needed now are not routine. Our economy will be increasingly dependent on
people who have a good intuitive grasp of the ways in which all kinds of physical and
social systems work. They must possess a feeling for mathematical concepts, and the ways
in which they can be applied to difficult problems, an ability to see patterns of meaning
where others see only confusion: a cultivated creativity that leads them to new problems,
new products, and new services before their competitors get to them; and in many cases,
the ability to work with other people in complex organizational environments where work
groups must decide for themselves how to get the job done.63

While the wholesale abandonment of knowledge is not being proposed, its pride of place

in education has been put into question. It is to be displaced, at least somewhat, by a greater

emphasis on skills and attitudes. Prominent among these skills are information processing skills,

thinking skills, decision-making skills, problem-solving skills and communication skills. This list of

skills gives some hint of a postulated dichotomy between knowledge and thinking. One has

knowledge, perhaps in a data bank, or in one’s head, and then, depending on the situation, one

processes this knowledge in a variety of ways. If confronted with a problem, a problem-solving

process is called for. If one needs to make a decision, a decision-making process is called for.

Once the requisite process is identified it can then be employed in relation to one’s “knowledge

base”. These various skills are seen to be distinct enough from knowledge and from each other

that they can be taught and exercised separately. That is, one can be taught how to solve problems

in a general sort of way and then go on to solve specific problems by accessing and processing the

relevant information. Furthermore, since there is more information now, and more sophisticated
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technologies for processing information than ever before educators ought to give more weight in

curriculum planning to these processes and technologies and less weight to the fact stuffing and

cramming that has characterized a great deal of schooling to date. In Saskatchewan the

bifurcation of knowledge and thinking is written explicitly into curriculum guides. On the advice

of Barry Beyer, the Saskatchewan curriculum guides divide thinking skills into a hierarchy of

twelve skills that are to be taught in sequence, one or two skills per grade level. Each successive

skill is said to depend on the preceding skill. The skill of “data location” begins the sequence in

grade four, with data gathering in grade five, and data organization in grade six. The remaining

sequence goes as follows:

Grade 12: Evaluating

Grade 11: Synthesizing and Analyzing

Grade 10: Analyzing and Hypothesizing

Grade 9: Inferencing, Generalizing and Classifying

Grade 8: Comparing

Grade 7: Summarizing

Since it seems the absurdity of this arrangement is not transparent to everyone some

discussion of its weaknesses is called for. First of all it is assumed that evaluating, synthesizing

and analyzing are higher order thinking skills in this hierarchy. They are the most complex, and

are less likely to be mastered if lower order thinking skills have not been mastered first. Indeed it

is insisted that “students are not able to learn to the mastery level more than 5 skills per year.”64 It

is also assumed that school age children will lack these skills or will be somehow deficient in their

use. These skills are to be mastered by means of “frequent, but intermittent (not massed) practice

of the skill.”65 The guide further cites Beyer as claiming that research shows that thinking skills

must be learned in the context of course content since “skills learned in isolation of content will

not automatically transfer to any content that may be selected later.”66 The implication appears to

be that transfer to other contexts, perhaps even automatic transfer, will be possible if teachers

develop these skills in relation to some course content.

What should be obvious is that skill in the employment of these “skills” is highly context
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dependent. In many contexts even pre-schoolers will be seen to possess these skills. No argument

is necessary to justify the claim that pre-schoolers are capable of making sound comparisons

(introduced in grade 8), classifying objects into categories (grade 9), and generalizing from

experience (grade 9). All three “skills” are required to draw the conclusion and make the claim

that “cotton candy is sweeter than apples”. And yet teachers are warned against attempting to

teach more than two or three of these skills per year since students are not able to learn more than

five skills per year. Take evaluation, allegedly the most complex, therefore reserved for the

highest level of secondary education. To the extent that the skill of evaluation is a necessary

condition of developing stable preferences and acting on them this skill is present in infancy.

Presumably what skills advocates are after is the ability to make intelligent evaluations across a

range of contexts. But if that is what is desired neither this taxonomy nor the prescriptions for

teaching that frequently accompany it will suffice. What is not made at all clear in the curriculum

document is the criteria-driven nature of evaluation. An evaluation of the new cars for 1995 will

draw on evaluative criteria relevant to cars, while the criteria for evaluating Napoleon’s tenure as

Emperor of France will require altogether different criteria. Mileage per gallon, frequency of

repair rates, and the results of low speed collision tests will be of no use in assessing Napoleon’s

greatness. To say evaluative criteria are context sensitive is just to say that attempts to develop

these skills in a general way is an idle fantasy. An ability to analyze chemical compounds will be of

no use in tasks requiring the analysis of philosophical arguments or stock market reports. To be

able to analyze chemical compounds what is needed is some defining purpose for the analysis and

a knowledge of chemical compounds as extensive as is required by the analysis. To analyze

philosophical arguments (which is to evaluate them as well) is to employ critical standards such as

logical coherence and an extensive knowledge of other philosophical arguments that bear on the

topic under discussion. The upshot is that there is little reason to believe this taxonomy of generic

skills is a useful way to characterize thinking tasks because it drains thinking of its substantive and

frequently content-dependent character.

In order to maintain the view that knowing and thinking are separate one must ignore a

distinction brought forward by Plato, between what it is to know something to be true and what it
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is to have a true belief67 Having knowledge, on this view, implies that one is able to give a

satisfactory account of how one knows.68 That is, one must be able to provide evidence or

grounds for taking a belief to be a true belief Within epistemology this view falls within

internalist theories of epistemic justUlcation. Internalists can be distinguished from externalists

by their emphasis on the internal character of epistemic justification. Justification, for the

internalist, is a matter of the subject being able to offer an argument that justifies a belief in

question, while for the externalist the subject may be quite unaware of the reason why a belief is

justified and thus would be unable to offer any justification. The neglect of epistemic justification

in schools is more problematic to internalists than externalists, and for this reason the debate

between these two will be considered in some detail in the chapter to follow.

An implication that the internalist view carries for teachers is that children must be able to

provide an evidential argument of at least a rudimentary sort to be justified in claiming to know

anything. That is, children must be able to demonstrate, to some degree at least, that their grounds

for holding a belief are in accord with public standards of relevance and adequacy, the force of

which they understand. If teachers were to emphasize the need for students having evidentially

held beliefs instead of beliefs held on the basis of convention or authority, as well as give their

students access to this evidence, students would be better positioned to learn to think for

themselves.

It is also common in curriculum documents to find references to critical thinking that

suggest a more or less complete failure to understand its normative nature. Teachers are

encouraged to view thinking as a matter of following invariant procedures and steps. For

example, many curriculum guides advocate the teaching of a five step problem solving method

modeled on Dewey’s scientific problem solving method. Teachers are instructed to provide

students with opportunities to practice solving problems by working through the successive stages

of problem identification, hypothesis formation, testing, etc., on the assumption that an

unfamiliarity with these steps explains why children fail to solve problems intelligently. (Indeed the

choice of problems to be solved often seems not to matter in teaching methods texts and courses.

Any topic of interest to students will do). Yet what reason is there to believe children are
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unfamiliar with these steps, or that the problem domain is unimportant? Imagine a five year old

looking for his teddy bear. He walks into his room and realizes he doesn’t know where his teddy

bear is. In other words he identifies the problem. He then generates several hypotheses regarding

the whereabouts of his bear—under the bed, in the closet, in his toy box, etc. He then proceeds to

test each hypothesis by looking under the bed, in the closet, in the toy box. Upon discovering his

teddy bear in the toy box he not only confirms one of his hypotheses but is able to infer that his

mother put the toy there because he knows he wouldn’t have, and because she always insists the

toy box is the place for toys. Scenarios like this one no doubt occur again and again well before

most children enter the first grade and receive what their teacher may think is their first exposure

to the problem solving method. It is not unfamiliarity with solving problems that accounts for a

given failure in problem solving, so mere practice in problem solving will do little to prepare

students for solving difficult problems. As Dewey recognized, what makes problem solving

difficult is an inability to tell the exact nature of a problem situation, or the range of potential

hypotheses that may be worth pursuing, or the standards by which hypotheses may be tested.

Absent in many educational discussions of problem solving is any clear grasp of these difficulties

or how to go about resolving them for children. Problem situations of educational importance,

along with competing hypotheses and the standards by which they can be tested tend to reveal

themselves in traditions of critical thought. To ignore these traditions or these elements within

them is to squander an opportunity to familiarize students with some of the most successful

arguments and standards to date.

The Discipline of the Norm

It is worth noting that both the aforementioned research on teaching, and the generic skills

conception of thinking can be viewed as rudimentary attempts to standardize the way teachers

teach. They offer pedagogical norms of effectiveness as definitive of good practice and thereby

supply the means by which poor teaching can be identified, and corrected. Norms such as these

are institutionally powerful. Once they have been accepted, they have a way of disciplining

individuals into conformity with them. It is Foucault’s special contribution to have elaborated the

political power of the norm which, in the context of this discussion, merits further examination.
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Let us begin with Foucault’s discussion of the emergence and operation of disciplinary power in

the first modern prisons.69 Foucault saw in the first prisons the emergence of techniques of control

based on supervision and the establishment of norms that this supervision made possible.

Discipline, in Foucault’ s sense, began to operate in prisons and in other social institutions

responsible for human improvement (schools, asylums, clinics, barracks, etc.) during the

nineteenth century. By means of three instruments: hierarchical observation, normalizing

judgement, and the examination—these are Foucault’s terms—it became possible to know

individuals and thereby transform them.

Hierarchical observation refers to the manner in which supervisory arrangements are

organized within a bureaucratic framework. Each supervisor must in turn be supervised in such a

way that the entire organization is knitted together in a network of inspection. Once it is possible

to observe those within an organization, and once those within it are brought into view, it

becomes possible to know them and thereby alter them. Where direct observation is not possible it

is necessary to develop indirect supports or “relays” that over time connect the information of

accumulated periods of time. Periodic inspections of schools and classrooms are examples of the

former, while standardized norm referenced achievement tests are examples of the latter.

Systematic observation makes it possible to gather enough information about people to

develop a sense of what is normal. From there it is a relatively simple matter to employ norms to

maintain normality or to begin to move toward some ideal or superior state of affairs. Norms

provide a standard against which individuals can be judged. In the context of inspection

throughout an organization, normalizing judgement makes possible the fixing of individuals along

a continuum that has reward and punishment at its poles. Examination and inspection, governed

by norms and operating within a bureaucratic hierarchy, combine to produce “a normalizing gaze”

through which individuals can be judged and classified.

In short, the art of punishing, in the regime of disciplinary power, is aimed neither at
expiation, nor even precisely at repression. It brings five quite distinct operations into play:
it refers individual actions to a whole that is at once a field of comparison, a space of
differentiation, and the principle of a rule to be followed. It differentiates individuals from
one another, in terms of the following rule: that the rule be made to fI.inction as a minimal
threshold, as an average to be respected, or as an optimum toward which one must move.
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It measures in quantitative terms and hierarchizes in terms of value the abilities, the level,
the “nature” of individuals. It introduces, through this “value-giving” measure, the
constraint of a conformity that must be achieved. Lastly, it traces the limit that will define
difference in relation to all other differences, the external frontier of the abnormal.... The
perpetual penality that traverses all points and supervises every instant in the disciplinary
institutions compares, differentiates, hierarchizes, homogenizes, excludes. In short, it
normalizes.70

The ideal classroom of the “effective teacher” is one that is firmly situated with this

“regime of disciplinary power”. Norms of effective teaching (that emerged from the examination

of teaching behaviors and student achievement) permit comparisons to be made between teachers.

Interpreted in this way the norms derived from process-product research place teachers under

“the constraint of a conformity that must be achieved.” They serve as “minimum thresholds” of

competence, “averages to be respected”, or optimums toward which [teachers] must move.” The

link to achievement test scores permits the measuring in quantitative terms of “the ability, the

level, the nature of individuals”, and makes possible the ranking of both teachers and students.

Once ranked, individuals who have been constituted as the “ineffective teacher”, or the “learning

disabled student”, who have been placed in “the external frontier of the abnormal” these

individuals can be improved, normalized, or excluded. Regardless ofwhich treatment they receive,

they have been identified, constituted as individuals, and made into sites for the exercise and

production of power and knowledge.

Teachers are thus pressured to teach in much the same way, with the paradoxical result

that this similarity between them makes the differences between them (in pedagogy, in success)

more readily discernible. What is especially interesting about these disciplinary instruments is that

at the same time during which they control teachers, they control students; both are caught in a

disciplinary web.

In the hierarchically ordered power structures of schools, supervisors can insist that

behaviors that the research has identified as being the most efficacious are those that teachers

must employ. Teachers are then pressured to standardize their teaching practices, while students

are pushed to exhibit a narrow range of competencies. This sort of homogeneity permits the

making of comparisons that would be impossible, but for these conditions of formal equality. On

the basis of such comparisons, individuals (both students and teachers) can be related to one
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another, ranked and classified. Comparative knowledge such as this can then be employed in the

allocation of rewards, incentives and sanctions, the pursuit or avoidance of which becomes the

reason for acting. In this manner teachers are rnled heteronomously.

It is important to note that the pressure to teach along the lines suggested by the research

may be felt either as external pressure or as a conviction about how one ought to teach. Because

this research is stamped with the legitimacy of science it may be more readily accepted and may

more easily displace the professional judgment of individual teachers who would prefer to teach in

some other way. Because it ‘exudes a penality of the norm’ it may bully teachers into teaching as

they are told. In Foucault’s words it has the potential to make us “accept someone else’s authority

to lead us in areas where the use of reason is called for.” In Erickson’s phrase it places “external

limits on the capacity of a teacher to reflect critically on his or her practice.” Effectiveness

research may well become for the teacher precisely what Kant cautioned his contemporaries

against. It may become the book that understands for us. In this sense the research would become

the analog of Kant’s guardians “who have so kindly assumed superintendence over us”. It serves

on the one hand to do our thinking for us, and on the other to prevent us from thinking. Kant’s

‘way out’ of immaturity is the free use of reason, which in the disciplinary regime, is the very

thing most threatened.
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CHAPTER THREE

THE CONTESTED NATURE AND VALUE OF AUTONOMY

Before going any further it is necessary to consider whether promoting intellectual

autonomy is worth the effort. As indicated in the first chapter not everyone thinks so highly of

autonomy. Iris Murdoch, for example, likens the solitary, autonomous man to Lucifer, expelled

from heaven for doubting the wisdom and love of God, and laments that autonomy is accorded

such prestige in the political and social philosophy of Western democracies.’ Dearden thinks the

value of autonomy is greatly over-rated since independence of mind in itself does not ensure

moral or critical intelligence. The great criminal and robber baron capitalist may instantiate

autonomy more than the educated person. The educated person, he thinks, is more the product of

disciplined inquiry than of unfettered freedom2 Benn echoes this sentiment in his suspicion that

Cesare Borgia might well have been every bit as autonomous as Socrates.3 Neither Benn nor

Dearden see much reason to expect the autonomous man will be especially virtuous or reasonable.

Elizabeth Telfer, for her part, worries that many accounts of autonomy permit an arrogantly

solipsistic approach to testimony that rejects the views of others, especially those views it would

be rash to ignore.4 Gerald Dworkin wonders why autonomy is held in such high regard since it

conflicts, or so he thinks, with a host of other values such as loyalty, objectivity, commitment,

benevolence and love. Moreover he believes that autonomy as it is commonly presented rules out

valuable human practices such as promising, worship, obedience to command, even conformity to

law.5

There seems to be a conflict between self-determination and notions of correctness and
objectivity. If we are to make reasonable choices, then we must be governed by canons of
reasoning, norms of conduct, standards of excellence that are not themselves the products
of our choices. We have acquired them at least partly as the result of others’ advice,
example, teaching—or, perhaps, by some innate coding. In any case, we cannot have
determined these for ourselves.6

Among educational philosophers Brian Crittenden has raised similar objections. Crittenden

believes that a commitment to intellectual autonomy is a commitment to the idea that the agent is

to be the originator of all her beliefs, as well as of the standards by which certain beliefs are to be
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judged more justified than others.

Intellectual autonomy would require.. .that a person not accept any of his important beliefs
primarily on the authority of others, but on his own experience, his own reflection on
evidence and argument, his own sense of what is true and right. For complete intellectual
autonomy it would also seem necessary that a person should determine for himself the
second order question about what constitutes a true claim, adequate evidence, a justifiable
moral principle, and the like. Even the crucial concepts in which he perceives and
understands should be of his own design, or at least accepted from others only because he
is personally satisfied that such concepts are satisfactory.7

Crittenden contends such a view is patently mistaken. The radical subjectivism implied by

this view of autonomy dissolves into solipsism where no distinction can be drawn between

knowledge and belief where there can be no ground for claiming anyone is mistaken. Conversely

those who hold to such a view cannot even intelligibly say the autonomous individual believes that

which is true for him. For where it is not possible to identify error, neither is it possible to

distinguish truth or rationality. Given that education is “an induction into the standards of truth

and rationality.. . as they have been articulated in the on-going public traditions of human

understanding” autonomy cannot sensibly be promoted as an aim of education.8Crittenden has

little patience even for those like Kant whose arguments for autonomy acknowledge the

constraints of rational criteria. According to Crittenden the basis of Kantian autonomy is “the idea

of the will of every rational being as a will which makes universal law.”9 Crittenden claims this

view of self-legislation is both morally hazardous and ftindamentally incoherent. First, an

individual cannot will a universal law without being prepared to challenge the autonomy of

everyone else. If we suppose all rational individuals must agree on which principles to adopt

autonomy seems to be without much point. If we assume that individuals will frequently disagree,

the injunction to will a universal law is an invitation to conflict and totalitarian oppression, just as

argued by Berlin.’0 Secondly, as Baier points out, “it is logically impossible to claim each

individual is subject only to the laws of his own creation. If no member of a society were subject

to the will of any other, then there would simply be no law and so no legislation, including self

legislation.” The problem, on this view, is that the very idea of legislation and hence of self

legislation is inappropriate to the determination of which moral principles should apply. Even if

Baier is mistaken in dismissing the metaphor of legislation from moral theory, there is reason, says



85

Crittenden, to suppose his criticism applies to the field of education. The reason is the simple one

that an individual can never obtain an education by means of self-legislating acts. We would be

better advised, on this view, to jettison talk of autonomy in favour of talk that emphasizes the

need of students to understand what is learned, not on the authority of the teacher, but on the

basis of the evidence that would justify their claim to know.

INTELLECTUAL AUTONOMY AND THE WILL TO HETERARCHY

Dworkin, for his part, attempts to argue against our retaining anything but a weak,

procedural notion of autonomy, one that stresses second order reflection, but which does not

specify any content to this reflection. He raises the possibility that ‘autonomy’ may not be a

particularly useful concept. On Dworkin’s view a person could rationally give up what is

ordinarily recognized as autonomy and still be autonomous. Dworkin puts the point this way:

Suppose we have a person who has not been subjected to the kinds of
influence—whatever they turn out to be—that interfere with procedural independence.
Suppose the person wants to conduct his or her life in accordance with the following: Do
whatever my mother or my buddies or my leader or my priest tells me to do. Such a
person counts, in my view, as autonomous. 12

It is hard to conceive of a view more distant from Kant’s than this. Dworkin calls his

conception of autonomy weak in contrast to the strong view held by many philosophers. What

distinguishes the two views is that while the Kantian view gives substantive content to the notion

of autonomy, Dworkin’s does not. Dworkin’s autonomy is a purely formal notion that does not

specify which decisions are consistent with autonomy and which aren’t. The concept of autonomy

should not suggest any content to the decisions an autonomous person makes. One can decide

that the best life is a monastic life governed by vows of obedience, or the best course of action the

course dictated by one’s political party or guru.

Dworkin characterizes his procedural conception of autonomy in the following way:

Autonomy is conceived of as a second order capacity of persons to reflect critically upon
their first-order preferences, desires, wishes and so forth and the capacity to accept or
attempt to change these in light of higher-order preferences and values. By exercising such
a capacity, persons define their nature, give meaning and coherence to their lives, and take
responsibility for the kind of person they are. 13

With this conception of autonomy we avoid the conflict between the different values
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indicated above, and refrain from specifying what form a meaningfiul and coherent life must take.

To understand what Dworkin means by a formal procedural notion of autonomy we need to focus

on the nature of deliberation prior to the agent’s making a promise or taking a vow of obedience.

In the case of one who decides always to do what his mother wants, it is the procedure that

eventuates in the decision that is relevant to a determination of autonomy. The temporal point

relevant to a determination of autonomy is one that precedes the decision. It is the deliberation

prior to the decision that is to count, not the content of the decision or the agent’s actions that

follow. We cannot object that autonomy is lost once the decision is made to defer to someone

else’s judgment since, on Dworkin’s view, the character of the agent’s deliberations carries over

to characterize the actions that follow from his decision. In the case of the man who decides he

will do only what his mother wants, “we must,” says Dworkin, “make reference to his intentions

to do what his mother wants. It is his decision, arrived at freely, backed by reasons that makes his

mother’s wishes effective in determining his actions. He is doing what he wants to do. He is

leading just the kind of life he thinks is worth leading. How can he not be autonomous?”14

INTELLECTUAL AUTONOMY AS A GOAL OF EDUCATION

For the sake of argument let’s accept that intellectual autonomy is a desirable trait. Must

we accept also that it is equally a desirable educational goal? The answer given in philosophy of

education has been an ambivalent one. Those who wish to see more of a place for intellectual

autonomy in schools have tended to stress the importance of evidential reasoning, while those

with less enthusiasm for autonomy emphasize the need to deny autonomy to the young because

children are too immature to benefit from the exercise of whatever partial autonomy they do

possess. The arguments in favour of intellectual autonomy depend first upon a theory of epistemic

justification known as internalism, and second upon faith in the ability of children to benefit from

rational discussion.15 In the pages to follow I intend to consider the challenge to intemalism that

has emerged in the last decade, and the arguments that cast doubt on the desirability of fostering

epistemic independence in schools. I intend to preface this discussion with a survey of internalist

commitments in educational philosophy, in the hope that the contrast between internalism and its

critics will throw some light on the issue of autonomy in justification.
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Educational philosopher Kenneth Strike once remarked that an essential task for education

is the distribution of rationality.’6 On Strike’s account one obstacle that stands in the way of

succeeding at this task is the inability of students to revise their beliefs in light of new and

compelling evidence. In this we find Strike echoing Mill’s worry that the practical hazard of

accepting beliefs on the testimony of authorities is an impaired capacity for rational belief revision.

There is a class of persons.. .who think it enough if a person assents undoubtingly to what
they think true, though he has no knowledge whatever of the grounds of the opinion and
could not make a tenable defense of it against the most superficial objections. Such
persons if they can once get their creed taught from authority, naturally think that no
good, and some harm, comes of its being allowed to be questioned. Where their influence
prevails, they make it nearly impossible for the received opinion to be rejected wisely and
considerately, though it may still be rejected rashly and ignorantly; for to shut out
discussion entirely is seldom possible, and when it once gets in, beliefs not grounded on
conviction are apt to give way before the slightest semblance of an argument. Waiving,
however, this possibility—assuming that the true opinion abides in the mind, but abides as
a prejudice, a belief independent of and proof against, argument—this is not the way in
which truth ought to be held by a rational being. This is not knowing the truth. Truth, thus
held, is but one superstition the more, accidentally clinging to the words which enunciate a
truth.’7

The preceding chapter’s discussion of epistemic practices in schools showed, I think, that

the practices, if not teachers themselves, “make it nearly impossible for the received opinion to be

rejected wisely and considerately”. Moreover these practices interfere with the intelligent

grounding of belief If it is true that beliefs not grounded in any genuine understanding will be

either feebly held, or dogmatically adhered to, the consequence of teachers neglecting the element

ofjustification in knowledge claims is an impaired capacity for rational belief revision. This point

has been argued most lucidly in educational philosophy by Green’8 whose distinction between

evidential and non-evidential styles of belief brings Mill’s concern over unintelligent belief revision

into educational focus.

Over the last decade the evidentialism typified by Green has come to be known as a type

of epistemic internalism, largely as a result of the criticism of externalists who doubt that non-

evidential belief is in any way unintelligent. As with evidentialism, internalism holds that

knowledge and justification are based on reasons or evidence that are somehow available to the

agent. More precisely, the evidence must be possessed by the agent and appreciated as evidence.
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Evidence that is appreciated as such is said to be epistemically within the agent’s grasp, or

epistemically internal. It should be plain that the notion of epistemic independence is an internalist

notion, so any criticism of internalism will bear on the acceptability of intellectual autonomy as I

have conceived it. Some discussion of the debate between internalist and externalists is therefore

necessary. Let’s begin with a survey of what we can now recognize as the internalist commitments

in philosophy of education.

The Austinian Tradition

According to internalism, epistemic agents, in being justified, claim (or could claim) a right

to know that includes being free of any reproach for claiming to know. This feature of internalism

is obvious in ordinary language analysis of the type exemplified by Austin and Urmson, and is

present to a significant degree in the writing of educational philosophers.

Austin claimed that “whenever I say I know, I am always liable to be taken to claim that,

in a certain sense appropriate to the kind of statement (and to present intents and purposes), I am

able to prove it.”19 [my emphasis] Similarly, Urmson noticed that the verbs know, guess, suppose

and estimate belong to the family of verbs that indicate the evidential status of a statement and the

epistemic situation of the agent:

This is the group [of verbs]. . . which is used to signal what the degree of reliability is
claimed for, and should be accorded to, the statements to which they are conjoined. Thus
‘I guess that this is the right road to take’ is a way of saying that this is the right road,
while indicating that one is just plumping and has no information, so that the statement
will be received with the right amount of caution; ‘I know’ shows that there is all the
evidence that one could need, and so on.20

This sort of analysis has led educational philosophers to emphasize the importance of

making epistemic justifications available to students.2’ It also conforms with the tripartite

definition of knowledge that is still widely accepted, the Gettier counter-examples

notwithstanding.22 For example, prior to Gettier, Ayer concluded that “the necessary and

sufficient conditions for knowing something is the case are first what one is said to know be true,

and secondly that one be sure of it, and thirdly that one should have the right to be sure.”23

Chisholm’ s account, roughly identical to Ayers, states that “S knows that h is true’ means: (i) S
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accepts h; (ii) S has adequate evidence for h; and (iii) h is true.”24 Following Gettier25 Chishoim

offers this analysis of knowledge: “S knows at t that h is true, provided (1) S believes h at t; (2) h

is true; and (3) h is evident at t for S.” As late as 1989 Chisholm was still insisting that knowledge

is justified true belief26 Similarly Roderick Firth insists on the internal character of being justified

in belief

To decide whether Watson knows that the coachman [committed a crime] we must decide
whether or not Watson is justified in believing that the coachman did it. Thus if Watson
believes that the coachman did it, we must decide whether his conclusion is based
rationally on the evidence.27

Scheffler and the Evidence Condition

Common to most of these analyses is the theme that before it can be said an agent is

justified in holding a belief that agent must possess the justification for this belief This theme is

picked up and explored by Israel Scheffler in his influential Conditions of Knowledge. From the

standard analysis of knowledge Scheffler derived practical guidance for the teacher, and outlined

criteria by which we can understand what it means for a student to know that p.28 Here Scheffler

stresses that the distinction between knowing and having a true belief is made by reference to the

surplus value ofknowledge over true belief

In every case where evidence is required for the right to be sure, knowing involves not
merely having adequate evidential data but also appreciating their value as data, in the
light of an appropriately patterned argument.

Citing Augustine, Scheffler further observes that:

the pupil who knows.. . is not just someone who has a belief which is true.... He must
further have considered within himself whether what has been said is true. He must have
engaged in a personal process of evaluating the belief in question, by reference to his own
source of interior truth.29 [my emphasis]

In this discussion Scheffier’ s commitment to internalism is explicit. It is the student who

must possess adequate evidence for the beliefs she comes to hold. To this end she must be in a

position to follow and evaluate the evidentiary argument that purports to justify the claims at

hand. Crucially, she must come to feel the force of this argument. Among the obvious implications

to be drawn is that teachers must provide students with the evidentiary argument that supports a

given claim. They must also ensure that students understand the argument sufficiently well to see
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its force. In so doing they guard against students holding beliefs they do not understand or that

are for them inert. Further, without some sense of the grounds for belief students cannot

understand the nature of the discipline under study, or its distinctive truth tests and standards.

Whether the subject be history, physics or mathematics, each has distinctive methods for

ascertaining the truth, and distinctive standards for judging success in this regard.3°But it is not

simply that the disciplines are ends in themselves and their study justified solely in terms of their

intrinsic value. Rather the disciplines are arenas in which students can come to grips with

“whatever competent investigation has achieved in the way of reliable knowledge and skill” in

order that they might be initiated into “the critical life” characterized by “the quest for and the

exchange of reasons.” 31

In training our students to reason we train them to be critical. We encourage them to ask
questions, to look for evidence, to seek and scrutinize alternatives, to be critical of their
own ideas as well as those of others. This educational course precludes taking schooling
as an instrument for shaping their minds to a preconceived idea. For if they seek reasons, it
is their evaluation of such reasons that will determine what ideas they eventually accept.32

It is on this basis that Scheffler denies the appropriateness of appeals to authority in

educational contexts. Teachers should not base their teaching on such appeals, and students

should not be permitted to hold their beliefs on such grounds.

Green and Evidentially-Held Belief

In a similar vein Green has concluded, from an analysis of the family of concepts related to

teaching, that beliefs can be held evidentially or non-evidentially.

When beliefs are held without regard to evidence or contrary to evidence, or apart from
good reasons or the canons for testing reasons and evidence, then we may say they are
held non-evidentially. It follows that beliefs held non-evidentially cannot be modified by
introducing evidence or reasons or by rational criticism. When beliefs, however, are held
“on the basis of’ evidence or reasons, they can be rationally criticized, and therefore can
be modified in the light of Iuirther evidence or further reasons, then we shall say they are
held evidentially.33

Green adds that students who hold true beliefs non-evidentially cannot know why such

beliefs ought to be taken as true. For them such beliefs can only be ‘correct’, and as a

consequence can never be known. “We cannot be said to know that a belief is true,” says Green,
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“if we cannot give any reasons for it, any explanation of it, or any evidence in support of it.” His

advocacy of evidential styles of belief does not rest simply on a definition of knowledge. His

analysis points to the practical limitation of ‘correct’ over known beliefs: namely that those who

do not hold their beliefs on the basis of good reasons and evidence are not in a position to change

their beliefs in light of better reasons and more substantial evidence. Rational belief revision is

impaired by the absence of well grounded belief On this point Green echoes Mill’s concern that a

belief “not grounded on conviction is [either] apt to give way before the slightest semblance of an

argument,” or is apt to “abide as a prejudice, a belief independent of; and proof against,

argument.”

Hirst and the Forms of Knowledge

The very idea of a rational mind has been linked in educational philosophy to the various

forms of knowledge and the truth tests that distinguish one from the other. Most of this thinking

can be traced to the work of Paul Hirst, but its influence is widespread. On Hirst’s account, to

have a rational mind just is to be in possession of knowledge, robustly conceived.

The forms of knowledge are.. .the basic articulations whereby the whole of experience has
become intelligible to man, they are the fundamental achievement of mind. Knowledge
however must never be thought of merely as vast bodies of tested symbolic expressions....
To acquire knowledge is to become aware of experience as structured, organized and
made meaningful in some quite specific way, and the varieties of knowledge constitute the
highly developed forms in which man has found this possible. To acquire knowledge is to
learn to see, to experience the world in a way otherwise unknown, and thereby come to
have a mind in a fuller sense.35

On this account initiation into the various forms of knowledge will involve one’s becoming

familiar, not only with the conclusions of a field, but also with the truth tests and critical standards

that yield those propositions that comprise the justifications for truth claims.

More recently McPeck has argued a similar position in his effort to defend a conception of

critical thinking based on a knowledge of the disciplines. In either case, the development of

rationality, or the capacity for critical thought hinges on students having access to the ‘logical

space of reasons’ •36

This sort of argument has implications for the reasonableness of deference to teacher
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authority, as deCastell notes:

The aim of developing informed rational autonomous persons entails that what the learner
accepts as true comes to be increasingly grounded in “good reasons” for such acceptance
as true. But as Hirst pointed out, the criteria for the truth of propositions vary with the
kind of proposition asserted, so that a progressive understanding of the discipline itself is
the necessary condition of an increasingly rational acceptance of educational authority. All
too obviously, then, students who are not taught the discipline (which provides such
criteria) are denied access to the means of rational autonomous development.37

Siegel on Being Appropriately Moved by Reasons

Siegel’s conception of critical thinking, though different from McPeck’s, is nonetheless

just as committed to the notion that rationality requires autonomy in justification. The rational

agent, says Siegel, is appropriately moved by reasons. Thus a critical thinker is one “who

appreciates and accepts the importance and convicting force of reasons. When assessing claims,

making judgments evaluating procedures, or contemplating alternative actions, the critical thinker

seeks reasons on which to base her assessments, judgments, and actions.”38 From this description

of the critical thinker Siegel is able to derive a commitment to epistemic independence. He claims

that once we accept critical thinking as an important goal of education we have explicitly

acknowledged the importance of autonomy.

If we think it good that a student become a critical thinker, we must approve as well of the
student’s ability and disposition to consult her own independent judgement concerning
matters of concern to her. The critical thinker must be autonomous—that is, free to act
and judge independently of external constraint, on the basis of her own reasoned appraisal
of the matter at hand.39

Epistemic Paternalism

Mill, though well known as a champion of freedom of thought and expression, is

notorious for his paternalistic denial of these freedoms for children. According to Mill, children

ought to be denied liberty on the ground they have not attained “the maturity of their faculties”.4°

Mill indirectly elaborates this notion of maturity by adding that the immature are those who “are

still in a state to require being taken care of by others.”41 This is a group that includes ‘barbarians’

as well as “young persons below the age which the law may fix as that of manhood or

womanhood.”42Barbarians are to be denied liberty for the same reason liberty is to be denied the
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young. The immaturity of “those backward states of society in which the race itself may be

considered as in its nonage” is seen as sufficient justification for denying “barbarians” liberty.43

Thus:

Despotism is a legitimate mode of government in dealing with barbarians, provided the
end be their improvement, and the means justified by actually effecting that end. Liberty,
as a principle, has no application to any state of things anterior to the time when mankind
have become capable of being improved by free and equal discussion. Until then there is
nothing for them but implicit obedience to an Akbar or Charlemagne, if they are so
fortunate as to find one. But as soon as mankind have attained the capacity of being
guided to their own improvement by conviction or persuasion (a period long since reached
in all nations with whom we need here concern ourselves), compulsion, either in the direct
form or in that of pains and penalties for non-compliance, is no longer admissible as a
means to their own good, and justifiable only for the security of others.”A

Mill’s argument justifies the granting of liberty on epistemological grounds and denies it

on the basis of limited rational capacity (defined in terms of the ability to benefit from rational

discussion). Thus, while liberty is necessary to the pursuit of the truth, the development of

individuality and genius, indeed, to the “mental well-being of mankind”, children and barbarians

are not entitled to liberty since they are incapable of “improvement by free and equal discussion.”

As a result “there is nothing for them but implicit obedience to an authority.”

Richard Peters and Francis Dunlop have both argued, though in different ways, that since

children are initially incapable of evaluating the truth claims of their teachers, teachers needn’t

devote much time to convincing their students of the rightness of a particular view. Instead

teachers should expect students to take their accounts on trust, and teach accordingly. Dunlop’s

condemnation of premature attempts to foster reasonableness is especially forthright, though

expressed in the context of arguing against child-centred curricula.

The task of the teacher is not to indulge the pupil’s own naive wants and aspirations; it is
rather to transform desires and aspirations. Therefore, teachers properly display a
downward regard for their pupils who in turn evince a reciprocal upward regard. More
precisely, the student should trust his teachers beyond all reasons (since he has no criteria
by which to test them) and submit to their authority.45

Peters, too, believes that up to a certain point in the child’s development she lacks the

criteria by which to test teachers’ claims. Children, he says, lack the ability to evaluate truth

claims, perhaps not in any general way, but relative to their familiarity with a practice, whether the



94

practice be science, philosophy, or what have you. Those sufficiently familiar with a practice are,

in Peters’ phrase, on the “inside of a form of life” of which the practice is a part. Those who have

little understanding of the substantive content of a practice, its standards of appraisal, or those

who do not possess the rational passions that would commit them to these standards are said to

be “outside the form of life”. On Peters’ view students must assiduously study their way inside

this form of life, and, initially at least, they must recognize that their being outside the practice

leaves them reliant on their teachers. Alasdair Maclntyre takes a similar view. His conception of

practice, you will recall, is more precisely spelled out than Peters’ notion of a form of life, and less

tied to academic disciplines. Nonetheless, every practice, whether it be architecture, farming, or

the historian’s craft, requires a certain kind of relationship between teacher and student.

It belongs to the concept of a practice as I have outlined it. . . whether we are painters or
physicists or quarterbacks or indeed just lovers of good painting or first rate experiments
or a well-thrown pass: that its goods can only be achieved by subordinating ourselves
within the practice in our relationship to other practitioners. We have to learn to recognize
what is due to whom; we have to be prepared to take whatever self-endangering risks are
demanded along the way; and we have to listen carefully to what we are told about our
own inadequacies and to reply with the same carefulness for the facts.’

Practitioners, for their part, are equally bound by the rules and standards that partially

define the practice, and that set a limit on the practitioner’s relation to the uninitiated. For the

novice as well as the master to enter into a practice is “to accept the authority of those standards

and the inadequacy of [their] own performance as judged by them. It is to subject [their] own

attitudes, choices, preferences and tastes to the standards that currently and partially define the

practice.”47

Of interest in this passage is the idea that though the learner is epistemically subordinate to

the teacher, the teacher is subordinate to the authority of the standards that partially define the

practice. Two consequences for my argument follow from this observation. Teachers themselves

must be sufficiently “inside the practice” to know and to be committed to the relevant standards,

and they must also teach in such a way that these standards are made manifest to their students.

Of course, the novice is, in a special sense, more subordinate to the master as well as the

standards, since the master, by virtue of being a master, is able to understand and appreciate the
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rules that delimit the practice. The novice must take many more matters on faith. For Maclntyre

the relevant intellectual virtue for the novice is one of humility.

1f on starting to listen to music, I do not accept my own incapacity to judge correctly, I
will never learn to hear, let alone appreciate, Bartok’s last quartets. 1f on starting to play
baseball, I do not accept that others know better than I when to throw a fast ball and when
not, I will never learn to appreciate good pitching let alone to pitch. In the realm of
practices the authority of both goods and standards operates in such a way as to rule out
all subjectivist and emotivist analyses ofjudgment.48

Maclntyre’ s discussion of practices points to a variety of the ways in which the integrity of

practices is threatened. The main threat comes from what he calls “goods external to the

practice”. Goods external to a practice, such as money, fame and the like, are external in the sense

they belong to some individual as property, and are not essentially an aspect of the practice.

External goods can always be acquired outside the practice, unlike goods internal to the practice

that are acquired only in the pursuit of those excellences that partly constitute the practice itself.

These two sorts of goods stand in an antagonistic relation to one another since external goods

are, in principle, always capable of being given more priority, especially in the institutional settings

where many practices are carried out. Against this ever present threat posed by external goods are

the virtues, that help preserve standards and the excellences that constitute achievement in the

practice. Humility is among Maclntyre’s list of virtues, along with courage, justice and honesty.

Judging from Maclntyre’ s remarks regarding the epistemic dependence of the uninitiated the

sometimes subjectivist and emotivist perspectives characteristic of child-centred educational

theory would likely be viewed by Maclntyre as a threat to the integrity of those practices into

which education is meant to be an initiation.

A teacher’s authority, on this view, is based on her understanding of the standards and

rules imbedded in the practice. She is as much subject to these standards as her students will be if

she succeeds as their teacher. Obedience to authority is thus called for because without such

obedience teachers cannot teach well, and students will never learn.

To an extent children do represent a special case, thus educational philosophers are

somewhat divided on this issue: Scheffler49 and Green5°coming close to advocating for children

the epistemic rights that Mill advocates for those who have reached adulthood, while Peters51,
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Hirst52 and Dearden53 declare themselves as standing somewhere near the midpoint between those

who press for less epistemic paternalism and those who push for more. In their own ways each of

the latter three stress that the immaturity of the child, and the child’s relative ignorance provide

grounds for some degree of authoritarian and paternalistic teaching. They do, however, view

autonomy as a valuable trait that under the appropriate circumstances teachers should endeavor to

develop in their students. A few, such as R. T. Allen54 and Francis Dunlop55,object even to this

rather modest liberalism. Since their arguments could be used to justify the epistemic practices of

teachers described thus far they deserve some examination.

The Rationality of Epistemic Dependence

Allen, for example, indicates that when students demand epistemic justifications they have

among the best justifications when their teachers respond with “Because I say so”. Allen, in

particular, objects to the rationalism of Peters and Hirst and states that “living by the Rationalist

principles. . . [of] Hirst and Peters would lead us into radical autism”56.Which principles does he

have in mind? Hirst and Peters claim that there is a prima facie antagonism between reason and

authority.57 Allen accepts Hirst and Peters’ definition of authority (“authority is present when

something is correct or to be done because an individual or body of men, who has been given the

right, says so”), but objects to their demand that authority be ‘rationalized’, brought in line with

reason. Hirst and Peters insist that authorities in educational institutions ought to be viewed only

as provisional authorities because authorities are often mistaken. Hence their pronouncements

ought to be viewed with a tinge of skepticism and caution. This skepticism is reasonable only so

far as it arises from a familiarity with the forms of knowledge under study. Once students are

far enough along in their studies to be capable of informed judgment it is sensible to expect

fruitful criticism from them, but not before. This point notwithstanding Hirst and Peters are

explicitly in favour of epistemic independence as a long term goal of educators:

There must be provisional authorities in the different forms and fields of knowledge with
which universities and schools are concerned. Their job is to hand on an inheritance in
such a way that others can come to criticize it and eventually dispense with their teachers.
They must exercise their authority in such a way that another generation can learn to live
without them.58
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Elsewhere Peters has stated that authority in schools is needed so “another generation can

live without authority.”59Allen takes Hirst and Peters to task on this last point. He claims that as

a matter of fact higher and lower education teaches students to accept cognitive authorities, and

this is just as it should be.

In Allen’s opinion, governance by authorities optimizes our chances of getting a sound

education. Authorities exist to rule on the admissibility of arguments, as well as the acceptability

of candidates for tenure, promotion and office. They decide who shall be certified, who shall

receive grants, who shall referee papers and so on. They are also, says Allen, responsible for

disseminating and protecting reigning orthodoxies, not simply through argument and criticism, but

through administrative controls such as those just listed. The protection of orthodoxies, while it

may extend to the regulation of specific arguments, will ideally only amount to the maintenance of

general theories, interpretations or paradigms, until such time as the accumulation of evidence

against them, along with the emergence of a superior alternative, requires they be abandoned or

modified.

In addition, Allen insists there is far too much knowledge, of such great complexity, that it

is unrealistic to think any one person could know enough to avoid epistemic dependence.

Whatever may have been the case in the past, it is definitely impossible for anyone today
to be a polymath and to know everything about everything. Each academic discipline
becomes ever more divided and each expert is tied to an ever denser yet narrower field.
And so, even they, for what lies beyond their fields, have to rely on the authority of other
experts in those other fields.60

According to this view, there is a division of cognitive labour that fhnctions in a

disciplinary network of competence, one sub-field dependent on another, yet informing it as well.

Experts within one field are in a relation of epistemic dependence to experts in other fields that

make up their discipline. Polanyi calls this phenomenon of mutual reliance “overlapping

control”.6’This sort of dependence is not only restricted to the relations among experts, but exists

in more pronounced forms among those, like schoolteachers, who, more often than not, are

inexpert in the forms of knowledge they are called upon to transmit. In Allen’s view Peters is

mistaken to say the directive authority of teachers derives primarily from their cognitive authority,

since, as a group, teachers are not cognitive authorities in anything but a restricted sense, relative
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to the ignorance of their students. They are only de facto cognitive authorities, not legitimate

cognitive authorities.62 Teachers are legitimate directive authorities nonetheless. Hirst and Peters

state that the authority of cognitive authorities within educational institutions “derives from their

special training and mastery of the relevant sphere of knowledge, on their success in getting things

right in spheres where what is right or true does not depend on the pronouncements of any

individual, but on reasons and evidence that anyone can, in principle, grasp.”63 In Allen’s opinion

this view is obviously wrong with respect to teachers, though less obviously wrong in the case of

professors (for reasons given above). In any event the matter is an empirical one. It is ironic that

Peters, who is well known for chiding educationists for making unsubstantiated empirical claims,

would himself be guilty of this same mistake in connection with the expertise of teachers. If

teachers do indeed know the reasons and evidence which justify knowledge claims it is puzzling

that they routinely fail to communicate these reasons to their students. The more plausible

explanation for their neglect of epistemic justifications is that, like most people, they simply don’t

know them.64 As far as Allen is concerned whatever cognitive authority teachers do enjoy derives

from their reliance on authorities whose knowledge, while more complete, is still dependent upon

the testimony of others. Allen also disputes Hirst and Peters’ claim that cognitive authority rests

upon reasons and evidence that any rational man would assent to. Rather it is the case that

satisfactory explanations in mathematics and physics increasingly adduce evidence and grounds

that non-specialists, teachers included, would not be able to understand. Further Allen reminds us

of the element of ‘tacit knowledge’ in competent performance that is not readily communicable, at

least not in terms of evidence, reasons, etc. As Polanyi has illustrated, the master, in many cases,

will be unable to provide detailed reasons for acting one way rather than another. The apprentice

can do no more than “surrender himself. . . uncritically to the imitation of another.”65 Until rather

late in their training apprentices must accept the judgments and pronouncements of their teachers

though they do not know the evidence that would justify them.66

So, on Allen’s view, Hirst and Peters have overlooked obvious facts about the world of

knowledge when they claim that teachers ought to teach in such a way that their students will one

day become epistemically independent. Such independence is unattainable, and would be
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undesirable in any event. Thus reliance on authorities is unavoidable; first because it is rational to

be epistemically dependent, second because schools and universities wisely acknowledge this fact

in their practices. On Allen’s view, then, one of the primary benefits of an education is that

education inducts students into the practices of deference to cognitive authorities. Education

simply is an induction into the acceptance of epistemic authority.

From Allen’s perspective Hirst and Peters fail to acknowledge the full range of

circumstances in which it is rationally acceptable to hold one’s beliefs on the basis of authority.

Hirst and Peters would likely agree with the most basic and uncontroversial version of the

principle of testimony:

If A has good reason to believe that B has good reasons to believe p. then A has good
reasons to believe p.

But Allen and others are claiming more than A has good reasons to believe B (where these

reasons, presumably, have to do with an assessment of B’s reliability as an authority, and not with

an assessment ofp directly). They are claiming that A knows that p on the word of B. A may not

possess the reasons necessary to justif,’ p and A’s belief that p, but nevertheless A knows p. To

defend this counter-intuitive claim John Hardwig67 points out that to deny it would force us to

maintain:

1) that there can no longer be knowledge in many scientific disciplines where the complexity of

available evidence rules out epistemic independence.

2) that one can know p only by ignoring most of the best evidence forp.68

Knowledge can be vicarious, says Hardwig, and a community can know something that no

one individual knows. In this view Hardwig has considerable company among contemporary

philosophers who have abandoned internalist conceptions of epistemic justification. For example,

the work of D. M. Armstrong69,Goldman70, Stich71, and others72 looks at actual epistemic

practices and concludes that deference to authorities outside one’s limited expertise is rational,

perhaps even maximally rational, given the epistemic situation most of us find ourselves in most of

the time. Epistemic independence, on this view, is simply foolish.

Stich and Nisbett forceftully express this viewpoint as follows:
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Deference to authority is not merely the habitual practice of educated people, it is,
generally, the right thing to do, from a normative viewpoint. The man who persists in
believing that his theorem is valid, despite the dissent of leading mathematicians, is a fool.
The man who acts on his belief that a treatment, disparaged by medical experts, will cure
his child’s leukemia, is worse than a fool.73

Stich and Nisbett further claim, as Allen does, that “one of the principal effects of

education is to socialize people to defer to cognitive authorities”.74Like Allen they see this state

of affairs as salutary.

The view taken by Hardwig and others argues that in science epistemic trust is the

touchstone of rational belief “Modern knowers cannot be independent and self-reliant, not even

in their own fields of specialization. In most disciplines, those who do not trust cannot know;

those who do not trust cannot have the best evidence for their beliefs.”75 [emphasis added] Here,

Hardwig is not simply making the uncontroversial claim that belief on testimony is rational under

certain restricted conditions. He is suggesting that the standard view—that knowledge rests on

evidence—is simply mistaken. Knowledge rests on a trust of epistemic authorities. It is not that

appeals to authority are only sometimes justified on grounds of expedience, rather it is that the

ideal of epistemic individualism that pervades epistemology is a romantic illusion that fails to

capture the character of successful inquiry. Epistemic dependence is the rule, not the exception.

Hardwig’s view has been seconded by Webb who claims that in restricting his analysis largely to

science Hardwig fails to take his argument far enough.

Trust is necessary if one wishes to have knowledge of anything interesting beyond one’s
own immediate experience. . . .It is not only the progress of science that depends on this
kind of interdependence, this division of labour. It is only because we divide up the
epistemic work in this way that we can come to know anything from maps, clocks,
thermometers, newspapers, telephone directories, and so on. It is a commonplace that we
cannot know very much about history without relying on the testimony of those who were
closer to the events than we are; what is overlooked is that we also cannot know a great
deal about the here and now without similar reliance on our contemporaries. How would I
find out about Pluto, Antarctica, quarks and differential equations (not to mention such
trivia as how to get to the grocery store, or when to expect my paycheck), if not from
other people, whom I trust in these matters?76

A similar position, but of more consequence for teachers, is the Wittgensteinian view of

knowledge transmission taken by Welbourne. Welbourne argues that the key to understanding

knowledge and how it is transmitted is not to be found in scrutinizing sentences in which ‘know’
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and its cognates are used, but rather in attending to our knowledge-seeking and knowledge-

communicating practices. If we do this we will find that knowledge is most often transmitted by

mere say-so, where what is transmitted is accepted on trust. The important distinction here is

between the language game of transmitting knowledge and that of arguing for a view. In the

former you accept my pronouncements because I have made them, and because you lack any

reason to doubt my truthfulness. In the latter I am successful when I get you to see things my way

because of cogent arguments and compelling claims. It is sufficient for the transmission of my

knowledge to you that you believe me. By contrast, your simply taking my word for it is not

sufficient if I am arguing for a view.

Believing someone is par excellence the appropriate response when, and only when, the
‘game’ is the transmission of knowledge. That is why one can be confident that it is
sufficient for the transmission of your knowledge to me that I believe you, and why my
believing you when you have asserted that p even falsely warrants my saying ‘I know’. For
me to believe you is for me to suppose that I have learnt (come to know) that p from you.
In this game believing the speaker is the ‘uptake’ condition. In a perfectly simple case,
where all goes smoothly, you speaking from knowledge assert that p; I believe you and
thus begin to know that p myself77

In the game of knowledge transmission the skepticism that demands proof and argument is

out of place. If there is some reason to be skeptical, the game changes from one of transmitting

knowledge to arguing a point. Such transformations are relatively rare, however, since, as any

analysis of these practices will reveal, relations of trust are implicit in the circumstances under

which questions are asked. To express doubt or demand justification under such circumstances

would strike one’s interlocutor as odd or mildly insulting.78

Welbourne’ s discussion raises the possibility that Scheffier, Green et al. are led to their

view by virtue of a category mistake. They have confused one language game for another. In

order for students to acquire genuine knowledge it is not necessary that they possess the relevant

evidentiary arguments, only that they believe their teachers. Welbourne concludes that “our ability

to engage in the game of transmitting knowledge, whether as transmitter or receiver, requires no

further intellectual capacity beyond what is implied in having a reasonable command of language,

sufficient to understand the import of questioning and answering. It involves no special ability to

weigh evidence justly or spot inconsistencies”79
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Welbourne, predictably, disagrees with Locke’s position that belief on testimony is not

true knowledge, but mere belief taken on trust. According to Welbourne, Locke does not

understand that to believe someone means to regard that person as a source of knowledge. Locke

mistakenly believes that knowledge is distinguished from belief by the quality of the reasoning that

leads to it, such that a speaker can know on the basis of her reasons, while a hearer can only

believe. In Welbourne’s view Locke’s mistake is one of misrepresenting the grounds of belief on

testimony. He supposes (wrongly) that when we believe on testimony we use the testimony as

evidence or warrant for our belief80 He then concludes (rightly) that testimony is poor evidence.

The problem, for Welboume, with this line of reasoning is that “to receive testimony as evidence

is precisely not to receive it as testimony.”8’Welbourne’ s view, you will recall, is that belief on

testimony is based on a trust of the speaker, not on an appraisal of evidence. Belief of the speaker

is the uptake a speaker hopes for when transmitting knowledge, while truthfhlness and epistemic

responsibility are the features of a speaker expected by those who receive. The assumptions that

unite both are assumptions of trust.

[Locke] credits the hearer with the kind of uptake which, other things being unequal,
would effect a transmission of knowledge. If hearing you assert that p. I take it on trust
from you that p, I do not treat your assertion as evidence. I take it that you were speaking
from knowledge and that I now know that p myself through your say-so... .But Locke
thinks that the hearer may end up with (mere) belief, and will if he lacks factual
understanding. This is not a possible outcome. All the conditions for transmission are
satisfied and the knowledge is not denatured.82

If Locke is to be interpreted literally there can never be any transmission of knowledge

between one person and the next. The pursuit of knowledge must be, perforce, a solitary

endeavor. Yet, clearly it is not. Welbourne argues that the pursuit of knowledge is typically

carried out within a community, a complex web of epistemic dependence relations that makes the

transmission of knowledge possible. On this point there is considerable agreement among social

epistemologists, who as a group emphasize the benefits of a cognitive division of labour, marked

out by expertise.

EXTERNALIST TifEORIES OF JUSTIFICATION

As we have seen, a venerable tradition in philosophy maintains that rational agents hold
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their beliefs on the basis of reasons and evidence, the epistemic force of which they understand

and appreciate. Typically what is to count as evidence or a good reason does not include appeals

to authority.83 When warrant is seen to amount to nothing more than arguments from authority,

the received view has been that the justification is at best weak, at worst, no justification at all.

This is because, on most accounts, what justifies an agent’s belief must be available to the agent in

such a way that the agent’s autonomy is preserved. The stress on evidence or reasons available to

the agent is what identifies this position as internalist.84 Over the last few years, however,

internalism has been losing adherents due to the trenchant criticism of those who favour

externalist theories of knowledge and justification. Reduced to its essentials the externalist

position states that a cognitive agent can know that p and be justified in believing that p without

knowing what justifies the belief that p. This thesis allows that one who has no knowledge of the

ground for her belief that p still knows that p nonetheless, provided the proper relation exists

between the belief and the world. We can characterize two sorts of relations with respect to

epistemic justification: a causal relation between, let us say, Susan and her environment, and a

psychological relation of understanding and appreciating between Susan, her belief and its

warrant. The former relation is epistemically external; for it to contribute to Susan’s justification,

it is not necessary that she think it does. This is so because there can be something true of the

person (that she has grounds) without that person knowing those grounds. Oddly enough, writers

in educational philosophy, even critics of internalist intuitions, do not seem to have taken note of

externalist theories of justification and knowledge. This is both surprising and unfortunate since

externalism, as a doctrine, has the potential to ground arguments that would strip educationists of

much of the justification they claim for wanting to revise teaching practice in light of the demands

of reason.

INTERNALIST AND DEONTIC CONCEPTIONS OF JUSTIFICATION

There is, as well, a deontological cast to internalism, namely that cognitive agents choose

what to believe, and are therefore responsible for the choices they make. Insofar as our beliefs

result from acts ofjudgment, ethical predicates apply to matters of beliefs. So it is legitimate, on

this view, to conceive of the cognitive agent as being subject to an ethics of belief Agents, if they
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are to be rational, have epistemic obligations that require them to form or revise their opinions on

the basis of reasons and evidence. Steup’s sentiments here stress the link between being rational

and choosing one’s beliefs:

No matter how grim the circumstances are, if an agent holds a belief contrary to evidence,
it is within his power, given that he is a rational agent, to reflect upon his belief and
thereby find out that he had better withhold, or even assent to its negation. Being a
rational agent, I would say, involves the capacity to find out, with respect to any belief
whether or not it is being held on good grounds.85

In these remarks Steup echoes Clifford’s classic expression of Victorian epistemic

deontologism: “It is wrong everywhere and for anyone to believe anything on insufficient

evidence.”86 Clifford’s view, which combines a rigorous evidentialism with an unequivocal

commitment to the ethics of belief exists among today’s internalists in a muted form. Latter day

deontologists prefer to talk in terms of epistemic responsibility and obligation, but the moral tenor

is still unmistakably present, as in Bonlour’s remarks:

We cannot, in most cases at least, bring it about directly that our beliefs are true, but we
can presumably bring it about directly (though perhaps only in the long run) that they are
epistemically justified. It follows that one’s cognitive endeavors are epistemically justified
only if and to the extent that they are aimed at this goal, which means very roughly that
one accepts all and only those beliefs which one has good reasons to think are true. To
accept a belief in the absence of such a reason. . . is to neglect the pursuit of truth; such
acceptance is, one might say, epistemically irresponsible. My contention here is that the
idea of avoiding such irresponsibility, of being epistemically responsible in one’s
believings, is the core of the notion of epistemic justification. 87

Internalism in itself does not rule out belief on testimony, providing the agent makes some

rational assessment of the authority’s reliability. Internalism requires therefore a discriminating

deference to epistemic authorities. In this respect it differs from externalism. On the externalist

account the reliability of testimony derives from the relation between the testimony and states of

affairs which are testified to. It is not derived in any way from the subject’s knowledge of that

relation or her assessment of reliability. Thus internalism has utility as a normative view of

epistemic justification that externalism does not.

TIlE EXTERNALIST CRITIQUE OF INTERNALIST JIJSTII?ICATION

We have seen that internalists stress the cognitive agent’s active role in deciding what to
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believe. Indeed the distinguishing feature of the rational person is not so much what she believes

as the manner in which she acquired her beliefs. Bertrand Russell claimed, in terms nearly identical

to those used by Green subsequently, that “it is not what the man of science believes that

distinguishes him, but how and why he believes it. His beliefs are tentative, not dogmatic; they are

based on evidence, not on authority or ifltUjtiOfl.”88 (original emphasis) The externalist has no

such doxastic requirement for a person to be justified. Others, such as authorities, may know what

evidence or reasons justifies a belief; or perhaps no one person knows. Beliefs needn’t be justified

by the agent to be justifiedfor the agent.

Justification is also a matter of choice for most internalists. Cognitive agents are seen to

have some degree of control over what they come to believe. Beliefs are not simply caused. It is

not clear, however, that what one believes is a matter of choice.89 Despite the intimations of

freedom and responsibility provided by ordinary language in such expressions as—”You shouldn’t

jump to conclusions”, or “I had every right to think she was honest”—many beliefs, upon

examination, do not appear to be the sort of thing about which we have a choice. Alston, for

example, argues that in all but a very few cases we cannot believe at will.9°This is obviously true

in the case of perceptual beliefs, but just as true, he says, with ordinary beliefs formed by

introspection, memory, or uncontroversial inferences. If only uncertain beliefs leave room for

choice, and these are comparatively small in number, we cannot, on this view, rightly favour a

deontological conception of justification. And since ought implies can there should be no

normative requirement in places where voluntary control is absent. Given that externalism does

not require that what we believe is a voluntary matter, at least with respect to states of affairs, the

ethics of belief play little or no part in their account of epistemic justification.

Internalism is seen to be flawed at an even more fundamental level, however. Alston

argues that the internalist view is fundamentally incoherent since it attempts to unite the notion

that justification is necessary and nearly sufficient for knowledge with the additional notion that

justification is a matter of doing one’s duty. “I may have done what could reasonably be expected

of me in the management and cultivation of my doxastic life, and still hold a belief on

outrageously inadequate grounds.”9’What exactly is the position of externalists and their critique
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of internalism? BonJour characterizes the externalist position as follows:

Though there must in a sense be a reason why a basic belief is likely to be true, the person
for whom such a belief is basic need not have any cognitive grasp of this reason. On this
view, the epistemic justification or reasonableness of a basic belief depends on the
obtaining of an appropriate relation, generally causal or nomological in character, between
the believer and the world. This relation.. . is such as to make it either nomologically
certain or else highly probable that the belief is true. It would thus providefor anyone who
knew about it, an undeniably excellent reason for accepting such a belief.... The person for
whom the belief is basic need not (and in general will not) have any cognitive grasp of any
kind of this reason or of the relation that is the basis for it in order for this basic belief to
be justified; all these matters may be entirely external to the person’s subjective
conceptions of the situation.92

Armstrong claims that for a belief to be justified there must be a law-like connection

between two states of affairs: a’s believing that p on the one hand [Bap] and the state of affairs

which makes p true. In short, “given Bap it must be the case that p.”93 Armstrong calls this the

thermometer model of non-inferential knowledge because in the same way that the readings of a

reliable thermometer reflect the temperature so too do one’s beliefs reflect the states of affairs that

makes them true. On this view, a person whose beliefs are true is a “reliable cognitive

instrument.” It is in virtue of this reliability that this person’s beliefs are justified.

Epistemology has traditionally had two principal preoccupations. On the one hand there

has been an effort to sketch out a sound theoretical account of knowledge and show how

knowledge is possible. On the other hand epistemologists have sought to identify the criteria or

rules by which individuals might decide what to believe. Both enterprises have been motivated by

a desire to find answers to the questions posed by Socrates: What can I know? How can I be

confident my beliefs are justified? How can I improve on the beliefs which I now hold? Thus the

theoretical enterprise is meant to inform the normative one.

The normative enterprise, unlike the theoretical one, has deontological presuppositions

built into it. Ought implies can, in other words. This view—that cognitive agents decide what to

believe and thus need guidance in belief formation—goes by various names, depending on

whether it is the aspect of choice being emphasized (doxastic voluntarism)94or the obligations

and responsibilities that attend the freedom to choose our beliefs (deontologicaljustfication)95

The fixing of belief can, in principle, be free, insofar as an epistemic agent decides whether or not
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to believe a given proposition at a given time. Where our choices are rational, they are guided by

the right epistemic principles. Where they are irrational they are epistemically irresponsible and

open to criticism. It is Goldman’s claim that internalists have assumed that the terms which are

sought for a theoretically sound analysis of knowledge are the same terms that can serve the

regulative function of helping the epistemic agent decide what to believe. Put simply,

epistemologists have taken the necessary and sufficient conditions of knowledge to be the same

conditions that agents themselves need to satisi,r consciously and deliberately in order to be

justified. Goldman thinks this is a mistake, brought on by conflating an interest in spelling out the

necessary and sufficient conditions of knowledge with an interest in identilying epistemic

principles that are useful guides in deciding what to believe. In Conditions ofKnowledge Scheffler

does precisely this. He moves from an analysis of knowledge as justified true belief to an

internalist conception ofjustification whose regulative function he makes explicit in his defense of

evidentially held belief and in his ruling out authority as a suitable ground for one’s beliefs. Such

a move is mistaken, says Goldman, the result of a mistaken picture of what it is to be justified. In

place of internalism Goldman proposes a causal account ofjustification which he terms “historical

reliablism”. According to this view, “a belief is justified just in case its causal ancestry consists of

reliable belief-forming processes, i.e., processes that generally lead to truth.”96

This account has two features that set it apart from internalist accounts. First, as an

externalist account ofjustification, it makes no reference to the deliberations of agents. The agent

may or may not know the causal ancestry of her belief She may also be unaware of the reliability

of whatever processes led to the belief Second, as such, it cannot offer any rules or prescriptions

for choosing beliefs. It considers an already formed belief and identifies which features are

necessary and sufficient for that belief to be justified.

Why favour externalism over internalism? The answer given by Goldman is that

internalism is either fundamentally confused or unattainable. Distinctive of internalism is the

requirement that justification be carried out by the agent before accepting a belief Therefore, a

fundamental concern of internalists is to identify the rule or set of rules by which an agent could

determine the justifiedness of a belief Goldman’s strategy is to consider what conditions
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determine the right principles. The conditions appropriate for externalism, he says, can be

expressed as follows:

1) Rule of justification X is right if and only if: X is actually optimal in avoiding error and

producing true beliefs.

This is insufficient for the internalist since it does not require that the agent in some sense

know and utilize X in order to arrive at a justified belief The conditions that appear to Goldman

to be appropriate for internalism are:

2) Rule of justification X is right if and only if: we are justified in believing that X is optimal in

avoiding error and producing true beliefs.

3) Rule ofjustification Xis right if and only if: we believe that Xis optimal.

4) Rule ofjustification Xis right if and only if: (A) we believe that X is optimal, and (B) this belief

was caused by reliable cognitive processes.

The fatal difficulty with 2 is that it is circular. Our motivation in seeking a regulative

theory ofjustification is to provide rules that do not presuppose the prior existence of such rules,

and 2 fails in this regard. 3 fails because it accomplishes too little. It is possible under 3 that an

agent believes X is optimal for foolish reasons. 4 fails because it is no longer internalist, given that

the causes of our beliefs and the reliability of our cognitive processes are not generally available to

us. Internalism requires that they be available. Goldman’s opposition to internalism provides the

basis for his defense of epistemic paternalism. If he is correct the implication for teaching that has

traditionally been derived from internalism must give way. It may be salutary after all that

education socializes students into deference to epistemic authorities.

EPISTEMIC PATERNALISM

Among the evidentialist principles upon which internalists rely the “requirement of total

evidence principle” is especially important. This principle (RTE) states that the agent, to be

rational, must base her beliefs on the available evidence and not neglect any evidence that bears

crucially on the beliefs in question. In light of this principle, those who have some control over

evidence relevant to another’s rational decision ought to accept the following corollary of RTE:

(C-RTE).
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If agent X is going to make a doxastic decision concerning question Q, and agent Y has
control over the evidence that is provided to X then, from a purely epistemic point of
view, Y should make available to X all of the evidence relevant to Q which is (at negligible
cost) within Y’s control.97

In terms relevant to teaching children, teachers should, on epistemic grounds, make

available all evidence relevant to the particular claims they wish their students to adopt. You

might say the point of this thesis is to have educators see the wisdom of RTE and its corollary in

order that these two principles might transform the way teachers teach. The RTE principle is seen

to be epistemically useful because those who follow it are in the best position to acquire true

beliefs and avoid false ones. Its corollary is epistemically useful for much the same reason.

Goldman wants C-RTE rejected as a universal principle, and epistemic paternalism acknowledged

as a legitimate stance to take toward the epistemically dependent. He argues these points in terms

of the veritistic benefits paternalistic treatment confers on the dependent. Despite volumes of

philosophical writing that claim otherwise, C-RTE does not, he says, maximize the chances that

the epistemically dependent will have more true beliefs and fewer false beliefs. To see this one

need only examine the rules that govern the admissibility of evidence in courtrooms, or the

Federal Trade Commission’s regulations with respect to false or deceptive advertising, or the

considerations that justify excluding certain points of view from school curricula. Evidence that

may reduce the chances of a juror, consumer, or student arriving at the truth or avoiding error

ought to be restricted by the relevant authorities, and this restriction, says Goldman, violates both

RTE and C-RTE.

The requirement of total evidence and the doctrine of epistemic individualism are part of

the Millian legacy that Goldman thinks we would do well to reconsider. He doubts the “collision

of adverse opinion” will directly bring about the “clearer perception and livelier impression of the

truth” as Mill claimed it would. Rather a clearer perception of the truth, if it comes about via the

clash between opinions, does so indirectly because more true beliefs and fewer erroneous beliefs

have emerged. The fundamental principle, then, is to maximize the availability of true beliefs and

minimize the number of false ones. Epistemic paternalism is a sensible and therefore justifiable

strategy for doing just that.



110

INTERNALISM AND THE PROBLEM OF INFINITE REGRESS

Hetherington has noted additional problems for internalism.98 Internalists insist that

justification is based on reasons or evidence that are somehow available to the agent. More

precisely the evidence must be held and appreciated as evidence. Not only must the evidence be

within an agent’s grasp, it must be epistemically within her grasp. I may have a piece of evidence

but not see its significance. Such a piece of evidence is internal, but not, on Hetherington’s

account, epistemically internal. For evidence to be epistemically internal, then, a person must not

only have the evidence, she must appreciate it as her justification. This feature of internalism is

also explicitly invoked by Scheffier in his analogy with detective novels. The fatal difficulty with

this distinction is that it leads to an infinite regress. The problem is this:

Suppose Wi (a piece of evidence) is epistemically within a person S: e.g., S not only has

the belief; but appreciates it as his or her justification. However, since appreciation is a doxastic

attitude of a kind with belief; it too must be epistemically within S. For this doxastic attitude to

also be epistemically within S it is necessary that S appreciate her appreciating. This appreciating

in turn must be epistemically internal, and so on.

Hetherington states that for Wi to be internal to S there must be a chain looking

something like this: From Wi there must follow:

the appreciating of WI as epistemically internal to 5, the appreciating of that first
appreciating as epistemically internal to 5, the appreciating of that second appreciating as
epistemically internal to S.. 100

For each member of the sequence to be epistemically internal the next member of the

sequence must also be epistemically internal. Thus we have an infinite regress. So internalism

leads to skepticism in two ways. Either it collapses under the weight of an infinite regress or it

fails to square with what is commonly taken to be knowledge. If the externalist position is correct

it will no longer be possible to argue for the educational importance of evidential styles of belief

solely on the basis of an analysis of knowledge and rational belief Such is the radical nature of

externalism that it runs counter to the long-standing normative requirement that cognitive agents

adopt the epistemic point of view, and base their beliefs on evidence they themselves possess and
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CHAPTER FOUR

TILE CASE AGAINST EXTERNALIST THEORIES OF KNOWLEDGE AND

JUSTIFICATION

We have to this point considered a variety of positions regarding epistemic justification.

The most familiar present a particular picture ofjustification, where the solitary agent deliberates

about what to believe on the basis of the available evidence and then, on this basis, determines

whether to accept a proposition, reject it, or suspend belief It was demonstrated in the last

chapter how this picture has been sharply challenged by those who doubt justification is typically a

matter of individual deliberation, or deny that agents have much choice in the beliefs they come to

adopt. The most decisive objection has come from those who insist the traditional picture of

justification sets an unrealistically high standard. For some of these critics being justified does not

depend on epistemically responsible deliberation about what to believe. There may be occasions

where deliberation is called for, but since there are many where it is not, the insistence that an

internalist condition is necessary for knowledge and justification is too strong. For other critics,

being justified is more a matter of believing what you are told than it is a matter of weighing

evidence and assessing the reliability of claims. If this picture is correct then it is not on the basis

of a need to be justified that one can demand, as I have, that teachers foster evidential styles of

belief in school children.

Externalism and its supplementary arguments for epistemic paternalism thus pose a

formidable challenge to my thesis. In essence, externalism denies that knowledge and justification

are best understood by reference to the cognitive agent’s deliberations about what to believe. It

denies that an appraisal of evidence is a necessary feature of knowing, or even more

fundamentally that in the majority of cases we can choose what to believe. The argument of

externalists relies heavily on a critique of internalism, which by their lights collapses under the

weight of an infinite regress, or sets such stringent conditions on knowing that skepticism is the

result. The regress problem bears on the internalist claim that in order to know one must

appreciate the force of one’s evidence, for there will always be some further act of appreciating

required of the cognitive agent before she can be said to know. Perceptual beliefs pose a more
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serious problem for a deontic conception of justification since it is obviously not the case that

cognitive agents follow an evidential argument, weigh the evidence or assess the adequacy and

relevance of reasons before they determine it is indeed a hand they see before them.’

The externalists’ reliance on the twin epistemic goals of acquiring true beliefs and avoiding

false ones helps to sustain counter-intuitive conclusions regarding epistemic paternalism and

appeals to authority. If we are to allow that one can know without possessing and evaluating the

grounds for belief then the sheer efficiency of trusting epistemic authorities is hard to deny.

Moreover if we do deny the rationality of believing what we are told what shall be made of the

ubiquity of belief on testimony in courts, schools, in life generally. Internalists appear to have

ignored Wittgenstein’s injunction to think less and observe more.2 They have, on this account,

been held captive by a faulty picture of knowledge and justification that has blinded them to what

human beings actually do in connection with belief

What are we to make of the externalist challenge? Some of the issue between externalists

and internalists can be set aside since not every aspect of the debate bears on the thesis under

discussion. Even if we assume that externalism is the best account of justified belief we can still

make a case for partial autonomy in terms of the development of expertise. This is a move that

ought to be attractive to educators since it is consistent with much current thinking concerning the

instrumental purpose of education. In the course of the last quarter century a human capital view

of education’s purpose has become firmly entrenched in policy. On this view, education ought to

prepare students for their future occupational roles within a modern diversified economy

characterized by an division of skilled labour. The development of expertise is therefore one of the

legitimate goals of education.

The limitation of this view is that it casts a rather narrow net, since it fails to take into

account the variety of other educational goals that might require a degree of intellectual

autonomy. Nonetheless the educational implications of the view that epistemic virtue is necessary

to expertise are worth pursuing, for even in cases where agents possess reliable testimony they

frequently fail to utilize it sensibly. There are as well other valuable attainments, such as the ability

to thinlç that have a point beyond satisi4ng the requirements of specific occupations. Kornblith,
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for example, has argued that intellectual autonomy is an attribute of the epistemically responsible

agent, so we might explore the ways in which epistemic virtue guards against error.3

There are numerous examples of widespread epistemic irresponsibility upon which to

make a case for epistemic virtue.4 Let us consider three common sorts of error that have been

identffied in the empirical study of human inference by Nisbett and Ross.5 The first is due to the

influence of “vividness”. Information is vivid, and therefore likely to attract and hold our

attention, if it is especially interesting, concrete or proximate in either a sensory, temporal or

spatial way. Numerous empirical studies have revealed that for the majority of people vivid data

have more impact and influence on belief formation, independent of their objective relevance or

reliability, than data which are not vivid.

Nisbett et al. offer this illustration of the undue influence of vividness. Suppose you intend

to buy a new car, but have not yet decided between a Volvo and a Saab. You consult an issue of

Consumer Reports from which you learn the consensus of expert opinion is that the Volvo is

mechanically superior to the Saab. From a reader’s poll of Volvo owners you learn that the Volvo

has a superior repair record. On the basis of this information you resolve to buy a Volvo. But

before you can make your purchase you meet an acquaintance who upon hearing of your intention

reacts with disbelief and alarm. He relates that his brother-in-law bought a Volvo and had nothing

but trouble with it. The electronic fuel injection failed, then the brakes. He had trouble with the

rear end, then the transmission went. In frustration he sold the car for junk after three years. The

tale of woe was so dramatic, and came in familiar surroundings from someone less distant than the

editors of Consumer Reports, so you change your mind. According to Nisbett Ct al. most people

would attach such disproportionate weight to this sort of testimony from an acquaintance:

The logical status of this information is that the N of several hundred Volvo-owning
Consumer Reports readers has been increased by one, and the mean frequency of repair
record shifted by an iota on three or four dimensions. However anyone who maintains that
he would reduce the encounter to such a net informational effect is either disingenuous or
lacking in the most elemental self-knowledge.6

A second tendency that interferes with the acquisition of true belief is the propensity of

agents to ignore base rate information. In one study7 subjects claimed that the personality

characteristics of individuals are poor predictors of the academic field graduate students will
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ultimately choose. These same subjects were then asked to predict the field of study for an

individual on the basis of various sorts of information. Included in this information was base rate

information on the percentage of graduate student selecting various fields, as well as information

on the personality characteristics of the individuals in question. Despite having claimed that

information on personality was a poor predictor for such purposes, subjects based their

predictions entirely on personality characteristics and ignored the base rate information on the

popularity of selected fields.

The third example concerns people’s intuitions about random sampling. It is widely

appreciated that the larger the sample drawn from a population the more likely that sample is to

reflect the characteristics of the population as a whole. Yet people who would readily assent to

this principle of inductive inference draw their own inferences from remarkably small samples.

The tendency to over generalize on the basis of limited data is ubiquitous.

What unites these examples is a particular type of irrationality. In each case people should

know better than to make the mistakes they do. Their errors are not errors of ignorance, but

failures of critical reflectiveness that an education aimed at fostering epistemic virtue would do

much to prevent.

Epistemic virtue is also necessary to offset the influence of non-epistemic reasons for the

acceptance of belief. While there are doubtless many non-epistemic, though justified, reasons for

accepting or rejecting the testimony of others (e.g., simplicity, fertility, problem solving capacity)

some influential sorts of reasons are clearly without much relevance. In particular there is

considerable evidence to indicate that receivers of information trust sources of information to the

extent these sources look and sound like them.8 This phenomenon is commonplace in secondary

schools where young, inexperienced teachers often have more in common with their students than

they do with their older, experienced colleagues. This common ground between novice teacher

and adolescent frequently simplifies the young teacher’s tasks of persuasion, with the consequence

that young teachers are both more popular and successful, despite the inevitable blunders that

accompany inexperience. Given the prevalence of testimony as the basis for belief in and out of

schools this result should not surprise us. When people base their beliefs on testimony the
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characteristics of the source must play a larger role than the epistemic merits of an evidential

argument. Thus it should be no surprise that epistemically irrelevant features of sources are

influential in the formation of belief Nor should it surprise us that student discussions within

classrooms frequently degenerate into ad hominem attacks between participants. When the truth

of arguments is so frequently to be determined in light of the characteristics of persons, the

temptation must be great to view the perceived fault of positions as being the fault of the person.

The prevalence of epistemic dependence in schools makes epistemic virtue all the more necessary.

We can also turn Wittgensteinian arguments against externalists. If we accept that the

meaning of a term lies in its use, several of the problems for my thesis posed by externalism

appear less menacing. For my purposes knowledge and justification are best understood in

contexts relevant to the activities of teaching and learning. Thus we can jettison perceptual

knowledge from my account. In the main much of what is to be transmitted in schools by

instruction and study is not perceptual knowledge, though clearly students gain what they come to

know through their senses. In terms of teaching acts the teacher begins to offer explanations just

at that point where there is a need to argue for a view. Following Grice,9 Fuller provides a range

of thresholds that differentiate between the degrees of epistemic support required for various sorts

of claims. Fuller terms these “thresholds of decidability” for a claim. These thresholds represent

the amount of information a speaker must provide to her audience in order to enable that audience

to make a decision. In effect these thresholds determine how explicit a speaker must be in laying

out the grounds for belief

1) The mere assertion of a claim is sufficient for acceptance or rejection. Quintessentially analytic

claims are the sort where no more than this first threshold must be passed. Other sorts include

self-evident truths and synthetic truisms.

2) The assertion must be supplemented with further argument or explication, though the claim

could be easily inferred from other claims already held to be true by the audience.

3) The assertion must be accompanied by a “loose” statement of evidence. That is, the claim must

be supported with evidence, though this evidence may not satisfS’ the most rigorous sort of

standard (i.e., circumstantial evidence, or evidence found in analogous cases).
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4) The assertion must be supported with a more rigorous statement of evidence that satisfies

higher standards. This might include perceptual evidence as well as more technically logical

truth preserving steps in argument.

5) The assertion must be supported as in #4, but in addition must be shown to be counter-intuitive

without that support. That is, without such evidential support the audience would think the

claim had the opposite truth value from the one demonstrated.

Here the thresholds of decidability are determined largely but not exclusively by the nature

of the claim. Whether a claim is self-evident or easily inferred from other beliefs is a function of

the experience of the audience, and so in the case of children there may be a higher threshold of

decidability for claims that among adults would need less support. It should be plain that many of

the knowledge claims advanced in schools can only be understood (in Austin’s sense of the term)

when teachers go beyond the lower thresholds of decidability and provide more generous

epistemic support. The discussion in chapter 1 makes clear that a great many of claims presented

to students are presented as if there is no reason to rise above the lowest thresholds. Yet it is

equally clear that many claims require more justification than this. In addition if we take one of the

goals of education to be introducing children to the range of justificatory practices, there should

be some effort to familiarize students with these various justificatory moves, even if for ordinary

purposes, there is little need to be more generous in supplying epistemic support.

The response of internalists has been to insist that externalism fails to square with

commonsense intuitions regarding knowledge, or that it sidesteps altogether the important

philosophical questions that have driven epistemological inquiry throughout its history. I will turn

to a more detailed examination of their views in a moment. But first I wish to make clear that my

intention is not to refute externalism. It isn’t necessary to resolve this dispute among

epistemologists in order to determine whether or not teaching the justificatory arguments that

support knowledge claims will help foster the capacity for independent rational thought among

children. If internalists are correct in thinking one cannot know without making some subjective

appraisal of evidence then I can argue my case as others have in the past. That is, I can argue that

if teachers are to transmit knowledge they must transmit as well the evidentiary argument that
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provides the warrant for belief 1f however, externalists are correct in supposing justification is

external to the agent I needn’t abandon my position, so much as modify it. Even among those

who think that externalism is substantially correct there are several who say the internalist

condition is epistemically worthwhile, though not necessary for knowledge or justification. 10 This

concession may provide me sufficient justification for identifying evidentially held belief as an

educational goal of fundamental importance. Kornblith and Schmitt, for example, do not believe

that internalism offers an adequate account of knowledge, though they both agree that internalist

notions of justifications pick out worthwhile cognitive traits and virtues. Schmitt’s argument to

this effect features the idea of epistemic virtue. Kornblith’s suggestion is that the disposition to

seek reasons for belief is a constitutive feature of “epistemically responsible agency”. Let us first

consider the internalist reply to the externalists before turning to the arguments that suggest the

value of the internalist condition is best explicated in terms of epistemic virtue.

THE INTERNALIST RESPONSE

The most basic objection against externalism it that it has redefined fundamental epistemic

terms in a way that makes them irrelevant to the inquiries concerning the nature of knowledge and

justification. Externalism, on this view, does not only fail to square with our intuitions about

justification; it bypasses them altogether by substituting non-epistemic concepts for the most

fundamental epistemic concepts.’1 This strategy, it is said, cannot succeed since the most basic

epistemological concepts are sui generis, and therefore defy further analysis or reduction. Some

epistemic notions—such as the idea of one proposition being more reasonable to believe than

another—are simply primitive. As well, for every nomological analysis of epistemological

concepts offered by externalists, internalists can demand that externalists give us an account of

how they know externalism is the correct view. As Fumerton remarks externalists will not be able

to answer without utilizing an internalist framework.

It is the nomological analyses of epistemic concepts that leads us to keep moving up a
level to ask the externalist how he knows that he knows, or knows that he knows that he
knows. The externalist might be able to give correct answers within the framework of his
view, but we, as internalists, will keep asking the questions until his answer invokes a
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concept of knowledge or justified belief not captured in terms of nomological
connection.12

In a similar vein, Chishoim has charged that externalist explications of justification are

empty (since they reduce justified belief to true belief) or they are viable only when so

supplemented by internalist concepts they cease to be externalist. Externalism is empty because it

tells us nothing that would advance our understanding of knowledge and justification. To see how

this is so consider the central premise of externalism—that S is justified in believing p on the

condition that p is true and S is a thinking subject. Chishoim calls this premise the essential “non-

theory” of externalism. If it fails to explain knowledge and justification (as it does) so too must

the existing varieties of externalism that take it as their main premise. Since this “non-theory”

makes no distinction between the true beliefs of an agent and those beliefs he would be justified in

having its contribution to a theory of knowledge is negligible. If the more finely articulated

versions of externalism also reduce justification to truth they too are non-theories.

Take Goldman’s reliability theory of justification, for example. It suggests that one is

justified if one’s belief was formed by a reliable belief forming process.’3 If “reliable process” is

taken to mean activities that result in one’s acquiring true belief reliability theory is a non-theory

in Chisholm’s sense. On the assumption that some processes are more reliable than others, indeed

that some of them are unreliable, there remains the inescapable question of which processes are

such that an agent would be justified in believing them to be reliable. If we restrict our account of

justification to only those processes that yield true beliefs (as externalists do) we have an

uninformative non-theory. If we enlarge our account of justification to include an agent’s

decisions about which processes are reliable we have introduced internalist notions that suggest

agents make a subjective appraisal of reliability based on evidence.

Since externalists have obliterated the distinction between knowledge and mere true belief

externalists must allow then that any true belief counts as knowledge. They thereby turn every

lucky guess into knowledge.14 The conviction that such a view is wrong is precisely what gives

the Gettier counterexamples their force.’5 These counterexamples (in which some form of luck

plays a part in the cognitive agent’s holding a true belief) spoke to the deep seated conviction

among epistemologists that epistemic luck is incompatible with knowledge. That the idea of
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epistemic justification has a subjective component can be plainly seen when it is compared to

moral justification. There is a clear difference between genuinely moral action and action with a

fortuitously moral result. The former is morally justified while the latter is not. Moral luck does

not make an action morally justified. The person who sets out to murder another person but

bungles the job in a way that saves that person’s life from some other source of harm is hardly

acting morally. Vicious and immoral intentions that have been thwarted by circumstances are not

thereby redeemed by luck and justified by chance. By analogy epistemic luck does not make an

irrational and irresponsible agent epistemically justified.

The internalist argument is an argument for evidentially held belief: without beliefs being

held on this basis there can be no genuine knowledge. BonJour, for example, asserts that for

beliefs to count as knowledge they must be epistemically, and not just causally justified. That is to

say the acceptance of a belief must be epistemically rational, and carried out in an epistemically

responsible maimer. Rather than concentrating solely on the conditions in light of which a belief is

justified, as externalists do, we need instead to consider a variety of epistemic practices in which

epistemic agents ordinarily engage. Among these practices are public acts of justification, and

demands that such acts be satisfactorily carried out. If we are to show a belief is justified, says

BonJour, we typically will need to produce “a justificatory argument in which the belief to be

justified is shown to follow inferentially from some other belief which is thus offered as a reason

for accepting it.”16 Our practices reveal that our interest in acts of justification is a practical one.

We want to be justified in believing what we do, so we engage in justificatory argument to

convince ourselves and others that we are correct in believing as we do. Externalism ignores this

practical motivation by adopting a God’s eye point of view and claiming that being justified is a

property of beliefs or persons as seen from that omniscient perspective.

To this basic objection BonJour adds two refinements. First, the distinguishing

characteristic of epistemic justification is its “internal relationship to the cognitive goal of truth. A

cognitive act is epistemically justified. . . only if and to the extent that it is aimed at this

goal—which means at a minimum that one accepts only beliefs that there is adequate reason to

think are true.”7 Second, the notion of epistemic justification is a normative one that suggests
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agents have epistemic duties or obligations. One’s intellectual duty, therefore, is to accept beliefs

that are true and reject beliefs that are false. To do otherwise is to be epistemically irresponsible.

It is to this conviction that BonJour appeals in a set of cases that attempt to show that since

externalism allows agents to be irrational and epistemically irresponsible its account of

justification must be wrong. For, externalists have no way of criticizing the irrationality of an

irrational person’s belief; save pointing to some sort of dysfunction in the cognitive apparatus.

Externalists, on this reading, have no way of denying that a belief may be justified even though the

agent either has no reason to think it is justified (i.e. reliably formed) or does have reason to think

it is unjust/Ied. BonJour’s strategy is to make a prima facie case for internalism by citing

examples that violate our internalist intuitions, and thereby shift the burden of proof to

externalists.

Each case involves an agent who has clairvoyant powers and who on the basis of these

powers correctly believes that the president is in New York. If such powers exist they would

satisfy the externalist requirement of a reliable cognitive process. In each case offered by BonJour

the agent cannot be said to know or be justified in claiming to know even though his or her belief

is true and reliably formed. This is because:

1. The agent has no reason to believe in his or her clairvoyant powers, or has good reason

to believe his or her powers are unreliable.

2. The agent disregards the available evidence or has no evidence.

The fact that in four different cases the agent holds a true belief based on a reliable process

does little, says BonJour, to dispel the intuition that someone who ignores evidence and lacks any

reason to trust in clairvoyance is not justified. Our idea of being justified simply is one that

requires rational deliberation and epistemically responsible action.

One of the motivations for the internalist response to externalism is the desire to show

how knowledge is possible despite the skeptical conclusions forced on us by the infinite regress

problem. If there is to be a foundation, and thus no vicious infinite regress, there must be some

empirical beliefs that are genuinely justified without being inferentially dependent on any other

empirical beliefs. Beliefs such as these are to be the foundations upon which inferential beliefs may
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rest. Thus, it is the justification of non-inferential, largely perceptual beliefs that is frequently the

focus of externalism. From the perspective of internalists who hold to a coherence theory of

knowledge the externalists’ tendency to consider justification solely in terms of the justification of

non-inferential beliefs is a question-begging strategy. This is so because such a strategy ignores

the very thing at issue between foundationalists and non-foundationalists, namely the role of

surrounding beliefs in the justification of a single belief An objection of this sort is prominent in

Feldman’s discussion of Alvin Plantinga’ s theory of proper functionalism, according to which

warranted belief is the result of the proper fi.inctioning of the cognitive system. According to

Plantinga the crucial problem for internalists, and one they have no answer to, is that cognitive

agents could do everything necessary in order to be epistemically responsible and still be badly

mistaken. On this view neither having evidence nor assuring oneself of its relevance and adequacy

is sufficient for warrant. This is because malfunctioning perceptual faculties might provide

subjectively unequivocal evidence for a belief that is objectively false. What is required for

warrant, says Plantinga, is proper function, or more precisely, the absence of cognitive pathology.

To make this case Plantinga introduces the naturalist’s version of Descartes’ evil demon: brain

disorders that cause the agent to hallucinate. One example concerns the appearance of an alfalfa

patch at ten minute intervals that inclines the agent to believe there is alfalfa before him.

Feldman’s objection is that Plantinga’s example omits the sort of background beliefs that when

considered would prevent a rational agent from believing that what he saw was really alfalfa and

not a hallucination. These background beliefs ordinarily would count as part of the overall

evidence for a belief so the fact that such beliefs are missing in Plantinga’ s example counts heavily

against his argument. Feldman observes that Plantinga’s examples seem to support his position

only because they omit the very details that would force an epistemically responsible agent to

reconsider beliefs that otherwise seems true and self-evident.

Consider again the alfalfa stand example. It is intended to show that a true belief based on
good evidence need not be knowledge.... Now what else are we supposed to think about
this case? Here’s one way things might go. I’m sitting in my study looking at my computer
screen, my keyboard, my notes, and Plantinga’s manuscript while I write this paper. Every
ten minutes I get a vivid appearance of an alfalfa stand and I find myself inclined to believe
that I do indeed see a fine stand of alfalfa. Right. Do I think that it is odd that there’s
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suddenly an alfalfa stand in my study, or do I think that they sprout up indoors all the
time? Do I realize that I didn’t think there was one there a moment ago? Do I remember
that I did think there was one there ten minutes previously? If my background beliefs and
evidence are anything like normal, then it is far from clear that my overall evidence does
support the belief that I see an alfalfa field. The mere fact that I have an alfalfa stand
appearance and an inclination to believe that I see an alfalfa stand does not guarantee that
that belief has evidential support. So, it is far from clear that evidentialism goes wrong
here.’8

Feldman claims further that in cases where there is a coincidence between the hallucination

and what actually obtains the situation is analogous to Gettier type examples that only show that

some further condition is necessary in addition to the traditional three. Plantinga’s argument, then,

either depends on examples that don’t in fact make his case or it depends on Gettier type

examples that pose no challenge to the idea that evidence is necessary for justified true belief

Plantinga’s efforts at refuting deontologism fail for the same reasons. His specific target is

Cbisholm’ s claim that epistemic justification requires that cognitive agents form and hold their

beliefs in accordance with their epistemic duties, especially the obligation to seek true beliefs and

shun false ones. Plantinga’s strategy is to provide a case where you fulfill your epistemic duties

but nonetheless end up holding an outrageously incorrect belief Due to a brain lesion you are

certain you will be the next president of the United States, though you lack any evidence in

support of this view. In the absence of any genuine doubt you needn’t mull over the possibility

that you are mistaken so you accept this belief as true when it is not. You have been epistemically

dutiful yet seriously mistaken. Feldman’s response to this scenario is that “even if the obviousness

of the belief counts in its favor, everything else about the situation counts against it.”19 Other

beliefs would alert the epistemically responsible agent that something was amiss. You would

know, for example, that you had never run for political office, that you had made no plans to raise

the enormous sums necessary for a successful campaign, that this certain feeling of imminent

success was not based on anything more than a peculiar and groundless confidence.

The dispute between internalists and externalists is at an impasse since both camps have

been able to identify serious difficulties with the opposing theories. Nevertheless, doubts remain

among some externalists that internalist intuitions can be abandoned altogether. On this view

extemalism’ s value has been to stimulate refinements to the received view.
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The Surplus Value of the Internalist Condition

Among externalists there are some, like Schmitt, who accept the idea of an ethics of belief;

and do see a limited role for intellectual autonomy.20According to Schmitt, internalists have been

guided by the view that intellectual autonomy does more to ensure the agent will hold true beliefs

and avoid error than does a reliance on authorities. In this, says Schmitt, they are mistaken. Not

only, he says, do we obtain more true beliefs and fewer erroneous beliefs through the testimony of

others, we frequently and rightly do so without evaluating the reliability of the source. Many

would dispute this last point, granting only that belief on testimony is rational provided the agent

assesses the source’s reliability. This was Hume’s position. But Schmitt argues that subjects are in

no position to make informed judgements regarding a source’s reliability, unless they themselves

are sufficiently expert. This is the defect of what Schmitt calls Humean testimony. In place of

Humean testimony Schmitt argues for nonHumean testimony where justification of belief on

testimony takes the form of a process that maps the beliefs of a collection of authorities (who are

mostly unknown to the subject) onto the beliefs of the epistemically dependent agent.

Since justification on nonHumean testimony evidently requires that the source’s belief be
justified, and most justification is based on nonHumean testimony, the present view entails
a regress ofjustification: the subject’s justification traces to the source’s, but the source’s
must trace to further sources. But on the present view, such a regress is not necessarily
harmful and is indeed consistent with a collective empiricism. While an individual’s
justification regresses, individuals each contribute some observations to the justification.
No individual’s observations are enough for justification, but the right combination of
observations and configuration of processes connecting these observations suffices for
justification. Justification is in this sense collective.21

What makes nonHumean testimony justified, says Schmitt, is the reliability made possible

through the cognitive division of labour. By virtue of its role in the production and dissemination

of knowledge this division of labour helps to ensure that those invested with authority are

epistemically reliable. In this Schmitt’s position is sympathetic to a point argued for by Allen,

Hardwig, Welbourne and Webb: there exists a cognitive division of labour that is to everyone’s

advantage since individually we can acquire very few justified beliefs. Collectively we can acquire

many. It is a view that is both descriptive of how we are typically justified in our beliefs, and

prescriptive of how we ought to guide our efforts at belief formation. It represents an attempt to
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reach some sort of broad reflective equilibrium between our practices and our epistemological

theories.22These theories have led many to suppose that only epistemic independence can serve as

the ideal in belief formation, but have left us with the consequence that very few people know

anything, and the majority of one’s beliefs are without justification. Some reconciliation is

necessary therefore between our practices and our theories.

NonHumean testimony is justified in a way analogous to the justification of beliefs from

memory. On the strictest empirical grounds it might be tempting to say we lack justification for

beliefs based upon anything less than immediate perception or inferences from perception. Dretske

and others have noted, however, that memory fi.inctions as a carrier or surrogate for the vast array

of one’s observations that go into one’s beliefs being justified.23 Even though my present

observations are not focused on picking up my mail, I distinctly recall picking up my mail earlier

this morning, and have no doubt I am justified in believing this. Similarly, Harman’s discussion of

the principle of clutter avoidance in belief formation also suggests it would be unreasonable to

suppose that justified beliefs cease to be justified once we forget the reasons we had for holding

the belief in the first place.24 On the account by Dretske, even though we lack direct perceptual

access to these observations, we are nonetheless justified in claiming knowledge from memory.

This is because memory is a more or less reliable carrier of or surrogate for those observations.

On the account by Harmon, forgetting a beliefs justification is seldom reason enough to doubt

one is justified, again for the reason that the practice of trusting one’s memory is generally more

reliable than not, while keeping track of one’s justifications is simply not feasible. In sum, then,

observations and evidentiary arguments that were once available to the agent and which justified

belief have over time become inaccessible. Yet justification remains. So too does the justifiability

of our relying on memory in this way, despite the fact that our memories are periodically

mistaken. By analogy we can view the process of nonHumean testimony as one where many

observations or evidentiary arguments, though never accessible to us, justi our beliefs

nonetheless. This despite the fact that the chain of observation reports may contain errors and

falsehoods. Although it is the individual who comes to hold true beliefs, in most cases it is not the

individual, but the relevant social group that is “the bearer of epistemic epithets.”25 The
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observations on which the individual must rely are the observations of the group.

This account will be disconcerting to many, especially among those who conclude from it

that the majority of our beliefs must be based on little more than an uncritical aggregation of

opinions. This worry overlooks the critical element in the array of epistemically distant

observations and reports upon which nonHumean testimony depends. In Schmitt’s account this

element is present in the role played by partial autonomy in the cognitive division of labour;

present first, in expertise, and then second, in the indirect assessment of source reliability.

Schmitt insists that in the majority of cases beliefs are justified on nonHumean testimony.

Such testimony appears to require no autonomous judgment whatsoever since the subject takes a

source’s pronouncement on faith (insofar as the subject lacks any observations of her own

regarding either the truth of the belief or the reliability of the source). This faith would be

misplaced only if the processes that constitute the practice of nonHumean testimony were

unreliable. Schmitt, of course, claims these processes are reliable, and depend in some measure on

intellectual autonomy. What makes them reliable? In Schmitt’s phrase these processes are

“underwritten” by the partial autonomy of individual agents.

The essence of Schmitt’s position regarding justification is that, with respect to a given

belieJ one can be justified on the testimony of others, even when the reliability of these others is

not known. Autonomy, even partial autonomy, is not generally necessary for justification. The

circumstances under which it is necessary is a contingent matter. In the absence of genuine doubt

regarding the truth of a claim or the reliability of a source, simple trust in authority is justified.26

But even in cases where trust is misplaced justification doesn’t require that a given belief be the

product of autonomous deliberation, only that surrounding beliefs be, and then only to the extent

required by the circumstances.

Though Schmitt dismisses Hume’s claim that belief on testimony is justified on the basis of

observed regularities between source pronouncements and the truth, he does believe that in some

circumstances agents can determine the reliability of sources. The agent is to evaluate only those

pronouncements she is qualified to assess by virtue of her own knowledge of surrounding topics.

She can thereby seek topical justification for beliefs regarding reliability, or topical justification
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for the original belief From an assessment of these surrounding beliefs she can infer some degree

of source reliability, even though the assessment of surrounding beliefs will likely rely on beliefs

based on testimony. The process can be expressed thus: Source S is judged to be reliable with

respect to p in domain D (or on topic T) because she has been judged to be reliable in domain E

(or on topic U) in light of beliefs that may be only testimonially justified.

Empirical evidence suggests this is precisely what people do. Research on persuasion

reveals that people are persuaded on the basis of reasons.27 That is, they actively seek reasons and

arguments even under circumstances where the proffered basis for belief is testimony. That some

individuals are more demanding than others in this regard points not to the requirements of

justification, but of epistemic virtue. Schmitt distinguishes between the requirements of

justification and of virtue in terms of the contribution each makes to the realization of epistemic

goals. Being justified on nonHumean testimony adequately serves the epistemic goals of acquiring

true beliefs and avoiding erroneous ones. The standard of justification fi.irnishes us with an

adequate number of true beliefs, while the standard of virtue furnishes us with a generous number

of such beliefs. Adequate service is a minimal standard, however, since generous service is

possible and desirable. The distinction between adequate and generous service of epistemic goals

is roughly analogous to the distinction between morally obligatory and supererogatory action: the

former is required because the latter is scarce and hard to motivate. Considered within a

framework of the cognitive division of labour epistemic virtue exists in degrees and constitutes

one of the identifying features of expertise. A doctor may be justified in believing what she does

on the testimony of experts (in textbooks or from lectures) though she has no understanding of

the non-testimonial warrant. Though justified, she is not, on Schmitt’s account, virtuous, since

virtue requires much more independent assessment and understanding of the grounds for belief

A system for the transmission of knowledge will permit significant acquisition of true

beliefs only on the condition that sources transmit true information or subjects who receive

information can distinguish truths from falsehoods. Unfortunately not all sources are reliable, and

subjects often fail to distinguish the true from the false. The extent to which subjects must

distinguish true statements from false depends on the reliability of their sources, that varies across
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domains of knowledge. In domains characterized by complete agreement, where authorities are

equally and highly reliable sources of information there is little or no need for autonomy. But such

domains are exceedingly rare. So in domains where experts disagree subjects need a modicum of

epistemic acuity. In domains characterized by some unreliable sources and controversy subjects

need at least partial autonomy since inherited attributions of reliability are always prima facie

suspect in such cases. Non-experts can evaluate source reliability by relying on:

1) inherited topical beliefs from outside the controversy or problematic domain.

2) inherited correlations between reliability and evidence of recognition within a field (rate of

publication, awards, research grants, etc.)

3) inherited attributions of reliability from reliable judges of reliability.

In domains where few sources are reliable or controversy is high subjects need to be able

to consider topical evidence for the beliefs under consideration. This will likely require expertise.

Expertise is also required in every domain to underwrite the reliability of the cognitive division of

labour within that domain. At various points in the chain of observations and inherited beliefs

expertise is needed to act as a check on the inherited error from belief on testimony.

So it would appear that epistemic virtue is necessary insofar as a defining feature of the

cognitive division of labour is expertise. The non-expert can and does legitimately trust epistemic

authorities. What consequences does this view have for my argument and for education? If the

teacher’s sole goal is to transmit knowledge, then on the externalist view, we can ignore evidential

arguments. But if we are interested in developing epistemically virtuous intellectual autonomy, an

emphasis on evidential argument is justified.

Acquiring The Concept ofBeing JustUied

One of internalism’s most trenchant critics, Wiffiam Alston, argues that while there are no

successful internalist arguments extant, some internalist intuitions ought not to be abandoned. The

intuition that Alston says cannot be jettisoned in cases like those brought forward by BonJour and

Feldman is the intuition that our grounds for belief must be accessible to us. Inexplicably reliable

cognitive processes whose reliability I do not assess when forming my beliefs simply do not satisfy

all the requirements of being justified. What is missing, says Alston, is
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any basis or ground that S has, or possesses for his belief anything he can point to or
specify as that which gives him something to go on in believing this, any sign or indication
that the belief he has is true.28

Aiston calls this necessary feature of being justified “the requirement of epistemic

accessibility ofground for the belief’. This feature is best understood by reference to the practices

of critical reflection that form the background against which the concept of justification has

developed. These practices include that of the epistemic assessment of beliefs, the challenging of

beliefs, and the response to these challenges. A successful response will, of necessity, specify an

adequate ground for belief one that provides a sufficient indication of the truth of the belief It is

not necessary for justification, of course, that every belief must be put to and survive such a test,

only that, in principle, it could.29

An implication of this view is that beingjustJied is distinct from the activity ofjustzfying

one belief On Aiston’s view the activity of justifying one’s belief is fundamental to being

justified insofar as it is practically and historically prior to the concept of being justified.

Though the activity of responding to challenges is not the whole story, I do believe that in
a way it is fundamental to the concept of being justified. Why is it that we have this
concept of beingjustfied in holding a belief and why is it important to us? I suggest that
the concept was developed and got its hold on us, because of the practice of critical
reflection on our beliefs, of challenging their credentials and responding to such
challenges—in short the practice of attempting to justfy beliefs. Suppose there were no
such practice; suppose that no one ever challenges the credentials of anyone’s beliefs;
suppose that no one ever critically reflects on the grounds or basis of one’s own beliefs. In
that case would we be interested in determining whether one or another belief is justified?
I think not. It is only because we participate in such activities, only because we are alive to
their importance, that the question of whether someone is in a state of being just/Ied in
holding a belief is of live interest to us.3°

It does not follow from this that being justified is a matter of engaging in activities of

justification. Nor does it follow that one must be successful in these activities before one can be

said to be justified in holding a belief The fact of being justified is not dependent on any particular

activity ofjustifying since there are many justified beliefs a person might hold without ever having

had the opportunity or inclination to justify them to anyone.

It is Aiston’s contention that the development of the concept of being justified has been

strongly influenced by our social practices of justification. What has emerged from the history of
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this development is a sense of what would have to be specified in order to succeed in justifying a

belief; in meeting challenges, etc.. In other words our sense of what would serve as an adequate

ground for belief has emerged from these practices ofjustification. So it is understandable that the

concept of being justified would historically have contained the internalist requirement that what

justifies be accessible to the subject. The point where Alston departs from internalists is their

claim that the accessibility of the ground must be available to the agent in consciousness. His

preference is to say that the ground must be the sort of thing that is typically accessible to normal

human beings. “To be a justifier an item must be the sort of thing that, in general, the subject can

explicitly note the presence of just by sufficient reflection on his situation.”31 This view is to be

preferred because it avoids the too stringent requirement that agents can only be justified when

they do, in fact, offer a justification that succeeds. By “sufficient reflection” Aiston means

something more than immediately obvious and something less than that which entails lengthy

research or experimentation.

Alston’s externalism is to be found in his discussion of the adequacy of grounds. That the

grounds must be accessible is an internalist condition. That the adequacy of the grounds need not

be accessible to the agent allows Aiston to term his position “an internalist externalism.” There are

good reasons for not insisting that the adequacy of the grounds be appreciated by the agent:

1) the infinite regress problem that leads to skepticism

2) the skeptical consequence of denying that one can know on the basis of authority

3) the skeptical consequence of denying that one can know without being able to show that one’s

grounds are adequate

So on this view the grounds need only be adequate, viz, they need only be indicative of the

truth. If one does see how the grounds are indicative of the truth of one’s belief; so much the

better. But it is not necessary for justification that a cognitive agent see this truth indicative

relationship between ground and belief

In order for my belief that p which is based on ground G, to be justified, it is quite
sufficient as well as necessary, that G be sufficiently indicative of the truth ofp. It is no
way required that I know anything, or be justified in believing anything, about this
relationship. No doubt, we sometimes do have justified beliefs about the adequacy of our
grounds, and that is certainly a good thing. But that is icing on the cake.32
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This position then acknowledges the contribution of internalist intuitions to our sense of

being justified, but it does not view any intemalist condition as necessary or sufficient for

justification. It is the practice of attempting to justify beliefs that gives children the concept of

being justified in holding a belief Learning this concept deserves to be an integral part of the

education of children, for reasons that I will now make plain.

The Virtues ofEvidentially-Held Belief

We have seen that the internalist perspective is the perspective of the epistemically

responsible agent. Internalism may not be satisfactory as an account of knowledge or justification,

but it serves a usefbl purpose in laying down criteria for rational and responsible belief formation.

In a phrase the epistemically responsible agent is guided by the maxim that “an agent should arrive

at his beliefs, internally viewed, in whatever manner would result from his beliefs being regulated

by a desire for true belief”33 Beliefs may be regulated in two ways:

1) the desire for true belief may inhibit other desires from playing a deleterious role in belief

acquisition and retention.

2) the desire for true beliefs may serve to regulate the agent’s action.

Consider these cases of epistemic irresponsibility where the agent is motivated by some

desire other than the desire for true beliefs. One’s wish to be admired may be so strong that it

comes to interfere with the acquisition of true beliefs about oneself and others. Or one’s wish that

the fhture will be bright may lead you to ignore indications that prospects for the future are not

good. In either case the agent’s beliefs are not being regulated by the desire for true beliefs. On

this view the beliefs we come to possess cannot be a matter of our direct voluntary control, we

can, however, control the actions we undertake in pursuit of justified belief given, that is, we

have the desire to do so. We can, for example, seek and gather evidence responsibly and thereby

put ourselves in a position to acquire true beliefs. Or, motivated by our desire for true beliefs, we

can resist the tendency to follow habitual and unreliable practices in the acquisition of belief

These include those mentioned above: attaching great importance to vivid information, though

this information runs counter to reliable information; holding contradictory views; and drawing

inductive inferences from extremely small samples.34 This view of epistemic responsibility meets
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the externalist objection that beliefs are more upshots than choices. Justification here is tied to the

idea of action, and responsibility for that action. So questions regarding whether an individual is

justified in belief are asking whether she has done all she should have in order to acquire true

beliefs. Questions ofjustification are still linked to an ethics of belief but not to an ethics based on

rules of acceptance, as several internalists have insisted. Instead what is being proposed is an

ethics of belief based on rules of conduct. On the view being advanced here the manner in which

one goes about gathering evidence is relevant to the justificatory status of one’s beliefs.

The notion of desire is central to this account because, unlike justification, desire can only

be construed as internal to agent. Clearly there is a change internal to the agent when her desires

change. Thus the desire for true beliefs is something internal to the agent, as are the regulatory

effects generated by this desire. The epistemically responsible agent’s perspective is thereby

internally generated and rightly termed internalist.

This account’s restriction to the desire for true belief may seem to be uninformative,

showing only how epistemically responsible action is internal, for it appears to give little practical

guidance in how one might obtain true beliefs. Other candidates for the touchstone of epistemic

responsibility—the desire for coherent belief for example, or freedom from doubt—at least have

the virtue of being informative. But ultimately if alternative views are to avoid being compatible

with error they must first be grounded in a desire for true beliefs. In sum the desire for true beliefs

must do more than simply inhibit wishful thinking, it must affect the actions of the agent which

pertain to forming and retaining true beliefs. Among these actions are seeking and gathering

evidence, as well as actions that modify or regulate the way we conduct our search for, and use of

evidence.

In addition to the benefits associated with epistemically responsible action a knowledge of

justifications carries several other benefits. Moore, for example, has argued that the surplus value

of knowledge over mere true belief is not simply the truth conducive character of justifications

suggested by internalist accounts.35 Truth, he claims, is only one of the important epistemic goals

served by justification, others include what he calls the extra-ver/Ic utilities ofjustfication. It

seems to Moore that while epistemologists have devoted enormous amounts of energy to
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determining the nature of knowledge they have not thought very deeply about why knowledge is

important or why we should engage in epistemic endeavors. He notes in passing how odd this

lacuna appears, given that the absence of a satisfactory answer to these questions leaves us either

without a justification for education, or with a justification that is seriously weakened in light of

the central place knowledge is usually accorded among educational goals. Most epistemologists

who have bothered to consider the practical value of knowledge have emphasized the

indispensability of truth in human affairs. For this reason Moore terms the standard, exalted view

of knowledge vericentrism. Vericentrism is the view that holds that all epistemic or cognitive

endeavors have true belief as their only goal. Several leading epistemologists appear to subscribe

to vericentrism, though they do not so much argue for this position as assert it without argument.

For example, Goldman claims that the principal utility of our cognitive faculties is the promotion

of true belief36 Alston considers the basic aim of cognition to be one of believing truths and

avoiding falsehoods.37BonJour claims that it is only as a means to the truth that justification is

necessary, for if the truth were transparent justification would be beside the point.38

Moore contends that there is more utility to justification and knowledge than as a means

to truth. Put simply the surplus value of knowledge lies in the extra-verfic utility ofjustfication.

Moore distinguishes five extra-verific benefits ofjustiflcation, internally conceived:

1) Since justification provides the agent with the reassurance that his belief is true justification

decreases the probability he will disregard or abandon justified beliefs.

2) Justification for a belief can make the agent aware of certain methods for acquiring justified

beliefs. Such an awareness is beneficial because it enables the agent to acquire additional

justified beliefs in the future.

3) Justification increases the “infectiousness” of the belief That is, because the justification

provides a compelling argument in support of a belief it increases the agent’s ability to

disseminate the belief to others. Infectiousness of this sort is beneficial in three inter-related

ways. i) It is beneficial to the community since the belief will spread more easily throughout the

community if reasons can be offered in support of it. ii) It gives the agent greater power to

selectively influence the beliefs of others. And finally, iii) the infectiousness of a belief will tend
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to increase unanimity of opinion within the community.39

Obviously, these benefits are not a part of the externalist picture since, on the externalist

account, justification needn’t be available to the agent. This, in Moore’s view, is a deficiency of

externalism, one that leads him to conclude that “because externalism makes knowledge a kind of

belief that lacks any significant extra-verific utility, externalist knowledge is not as useful a thing

as we might expect knowledge to be.”4° Knowing the justification for beliefs is useful both for

individuals and communities. A knowledge ofjustification gives the agent power to influence the

beliefs of others. It also enhances the ability of a community to engage in and succeed at co

operative ventures by virtue of the fact that practices of justification permit the growth of

unanimous correct opinion.

Catherine Elgin offers an ironic view that goes several steps beyond Moore’s in claiming

that epistemologists of either stripe have attached too much importance to the goals of acquiring

true beliefs and avoiding erroneous ones. This is because knowledge (construed internally or

externally) is more easily attainable to those who are the least epistemically virtuous. Indeed it is

Elgin’s contention that those who are stupid are the most epistemically advantaged.4’Unfortunate

though it may be, the sad fact is “that since qualities of mind like sensitivity, breadth, and logical

acumen often interfere with the satisfaction of the requirements for knowledge, individuals

deficient in such qualities have an epistemic edge.”42 The more sophisticated and numerous an

agent’s conceptual schemes the greater are the chances she will err. This is because the

employment of crude categories where distinctions are obvious offers a higher probability of

acquiring true beliefs than the employment of numerous and subtly differentiated categories. As

well, the more searching and responsible an agent the more likely she is to be distracted by

nuances. Those who are most epistemically responsible will tend to suspend belief more often, and

for longer periods of time since the number and complexity of their discriminations introduces an

debilitating level of uncertainty. In the meanwhile the credulous and obtuse, less troubled by

competing hypotheses, will obtain more true beliefs. Oddly enough, “stupidity can enhance, and

intelligence diminish, one’s prospects for knowledge.”43 The upshot of her argument is that

knowledge is not a particularly valuable cognitive achievement. We would do well, she says, to
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attach more importance to other sorts of cognitive excellence, since those who know more are not

for that reason cognitively better off Among those excellences worth pursuing are logical

acumen, breadth and depth of understanding, conceptual sophistication and the capacity to

distinguish important from trivial truths.

The Prevalence of Unreliable Testimony

A problem for Elgin’s argument is the challenge to epistemic independence offered by

Stich, Allen et al. On their view, which depends on minimalist conceptions of knowledge and

justification, cognitive excellence of this sort has little point. If one will acquire more true beliefs

by deferring to cognitive authorities, it would be inefficient and irrational to think for oneself This

view seems hard to credit. Let us consider why. The arguments from Stich et al. succeed as much

as they do on the basis of a limited range of examples taken from academic and professional life.

The reliability of beliefs on testimony comes from institutional and legal sanctions against

deception and error. In universities and laboratories the claims of our colleagues will tend to be

trustworthy because there are mechanisms to ensure erroneous beliefs are detected or prevented

from reaching their intended audience. Newspapers and magazines have fact checking

departments, academic journals have blind reviews of submitted manuscripts, witnesses in court

are cross-examined, office-holders must possess the relevant credentials. These mechanisms are

said to guard against incompetence as well as deception. The sanctions against lying, in courts as

well as in professional life, are sufficiently severe, one would suppose, to deter deception and

ensure an acceptable level of trustworthiness in the testimony of others. And yet it is obvious that

a great deal of the information made available to us is false or misleading. Bookshelves sag under

the weight of patently unreliable books authored by quacks, New Age mystics, and ideologues of

various sorts. Faith-healing television evangelists purport to heal afflictions ranging from arthritis

to AIDS. Holocaust deniers have today an avid readership.44Newspapers and the television news

media mislead the public either by failing to offer comprehensive accounts of the events they

cover, or by ignoring some events altogether.45 The tabloid presses routinely print outlandish

stories regarding supernatural phenomena and the sighting of celebrities who by all accounts have

been dead for years. One might reply to these examples that few people are persuaded by these
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sources since the bulk of our sources are reliable and thus fail to square with those marginal

accounts that form the minority. In the main those who do read the National Inquirer do so to be

amused, not to be informed. But this reply concedes that individuals do more than trust what they

read and hear. It also concedes that some indefinite number of people are credulous in the

extreme. That tabloid accounts are more often the objects of scorn and derision attests to the

epistemic independence of readers, not simply their conformity to majority opinion.

But it might be argued that examples of superstition and foolish belief make my case too

easy. Let us, then, take the preferred domain of Stich, Nisbett, Polanyi and Allan: that of science.

On their view the cognitive division of labour is so finely articulated that a great deal of scientific

research must be based on trust in the findings of one’s colleagues. The reliability of scientific

research comes from the institutional mechanisms discussed above, and the shared norms of

ethical conduct that informally govern the lives of scientists. This sanguine view of the

trustworthiness of scientists can be easily challenged. There is, first of all, the probability that

research findings will, at times, be compromised by careless or sloppy research practices. Even

discounting this possibility, there is growing evidence of fraudulent work within the scientific

research community, and evidence that this state of affairs is ftuily appreciated by scientists.47 The

bio-medical research community, for example, has witnessed several highly publicized cases of

research fraud.48 Researchers have been exposed for plagiarizing, and falsifying or fabricating

data. That these researchers were caught out is both surprising and revelatory of the fragile basis

of trust. Much of this trust is based on faith in the efficacy of peer review and replication to root

out flawed research. But neither of these mechanisms is as reliable as supposed.49 Several factors

are likely to make effective peer review and replication rare:

1) There is a shortage of qualified referees in relation to the enormous number of articles

submitted for publication.

2) The complexity and multiplicity of research techniques further limits the availability of qualified

or sufficiently zealous referees.

3) Internally consistent and plausible falsification cannot be detected by referees since a) they do

not examine the original data, and b) they do not witness the gathering of that data.
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4) There are few incentives for replicating, others’ work since a) funding is seldom available for

replicative studies, and b) academic credit tends to be awarded only for original research. Even

in cases where attempts are made to replicate others’ work anomalous results are seldom

interpreted as evidence of fraud or incompetence.

One might expect reliability in co-operative research ventures to be maintained by the

various members of the team, each eager to protect themselves from a reputation for sioppy or

fraudulent work. Yet the reason for co-operation—the cognitive division of labour among

experts—is the very thing that prevents team members from being able to detect errors in each

others’ work. As well, collaborators historically have not been held responsible for the errors of

their partners, so there is no strong prudential reason to be vigilant. In any event, many scientists

do not believe serious consequences would attend revelations of fraud in their work.5° Indeed

there are several prudential reasonsfor being lax in reporting colleagues for misconduct.

1) The confidentiality of informants is difficult to ensure since charges of scientific fraud will in all

likelihood lead to an investigation requiring their testimony.

2) When scientific misconduct is found within a research facility or university the institution’s

reputation suffers, along with the prestige of the scientists working at that institution. These

consequences may in turn lead to a diminution of funding for future research at that institution,

or, in extreme cases, a crisis in public confidence regarding the entire field which leads to an

overall reduction in funding.

Whistleblowing is not likely to be worth the trouble. One may wonder therefore whether

this discussion shows we rightly tolerate a significant level of unreliability in information we have

little choice but to accept, or whether the standards on which we accept information as reliable

are intolerably low. Hardwig’s answer is neither of these, but rather that knowledge must very

often be based on trust in the character of others. One effect of this view is to turn on its head the

philosophical orthodoxy that epistemology is more basic than ethics, that ethics must first meet

epistemological tests to be credible. Yet if significant categories of scientific knowledge depend

on the moral character of individual scientists working together, then in these categories a

necessary condition for knowledge is morality. In short, if epistemic claims are to qualif’ as
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knowledge they must meet ethical standards as well as epistemic ones. Experts must not only be

epistemically virtuous, but morally virtuous as well. Indeed the two types of virtue appear to

converge.

Commitment to Belief

It is not clear that Hardwig’s insisting on the moral basis of knowledge claims adds

sufficient reliability to these claims to make blind trust in cognitive authorities rational. It does,

however, undercut the claims of those who insist that institutional checks and balances render

belief on testimony reliable. It may well be that for many or most of the knowledge claims we

encounter, but for which we have nothing more than testimonial support, the appropriate course

of action is the suspension of belief Another possibility is that when the testimony is plausible,

that is, when it coheres with our other beliefs, what is called for is something less than belief but

more than its suspension. Richard Foley calls this intermediate ground “commitment to belief”5’

There are various ways, says Foley, of committing yourself to a belief You can presuppose it,

postulate or hypothesize it. You can assume it. Each of these is a doxastic attitude distinct from

belief They are also distinct from merely acting as if one believes. This latter possibility is one we

have reason to suspect characterizes the doxastic attitude of students in school. Such an attitude is

not a matter of intellectual commitment to the belief so much as it is a matter of public display. Of

significance to my thesis is the fact that acting as if one believes does share some features of

commitment. Both are context dependent in a way that genuine belief is not. When you commit

yourself to a proposition, as when you merely act as if it true, you ordinarily do so only in a

narrow range of contexts. A scientist may commit herself to a hypothesis for the purpose of

seeing where this commitment might take her in an experiment. Her reason for acting as if the

belief is true is a non-epistemic practical one. If asked outside the lab whether she believed this

hypothesis to be true, she could say without fear of self-contradiction that she did not. Similarly a

student could act as if she believed that leaden balls of different weights would fall at the same

rate because she has a practical reason to do so (such as maintaining her grade point average).

She might act this way even though outside the context of a test that counted for grades, she

might state that the heavier of the two balls would fall at a faster rate. Thus we can understand
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this example from chapter 2 as an illustration of the non-portability across contexts of “beliefs”

based on non-epistemic considerations. For educators this lack of portability ought to be seen as a

serious deficiency. “Beliefs” grounded in practical considerations may cease to have force outside

an unduly narrow range of situations. Genuine beliefs are different. Beliefs aren’t held relative to

context, so they carry across contexts. You believe them or you don’t. It follows that belief is

neither necessary nor sufficient for commitment. I would submit that a great deal of what is taken

to be evidence of students’ beliefs in school, may be evidence only of their commitments. It may

well be that, on account of common teaching practices, students are not only barred access to

knowledge, but to belief as well. This distinction also lends credence to Mill’s claim that “beliefs

not grounded on conviction are apt to give way before the slightest semblance of an argument”,

for the simple reason that with non-epistemic reasons there is so very little to give way.52

If we are to view a significant category of student “beliefs” as commitments, then it would

be appropriate to clarify for students the epistemological status of their commitments. It is a

feature of commitments like hypotheses that agents hold them for the purpose of acquiring true

beliefs by means of further inquiry. But if the proper status of these commitments is not made

plain there is less motivation to carry out further inquiry, or for that matter to keep an open mind,

be alert to disconfirming data and so on. The most straightforward way to apprise students of the

epistemological status of beliefs they may hold tentatively is to introduce them to the strengths

and weaknesses of evidential arguments in their favour, to the arguments and counter-arguments

that bear on the question of their being justified. The question isn’t whether it is permissible to

have students hold commitments rather than beliefs since from an educational standpoint both are

acceptable. The point is that regardless of whether or not students genuinely believe gases expand

when heated, teachers have an obligation to make clear what sort of epistemic entity they have

put in the way of their students. Students ought to understand what grounds there are for beliefs

they are expected to adopt in school, and have some sense of the strength of these grounds. Such

arguments, counter-arguments and problematical situations that would convey a sense of these

grounds and their strength are to be found in what Popper referred to as the third world of

knowledge. In selected circumstances it seems perfectly reasonable to introduce students to this
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world to a much greater degree than is done at present.

‘Oddly enough, this externalist objection is in keeping with Wittgenstein’s reminder to
Moore that knowledge as a term picks out that class of beliefs for which it is necessary to offer
some argument. One’s perceptions are not ordinarily in need ofjustification since they are not the
sort of thing about which one has any choice but to believe. This is not to suggest, of course, that
Wittgenstein would endorse externalism.

2Ludwig Wittgenstein, Philosophical Investigations (Oxford: Basil Blackwell, 1986).

3Hilary Komblith, “Some Social Features of Cognition,” Synthese, 73 (1987): 27—41.

4These examples are drawn from Kornblith’s discussion of epistemic responsibility.
Komblith does not take these examples to be indications of epistemic irresponsibility so much as
evidence of the restrictions under which cognitive agents must operate. They are for all these
limitations still rational, though their reasoning at times falls far short of ideal reasoning. This is
not my view, for agents do have other choices than to jump to conclusions on the basis of limited
data, or let themselves be swayed by vivid examples when less dramatic information amply
supports a contrary view.

5Richard Nisbett and Lee Ross, Human Inference: Strategies and Shortcomings of Social
Judgment (New York: Prentice-Hall, 1980).

6Richard Nisbett et al. “Popular Induction: Information is Not Necessarily Informative,” in
Judgment Under Uncertainty: Heuristics and Biases, ed. Daniel Kahneman, C. Slovik, and Amos
Tversky (Cambridge: Cambridge University Press, 1982), 112—113.

7Daniel Kahneman and Amos Tversky, “On the Psychology of Prediction,” in Judgment
Under Uncertainty: Heuristics and Biases, ed. Daniel Kahneman, Slovik, and Amos Tversky
(Cambridge: Cambridge University Press, 1982).

8M. I. Alpert and W. T. Anderson, “Optimal Heterophily and Communication
Effectiveness—Some Empirical Findings,” Journal of Communication 23 (1973): 328—343; E.
W. Rogers, Dffusion ofInnovation (New York: Free Press, 1983).

9Paul Once, “Logic and Conversation,” in Syntax and Semantics, voL 3: Speech Acts, ed.
P. Cole and J. L. Morgan (New York: Academic Press, 1975).

‘°William P. Alston, “An Internalist Externalism,” Synthese, 74 (1988): 269; Frederick F.
Schmitt, “Justification, Sociality and Autonomy,” Synthese 73 (1987): 43—85;

“Richard Fumerton, “The Internalism/Extemalism Controversy,” Philosophical
Perspectives: Epistemology, 2 (1988), 455.

‘2lbid., 454.

‘31n “The Internalist Conception of Justification,” Goldman states that “beliefs are justified
if and only if they are produced by (relatively) reliable belief-forming processes,” 47.



148

‘4BonJour, 57.

‘5Edmund Gettier, “Is Knowledge Justified Belief?,” Analysis 23 (1963): 121—123.

16Lawrence BonJour, “Externalist Conceptions of Justification,”

“7BonJour, 57.

‘8chard Feldman, “Book Symposium: Proper Functionalism,” Nous. 27, no. 1 (1993):
3 5—36.

19Jbid 36.

20Frederick F. Schmitt, “Justification, Sociality and Autonomy,” Synthese 73 (1987):
43—85.

21Jbjd., 60.

22Stich and Nisbett are not in this company, since they expressly repudiate what they call a
Davidsonian belief in our epistemic practices. On their view the empirical evidence regarding the
irrationality of common practice disallows such optimism. Most of their pessimism rests on
research which shows the majority of people fail to appreciate what is fallacious in the gambler’s
fallacy.

23Fred Dretske, “A Cognitive Cul-de-Sac” Mind 91(1982): 109-111..

24Gilbert Harman, Change in View: Principles ofReasoning (Cambridge, MA: MIT Press,
1986).

25Scl-itt 62.

261n stressing genuine doubt I mean to distinguish between it and philosophical doubt. The
sentiment here is best expressed in Wittgenstein’s remark that we are not in doubt simply because
it is possible for us to imagine a doubt. See Philosophical Investigations, paragraph 84.

27J. Saltiel and J. Woelfel, “Inertia in Cognitive Processes: The Role of Accumulated
Information in Attitude Change,” Human Communication Research 1 (1975): 333—344; B. J.
Calder, C. A. Insko and B. Yandell, “The Relation of Cognitive and Memorial Processes to
Persuasion in a Simulated Jury Trial,” Journal ofApplied Social Psychology 4 (1974): 62—93; 3.
E. Danes, J. Hunter and J. Woelfel, “Mass Communication and Belief Change: A Test of Three
Mathematical Models,” Human Communication Research. 4 (1978): 242—253; W. B. Lashbrook,
W. B. Snavely and D. L. Sullivan, “The Effects of Source Credibility and Message Information
Quality onto the Attitude Change of Apathetics,” Communication Monographs 44 (1977):
242—262.



149

28William P. Aiston, “Internalism and Externalism in Epistemology,” in Epistemic
Justification: Essays in the Theory of Knowledge (Ithaca, NY: Cornell University Press, 1989),
224.

29That we see no point in asking if a dog is justified in thinking that his master is at the
door lends indirect support to this view. Beings that are incapable of critical reflection, that
cannot cite reasons which might reassure us that the belief in question was true are not the sort of
beings for which the question of their being justified arises. Philosophers might wonder if dogs
have beliefs which are justified, but they do not, so far as I know, actually ask dogs to justify their
beliefs, then go about determining the adequacy of the proffered justification. This is so, despite
the fact that dogs have the cognitive apparatus that enables them to have true beliefs. They may
be “reliable cognitive instruments,” as Armstrong puts it, but they are not part of the community
of those who give and demand reasons.

30William P. Alston, “An Internalist Externalism,” in Epistemic Just/1cation: Essays in the
Theory ofKnowledge (Ithaca, NY: Cornell University Press, 1989), 227—245.

31Ibid., 238.

32Thid., 243—244.

33Hilary Komblith, “Naturalizing Rationality,” 126.

“I should point out that Kornblith’s own view is that one can over generalize on the basis
of limited data and still be epistemically responsible since it is a fact of life that we are in no
position to compare limited samples from a population with the population as a whole. The same
general point holds for all our reasoning. We needn’t satisfy standards of ideal reasoning in order
to be epistemically responsible. We need only do the best we can with the equipment we have.
“On my account, having justified beliefs is simply doing the best one can in light of the innate
endowment one starts from, however reliable or unreliable it may be.... Justified belief is belief
which is the product of epistemically responsible action; epistemically responsible action is action
guided by a desire to have true beliefs,” (pp. 46—47).

35James A. Moore, “Knowledge, Society, Power, and the Promise of Epistemological
Externalism,” Synthese, 88 (1991): 379—398.

36Alvin I. Goldman, Epistemology and Cognition (Cambridge, MA: Harvard University
Press, 1986), 138—139.

37William Alston, “An Internalist Externalism,” 269.

38Lawrence BonJour, The Structure of Empirical Knowledge (Cambridge, MA: Harvard
University Press, 1985), 7.

39Moore, “Knowledge, Society, Power, and the Promise of Epistemological Externalism,”



150

WIbid., 395.

41Catherine Z. Elgin, “The Epistemic Efficacy of Stupidity,” Synthese, 74 (1988): 296—310

42thid., 297.

43Ibid., 297.

44See Deborah Lipstadt, Denying the Holocaust: The Growing Assault on Truth and
Memory (New York: Free Press, 1993).

45Edward S. Herman, and Noam Chomsky, The Manufacture of Consent (New York:
Pantheon, 1988); Noam Chomsky, Necessary Illusions (Boston: South End Press, 1989).; Ian
Mitroff and Warren Bennis, The Unreality Industry: The Deliberate Manufacturing ofFalsehood
and What It is Doing to Our Lives (New York: Oxford University Press, 1993); Ben H.
Bagdikian, The Media Monopoly (New York: Beacon Press, 1993).

46Harper ‘s magazine reports that 30% of Americans believe Elvis Presley is alive. See
Harper ‘s, March (1992): 13.

47See John Hardwig, “The Role of Trust in Knowledge,” The Journal of Philosophy 88,
no. 12 (1991): 693—708. Hardwig cites a survey of scientists in physics, chemistry, biology,
economics, psychology and sociology which reveals that 1/4 of the respondents knew someone
who had falsified data. An additional 2/5 believed their own work had been plagiarized.

48See M. Davis, The Perceived Seriousness and Incidence of Ethical Misconduct in
Academic Science (Columbus: Ohio State University Press, 1989).

49For a discussion of the lack of independent quality control in scientific research see J.
Tangney, “Fraud Will Out—Or Will It?,” New Scientist 115 (1987): 62—63, and J. Relman,
“Lessons from the Darsee Affair,” New England Journal of Medicine 308, no. 23 (1983):
1415—1417.

50See Tangney, “Fraud Will Out—Or Will It?

51Richard Foley, “Rationality Belief and Commitment,” Synthese 89 (1991): 365—3 92.

521 should emphasize that some non-epistemic reasons do rightfhlly play a significant role
in grounding belief Several, such as simplicity, fertility, and problem solving capacity have
already been referred to. My point here is simply that, when teachers fail to provide evidential
argument, the sort of non-epistemic reason which frequently motivates student belief may only
motivate students to act as fthey believe what they have told.



151

CHAPTER FIVE

AUTONOMY IN JUSTIFICATION DEFENDED

The case against intellectual autonomy can be reduced to several key objections. First, the

value of autonomy is said to be greatly over-rated. Any trait that so conflicts with objectivity,

rationality, or loyalty does not deserve to be called the summum bonum, as it is in many accounts.

Second, it is said that a commitment to the value of intellectual autonomy has led us to

underestimate the rationality of epistemic dependence. Any strong thesis that denies that one can

know on the testimony of others, or be justified on that testimony must lead to skepticism. Third,

it is said that granting autonomy to children is ill-advised because children are too ignorant or

immature to exercise the necessary judgment or restraint. That so many have been tempted to

grant autonomy to children has been due to their confusing the conditions necessary for the

exercise of intellectual autonomy among rational adults with the conditions necessary for

developing intellectual autonomy in the young. In this chapter I intend to reveal the limitations of

these objections, and carve out a more respectable place for intellectual autonomy in schools.

Many who criticize the idea of autonomy object to the notion that in order to be

autonomous individuals must legislate for themselves what they will believe and do, regardless of

what may be dictated by others or by reason itself They are pushed to object because it is hard to

see how one can be autonomous if governed by anything other than one’s preferences. Dworkin,

you will recall, got round this difficulty by emptying autonomy of any substantive content. A

person could be autonomous in the sense intended by Dworkin, and still lead a completely

subservient life. So long as one construes ‘autonomy’ as Dworkin does—consistency between

higher order and lower order desires—a person can desire to be a slave, and be autonomous still

so long as she, upon reflection, approves of her desire to be a slave. This is a radically counter

intuitive result. Dworkin must have taken a wrong turn somewhere. Much of Dworkin’s unease

(or perhaps just my unease with Dworkin’s account) can be relieved if we consider the

distinctions introduced by Benn. We may grant that the person who decides to be unfree in the

manner described by Dworkin is still free from external interference and thus satisfies the one

condition Benn terms freedom of action. But to intentionally will oneself into a state of heterarchy
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is to fail to satisfy the remaining two conditions of freedom. To make oneself unfree in this way

violates the very ideal of autonomy. Moreover it requires that one be an anomic person in the first

place. Though anomic persons have the capacity to conceive of a more considered way of living

they do not value that which is available to those who choose to live by reason. Such persons are

not autonomous in the first place, and so contra Dworkin cannot be autonomous after choosing

to abide thereafter by the decisions of others.

A related objection concerns the epistemic status of belief on testimony, especially the

testimony of cognitive authorities. The tensions generated by this objection can be eased

somewhat, and autonomy made to appear more widely useful if we rely on a more modest

conception of autonomy such as that provided by John Benson.1 Benson’s position is that

autonomy is best viewed as a type of golden mean between two sorts of deficiency: heteronomy

on the one hand, solipsism on the other. Each extreme has its characteristic vices. The

heteronomous individual may be credulous, gullible, compliant, submissive, over-dependent,

servile, etc., while the solipsist may be viewed as arrogantly self-sufficient and pigheaded. Both

extremes are instances of folly. “To be deficient in autonomy is to be too dependent on the

support, prompting and advice of others. The opposite extreme is to rely on oneself when it

would be more judicious to accept the counsel or testimony of others.”2 This view of Benson’s

has the virtue of allowing that the counsel and testimony of others has its place in our

deliberations, without denying that there are cases in which the independent assessment of reasons

and arguments is necessary. Autonomy is thinking for oneself to be sure. It is not simply thinking

by oneself.

Thus one can be autonomous and still be guided by public standards of rationality, still be

bound by promises; one can believe in God, obey commands, and conform to the law. The

autonomous man is not to be contrasted simply with the person who accepts the testimony of

others, but rather with the person who accepts another’s testimony without any reason, without

any assessment of the reliability of that testimony. A feature of autonomy, then, is “correctness in

the avoidance and acceptance of the testimony and guidance of others.” [emphasis added] It is

compatible with the acceptance of testimony, but requires that testimony be accepted only when
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one has good reason to believe that “its author has access to the truth, either through more

testimony, or through his own direct knowledge.... To be autonomous in this sphere is to put

oneself in the best position to answer for the reliability of one’s beliefs. It is to be in charge of

one’s epistemic life.”3 The autonomous person then will make intelligent use of testimony, but will

also demand justifications or carry out first-hand investigations when required. Kant’s

characterization of the intellectually immature as those who accept the word of their doctors and

pastors can now be seen as too strong, or insufficiently detailed. There is an important difference

between epistemic dependence and acute epistemic dependence. In the former agents make some

assessment of reliability, and so can justif’ their acceptance of testimony. The latter is little more

than blind faith in the testimony of institutional authorities. Stich, Hardwig and others who insist

that simple trust in authorities is a normal and acceptable state of affairs are similarly guilty of

exaggeration. Any rejection of intellectual autonomy based on this view of epistemic dependence

is guilty of confusing intellectual autonomy with a commitment to first hand investigation, or of

supposing that acute epistemic dependence is an acceptable standard in all contexts. To be

autonomous requires the ability to judge when someone else knows better than oneself and to

have some sense why this person is in an epistemically more advantaged position. In school this

ability cannot be developed without teachers communicating something of the grounds we have

for thinking authorities correct, including the reasons these authorities have for thinking they

themselves are correct. Let’s first consider the issue of how to assess the reliability of cognitive

authorities, then turn to the ideal circumstances in which to determine the validity of claims and

arguments.

BELLEF ON TESTIMONY

Though philosophers have commonly granted that “because X says so” is a satisfactory

warrant for belief in some circumstances, most have insisted on the derivative status of such

appeals. A true belief is not true simply by virtue of someone saying it is true. This principle has

been expressed in the following manner: “The reason why p is true is not because X enunciates p;

and though Y believes p because X enunciates p, if Y thinks Y’s belief is justified, Y also believes

that p is true independently ofX’s having said p.”4 Therefore to be ideally rational the agent must
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have the reasons forp’s being true that are independent ofX’s having said so. This point of view

is expressed most strongly by Locke. Where other philosophers deny knowledge on testimony,

Locke appears to deny even the reasonableness of belief on testimony:

We may as rationally hope to see with other men’s eyes as to know by other men’s
understanding.... The floating of other men’s opinions in our brains, makes us not one jot
the more knowing, though they happen to be true. What in them was science, is in us
opiniatrety.... In the sciences, every one has so much as he really knows and
comprehends. What he believes only, and takes upon trust, are but shreds; which, however
well in the whole piece, make no considerable addition to his stock who gathers them.
Such borrowed wealth, like fairy money, though it were gold in the hand from which he
received it, will be but leaves and dust when it comes to use.5

Cut off from the source’s reason for belief; the epistemically dependent agent, says Locke,

cannot truly understand what he believes, and, therefore, cannot reliably make use of his beliefs.

The obvious difficulty with Locke’s position regarding the reasonableness of belief on testimony is

that it is too stringent. On both epistemological and practical grounds it ought to be and has been

rejected. The prevailing view is that belief on testimony is epistemically acceptable providing some

rational assessment of source reliability has been made. Nonetheless, in many camps, appeals to

authority are seen to be far from epistemically ideal, and are allowable only on pragmatic rather

than epistemic grounds.6

Hume too viewed epistemic dependence with alarm, not because he thought such

dependence was unreasonable in itself; but because he thought human beings too often lacked the

necessary skepticism and restraint. There is, he said, “no weakness of human nature. . . more

universal and conspicuous than what we commonly call CREDULITY, or a too easy faith in the

testimony of others.”7 In this Hume underlines the practical relevance of internalist and

deontological views which as normative theories of justification enjoin the cognitive agent to be

epistemically responsible and attend to the variety of side constraints governing the acceptance of

belief on testimony.

Rational Constraints on Accepting Testimony

In cases where X knows more than Y in realm R, it is sensible for Y to hold true whatever

X holds true in R, unless and until Y has a reason to doubt or give up what X holds as true.8
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There is, however, one important further qualification to this principle. DeGeorge distinguishes

between first and second order epistemic authorities. First order authorities are distinguished from

second order authorities by the degree of epistemic dependence in either case. For X to be a first

order epistemic authority to 1’, Y must be sufficiently knowledgeable in the relevant field to make

an informed judgment regarding the extent of X’s knowledge relative to his own. That is, “for X

to be a legitimate first order epistemic authority for Y, Y must already know enough about R [the

relevant realm of knowledge] to know that X knows more about R than Y does.”9 If Y knows

nothing about R (as when a student starts the study of a new subject), then the ground for X’s

epistemic authority in R is most frequently that X has been acknowledged as an authority by

someone else or by others who Y believes is trustworthy and knowledgeable in R so that they can

testify to X’s knowledge. In this case, however, Y simply takes it on the authority of someone else

that he (Y) should accept X as an authority; and the acceptance of this claim made by someone

else requires justification, just as accepting X’s word does.”° Thus a teacher’s replying ‘because I

say so’ to a demand for justification will not be adequate unless Yhas it on good authority that the

teacher knows what he is talking about.

This qualified defense of belief on testimony can be spelled out in terms of four criteria of

justification for deference to an authority in a given case: the knowledge criterion, the inductive

criterion, the relevance criterion, and the trustworthiness criterion. It is important to note these

criteria since they emphasize that belief on the testimony of authorities can, at times, be

unreasonable. The knowledge criterion states simply that in order for Xto be an authority in realm

R, X must be knowledgeable in R. Y must also have good reason to believe that X is

knowledgeable in R (the inductive criterion). Those propositions which Ybelieves on account ofX

must fall within R or be suitably related to R before Y can be justified in holding these beliefs (the

relevance criterion). Y must also have good reason to believe that X would not deceive anyone

with respect to p (the trustworthiness criterion). As a general rule, Y’s believing X to be a

legitimate epistemic authority is not justified by the mere fact that X has the relevant credentials or

is the holder of an office relevant to the truth ofp. In a given case it may be reasonable to believe

Y on these grounds, but as a general rule it will not do since Y must have some assurance (that
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goes beyond those given by certification and rank) that X is not mistaken or dishonest with

respect to p. Accepting someone as a legitimate epistemic authority is an act of judgment for

which those who would make themselves subject to this authority are solely responsible.

Given that the four criteria listed above can be used to distinguish between legitimate and

illegitimate epistemic authority, what are the principal ways in which de facto authorities may, on

closer scrutiny, turn out to be illegitimate? There are three, of which two pertain more to the

bearer of epistemic authority than those subject to it:

1) Yaccords Xepistemic authority without having good reasons to do so.

2) X deceives Y.

3) X attempts to impose belief on Y.

That cases of deception invalidate the authority of those in authority is so obvious that no

further comment is required. The first and third cases deserve elaboration. In the first case, where

the fault lies more with Y than with X (because Y ignores the relevant side constraints on

acceptance listed above), rational acceptance of the authority of X hinges on whether X’ s

testimony passes certain tests. Among these tests are the following: First, in order to accord

someone the status of an epistemic authority in realm R there must genuinely be knowledge in R.

For, “knowledge of how the stars determine individual destinies is simply not available if the stars

do not determine individual destinies.” The next basic test available to anyone is the test of

coherence. Does a field that purports to be a field of knowledge rest on assumptions that simply

fail to square with the common experience and judgment of Y? If so then Y has prima fade

grounds for refusing to recognize the epistemic authority of anyone speaking on behalf of that

field. Prima fade grounds are not conclusive grounds, however, so they only permit questioning

authority rather than rejecting it outright. Any claim by X that contradicts V’s experience should

not be accepted without question. Since it is conceivable that X is mistaken, Y is entitled to

question X in an attempt to reconcile the conflict between the set of his beliefs and the belief he is

being asked to adopt. Since it is also conceivable that some of Y’s beliefs are mistaken this lack of

coherence invites further discussion, but not rejection of X’s proposed belief Once Y has been

given an explanation that settles the issue Y no longer has this reason to withhold assent. Even
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though there will be occasions where Y will remain unpersuaded such circumstances do not render

this particular test pointless. It is necessary to establish the expectation among students that when

they find themselves in cognitively dissonant circumstances they have an epistemic obligation to

ask questions or raise objections. Likewise teachers must come to realize they have an obligation

to encourage and support student inquiry of this sort. As things currently stand there is

considerable evidence to suggest teachers do not encourage students to challenge claims that fail

to square with their beliefs and experience. As a consequence children are not learning an

important epistemic rule governing the rational acceptance of testimony, at least not in school.

Though this simple test of coherence can never yield conclusive answers, it is helpful in

determining whether it would be irrational to accept claims merely on authority. The young

people in the PEEL study who dutifully accepted the idea that soil evaporates failed to employ

this test.

Similarly, Y should neither accept on authority any argument that violates rules of valid

reasoning that Y already possesses. For example, so basic is the principle of non-contradiction that

most children should be able to detect when teachers or texts offer contradictory or inconsistent

explanations. Until recently it was not uncommon to see children’s history texts depicting

Columbus’ “discovery” of America with illustrations that included scenes of Caribs welcoming the

Spaniards to their homeland. The fact that generations of North Americans continued into

adulthood speaking of Columbus as the discoverer of America suggests that the full implications

of such a contradictory image was not explored in class.

If some statements from X fail to be authoritative on 1” s experience, X’ s epistemic

authority in general is cast in doubt. There is likely no algorithm to determine at what precise

point the authority of X ought to be rejected altogether. Rather, as the strength with which one

holds a belief may vary, Y’s belief in the authority of X may rationally be held more or less

tenaciously. This is as true where X is a group (of economists, for example), as it is where X is an

individual. The greater the number of independently verified statements that X utters in R, the

more reasonable it is to expect future statements with respect to R will be true. By induction,

then, Y can reduce the chances of trusting in an X who is unknowledgeable. If Y fails to assess X’ s
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testimony along these lines Y’s acceptance ofX as an authority cannot be fully justified, even if; as

it turns out, the testimony proves to be correct. Second, in fields where authorities conflict Y is

justified in suspending belief where this is an option, or in seeking an explanation, demonstration

or proof; providing Y is capable of following and understanding explanations or proofs. Cognitive

agents need also to consider whether an authority is engaging in the authoritarian protection of

belief Epistemically dependent individuals are, by definition, unable to assess the claims of

experts, but they can observe the extent to which individuals stifle debate, and attack opponents

on logically irrelevant grounds, provided that they have been taught which rhetorical moves are

irrelevant and fallacious. In view of such moves the agent may rightfully suspend belief

In the second case the fault lies more with the epistemic authority, though, if there are

good reasons to doubt X’s veracity that Y has overlooked, the fault is shared. In the last case X

fails to respect the rationality of Y, and acts as if epistemic authority is a form of executive

authority. Executive authority involves the right to command, while epistemic authority does not.

Executive authority is vested authority, justified by reference to office and rank. Epistemic

authority is pragmatically justified by reference to what an authority knows that others do not.

But it is justified by the benefits it offers to those who are subject to it, not by the benefits that fall

to bearers of authority. Those who are subject to authority need never give up their right to

believe what they wish, even though by comparison they are less well informed than the bearers of

epistemic authority. And since this right conflicts with any right to be believed that might be

claimed by authorities the right to be believed must give way. While it may be foolish or

imprudent not to believe what an epistemic authority says, it is a commonplace that belief cannot

be forced. So whether there be a right or not, as a practical matter the right to be believed cannot

be sensibly granted. The issue is not only practical however, it is also one of respecting the

autonomy of the person.

A claim that X has a right to be believed seems to imply an obligation on the part of Y to
believe p simply because X states it, an obligation that. . .is not rationally founded. ... The
conditions under which it is reasonable for Y to believe X do not include Y’s knowing that
X knows p, but they do include Y’s having reason to believe that X does. If X had some
right to be believed because X knew p, Y could not know that X had that right. Y would
still rationally have to operate as if X had no such right. From a practical point of view the
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claim to a right to be believed would therefore be vacuous.... Since the acceptance ofp on
the basis of authority is often reasonable, this fact—and not any supposed special right of
X—is the legitimate and rationally defensible basis for Y’s acknowledging X as an
epistemic authority. X can never legitimately command Y to believe X simply on the basis
of X’s knowledge, because it is always appropriate for Y to maintain a critical attitude
towards what any X says, and it is always appropriate to give greater credence to
demonstration and logical reasoning when these conflict with what is presented simply on
the basis of authority.’2

Thus we have the standard view of the epistemic status of belief on expert testimony.

Appeals to authority are pragmatically rather than epistemically justified. The cognitive agent has

an epistemic obligation to guard against his own credulity by seeking to assess the reliability of the

authority via a range of tests. The implications for teachers seem clear. They need to introduce

students to these tests and encourage them in their use. Specifically, teachers need to encourage

students to evaluate knowledge claims in light of their own beliefs. They need to familiarize

students with the range of fallacies whose appearance in argument casts doubt on the veracity of

authorities. And they need to give some sense of the controversies that prevail in fields of study so

students do not take as authoritative the pronouncements from fields riven with disagreement

among authorities.

It is important to note that the intelligent use of evidence, testimonial or otherwise, is

determined by the context, and one’s purposes. In the context of schooling teachers have many

aims, but without doubt prominent among these ought to be developing rational attitudes and

abilities. So the case of schooling is a special case, quite different from the case of the person on

the Street who lacks the time, given his purposes, to investigate an issue every time he has some

reason to doubt the veracity of his sources. In his discussion of the evidence condition, Scheffier

concedes that outside of schools a loose interpretation of knowing will suffice. Inside schools

where educational purposes prevail a strong sense of the term is required if students are to be

considered educated within the various disciplines of study. This view of Scheffier’s looks very

much like a contextualist view ofjustification. Let us consider whether contextualism can support

the argument that insists some sort of epistemic independence is necessary for learning

propositional knowledge.

According to contextualist theories of justification whether some person is justified in
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believing that p is a relative matter that can only be determined within an “issue-context”. Beliefs

are not simply justified or unjustified, they are justified relative to a context and set of purposes.

For example, two friends, Huey and Dewey, want to know from a third friend, Louis, what causes

polio. Louis’s answer, that polio is caused by a virus, is met with skepticism. Huey and Dewey

then ask Louis how he knows, to which he replies that he saw on a television program a

representative from Atlanta’s Center for Disease Control state that a virus causes polio. Consider

what we would think of the same justification being offered by a medical student in an

epidemiology examination. In the former case we may say that Louis is justified in his beief

whereas in the latter we would be less inclined to say so. This is because the requirements of the

latter case are epistemically more demanding. According to Annis “when asking whether some

person S is justified in believing h, we must consider this relative to some specific issue-context

that determines the level of understanding and knowledge required.”3Not only does the issue-

context determine the level of understanding and knowledge required, it specifies what Annis calls

the “appropriate objector-group”. In theexample of the medical student the objector group would

likely be comprised of qualified medical examiners, who we may expect would have more

demanding questions and more sophisticated objections than Huey and Dewey. Thus to be

justified one must be able to meet the objections of the relevant objector-group, assuming this

objector group is motivated by a concern for the truth. This condition on justification brings the

consequence that the beliefs and theories of others play an important role in justification: they

determine what objections will be raised, how a person will respond to them and what responses

the objector will accept.’4What is distinctive of this approach to justification is that it changes the

terms of reference by which we consider justification from the state of being justified to the

activity ofjustifying beliefs. The topic of epistemic justification, on the latter view, is confined to a

consideration of how one ought to carry out the activity of justifying a belief How can you show

your belief is something you are entitled to believe? How can you establish the credentials for

your belief or defend it against challenges? These are the questions that guide pragmatically-

minded contextualists like Pierce and Dewey. Aiston has argued that contextualism will not do as

a theory of epistemic justification because there are more questions than these to be answered by
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epistemology. What, for example, justifies beliefs from memory and introspection? What justifies

perceptual beliefs? But my concern here is not to settle on the most comprehensive theory of

knowledge and justification, so contextualism and its concern for the activities of justification will

do nicely.

A feature of the issue-context of schools is often the requirement that students

demonstrate that they know something. Ordinarily, and especially for externalists, to be justified is

a separate matter from showing that one is justified. Though the requirement that one must justify

one’s beliefs is much more stringent than merely being justified in one’s belief it is required by the

context. Further the standards to which one is subject arise from the objector-group, in this case

the teacher and one’s fellow students, whose objections are the product of genuine doubt or

puzzlement. To be justified requires that our claims pass the test of criticism. It has been argued,

however, that schoolchildren lack the maturity necessary for intelligent criticism. Let us now turn

to a discussion of these views.

Epistemic Paternalism

Much of the justification for ëpistemic paternalism in schools hinges on the assumption

that children are often too immature or ignorant to be reasoned with. On this view it would be

foolish to insist children accept only those claims for which, by their lights, they have good

reasons to accept. For this reason it makes little sense to give children the freedom to disagree

with epistemic or institutional authorities. Mill is notorious for denying such liberty to children

and barbarians on the ground they lack the maturity to benefit from rational discussion.

Unfortunately the boundary between the immature and the mature is not so tidy as Mill would

have it. His carelessness in this regard may be attributable to the fact that making distinctions

concerning maturity was not the point of On Liberty. Even so, we recognize immediately the

injustice Mill does to “barbarians” and the casualness with which he decides “there is nothing for

them but implicit obedience to an authority.”5May he not be making a similar mistake with

children? For clearly it is not the case that children, even very young children, are so incapable of

benefiting from rational persuasion that institutional arrangements in school must resemble the

despotism Mill recommends for “barbarians”. Mill does qualify his view, however. Without some
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reasonable expectation that the means employed will be efficacious, the intention of improving the

lives of “barbarians” is not a sufficient justification for paternalistic treatment. With reference to

teachers in classrooms, Mill’s qualification amounts to an insistence that paternalistic treatment

take a particular form, namely treatment that promises to lead the immature to a state of maturity.

Moreover, once individuals are capable of benefiting from rational discussion, “compulsion, either

in direct form or in that of pains and penalties for non-compliance, is no longer admissible as a

means to their own good.”6Recent investigations of children’s ability to benefit from rational

discussion suggest that the time-honoured justifications for paternalism in education need to be

re-examined.

Historically there have been three sorts of grounds offered in support of the categorical

exclusion of children from liberties available to adults: irrationality, immaturity and expediency.’7

The argument from irrationality hinges on the requirement that liberty must be granted only to

those who possess substantive rationality. Substantive rationality differs fromformal rationality in

that the former is defined in terms of the reasonableness of actions and beliefs in light of accepted

standards or norms. Formal rationality requires only that an agent have a reason (any reason) for

acting or believing, and clearly children, as intentional beings, have reasons for what they do or

believe. Children’s putative irrationality, then, must consist in a failure to meet fhndamental

standards of reasoning. These standards may be solely concerned with what Habermas and others

have termed “instrumental rationality”, the intelligent selection of means in the pursuit of ends, or

they may also include a consideration of the desires, interests and wants that are the motivations

for action. The frequently expressed concern over the role played in practical reason by children’s

uninfonued wants points to this broader specification of rationality as the most suitable in

discussions of paternalism. So at the heart of arguments that seek to justify paternalistic

restrictions on children’s liberty must lie a consideration of the reasonableness of children’s

motives. Following Barry, the reasonableness or rationality of wants can be construed in two

ways: as a function of ideal regarding interests or of want regarding interests.18 Ideal regarding

interests are those which are based on objectively worthy ideals (knowledge, virtue, etc.). Want

regarding interests are those which are based on an individual’s wants, considered as a whole.
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Want regarding rationality is exemplified by consistency between an agent’s particular want and

the sum of her other wants. Rationality in the ideal regarding sense is exemplified by consistency

between an agent’s immediate wants and the objectively reasonable ideals that ought to determine

her immediate wants. This latter sort of maximal rationality is obviously too stringent a criterion

for the right to liberty. Since many adults fail to instantiate such a high standard of rationality this

criterion would yield the unsatisfactory result that only maximally rational persons have a right to

freedom from interference. Minimal rationality in the sense of consistency between one’s choices

and the sum of one’s wants is a more suitable criterion, and one which many children satisfy, and

many more could. At issue here is whether to identify the criterion with the capacity to be

rational, or with the disposition to be rational. The latter, of course, is a more stringent

requirement, but one which would also fail to square with our practice of granting liberty to adults

whose behavior is inconsistent with professed commitments. A minimal construal of rationality in

terms of a capacity to choose or act in ways consistent with one’s wants sets the limit for

paternalistic treatment beyond adults to include children. It would seem then that the attempt to

categorically exclude children from the right to liberty on the basis of their irrationality cannot

succeed without simultaneously excluding adults. This is a paradoxical consequence since

attempts to justify paternalism with respect to children depend on the validity of distinguishing

between children and adults.

The second justification for paternalism appeals to the immaturity of children. Though the

majority of arguments are, in the end, appeals to the irrationality of children, there are a few

distinct arguments that suggest that since children have either not yet attained full personhood or

have yet not settled on the convictions and dispositions that will define them as mature adults,

they have less of a right to freedom from paternalistic interference. Pinning down the nature of

personhood with enough precision to settle practical problems has notoriously proven to be

difficult. Even among those, like Dennett, who claim to have identified the necessary and

sufficient conditions of personhood it is admitted that because each of these conditions admits of

degrees there is no non-arbitrary way of deciding whether or not an individual is a person. 19

Three more types of argument are suggested by Case:2° first, children are “weak willed”
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and therefore need protection from the effects of peer or social pressure. Since they lack strength

of will they are uniquely vulnerable. Second, children are “blind-willed”—so impulsive they are

driven by whatever current desire is strongest. Third, children’s wills lack stability; they are

“impermanently willed”. As they grow to maturity their aims and desires will doubtless change

significantly. As with the arguments from irrationality these too are based on a caricature of

children’s capacities relative to those of adults. Many children are strong willed, more strong

willed in fact than some adults. Moreover, adults smoke cigarettes, over-eat, drink and drive,

gamble compulsively, engage in high risk sexual activity—symptoms of not only a weak will, but

of a blind will, ruled by appetites and compulsions. Weakness of will in any form may be grounds

for conditional interference, but it cannot be the basis of a categorical exclusion of children from

the right to non-interference.

The final defect of children’s wills—their impermanence—is the easiest charge to counter.

Even if children’s aspirations are less permanent than adults, and it is not perfectly obvious that

they are, what relevance does children’s alleged fickleness have to the question of children

enjoying a right to pursue their interests? Even if paternalistic interference could be guaranteed to

yield a set of motivations for which the child would be grateful as an adult, which of course it

cannot, childhood is a period of one’s life having characteristic interests, different from those of

early adulthood, middle age, or advanced old age, but no less intrinsically worthwhile to the

person who possesses them. The old may come to regret the settled convictions of their middle

age, and recognize in the whimsy of childhood an authentic voice that should not have been

ignored, much less stifled. The final argument for the categorical exclusion of children from the

right to liberty invokes an appeal to expediency. Typically such appeals stress the practical

difficulties in identifying from a large group those individuals who need to be protected from

themselves. The expedient way to protect some is to place the entire group under paternalistic

protection. While this argument is useful in cases where those who would intervene are unable to

assess the competence of group members it does not hold for cases of interpersonal or parental

paternalism where the intervener is not likely to be unaware of the agent’s competence. Hence in

the case of teachers and schools the argument for categorical exclusion of children has little force.



165

Indeed given that teachers are in a position to have detailed knowledge of the children in their

charge the argument for the categorical exclusion of even some children depends on showing that

a child is wholly incompetent, an unlikely circumstance in most cases. Whatever limitations are set

on children’s liberty must be conditional, and tied to a demonstrated lack of competence in a

given area. The burden of proof ought to rest with intervenors; it is their duty to show children

are incompetent, not children’s to justify their right to freedom from paternalistic interference.

There is another justification for paternalism whose relevance is not restricted to children,

but to contexts in which anyone, child or adult, is inexpert. Peters, you will recall, believes that up

to a certain point in the child’s development she lacks the criteria by which to test her teacher’s

claims. The inability to evaluate her teachers claims is to be understood by reference to a form of

life, such as science, that has its own distinctive concepts and standards of appraisal. “All forms of

thought and awareness,” says Peters, “have their own internal standards of appraisal. To be on the

inside of them is both to understand and to care.”2’ From this it might seem that a teacher’s

reliance on appeals to authority is quite unproblematic so long as her pupils are immature in this

sense. Indeed most will be, along with many university students and other adults. The danger here

is that the presumption in favour of authority will bar pupils access to the inside of the practice,

particularly when the practice is of the sort that requires one to think for oneself and hold beliefs

on the independent basis of evidence and good reasons. Educational philosophers who hold to

Peters’ defense of authority are aware, of course, that appeals to reason are preferable to those

based on authority. Indeed much of what is most valuable in educational philosophy are the many

arguments that insist on the need to appeal to the student’s capacity to reason. In a much cited

passage Israel Scheffler insists that “to teach is thus, in the standard use of the term, to

acknowledge the ‘reason’ of the pupil, i.e., his demand for and judgment of reasons.” But there is

an inconsistency, or at the least an unresolved tension between the imperative that teachers’

accounts must initially be taken on trust, and the injunction that teachers must appeal to the

independent judgment of the student. There is little discussion of the inevitable problem that arises

when the independent judgment of the student is sharply at odds with the judgment of the teacher.

What discussion there is often supposes the case is one where the teacher is unequivocally
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correct. But as Scheffler points out in several places, the teacher who tries to get the student to

accept that such and such is the case tries “to get [the student] to believe it for reasons that,

within the limits of his capacity to grasp, are our reasons.” By our reasons Scheffler means the

reasons held by the community of those who can rationally justify the belief in question. So the

correctness of the teacher’s position is a function of its conformity with the beliefs of some

idealized community of rational inquirers. As we shall see the arguments and argumentative

moves that would be acceptable to a community of inquirers sets limits on the extent to which

paternalism is acceptable in the communication of belief

Interesting and important though this paternalistic argument is it exaggerates the extent to

which intellectual practices are beyond the experience of the child. The teacher’s authority need

not be the only warrant for a child’s belief It was Peters who said that for a man to understand

science he must appreciate that evidence ought to be adduced in support of assumptions, and that

relevance, consistency and coherence are defining features of a sound scientific argument. Well,

indeed they are, but so too are they defining features ofany good argument, even those that might

arise on the playground between pre-schoolers, who despite their immaturity, have in some

studies shown a basic understanding of argumentation by the age of three.22 The practices of

epistemic justification are not found simply in schools and academies; they are instead a part of

our way of life, and that of children’s as well. So Dunlop’s uncharitable view of children’s limited

intellectual capacities that justifies the teacher’s “downward regard” for his pupils is in need of

some modification. Peters’ view of the world divided into “insiders” and “outsiders” is too

simplistic, and fails to do justice to those who, while they may be largely outside the practice of

science, are not wholly outside the practices of critical reflection. The practices of criticism are

not so hermetically sealed off from one another that the uninitiated in one practice can gain no

foothold in another but that of faith. Nor are the practices of criticism discontinuous with

everyday conversation.

James Tully makes an identical point in his Wittgensteinian treatment of Habermas’ theory

of communicative discourse.23 At issue is Habermas’ claim that his validational form of critical

reflection is an activity or a “discourse”, qualitatively different and superior to the conventional
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practices of the everyday “lifeworid”. Habermas insists that “the communicative practice of

everyday life is immersed in a sea of cultural “taken for grantedness.” For Habermas our

customary agreements are rational only insofar as the parties to these agreements can give reasons

that justifj them. Typically, says Habermas, they cannot. Habermas’s suggestion is that agents

need to disengage themselves from the “taken for granted horizons of the lifeworld,” suspend

their assent, and attempt to reach an agreement that is based not on custom, but on the force of

the better argument. This form of agreement or understanding is to be distinguished from the

unreflective form of agreement in the lifeworid that is based on either a de facto acceptance of

habitual practice, or is regulated by the brute force of material necessity (i.e. the market). The

basic objection to Habermas’ account of critical reflection is that it equates reasonableness with

giving reasons, and requires that we extend the chain of reasons beyond the point where it is

customary for the chain to end. On a Wittgensteinian view ofjustification the requirement that we

extend the chain of reasoning is sensible only insofar as further thought is necessary “to remove or

to avert a misunderstanding.” Beyond this there is no reason to reflect further, indeed no

possibility of reasoning further since the reasons have run out. Justifications must end somewhere.

One of Wittgenstein’ s most significant insights was to demonstrate that where justifications end is

a matter of customary practice, that is beyond reason. “If I have exhausted the justifications I have

reached bedrock, and my spade is turned. Then I am inclined to say: This is simply what I do.”24

Habermas appears to have overlooked the fact that whether we are engaged in a justification of

scientific beliefs, historical beliefs, or beliefs of a more mundane nature our justifications end on a

conventional and unreflective note. They also begin on a conventional note. For the activity of

reaching an agreement to get underway some things must be taken for granted, and what these

might be is also a determined by our practices. At both their beginning and end our language

games of justification are grounded in conventional and customary uses of words that are not

called into question in the course of our asking and answering questions, offering reasons,

accepting some and rejecting others. Our arguments take place within a tacitly agreed upon

system of rules for the use of words. It is by means of our unreflective use of words that we

understand one another. The point of this Wittgensteinian discussion is that it is a mistake to draw
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too sharp a line between everyday reasoning and more specialized practices of reasoning, such as

reasoning within a discipline, especially when everyday reasoning is characterized as

fundamentally unreflective and therefore inferior. It would likewise be a mistake, though a more

obvious one, to assimilate specialized reasoning to the everyday variety. Nonetheless, even if

students are outside the practice of an academic discipline, insofar as they are minimally

competent language users, they cannot be wholly outside the language games of justification.

Peters’ binary characterization of learners as being inside or outside a practice fails to

acknowledge that learners are more appropriately viewed as resting between two endpoints in a

continuum. In Tully’s words, “between the Charybdis of autonomous reflection and the Scylla of

the dead weight of custom lies the vast, Aristotelian landscape where our critically reflective

games of freedom have their home.”25 Even small children occupy a space in this vast Aristotelian

landscape. Their place in it provides these children and their teachers with a foothold, an

opportunity, in Mill’s words, to profit from “free and equal discussion.”

Maclntyre’s emphasis on the need for intellectual humility in light of the obscure nature of

internal goods also sets the competent too far apart from those who are not yet competent.

Though perhaps it is not his intent, Maclntyre’s argument runs the risk of privileging expertise,

and in the educational context, of placing the contents of mandated curricula beyond the reach of

criticism. Any such immunity from criticism is purchased at the expense of ignoring the fallibilist

strain in post-Popperian epistemology that calls into question exalted views of expertise.26

Habermasian educational philosophers such as Young, for example, take fallibilist epistemology to

provide a reason for abandoning or severely restricting teaching that fails to treat knowledge

claims in ways that makes them open to the rational assessment of students. His argument, in its

essentials, goes as follows:

1) Fallibilist and historicist conceptions of knowledge have rendered the absolute acceptance of

any view unlikely. Therefore all views ought to be held tentatively since they are potentially

falsifiable.27

2) Historians and sociologists of science reveal the extent to which the self-interest of individuals

and groups blinds them to what others have no trouble seeing as the truth of the matter. This
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blindness represents a barrier to the rational assessment of knowledge claims.28

From #1 and #2 above Young draws the conclusion that “the best available criteria for the

rational assessment of views are to be found in the standards of reasoning of the widest possible

network of interlocutors.”29 The wider the network the greater the chance that people with

differing biases and interests will see what others may have missed. On the fallibilist view an

important criterion of rationality is the “openness to rational assessment” of one’s own views and

those of others. This openness can be specified in terms of the characteristics of persons, but it

can also be characterized procedurally, as a feature of pedagogy and classroom climate. With

respect to a variety of classroom procedures and materials the criterion of openness can be

applied to textbooks, and other expository instructional materials, as well as social interaction in

schools with their climate of rewards, constraints and punishments that may create incentives to

avoid questioning of what is taught. In schools and universities ‘external’ openness concerns

access of students to the ‘actual international network of critical interlocutors,’ while ‘internal’

openness concerns students’ opportunities to present their own views and criticize the views of

others. As a feature of persons this openness is closely allied with rationality itself Strike

characterizes rational persons as “those who are able and willing to change their belief structures

when the evidence warrants.”30 The ability and disposition to change one’s beliefs are necessary

conditions of rationality, conditions Strike terms the skill condition and the mental health

condition. Since facts do not “wear their implications on their sleeve”, students must be taught in

a way that enables them to apply the appropriate standards of judgment to evidential arguments.

(A fortiori students must first be exposed to these evidential arguments). Without a knowledge of

such standards students must lack the skills necessary for the evaluation of evidence. The mental

health condition is necessary because those who cannot change their minds on the basis of

evidence are frequently incapacitated by a dogmatic commitment to cherished ideas. It should be

obvious that teaching that does little to alert students to the evidence for their beliefs fails to

foster either of these conditions.

External openness requires that students have access to divergent points of view outside

those found in class. There is support for the idea of external openness in Kant’s notion of
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Aufidarung, or Enlightenment. Kant’s motto for the Enlightenment was ‘sapere aude’: Dare to

know! The enlightened maturity of the intellectually autonomous person was, for Kant, a product

on the one hand of a collective process of argumentation and on the other hand a personal act of

courage. The demand for internal as well as external openness brings these two aspects of

enlightenment together. The autonomous individual possesses the necessary dispositions to

engage profitably in the process of argumentation with others. Kant’s twentieth century successor

Adorno would have his own term for intellectual autonomy: mundigkeit—the capability and

courage of each individual to follow his or her own understanding.3’Mundigkeit is a term from

legal theory that refers to the capacity and right of people “to speak up and take responsibility for

the witness they bear, to represent their own interests, but also to be held accountable for the

claims they make.”32 Adorno’s view of mundigkeit is still highly individualistic, however. If one

were to add a Kantian emphasis to the epistemic individualism implied by mundigkeit the result

would be to situate autonomy within a social context, a community of inquiry, and to offer

procedural guidelines for that inquiry. Educational philosophers influenced by speech act theory

and Habermasian analyses of communicative ethics have done just that, and have tended to define

rational belief formation less strictly in terms of the epistemic independence of individuals and

more in terms of communication “structures” that allow for free and open discussion.

Mollenhauer’ s sentiments are representative:

The goal of [education] lies in the establishment of a communication structure [in the
classroom] which makes the acquisition of a capacity for free and open discussion
possible.33

Young’s second claim regarding blinkered self-interest, if true, undermines the cognitive

authoritarianism that lies at the heart of arguments defending epistemic dependence on authorities.

There is a rich and growing body of empirical research by sociologists of science and feminist

critics of traditional philosophy of science that documents just this sort of blindness.34 In the field

of biology for example, feminist critics of masculinist bias in research have amassed a significant

record of the error attributable to this bias.35 That science makes the progress it does is attributed

to the nature of social correction embodied in the public aspects of scientific investigation. Public

criticism of scientific research is, of course, largely restricted to the actual community of
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scientists, but the principle of inter-subjective correction is what needs stressing here. One must

grant that elementary school children are not likely to understand a great deal of the criticism

generated by any international network of critics. In the case of secondary students, however, the

grounds for denying access to criticism are less strong. The question I will consider in the next

chapter is whether this principle of social correction can reasonably be extended beyond the

relevant community of experts to a larger public that might include school aged children and

adolescents.

Indoctrination

Whether a conscious strategy or not, when teachers teach as f they are presenting the

final word on a given subject, they are teaching as if belief revision in the fi.iture is not a live

possibility. On the fallibilist view such a possibility cannot be discounted. Where classroom

knowledge is defined in fallibilist terms all views will be seen as potentially falsifiable and

therefore ought to be held with varying degrees of confidence. Teachers who teach as if their

views are ‘the final word’ convey a set of epistemological commitments that are, at best, dubious.

Indeed in the context of teaching the absence of this criterion of openness is often taken to be a

hallmark of indoctrination.36There is little agreement among educational philosophers over the

criteria by means of which we could recognize instances of indoctrination. Some hold that

indoctrination is identified by the intention to ensure that students come to believe certain

things.37 Some stress methods of indoctrination as the identifying feature.38 Others insist that the

distinguishing feature of indoctrination is the practice of presenting controversial material or

content as if it were uncontroversial.39 Still, others argue that indoctrination is a matter of

outcome: when students hold beliefs such that these beliefs are not open to rational assessment

these students are said to have been indoctrinated.40 This construal of indoctrination is the

position I favour. Indoctrinatory teaching has the peculiar outcome that student beliefs are held in

a way that makes them no longer open to full rational assessment. There is more to the method of

indoctrination than the failure to provide students with reasons for belief however. Many of the

beliefs held by any person will have been acquired unreflectively, and thus will lack the support of

reasons. Those who have insisted that indoctrination is the result of being subjected to
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indoctrinatory methods are correct in this respect.4’Every outcome is the result of some process,

in this case some act of teaching that was indoctrinatory because it yields an indoctrinated person.

Such a person, says Kleinig, when confronted with opposing views, “falls back on implausible

claims to self-evidence, continually engages in distortion, resorts to question-begging devices,

professes to find reasonably clear objections uninteffigible, or becomes chronically unable to feel

their weight against his/her position.”42 This is exactly the sort of person who confronted the

teacher who was hired to replace James Keegstra, perhaps the best known indoctrinatory teacher

in Canadian educational history. Keegstra is a holocaust denier who taught his students that the

standard account of the Nazi extermination of European Jews was a hoax foisted on a gullible

public by members of the international Zionist conspiracy. To the alarm of Keegstra’s replacement

the students who had been taught this revisionist account were unable to accept the standard

account, and remained completely unmoved by the evidence and arguments that were provided in

support of the standard view. The interesting feature of this case is that Keegstra did give his

students reasons to believe his account was the true one. This in itself made Keegstra rather

unusual, and earned him a reputation as a good teacher among his students. What Keegstra did

not do was present views from a representatively broad range of historians. It was not simply that

Keegstra had the intention to fix a body of doctrine in the minds of his students that makes him an

indoctrinator, nor was it that Keegstra failed to provide reasons and evidence for his preferred

view. It is not the fact that his account is false that makes him an indoctrinator, but rather that his

students were unable to hold their beliefs in a way open to rational assessment since they had no

sense of the limitations of their preferred view. The central issue is that students should not hold

false beliefs unquestioningly, nor should they have an unquestioning attitude toward those ideas

we ordinarily take to be true. From this we needn’t conclude that students must examine the

grounds for every belief put before them so long as their beliefs are held in a way that leaves them

open to rational assessment, and sensitive to the grounds that would expose their beliefs as false.43

We want students to acquire true beliefs, and develop a capacity to think critically about

the knowledge claims they will encounter in the future, since many claims will prove to be false.

In Quinton’s view because much of what teachers teach may be “infected with error”, teachers
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have a special responsibility to “attach a critical question mark to the primary propositions they

affirm, and equip their pupils with the capacity to answer the critical questions thus posed for

themse1ves.” This capacity includes a number of dispositional attitudes, termed “intellectual

virtues” by Quinton. These are intellectual temperance, courage, and justice. Since Aristotle,

virtues are seen to fall into one of two categories: the first, qualities of good judgment that are

conducive to a moral or happy life; the second, those qualities of character that are conducive to

finding the truth and avoiding error. The latter group are most often termed epistemic virtues. The

sense of virtue intended by Quinton seems very close to the Aristotelian view advocated by

Wallace: “Virtues involve being able to do difficult things, but the difficulties involved are due to

contrary inclinations.”45Virtues simply are the antidotes to these contrary inclinations that would

interfere with our efforts to acquire true, or at least, more reasonable beliefs. Intellectual

temperance is an antidote to credulousness, either with respect to the beliefs of others or with

respect to one’s own beliefs. The root cause of intellectual intemperance, at least on Quinton’s

account, is not a naive and trusting character, but the sort of laziness that prefers settled opinions

to doubt, regardless of whether doubt is called for in a given case. I would add to Quinton’s

discussion of intellectual virtues the virtue of humility. The absence of the disposition to be critical

of one’s own views cannot in every case be attributed to mental laziness, of course. The tendency

to fail in applying the same critical scrutiny to one’s own views is frequently due to an unjustified

confidence in one’s own point of view. The second virtue in Quinton’s list is intellectual courage

that guards against the inclination to accept or retain beliefs on the sole ground that such beliefs

will not incur the disagreement or disapproval of others. Intellectual justice, or more simply,

fairness, is a sort of “open-minded readiness to consider beliefs that are inconsistent with or count

against one’s own.” Intellectual fairness is not virtuous simply because of the respect it shows

for others; it would not then, strictly speaking, be an intellectual virtue. What makes intellectual

fairness a virtue of this sort is that it increases the likelihood that the intellectually virtuous will

acquire more reasonable beliefs and discard those found to be unreasonable.47

The task of teachers, says Quinton, is to teach “non-dogmatically”. But what does non

dogmatic teaching look like? Quinton does not say, beyond his emphasizing that teachers must
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communicate a sense of the evidential basis for knowledge claims. Teachers do not, for the most

part, communicate the results of their own research. Rather they are, in Quinton words, “channels

through which the content of textbooks and other sources of information are conveyed to

students.”48 Insofar as they are channels of this sort, teachers need to be channels with a critical

filter. Quinton does not make clear just how teachers are in a position to raise critical questions.

For much of what teachers convey to students they convey from a position of epistemic

dependence, that may be nearly as great as that of their students, at least with respect to the

evidential bases for the claims they advance.49Nor does Quinton make clear why it is the teacher,

and not students as well who must attach critical question marks to the claims found in textbooks.

Presumably the reason for his silence on this point is that he expects students will more often than

teachers have little clue as to the acceptability of specific knowledge claims. This view of the

epistemically superior position of teachers can be contested, I think, enough to make a case for

the critical autonomy of students. I see little reason why on the majority of occasions the task of

noting problems, raising objections, suggesting counter-examples, etc. should fall exclusively to

the teacher. While it may be true that the teacher is more likely to detect difficulties in the claims

and arguments she is expected to communicate, there is a significant difference between the

teacher’s being critical just to avert the uncritical acceptance of claims, and the intention to train

students in the critical examination of claims. In the former case there is no intention to release

students from their intellectual dependence on teachers (except in the sense contained in the

writings of the London school of educational philosophers). In the latter case the intention is to

solicit the critical intuitions of the students, rather than furnish them exclusively with the critical

judgments of the teacher.
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471n certain respects I am splitting hairs when I distinguish intellectual virtues from moral
virtues since moral virtues are clearly bound up with thoughtful deliberation. Intellectual virtues
themselves have a moral purpose too, as do all efforts at truth-seeking, since the beliefs we hold
tend to be those we communicate to others. The beliefs we hold and share with others affect the
conduct and therefore the welfare of others. Hence there needs be an ethics of belief

48Quinton, “On the Ethics of Belief” 43

49By “epistemically dependent,” I merely mean lacking an understanding of the grounds
for belief more sophisticated than those based on appeals to authority.
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CHAPTER SIX

CLASSROOM DISCOURSE AND TIlE PUBLIC USE OF REASON

We have to this point considered a variety of positions regarding epistemic justification.

The most familiar present a particular picture ofjustification, where the solitary agent deliberates

about what to believe on the basis of the available evidence and then, on this basis, determines

whether to accept a proposition, reject it, or suspend belief It was demonstrated in chapter three

how this picture has been sharply challenged by those who doubt justification is typically a matter

of individual deliberation, or deny that agents have much choice in the beliefs they come to

adopt. The most decisive objection has come from those who insist the traditional picture of

justification sets an unrealistically high standard. For some of these critics being justified does not

depend on epistemically responsible deliberation about what to believe. There may be occasions

where deliberation is called for, but since there are many where it is not, the insistence that an

internalist condition is necessary for knowledge and justification is too strong. For other critics,

being justified is more a matter of believing what you are told than it is a matter of weighing

evidence and assessing the reliability of claims. To the extent this picture is correct, then, it is not

on the basis of a need to be justified that one can demand that teachers foster evidential styles of

belief in school children. For justification to be present it is neither necessary nor sufficient that

one be able to justif,r one’s beliefs. Therefore, one must argue, as I have, that an evidential style

of belief is a requirement of epistemic virtue, that in itself is a worthwhile educational goal. The

case for epistemic independence needn’t stop there, however, since there are reasons to doubt

belief on testimony is as rational as Hardwig et al. have suggested.

I have been arguing that there must be more to epistemic life in schools than socializing

students to defer to cognitive authorities, but I have not said as much as I need to regarding the

nature of classrooms dedicated to fostering intellectual autonomy. What does responsible critical

discussion of reasons and evidence consist in, and what reasons do we have for thinking it

desirable to foster such discussion in the classroom? In the pages to follow I would like to outline

an answer to this question, while at the same time raising doubts about the objectivity said to be

ensured by the cognitive division of labour. On the basis of these doubts I think it is possible to
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make an even stronger case for expanding the role of critical discussion in schools and in society

generally.

THE RATIONALITY OF BELLEF ON TESTIMONY RECONSIDERED

The rationality of belief on testimony can be questioned, and autonomy in justification

justified on a variety of closely related grounds, most of which stem from misgivings over the

authoritarian protection of belief associated with an uncritical reliance on de facto cognitive

authorities. The problem takes both a general and specific form. The general problem is that we

appear to have no way of telling whether our society’s reliance on expert testimony furnishes us

with knowledge or something considerably less—a rough consensus determined more by social

relations of power than by any objective mapping of the world. At a more specific level the

problem can be articulated in terms of the following three theses.

1) There is a difference between the empirical and analytical senses of expertise. For reasons

having to do with the interest relativity of knowledge and expertise, what is recognized as

expertise is often less reliable than it appears to be.

2) Individuals and the communities of which they are a part are susceptible to self interested bias.

Unrestricted criticism can overcome this bias and ensure a degree of objectivity that would

otherwise be unattainable.

3) The vindication of reason requires autonomy in justification.

Let’s consider the general problem first. Philosophers, historians and sociologists of

science share a common interest in understanding how the activities of scientists account for

conceptual change within science. The activities of scientists relevant to understanding

conceptual change in science can be divided into two broad categories: scientists’ encounters

with nature, and conversations with peers.1 Radically skeptical sociologists and historians of

science emphasize the latter category. According to extreme versions of sociological skepticism a

consideration of the natural world and its impact on scientists is largely irrelevant to our

understanding how conceptual change takes place in science, since it is the influence of social

relations, rather than observed phenomena in nature, that gives rise to the generation and

acceptance of scientific hypotheses. The transition from one scientific orthodoxy to the next is



182

said to be independent of the causal interactions between scientists and nature.2 At the other

extreme, it is claimed that scientists’ encounters with nature alone drive scientific change. While

it is granted that social influences no doubt exist, their influence on the acceptance of hypotheses

is seen to be negligible.3The issue of which of these two influences is the more potent relates

directly to the question ofwhether deference to authorities in science is as unproblematic as Stich

and others suggest. The problem is that expert authority is a ambiguous hybrid that rests on both

epistemic claims and institutional authority.4 “Experts”, says Esquith, “. . . enjoy authority by

virtue of the knowledge they have and the positions they hold.... It is not always clear [however]

whether the expert is issuing expert advice or giving an executive order.”5This same point can be

applied to the early education of scientists, and of everyone else for that matter. What one comes

to believe, at least initially, is more a matter of trusting what you have been told than thinking for

oneself So, for example, every scientist’s intellectual development began as a child in a condition

of the most acute epistemic dependence. And by the time of entry to the scientific community

novice scientists have been led to endorse a community-wide conception of legitimate epistemic

authority. For the novice there is little question that certain people are to be trusted, and

whatever agreements these authorities reach are to be accepted. The challenge that defenders of

science must meet is the need to provide a non-circular vindication of the objectivity of science.

In order to show that scientific knowledge is more than mere agreement among scientists,

defenders of science’s objectivity must demonstrate the correctness of scientific claims without

relying heavily on the authority of those who have preceded the current generation of scientists.

Kitcher puts the point this way:

If we believe that we believe in [scientific claims] because we have seen [the objects to
which they refer] (or had access to them through extensions of our senses, or manipulated
them, or inferred to their existence through excellent arguments), then the sociologist will
remind us of how we have been led to see them. From birth on, we have been acquainted
with ways of responding to the “bloomin’ buzzin’ confusion” of sensory experience, and
our divisions of the flux into objects, kinds, categories, depends on that initial deference
to the authorities in our traditions. This can be readily appreciated by understanding how
children and fledgling scientists are taught to perceive and talk about the world, as well as
by noting the differences in conceptualizations achieved by different traditions. How,
then, can one show that one particular tradition (Western science) is privileged, that the
objects its members discuss are constituents of an independent nature?6
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It might appear that we could find propositions that can be accepted without any

dependence on authorities, or socially independent methods of reasoning by means of which we

could vindicate our ontology. But this project stands no greater chance of success against

sociological skeptics than Descartes’ did against perceptual skeptics. The reason for the failure of

Cartesian epistemology to secure a foundation for knowledge is the same reason we can’t escape

our reliance on authority. As Descartes could not escape the need to depend on sense experience

to vindicate our faith in sense experience, we cannot escape our reliance on authorities. The

categories we might employ in response to the sociological skeptic are those we must draw from

our Western tradition, and this is the very thing whose reliability is in question. Thus it appears

that the true nature of the world is unavailable to us. Our experience is structured by the

categories of a tradition in such a way it is not possible to isolate the influence of authorities

upon that tradition. There is no way, says Kitcher, to find “a tradition-free standpoint from which

to validate the deference to authorities that permeates our cognitive life.”7 The sociological

skeptic, then, may be right. Kitcher’s response to this difficulty is to suggest that even if the

sociological skeptic is correct it doesn’t follow we can’t improve our epistemic prospects. We

can still attempt to identify the conditions under which perception is reliable. Simultaneously, we

can examine the effects of deference to authorities, and seek to discover the ways in which

deference to authority advances or retards our efforts to understand the world. All our efforts

ought to be informed, however, by a humble admission that fallibilism is the proper epistemic

stance to take toward this project. By the same token, it seems reasonable to suggest fallibilism

might inform our efforts to educate the young to a greater degree than we have at present. Let’s

consider some of the implications of adopting a fallibilist epistemology in education.

Public Reason in the Classroom Context

The pragmatist variant of fallibilism associated with Peirce treats the openness of

discussion as a vital procedural feature governing the pursuit of knowledge. According to

Putnam, this sort of fallibilism rejects “the idea of a statement whose complete and final warrant

is wholly available to the speaker himself no matter what happens or of a speaker who neither

needs nor can benefit from the data of others.”8 On this view the very idea of a statement being
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true presupposes a community of critics who judge and proclaim the statement true, now and in

the future. That is, the idea of a warranted or justified statement involves an implicit reference to

a community whose members, if they are to advance truth claims, can only do so according to

certain procedural constraints. Putnam puts the matter in this way:

A community which is competent to determine truth and falsity must be such
that. . . anyone in that community can criticize what is put forward knowing that his
criticism will be attended to; if some criticisms are simply not heard, then the possibility
of an irrational sort of ‘protection of belief’ rears its ugly head; we are back at what
Peirce called the Method of Authority. Again, not only must it be possible for any
member of the community to ask a question or voice a criticism, it must also be possible
for any member of a community of ideal inquirers to advance a hypothesis knowing that it
will be heard. It must, in short, be a community which respects the principles of
intellectual freedom and equality.9

So, on this view, the very idea of a fallible community of rational inquirers presupposes

certain things that serve to regulate the manner in which rational activity is carried out. The idea

of a fhiiy justified statement (a statement which is true humanly speaking) is the idea of a

statement that can withstand tests and criticism at any time from a community of potentially

infinite size. Among other things this means that those who advance truth claims must allow

inquiry to be opened and reopened at any time. This allowance commits rational inquirers to a

respect for the principles of intellectual freedom and equality. So when individuals advance truth

claims (claims which by definition can withstand rational criticism now and in the future) they

implicitly allow or permit those claims to be challenged by those who have an interest in the truth

of the matter—the community of rational inquirers.

It should be plain that, on this view at least, teachers who advance truth claims are

inviting students to engage in rational inquiry. This means that they are committed to allowing, if

not inviting, those claims to be challenged. Students who present objections to the claims

advanced by teachers must be confident that their criticism will be heard and attended to.

Habermas: Discourse Ethics

In chapter 1 I outlined teaching practices that constrained genuine communication

between teachers and students. In this chapter I want to sketch out a Habermasian account of

unconstrained communication in the contexts of teaching and learning. The presuppositions of
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any attempt to communicate are the basis for Habermas’s idealization of speech situations.

Habermas reconstructs these presuppositions to provide us with “the ideal speech situation”, that

is, a situation constructed from the assumptions of anyone engaged in honest dialogue. From

these presuppositions Habermas derives the overarching normative consideration in

argumentation, namely that undistorted communication involves the reciprocal recognition

between interlocutors of the rights each enjoy regarding the claims they can advance or the

demands for justification they may make. The ideal speech situation is defined by the following

constitutive rules:

1) “Each subject who is capable of speech and action is allowed to participate in discourses.”

2a) “Each is allowed to call into question any proposal.”

2b) “Each is allowed to introduce any proposal into the discourse.”

2c) “Each is allowed to express his attitudes, wishes and needs.”

3) “No speaker ought to be hindered by compulsion—whether arising from inside the discourse

or outside it—from making use of the rights secure under [1 and 2 above]”0

Speech situations that fail to live up to the ideal are “asymmetrical” insofar as one

interlocutor has violated one or more of the norms embodied in the ideal speech situation. It may

strike some as odd that rule 3 speaks of the rights secure under 1 and 2. Habermas is far from

unique in making a case for language rights; Hobbes, Locke, and especially Mill argued for the

right to be heard. More recently Annette Baier has endorsed Locke’s argument for language

rights in a way quite consistent with the Habermasian position sketched above. Baier argues that

if there is any basic right it is the right to be heard, to participate in normative discussion.
One’s first claim is the claim to a voice, to one’s turn to speak and be listened to. It is to
speech itself and the cooperation needed to learn and use a language, to which we can
turn to see where rights or protorights can always be found, and to see why disagreement
about rights is normal once we can not only exercise or attempt to exercise our speakers
rights but also speak about rights, to turn our discussion on to them. For disagreement is
one of the distinctive cultural products that speech makes possible. Without speech there
can be and (usually is) conflict, but not disagreement.”

Animals, lacking language, lack any way to make proposals, and therefore cannot agree

or disagree. Language makes it possible to be both in harmony and in conflict. “Where there is

diction,” says Baier, “there will be contradiction.” But there will also be the means to resolve
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differences so long as the option of communication is kept open. In Locke’s Some Thoughts

Concerning Education Baier sees an emphasis on what Habermas would call the pragmatics of

speech. Education, among other things, is to be more an initiation into speech act competence,

than an initiation restricted to grammar, vocabulary or composition. Locke, says Baier, is

concerned that children learn to play an appropriate role in conversation, neither interrupting or

continually contradicting what others are saying. Children should not engage in “loud wrangling,”

characterized by “positive asserting and the Magisterial Air.”2 Rather they should be taught to

be more like

The Indians whom we call Barbarians [who] observe much more Decency and Civility in
their Discourse and Conversation, giving one another a fair silent hearing, till they have
quite done, and then answering them calmly without Noise or Passion.’3

Among the uses of speech discussed by Hobbes is the power of signification made

possible by language. Language, says Hobbes, makes it possible for us to “signi1’ to one or

another what they conceive or think of each matter, and also what they desire or fear, or have

any other passion for.” Reason, and “Right Reason’ as Hobbes puts it is carried out by means of

intersubjectively agreed upon “signes”, and a shared standard of correct reasoning. Reason

enable us to think in truth preserving ways, while right Reason settles disputes concerning what is

true. “True and False”, claims Hobbes, are attributes of Speech, not of Things. And where

Speech is not, there is neither Truth nor Falsehood.” What is to be viewed as right reason is up to

no single person, “for no one man’s Reason, nor the Reason of any one number of them, makes

the certaintie.” Hobbes drew authoritarian conclusions from the presence of disagreement quite

unlike those of Habermas, but nonetheless saw in speech “the most noble and profitable

invention. . . without which there would have been neither Commonwealth, nor Society, nor

Contract, nor Peace.” From Locke and Hobbes Baier draws the conclusion that “this noble

invention” makes every language user a claimant, “one who advances verbal claims, listens to

how they are received, defends them, and sometimes corrects, amends or retracts them. As

participants in conversation we acquire the protorights to have our say, to affirm or deny what

others say, to be heard.”4

Both Baler and Habermas seem to agree that speech is a cooperative practice and as such
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is bounded by normative rules which set up rights and obligations. The fulfillment of the

conditions of ideal argumentation in Habermas’ scheme (rules 1—3 above) requires a

communicative context characterized by the autonomy of the participants. It is a particular sort

of autonomy Habermas is arguing for: “the autonomy of each as a source of claims which have

equal initial plausibility and of demands for justification to which others are obliged to

respond.”5 This remark is very close in spirit to Baier’s discussion of language rights: “The

language of rights is the language of speakers becoming conscious of themselves as individual

participants in the cooperative practice of speech and other cooperative practices. Rights

claimants are co-operators conscious of themselves as individuals, claiming what they see as their

due share of the fruits of cooperation.”6The ideal speech situation forms the normative core of

what Habermas terms communicative action, action that aims at mutual

understanding/agreement, though it is derived less from a view of rights as from a view of the

logical presuppositions of speech. The difference between Habermas’ view and Baier’s is, I think,

one more of emphasis than kind, since both rest on an analysis of communication. Habermas’

view of communication is best explicated in terms of the different intentions that lie behind

communicative action and strategic action. Communicative action aims at reaching an

understanding or agreement between interlocutors, while strategic action aims at bringing about

some state of affairs other than mutual agreement or understanding. Habermas proposes two

constitutive rules for communicative action. The first requires reciprocal openness with respect

to the intentions and motives of interlocutors, and equal opportunities to express attitudes,

feelings and needs. The second constitutive rule of communicative action ensures that any claim

can be called into question. This rule requires equal opportunities “to order and resist orders, to

permit and forbid, to make and extract promises, and to be responsible for one’s conduct and

demand that others are as well.”17 Within the category of strategic action Habermas has marked

out the category that is of most concern here, namely the category of ‘systematically distorted

communication’. The key to understanding systematically distorted communication is to be found

in speech act theory.

Habermas employs the view developed by Austin and Searle that utterances are to be
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understood as speech acts that potentially possess ethical significance.’8Speech acts have several

fhnctions—locutionary, illocutionary, perlocutionary—whose ethical import varies. The

locutionary function of speech acts refers to the propositional content of an utterance, its literal

meaning in other words, while the illocutionary function refers to the particular “force” of an

utterance (e.g. an assertion, a threat, a promise). The perlocutionary fi.inction of a speech act is to

bring about a consequence in the world; in that sense it is strategic. In the case of a threat by A

directed at B, the threat itself has both a locutionary and an illocutionary function. That A’s

threat actually frightens B is an effect of the locutionary and illocutionary force of the utterance.

B’s feeling threatened is the perlocutionary consequence of the threat. For example, “to plunge

into doubt” “to annoy”, “to placate”, “to mislead”, “to humiliate” are all perlocutions. Habermas

is interested in perlocutions because they are the speech act which play the largest role in

systematically distorted communication. As a rule imperative utterances are taken to epitomize

perlocutions. We can distinguish, however, between two types of imperative: one that can be

found in communicative action, and one that cannot. Imperatives that appeal to a shared

normative context of legitimate authority (type 1) can be criticized by participants in dialogue,

while imperatives that appeal to known positive or negative sanctions controlled by the person in

power (type 2) typify coercive speech acts, and fall thus into the category of strategic action.

Though speech act theory takes imperatives to be the model form of perlocutions, there is

another class of perlocutions that are characterized by an intention to deceive or that are based

on ulterior motives (type 3). In this type of perlocution a speaker has to succeed in

communicating his illocutionary aim without revealing his ulterior motive. This sort of

perlocution is an instance of concealed strategic action. On Habermas’s view perlocutionary aims

of this sort differ from illocutionary aims in one essential respect: perlocutions depend on the

hearer to take the act of communication to be solely illocutionary. A strategically acting speaker

has to achieve his illocutionary aim—that the hearer understand what is said and
undertake the obligations connected with the acceptance of the offer contained in the
speech act—without betraying his perlocutionary aim. This proviso lends to perlocutions
the peculiarly asymmetrical character of concealed, strategic action. These are
interactions in which at least one of the participants is acting strategically while he
deceives other participants regarding the fact that he is not satisfying the conditions under
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which illocutionary aims can normally be achieved.

The significance of these distinctions for educational contexts should be clear. When

teachers pursue some goal from a position of institutionalized authority and fail to make clear to

their students what justification there may be for a course of action they fail to engage the

possibilities for coordinated communicative action between themselves and their students.

Likewise when teachers pursue the illocutionary aims of reaching an understanding without

appealing to the grounds for this understanding they fail as well to engage in communicative

action. Teaching methods that involve concealed strategic action cannot help but contribute to

the likelihood students will be indoctrinated since such methods provide no access to reasons at

all. Habermas notes this feature of concealed strategic action:

When a speaker is pursuing undeclared ends with perlocutionary acts—ends on which the
hearer can take no position at all [because they are unknown]—or when a speaker is
pursuing illocutionary aims on which hearers cannot take a grounded position—as in
relation to imperatives—the potential for the binding (or bonding) force of good reasons
remains unexploited.’9

Habermas is in agreement with philosophers as various as Wittgenstein, Austin and

Dummett on the nature of understanding an utterance. “Speakers and hearers understand the

meaning of a sentence when they know under what conditions it is true.”2°But when the sole

warrant for claims, offered or implied, is the authority of teachers and texts student

understanding must perforce be more limited than it would be if a satisfactory evidential

argument accompanied the claim. Students as well have little choice but to place these claims on

the same epistemic footing, regardless ofwhether a particular claim is, as a matter of fact, well or

feebly supported in the world of discourse. This puts students in an ethically as well as

epistemically difficult position. To believe something carries ethical consequences since the

beliefs we hold tend to be the beliefs we communicate to others. Given that false beliefs are more

likely to lead to harm than true beliefs, we have, as Clifford argued, an ethical responsibility to

believe only those things for which we have sufficient evidence. It is not simply prudent to be

reflectively skeptical, it is ethical. Thus Clifford would insist, as we have seen, that “it is wrong

everywhere and for anyone, to believe anything on insufficient evidence.”2’In this spirit Price

observed that “the degree of our assent to a proposition ought to be proportioned to the strength
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of the evidence for that proposition,” and yet frequently students have at best only testimonial

evidence on which to base their beliefs. The situation may actually be much worse, for the

testimonial basis for claims advanced in classrooms is more often implied than stated explicitly.

So the idea that claims require support or that epistemically responsible agents strive to apportion

their assent according to the strength of evidence remains out of view. Habermas terms such

learning “non-reflexive learning” by which he means learning “which takes place in action

contexts in which implicitly raised theoretical and practical validity claims are naively taken for

granted and accepted or rejected without discursive consideration.”22Communication strategies

that rule out or minimize the opportunity for “reflexive” learning are firndamentally

indoctrinatory, on this Habermasian account. So the general concern raised at the outset of this

chapter is that skeptical worries related to the influence of authorities cast doubt on the faith

some philosophers have in the rationality of belief on testimony and the reliability of cognitive

authorities. My response has been to use these worries to provide something of a justification for

initiating students into the practices of argumentation. There remain three specific problems with

respect to cognitive authorities, the first of which concerns the interest relativity of knowledge

and expertise.

THE INTEREST RELATIVITY OF KNOWLEDGE

A worrisome aspect of externalist accounts of justification is that they make plausible

what has been termed “the authoritarian theory of knowledge”.23Of the arguments surveyed thus

far, Allen’s is the purest example of cognitive authoritarianism. According to Mien, an

authority’s say-so is one of the best reasons for believing anything. Hardwig as well lends what is

likely unwitting support to an authoritarian theory of knowledge by making the following case:

1) Laypersons hold more beliefs than they can be expected to have evidence for.

2) Laypersons realize that there are others, experts, who possess the evidence required for

holding a belief rationally.

These two considerations force one of two conclusions: either most of the beliefs held by

laypersons are irrationally held, or laypersons are justified in deferring to epistemic authorities.

To avoid skepticism we must favour the latter alternative. The upshot is that:
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3) Laypersons are epistemically dependent for all but the beliefs on which they themselves are

expert (i.e., in a position to know).

4) In most cases it is less rational to think for oneself than to defer to the relevant cognitive

authorities.

Theses #3 and #4 form the foundation of the authoritarian theory of knowledge,

according to which it is less rational to think for one p 5Xto which it is less rational to think for on

since the cognitive division of labour ensures an adequate level of epistemic reliability in the

pronouncements of others. The problem with this view is obvious. There is the distinct danger of

placing the views of epistemic authorities beyond criticism, a move that has political and well as

epistemological significance. It was part of Kant’s intention in What is Enlightenment? to show

the political dimension of cognitive authoritarianism. Cognitive authoritarianism does not invite

us to argue, but to defer. It invokes the authority, not of reason, but of expertise.24Kant’s essay

therefore can be viewed an essay in the politics of reason, and a plea for the democratization of

discourse through the public use of reason. So perhaps a few words on the politics of reason are

called for.

A central thesis in the sociology of knowledge states that since the acceptance of

knowledge claims benefits some people more than others, and disadvantages some more than

others, we have reason to suspect that the generation and acceptance of knowledge claims will,

to some degree, be a function of non-epistemic social relations, especially relations of power. So,

for example, to the extent knowledge claims regarding the intelligence of women and non-

Europeans have been generated by white males of European descent, we are seen to have reason

to demand a higher standard of justification than the say-so of European males.25 The sociology

of knowledge, therefore, has traditionally been concerned with the politics of knowledge, the role

of ideology in knowledge production and similar matters. It is not so often the case that

philosophy of science is concerned with the politics of knowledge. Rather it has been argued that

to the extent politics, ideology, or the pursuit of power have influenced scientific inquiry that

inquiry fails to be objective.26We must distinguish between the processes of discovery and those

of justification, however, since, on the traditional view, it matters little what sort of influences
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motivated inquiry, or generated hypotheses. For example, the fact that Kekule first thought of

benzene rings in a dream about snakes seizing their tails is seen in no way to take away from the

value of his discovery.27 What made the discovery scientifically important was not its genesis in

dreams, but the careful observations and experiments that confirmed the hypothesis concerning

the molecular structure of benzene. Social and political interests may determine the selection of

research areas or problems, especially in this age of externally funded scientific research, but so

long as such values do not influence the acceptance of hypotheses science remains objective.

There is, however, a way in which objective science has a political, indeed a democratic

dimension. From their European beginnings science and epistemology have been political insofar

as they relied on democratic, anti-authoritarian premises. Both science and epistemology

emerged as a challenge to the authoritative pronouncements of church leaders, soothsayers and

monarchs. Zilsel, for example, argues that the decisive moment in the Scientific Revolution was

the shift in the structure of cognitive authority that required the pronouncements of authorities be

held accountable to experimental standards. Standards such as these are ineluctably egalitarian

for they are tied to publicly observable phenomena that are accessible to people from all walks of

life. Seen in this light, much of twentieth century epistemology, from the logical positivists to the

naturalist turn, has been a tacit demand for the democratization of knowledge production. In the

nineteenth and twentieth century this sentiment has been expressed in a variety of ways by Mill,

Peirce, Dewey and Popper. In essence it has been argued that the democratization of access to

knowledge production will increase the number and reliability of knowledge claims.

Democratization of access ensures an increase in the level of mutual criticism knowledge claims

are made subject to. Criticism of this sort serves epistemic goals by increasing the chances that

subjective biases will be rooted out, as Mill said, “in the collision of adverse opinion”.28 The

commitment to democracy is perhaps most explicit in Popper’s notion of the “open society” 29

Peirce feared that the authoritarian protection of belief would result if claims were not tested by a

wide array of interrogators.30 Indeed an infinitely wide and long parade of critics must, in

principle, be assured if the truth is to be ascertained. Feyerabend’ s emphasis on the “open” aspect

of this society,3’ and Lakatos’ emphasis on “society” itself testify to the social and political
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ramifications of their epistemological views.32

In one sense our accepting the views of experts should not represent any danger

whatsoever. After all, experts, by definition, know more than lay persons. But there are other

senses beside the analytic in which we can speak of expertise. Fuller claims the persuasiveness of

the authoritarian theory of knowledge lies in its conflating the analytic, the empirical and the

normative senses of the term.33 With respect to the first it is part of the meaning of the term

“expert” that one defers to her authority. On this reading one who does not defer to authorities

simply does not understand the meaning of the term. Skeptics with respect to cognitive authority

are irrational, therefore, in the sense they fail to acknowledge the semantic rules.34

On an empirical reading the authoritarian theory of knowledge is an empirical

generalization concerning rational belief formation in “knowledge-intensive” societies such as

ours. Deference to cognitive authorities is rational because it is efficient. It enables both

individuals and society in general to have more true beliefs and fewer errdneous beliefs with a

minimum of effort. Individuals are thus able to conserve their knowledge-gathering efforts, while

these same individual benefits are aggregated throughout society, thereby adding to the public

good. A crucial element of this point, however, is that laypersons, either individually or

collectively, have more of their epistemic needs met by adopting a policy of deference to

epistemic authorities. Thus the case for cognitive authoritarianism depends on whether, in fact,

laypersons have their epistemic needs satisfied by cognitive authorities. Let us consider a variety

ofways in which a layperson’s epistemic needs may not be met by adopting a policy of deference

to cognitive authorities.

To begin with, some arguments for cognitive authoritarianism beg the question. It is

claimed that because expert testimony is reliable it would be foolish to ignore it. But this is not an

argument so much as it is an uninformative analytic claim. Expert testimony, if expert, is by

definition reliable. The situation facing the epistemically dependent is rarely as straightforward as

this. The epistemically dependent do not know whether those who present themselves as

authorities, are, in fact, authorities. You will recall from an earlier discussion of this matter that

there are several considerations that epistemically dependent individuals need to bear in mind
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when deliberating about who to believe. The first consideration concerns the need to determine

the extent of one’s epistemic dependence, since the degree of dependency will determine the sort

of deliberation an agent ought to undertake. The second concerns a consideration of the various

criteria relevant to evaluating the reliability of testifiers. DeGeorge distinguished between first

and second order cognitive authorities.35 For X to be a first order cognitive authority to Y, Y

must be sufficiently knowledgeable in the relevant field to make an informed judgment regarding

the extent of X’s knowledge relative to his own. In this case it is an assessment of the testifier

that is the basis for judging that person to be a first order authority. A reliance on those who

testify to the reliability of X is the basis for judging X to be a second order authority. If Y knows

little or nothing about R, then the ground for X’s cognitive authority will not likely be an

appraisal of X, so much as a reliance on others who have in some manner testified to the

reliability of X. It needs to be stressed however that in cases where Y takes it on the authority of

someone else that he (Y) should accept X as an authority the acceptance of this claim (made by

someone else) also requires justification, just as accepting the word of X requires justification.

The necessary amount of deliberation will vary case by case For example, when I visit the

doctor’s office I have every reason to believe the physician’s diploma on the wall is the final

product of a set of assessments made by qualified medical authorities. To the extent that I am in

no position to assess any of my doctor’s claims I must trust the testimony (i.e., the diploma) of

those who have judged the doctor competent to practice medicine. The doctor, therefore, is for

me a second order authority. If I wonder at all about his reliability I might wonder about the

quality of the medical school he attended, the number of years it has been since his competence

was attested to, and whether those who certify doctors today would certify this one. My

ignorance of the quality of medical training programs is such that much of my deliberation will be

speculative. It is, however, the right sort of deliberation.

There are other considerations, however, in addition to questions concerning the

knowledgeability of testifiers. Testifiers must be trustworthy, and their expertise relevant to the

specific case at hand. The importance of these criteria is that they emphasize that belief on the

testimony of authorities can be, at times, unreasonable. Not in every case will the reasons for
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trusting authorities be as sound as with the example above. In some circumstances the disposition

to consider the reliability of testifiers and those who certify them may prove more useful. Take,

for example, the certification of teachers. In the first place a teaching certificate does not certify

that the teacher is a cognitive authority in the domains she is called upon to teach. Even in cases

where prospective teachers take their teacher training after completing a baccalaureate in

faculties of arts or science, there will be many topics in the curriculum of which they have scant

knowledge. Coursework in education faculties will do little to qualify them as cognitive

authorities since the sort of competence attested to by authorities in education is not typically the

sort in which we are interested when deliberating about who to believe in school. Moreover,

those who train and certify teachers do not attend to the accuracy and reliability of a prospective

teachers’ knowledge claims so much as they attend to the candidate’s skill in classroom

management, planning and organization.36

It has been the point of this discussion to show that there is more to the question of who

to believe than one’s simply resolving to believe cognitive authorities. It is important to teach

children what is required for justification under ideal conditions before they can have much sense

of the significance of the tradeoffs they may be tempted to countenance. It is also important to

apprise teachers of the moral and epistemic significance of their posing as cognitive authorities on

those issues where there is little doubt they are not cognitive authorities. The analytic sense of

expertise glosses over the fact that not all de facto cognitive authorities are genuine authorities.

Thus the analytic sense of expertise does not establish that one must accept the testimony of

those who present themselves as authorities.37Oddly enough, neither does the empirical sense of

expertise establish that one should accept the testimony of experts.

Neither the analytic and empirical senses of expertise establish that one must accept the

testimony of epistemic authorities. They only establish that if someone possesses and displays the

relevant expertise, we should defer to his authority. Under what circumstances might expertise

be irrelevant to the epistemic needs of laypersons? The answer is to be found in the role played

by interests in the determination of satisfactorily justified belief The dissimilarity of interests

between laypersons and experts can be considered in three different ways. On the basis of certain
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interests a layperson may have what Fuller calls “a high threshold level for reliable expert

testimony”, so high in fact that an expert cannot possibly satisfy it. Secondly the knowledge-

interests of practitioners within a discipline are defined within the discipline in ways that don’t

always converge with the interests of laypersons who seek expert advice. Let us consider these in

turn.

If we note the divergence between the epistemic interests of experts and laypersons we

will see that “disciplined” inquiry frequently has its own internal agendas that only periodically

intersect with the cognitive interests of laypersons. What counts as knowledge in “disciplined”

inquiry will in many cases be determined by reference to the internal agenda of a discipline, and

not the epistemic needs of laypersons. The threshold of decidability for the acceptance of

knowledge claims may be much lower among experts within a discipline than the threshold

demanded by consumers of knowledge. The point of relevance for education is that thresholds of

decidability for a particular claim may vary across individuals, and experts are not the only ones

who may decide when that threshold has been reached. Laypersons will, therefore, have occasion

to demand higher levels of epistemic support than might otherwise be called for by experts. The

legitimate variation in epistemic interests between experts and non-experts poses a challenge to

cognitive authoritarianism and will form one aspect of the case I will make for the

democratization of discourse in classrooms.

Under some circumstances, then, lay criticism of expert opinion is a prerequisite of

rational belief formation among laypersons. The argument for this view hinges on the assertion

that the acceptability of claims, and the standards of epistemic justification by which these claims

are judged will vary according to the interest one has in knowledge.

Let us assume expertise is tied to an established discipline or set of disciplines. It is clear

that what constitutes expertise within a discipline is defined in large measure by the discipline

itself By this I don’t mean simply that governing bodies and professional associations confer

degrees and licenses. Rather I mean that the discipline itself defines what is to count as

knowledge within that discipline, and thereby defines for aspiring experts what must be known.

This is not as trivial a claim as it may at first appear. Philosophers of science have noted that a
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feature of established disciplines is the right to define certain variables as extraneous in

hypothesis testing.38 Established disciplines are able to rule certain variables as falling within the

ambit of ceteris paribus clauses. Within the discipline at least these variables cannot be introduced

to disconfirm a hypothesis. This point needs some elaboration.

Prior to the invention of the virtual vacuum in the seventeenth century the variables

relevant to an understanding of classical mechanics were so diverse and complex that progress in

mechanics was slow and undisciplined. With the invention of the virtual vacuum, that reduced the

complexity of naturally occurring environments, it became possible to demonstrate the

regularities between mass and acceleration. Thus the discipline of classical mechanics was born.

The vacuum, that reduced the complexity among variables, made disciplined investigation

possible. In the laboratory, mechanists could develop generalizations that, ceteris paribus, ought

to hold true in the world at large.

Ceteris paribus clauses of one sort or another define a portion of the background

assumptions that govern inquiry, and to this extent define what will count as necessary for the

confirmation of hypotheses. Ceteris paribus clauses are prominent in most fields. But in fields

such as meteorology and economics the large number of variables covered by ceteris paribus

clauses highlight the dissimilarity of interests between experts in these fields and laypersons. For

example, economists predict that when supply for a product increases and demand decreases the

price for that product will fall, other things being equal. In practice this prediction proves wrong

in the majority of cases, since among the conditions covered by the ceteris paribus clause are

factors seldom if ever found in real markets: perfect competition, no government intervention,

and ideal utility maximizers. The problem is that the economist is working in a theoretical “closed

system” quite unlike the undisciplined environment out of which comes the motivation for the

layman’s search for knowledge. I hasten to add it would be wrong to explain this failure of

prediction in terms of the empirical falsity of an economic generalization. To do so would be to

miss the fundamental difference between the kind of knowledge that interests economists and the

kind that interests laypersons seeking useful knowledge. As the practitioner of a discipline, the

economist typically relies on simplified models of market behavior and needn’t fear if his
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predictions frequently prove incorrect. On the other hand the layperson acting as an economic

agent has somewhat different interests that lead him to set a higher standard than that found in

economics. The standard of reliability in the domain of economics will not serve equally well in

the domain of business investment. Though the economist may know more about the behavior of

ideal markets than the economic agent, he may not know enough about real markets to warrant

the layperson’s risking money simply on his say so. The layperson, therefore, needn’t defer to the

authority of the economist since this authority doesn’t tend to satisfy his goals. Insofar as the

problems pursued by researchers and the standards by which success in solving these problems

arise within the discipline rather than from outside sources and concerns, it seems unlikely there

will be much convergence between the goals of researchers and lay consumers of knowledge.

We have seen that there will be cases where knowledge claims may be justified within a

discipline but rightly unjustified for laypersons whose interests demand a more rigorous standard

of justification. By the same token there will be occasions when the criteria for determining the

truth of statements in a well established discipline will be more exacting than that required by

laypersons. The latter view is part of an argument by Hilary Putnam for the interest-relativity of

explanation and justification.39 On Putnam’s view it is not a foolish bit of folk wisdom to insist

there really are such things as tables and chairs, or cubes of ice, despite the fact that on a more

scientifically rigorous reading tables and chairs or cubes of ice are not accurately described in

terms of predicates like hard, cold or brown.

Disciplines have an internal history that makes them insensitive to the interests of those

outside the discipline. The result is that in many cases while the discipline is able to make

progress in the pursuit of answers to internally generated, ‘disciplined’ problems, they have few

answers to many questions of importance in the ‘undisciplined’ world of the layperson. This is

not simply a familiar point about the difference between pure and applied research, but rather an

epistemological point. Much ‘disciplined’ knowledge fails to provide laypersons with either the

explanatory power or predictive control that are the hallmarks of genuine knowledge. This is so

because truth claims are not true in any absolute sense, but, as Putnam argues, they are instead

true relative to a set of purposes. Putnam gives us examples of the dispute between those who
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would insist that a table is not what it appears to the layperson—a solid, brown object with a

particular shape—but is rather an entity more accurately described as empty, colourless space.

Thus in mathematical physics what is real are not “medium sized material items” like tables and

chairs, but congeries of particles—electrons and nuclei—that are separated by immense

distances, at least in terms relative to the size of the particles. So much for the solidity of tables.

What about colour? The table that appears to be reddish brown is not really reddish brown at all,

according to mathematical physics, since secondary or dispositional properties like colour are not

real properties at all. Red apples, red stars and water tinted red with food colouring appear red,

we are told, for quite different physical reasons. Indeed there may be an infinite number of

physical conditions that would explain why objects appear to be red. This degree of variability is

too high to be tolerated by mathematical physics. So colours aren’t real. Nor are beliefs and

desires. Such things, which come in and out of existence, are merely usethl fictions for the

scientifically unsophisticated. That so many people continue to speak as if objects are solid (or

liquid) and possess a certain colour is due, it is said, to the persistence of a pre-scientific and

naive folk wisdom. Our familiar tables and chairs simply don’t exist in the terms commonsense

suggests they do. Putnam’s reply to this way of fixing reference is to relativize ontology in light

of conceptual criteria whose justification lies in their usefhlness. Putnam employs something he

calls the ‘Polish logician argument’ to show that “the notions of object and existence have a

multitude of different uses, rather than one absolute meaning.”4°Consider a world containing

only three objects. Depending on the way you fix the meaning of ‘object’ this same world can be

counted as having not three objects, but seven.4’While one might want to insist that three objects

can only be described as three objects, the Polish logician is able to insist on the number seven by

supposing that for every two objects there is an object that is their sum. Thus on one reading we

have three objects (xl, x2, x3). On the other we have seven objects (xl, x2, x3, xl+x2, xl+x3,

x2+x3, xl+x2+x3). The lesson to be derived from this example is that the same world can be

described in one version as consisting of tables and chairs, and cubes of ice, while in another

equally valid version as consisting of space-time regions, particles and fields. These two versions

are not reducible to a single version that would allow us to ask—”Which are the real



200

objects?”—for that would be to suppose that we could ask or answer that question independently

of our choice of concepts. In this sense James was right—What is true is that which is good in

the way of belief. To argue in this way is not to argue that anything goes, but that human

interests embodied in ordinary conceptual schemes or the more specialized conceptual schemes

of experts yield slightly different conventions for determining what counts as knowledge, and

therefore justified belief

How can it be that interests play a role in fixing the standard of justified belief? Consider

a well known example. A pressure cooker explodes because the pressure valve was stuck. Such

an explanation may be perfectly acceptable to the layperson but is, from the perspective of some

physicists and philosophers of science, nothing but a piece of “semi-magical Stone Age

thinking”.42 A more scientifically respectable explanation would not invoke a stuck valve as the

‘cause’ of the explosion, but would talk instead in terms of exact laws and numerical coefficients:

“The pressure increased in the closed container until a certain co-efficient was exceeded. The

material then ruptured.” The commonsense explanation would pick out the sticking valve as the

cause, though it was the wall of the cooker that ruptured. The reason for this choice, says

Putnam, is that our commonsense notions of causation are bound up with our interests and

intentions. The pressure valve was designed to release pressure; when it fails to perform the

function for which it was designed it becomes for us the cause of the failure, while the feature of

the cooker wall that ruptured becomes for us a background condition. What distinguished causes

from background conditions in this account are the interests we have. Causes are therefore

interest relative in commonsense explanation, and no less valid for all that. One can see, I think,

that Putnam’s position here is very close to the one argued for by Fuller. Explanations, and

therefore, knowledge, are interest-relative, though one can’t conclude from this that anything

goes, or that any interest is a legitimate basis for accepting explanations.

Another of the specific problems identified at the outset relies on arguments in philosophy

of science that offer epistemic and practical grounds for a levelling of the cognitive playing field.

In these I again stress the social and fallible nature of knowledge production, and offer in virtue

of this fact a view of objectivity that makes a place for epistemic independence. I will elaborate
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four criteria of effective criticism that, if satisfied in the course of inquiry, should ensure more

fully justified knowledge claims than those capable of being advanced solely from within expert

communities of inquiry. It strikes me that these same criteria could serve as guidelines for the

conduct of classroom discussion and argumentation.

OBJECTIVITY

The objectivity of science can be understood in two senses: the first pertaining to the

character of the conclusions derived from scientific inquiry, and the second pertaining to the

manner in which that inquiry has been carried out. It is Longino’s contention that the second

sense is primary; the objective nature of inquiry is what underwrites the objectivity of its

conclusions.43 The objectivity of inquiry is ensured by means of inter-subjective criticism. Her

argument’s relevance to this discussion is that she claims that inter-subjective criticism is too

frequently restricted to those who already share many of the same background assumptions that

have a bearing on inquiry. As a consequence scientific inquiry is less objective than it would be if

it engaged the criticism of a broader network of interlocutors than that which is supplied from

within a single community of inquiry. This is because a community of inquiry is one which is

defined not only by a shared sense of purpose and shared standards of inquiry, but by commonly

held and largely unexamined background beliefs as well. Both observation and inference, she

says, depend upon background beliefs that by their nature are part of the unexamined background

of any community of inquiry. To the extent the work of such a community is spared the criticism

of those who do not share all these background assumptions the products of inquiry lack a

degree of objectivity.

Longino insists that the history of science clearly reveals science to be value and ideology

laden, but for all that capable of generating objective knowledge. The former claim sits well with

some feminist scholars as well as some sociologists and historians of science. The latter claim

regarding objectivity does not sit quite so well. Sociologists of science, since Kuhn, have claimed

that non-rational causes account for the beliefs scientists come to hold. Typically these non

rational causes are social factors, such as the satisfaction of some class or gender interest, that

lead scientists to adopt views that are in some way self serving. Forman, for example, argued that
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physicists in Weimar Germany adopted a position akin to acausal quantum mechanics not on the

basis of evidence (which was not yet available in any case), but on the basis of social pressure to

conform to the anti-rational mysticism of the age.44 Farley and Geison argue that the Pasteur’s

position in his dispute with Pouchet over the question of spontaneous generation was motivated

by his political and religious views.45 Shapin has argued that the debate over the scientific status

of phrenology was motivated in the main by class conflicts between the well-educated gentry

who scorned phrenology and the emerging middle classes who saw in phrenology a source of

justification for their programs of social reform.”

The standard position in philosophy of science has been to allow social factors an

explanatory role in justification only in cases characterized by the failure of rationality.47 Under

normal circumstances the beliefs of scientists are to be explained by reference to their

observations and inferences, that is by reference to the evidence, and not by reference to

epistemically irrelevant social or political factors. Longino’ s position is that successfbl scientific

inquiry is social, both empirically and conceptually. The empirical claim that inquiry is social is

warranted by the fact that scientific inquiry just is more a social than an individual enterprise.48

Conceptually, the cognitive practices of scientific inquiry are best understood as social

practices.49Taken together the empirical and conceptual arguments yield a normative conclusion:

“if science is to be non-arbitrary and minimize subjectivity, it must be a social practice.”5°

The key to understanding this argument is understanding the relation between evidential

reasoning and background assumptions. States of affairs in themselves do not carry the status of

evidence of their own, they gain this status from beliefs that act as background assumptions in

evidential reasoning. Put simply, states of affairs count as evidence by virtue of regularities that

are believed or assumed to hold. There is as much variation in evidential relations between states

of affairs and hypotheses as there are beliefs about the relations between states of affairs. For this

reason hypotheses are always underdetermined by the data, which is to say:

1) The same state of affairs can be taken as evidence for different (and possibly conflicting)

hypotheses.

2) Different states of affairs can be taken as evidence for the same hypothesis.
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3) Different aspects of the same state of affairs can be taken as evidence for the same

hypothesis.5’

These three possibilities are available because a state of affairs is taken to be evidence that

something else is the case in light of some background belief or assumption that asserts a

connection between the two. Therefore the evidential support of a hypothesis is a relative matter.

This conclusion seems to support a skeptical and radically relativist view of objectivity. For how

is objectivity possible if hypotheses are underdetermined by the data? Must it be the case that

radically relativist sociologists and historians of science are correct when they insist objectivity is

mythical?

Longino’ s defense of the objectivity of science rests on her claim that the sociality of

science is simultaneously a source of error and objectivity. As noted, evidential adequacy is a

social matter insofar as observation and inference rely on background assumptions. In Longino’s

view, background assumptions are “the vehicles by which social values and ideology are

expressed in inquiry and become subtly inscribed in theories, hypotheses, and models defining

research programs.”52 Inquiry is social in more obvious ways as well.53 The fundamental

practices of experimental science—observation and inference—are social in ways that carry

normative significance. What is to count as an observation or a justified inference is most often a

matter of negotiation among scientists. Scientific observations are social in the sense that they

must be intersubjectively verifiable. Intersubjective agreement must obtain not only among

participants in a particular experiment but among all others who seek to replicate the findings of

the original researchers. Attempts at replication often result in a modification of what the

observed regularities are taken to be.

To treat experiential information as constituting data or observations is to presuppose
successful intersubjective verification or validation, that is, to treat them as the products
of social interactions, whether or not such interactions have actually taken place.
Secondly, observational data. . . do not consist in reports of any old observations, but in
observation reports ordered and organized. This ordering rests on a consensus as to the
centrality of certain categories, the boundaries of concepts and classes, the ontological
and organizational commitments of a model or theory, etc. These social aspects of
observation mean the impossibility of establishing a permanent and immutable (save by
expansion) reservoir of data. To say that observational data are the least defeasible bases
of hypothesis validation is to assign priority to observation and experience while allowing
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that the ordering, organization, and importance of their results—data—can change.54

Inference is made a social product through the influence of background assumptions.

Inference plays two roles in scientific inquiry: establishing the evidential relevance of data, and

evaluating hypotheses in light of data that has been judged relevant. Background assumptions are

required on both occasions. Background assumptions that play a role in determining evidential

relevance posit a connection between data and states of affairs described by the hypothesis.

Assumptions that play a role in the acceptance of hypotheses may be either substantive

assumptions regarding evidential relevance or methodological assumptions regarding the degree

of evidential support necessary to justify accepting a particular hypothesis. Whichever

assumptions are relied upon will be a function of consensus in the scientific community, and will,

to a large extent, be tacitly held by scientists within this community, who as part of their training

have come to accept these assumptions, often unwittingly. This is so because practices of

observation and inference-making must presuppose some assumptions and their adequacy. In

Wittgensteinian parlance these taken for granted assumptions are the “bedrock” foundation of

justification and explanation. Their persistence attests to their historical ability to withstand the

criticism of past members of the scientific community.

As in the case of observation, engaging in inferences that rely on such background
assumptions presupposes their adequacy to the task. This adequacy is not (or not only)
ascertained by comparison with observations, for obvious reasons. What demonstrable
evidential relevance amounts to in practice is a requirement that background assumptions
be successfully defended against various sorts of criticism. We can read consensus in a
community as signalling belief that certain fundamental assumptions have endured critical
scrutiny.55

Even though the background assumptions that help define a community of inquiry are for

the most part tacitly held they are in principle capable of being articulated. This in-principle

publicity makes them capable of critical examination, modification or abandonment. Be that as it

may the fact is such assumptions are less likely to be fully scrutinized by members of the

community who hold them tacitly than by those for whom they are less transparent. Those with

alternative points of view who do not belong to this epistemic community are more likely to

question the assumptions upon which inquiry is based.

The upshot is that critical interchange is a necessary prerequisite of intersubjectively
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agreed upon observation statements and inferences. Observation and inference making are in this

sense social, and to the extent they are social, they help to eliminate the subjective bias of

individuals. What is not so readily eliminated is the bias of the community embedded in its taken

for granted background assumptions. It is a mistake to think that the individual is “the sole locus

of variation, idiosyncrasy, or subjectivity. Scientific communities are constituted by adherence to

certain values and assumptions, that go unexamined by a critical process involving only members

of the community so defined.”56 Since the unreflective acceptance of background assumptions

can come to define what it is to be a member of an epistemic community the nature of these

communities increase the chances these assumptions will not receive the critical scrutiny they

would receive at the hand of others outside the community. It is for this reason that effective

criticism depends on the presence and expression of alternative points ofview.

The requirement of demonstrable evidential relevance (of data to hypotheses) constitutes
a standard of rationality and acceptability independent of and external to any particular
research program or scientific theory. The satisfaction of this standard by any program or
theory is secured. . . by intersubjective criticism. The specification of demonstrability,
however, will always be within a particular context. Both observational data and their
evidential relevance are constituted in a context of background assumptions. This means
that the empiricist principle can be applied within a context, but not independently of
contextual considerations. While it is not possible to apply the empiricist principle across
contexts, the requirement on demonstrability means that we can generate additional
criteria for objectivity by reflecting on the conditions which make for appropriate
criticism. These criteria operate on communities, hence on contexts.“

Effective criticism to be effective must satisf,’ four criteria:

1. Recognized avenues for the criticism of evidence, of methods, and of assumptions

and reasoning.

In the context of scientific research less value is placed on constructive criticism than on

original research. The lower value on criticism represents a disincentive to engage in criticism, to

devote journals to criticism, etc. In the context of schools and teaching this suggestion amounts

to a recommendation that students have recognized avenues for the evaluation of arguments, the

criticism of evidence, assumptions and reasoning. In the context of professional inquiry criticism

would do much to make belief on testimony more reasonable. Though much less competent to
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criticize within the frameworks shared by experts, students will have perspectives that are free

from the assumptions that bind together members of an epistemic community. More important

perhaps is that classrooms that provide recognized avenues for the evaluation of evidence and

reasoning help to familiarize students with ideal conditions ofjustification.

2. The community as a whole takes such criticism seriously and responds to it.

This criterion requires that community members pay attention to and participate in the

critical discussions that take place. In schools teachers serve as representatives of the

communities of inquiry whose conclusions it is the teacher’s job to convey, so it is they who must

take seriously student objections, criticism, and the like.

3. There exist shared standards which critics can invoke.

To be effective, criticism must appeal to standards that are held by those whose views are

being criticized. Without these shared standards it will be difficult if not impossible to find points

of agreement and disagreement or what would count as a way to resolve the latter or

problematize the former. Criticism seen as idiosyncratic or whimsical has little bite. With respect

to this criterion the teacher’s job is to make plain the sort of standard that would be recognized

by authorities in the field, and to which students might successfully appeal when they object or

disagree.

4. Intellectual authority is shared equally among qualified persons.

This criterion is meant to prevent a set of assumptions from being enshrined in orthodoxy

by virtue of the political power of its adherents. It bears a close resemblance to Peirce’s concern

over the authoritarian protection of belief shared by Habermas, Apel and Putnam. Putnam argued

that insofar as we are interested in acquiring true beliefs we are necessarily committed to several

presuppositions that logically follow from a commitment to the truth. One such presupposition is

that there can be no such thing as a statement which is true, that is, capable of withstanding all

possible attempts to falsify it, unless there is the possibility of a community of critics who could

put claims to the test. One consequence of this view is that if I see myself as a rational person

with the aim and capacity for making true statements then I am committed to the idea of a
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possible community of inquirers whose authority derives from a particular sort of structure

characterized by internal openness to rational assessment.

The difference between Longino’s point and Putnam’s is that Longino is talking about

real communities of inquiry where the relevant epistemic differences between individuals are not

so great as one would find between adolescents and educated adults. Putnam’s remarks concern

the nature of an ideal community of inquirers. Nonetheless there are several points of agreement

in their separate accounts. Both stress the role of intellectual freedom and equality in the

assessment of knowledge claims. In both cases the point is to ensure that hypotheses receive the

broadest range of criticism. Longino notes that the exclusion of women and certain racial

minorities from science education and the scientific professions in the United States constitutes a

violation of this last criterion of effective criticism. She observes that scholars have analyzed the

maimer in which assumptions about sex and gender structure many research programs in biology

and the behavioral sciences, as well as the manner in which racial assumptions have found their

way into research. So long as women and members of these minorities were unable to gain entry

to the relevant scientific communities these assumptions were protected from critical scrutiny.

That these assumptions are now coming to light is due in large measure to the growing number

of women and minorities who have recently found access to the scientific professions. To some

degree the exclusion of these groups from the scientific professions is due to the failure of

educational institutions to respect the potential contribution to science these groups might

provide and to cultivate this potential in the day to day deliberations about what to believe.

Longino sums up her position on this matter in the following way:

What this criterion [of effective criticism] requires is that the persuasive effects of
reasoning and argument be secured by properties internal to them (rather than in
properties, such as social power, of those who are propounding them), and that every
member of the community be regarded as capable of contributing to its constructive and
critical dialogue. . . . Thus a community must not only treat its acknowledged members as
equally capable ofprovidingpersuasive and decisive reasons, and must do more than be
open to the expression ofmultiple points of view; it must also take active steps to ensure
that alternative points of view are developed enough to be a source of criticism. That is
not only must potentially dissenting voices not be discounted they must be cultivated
(emphasis added).58

It is no doubt frequently the case that teachers and students are not “equally capable of
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providing persuasive and decisive reasons”, especially if by this one means equally capable across

all contexts. But the point here is more what ideals ought to govern the enterprise of teaching

students that x is the case. There will be contexts in which the experience of a student is

sufficiently different from those who advance claims to grant her an insight that others lack. And

these contexts are difficult, if not impossible for teachers to predict. More to the point, perhaps,

is the fact that opportunities to raise objections, test hypotheses, and offer criticism are

fundamental starting points for developing the intellectual virtues and critical dispositions that are

constitutive of epistemic independence. If potentially dissenting voices need to be cultivated for

their role in professional criticism, as Longino suggests, let us begin this process of cultivating

reasonable dissent sooner than we do at present. Let us begin with children and adolescents

rather than with novice professionals whose freedom to disagree may prove harder to ensure.

Now on to the third issue specified at the outset of this chapter, that of the implications

for fostering epistemic independence to arise from the problem of vindicating reason.

VINDICATING REASON BY MEANS OF DIALOGUE

In two of Kant’s minor political essays, What is Enlightenment? and What is Orientation

in Thinking? autonomy is construed as intellectual freedom in debate.59 Kant, here, defines

enlightenment as “the practice of autonomy in thinking.”60 Enlightenment, he says, is a process

whereby individuals begin to emerge from natural and social forms of heteronomy, not as

individuals, but as “a people”.6’This stress on community is something of a deviation from the

picture of Kant found in many commentaries that depict autonomous action as “the pursuit of our

deeper or more substantial preferences.”62 The unit of analysis has been that of the individual

engaged in a solitary exercise of practical reasoning. Kant can be read in another way, especially

if some attempt is made to connect remarks from these political writings with the Critique of

Pure Reason, the Groundwork and the Critique of Judgment.63 The view that then emerges

stresses the public and intersubjective aspects of critical reflection, and the role this criticism

plays in the vindication of reason.

There is, in What is Enlightenment? and What is Orientation in Thinking?, the promising

suggestion that autonomy is best understood in terms of the public use of reason.64 The



209

argument is an unusual sort of communitarian one which states that autonomy, in addition to

being a regulative ideal, is a set of practices that require for their exercise (and are presupposed

by) a community characterized by respect for intellectual freedom. On this view, because there

are no antecedently given standards that would vindicate reason, standards must be constructed

in on-going and unrestricted debate. What makes this an odd sort of communitarian argument is

the lack of any attempt to ground the standards of reason in a particular community. This is not a

relativist or historicist thesis as much as a minimalist one, which, in steering a middle course

between foundationalism and radical skepticism, offers the image of debating citizens as the

defining metaphor of reason. Indeed, according to O’Neill, Kant’s account of intellectual

autonomy just is his account of reason: “Reason is nothing but the principle that informs

practices of autonomy in thinking and doing.... [Kant] claims that only the principle of autonomy

in thinking can have any general authority; hence autonomy is all there is to reason.”65

In the Critique ofPure Reason we also find a picture of reason which stresses its public

and reflexively critical aspect, its self discipline, and constraint.

Reason must in all its undertakings subject itself to criticism; should it limit freedom of
criticism by any prohibitions, it must harm itself; drawing upon itself a damaging
suspicion. Nothing is so important through its usefulness, nothing so sacred, that it may
be exempted from this searching examination, which knows no respect for persons.
Reason depends on this freedom for its very existence. For reason has no dictatorial
authority; its verdict is always simply the agreement offree citizens of which each one
must be permitted to express without let or hindrance, his objection or even his veto.66
(emphasis added)

This passage raises several questions. First, how does the very existence of reason depend

on the public freedom of criticism? Second, in what sense does reason have no dictatorial

authority, aside from the verdict of free citizens? The answer to these questions must begin with

Kant’s anti-foundationalism.

In the first Critique Kant poses an ironic question: what is the authority of reason? His

answer is, as we have seen, that reason has no dictatorial authority; “its verdict is always simply

the agreement offree citizens, of which each one must be permitted to express without let or

hindrance, his objection or even his veto.” What makes the question ironic is that reason is being

asked to vindicate itself an impossible task it would appear. If the vindication is provided by
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reason, the vindication fails due to circularity. If the vindication is not reasoned, it is no

vindication of reason. The question of reason’s authority remains. In his attempt to vindicate

reason Kant wished to avoid the errors which had plagued others’ efforts in this regard. There

are three sorts of error which concerned Kant. First, it would be unreasonable, he says, to ground

one’s belief in occult entities or other mysterious authorities. This is the error of Descartes’

theism.67 It is unreasonable also to suppose that thinking can be wholly arbitrary, or “lawless” as

Kant put it. This is the mistake today of Baudrillard and other radically skeptical post-

modernists.68Finally, it is unreasonable to assume that the principles of reason need only reflect

some local authority, or conventional practice, a view held by Rorty.69 The first and third

attempts at vindication fail because they appeal to external authorities whose own authority is

dubious. The second fails because it offers no vindication at all. On Kant’s view reason is

vindicated because it is law-like without submitting to any “alien” authorities. It is neither

arbitrary or subservient. It is lawfl.il, yet assumes no lawgiver. It is not the anarchy of well known

defenders of Kant such as Wolfi for such anarchy amounts to little more than lawless self

assertion.7°Nor is it a matter of grounding one’s belief in the alien authorities of church, state, or

tradition, as Burke thought we must.7’

The puzzle of how one might provide a non-circular, yet reasoned vindication is the main

theme in the last pages of the Critique of Pure Reason. In the “Transcendental Doctrine of

Method” Kant proposes in metaphorical terms a modest beginning to the task of building a

conception of reason that can satisfy reason itself Rather than attempt, as others have, to build a

monumental structure resting on solid foundations, Kant insists that a less ambitious undertaking

has a greater chance of succeeding, not least because we lack both the materials for a grand

edifice and the means for co-ordinating the actions of workers who each possess a different

blueprint from the other. The problem is one of conceiving the most suitable model of reason in a

world characterized by a plurality of conflicting interests and perspectives.

If we look upon the sum of all knowledge of pure speculative reason as a building for
which we have at least the idea within ourselves, it can be said that in the “Transcendental
Doctrine of Elements” we have made an estimate of the materials, and have determined
for what sort, height and strength of building they will suffice. Indeed, it turned out that
although we had in mind a tower that would reach the heavens, yet the stock of material
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was only enough for a dwelling house—just roomy enough for our tasks on the plain of
experience and just high enough for us to look across the plain. The bold undertaking had
come to nothing for lack of materials, quite apart from the babel of tongues that set
workers against one another about the plan and scattered them across the earth, each to
build separately following his design. Our problem is not just to do with materials, but
even more to do with the plan. Since we have been warned not to risk everything on a
favorite but senseless project, which could perhaps exceed our whole means, yet cannot
well refrain from building a secure home, we have to plan our building with the supplies
we have been given and also to suit our needs.72

In the midst of these metaphors of construction we find reference to the problem of

plurality and conflict—the babel of tongues has set workers against one another and dispersed

them across the plain of experience. This theme of plurality and conflict is also discussed in

metaphorical terms, not of construction, but of legal trials where contending parties appeal to the

law via debate. Kant speaks of “the tribunal of reason” in terms which stress the necessity of

interpretation and judgment, not the mechanical application of law. Kant makes clear that rules of

any sort, including logical rules, are not self applying. Though tribunals may be furnished with

laws, principles and precedents there is no algorithmic method for their application. O’Neill

comments:

To have a tribunal is not to have an algorithm that the tribunal follows. If that were what
tribunals did they would be redundant. Tribunals deliberate and reach verdicts; there are
moves that they may not and had better not make as they move toward a verdict, but their
charters and procedures do not fully determine every move.73

The tribunal of reason is also furnished with certain materials—the manifolds and forms

of intuition, categories of understanding, empirical concepts and algorithmic procedures in logic

and mathematics—but these are insufficient to constitute the authority of reason or fully

determine what is reasonable. Since the elements of human knowledge are not self constructing,

they must be combined according to some plan or blueprint, even though no single plan is agreed

to by those who need to reason together. In the absence of pre-established harmony between

reasoners Kant offers only the idea of discipline, a sort of “negative instruction”, that guards

against error, where reason disciplines itself by means of uncoerced communication and debate.

This negative instruction is provided by the simple requirement that in debate any principles of

reason which we employ must be of the sort that it is not impossible for others to follow; “any

principle of thinking and acting that can have authority cannot enjoin principles on which some
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members of a plurality cannot (not “would not”!) act.”74

Though Kant does insist that enlightenment is to be achieved through the communicative

efforts of the larger community it should be emphasized that Kant is not merely offering a version

of the familiar Millian thesis that broad and free discussion will increase the likelihood of the truth

emerging. Traditionally, liberal views like Mill’s hold that wide ranging, unfettered discussion

will lead to new discoveries, reduce the number of false beliefs, or encourage us to hold our

beliefs with greater flexibility. These instrumental justifications of free speech presuppose the

existence of independent standards of reason that are readily at hand. Kant disputes this view of

reason. The operative standards in debate are presumed to be reasonable. On Kant’s view, there

is no reason to suppose these presumed standards are fhlly vindicated, and themselves beyond

criticism. Enlightenment is a gradual process, as yet incomplete, in which a people release

themselves from their immature “reason” by means of free and open debate of a particular sort.

Out of this dialogue emerge standards of reason, that, temporarily at least, have passed the test of

unconstrained intersubjective agreement. O’Neill notes this anti-foundational element in Kant’s

constructivist account of reason:

Reason, on [Kant’s] account, has no transcendental foundation, but is rather based on
agreement of a certain sort. Mere agreement, were it possible, would not have any
authority. What makes agreement of a certain sort authoritative is that it is agreement
based on principles that meet their own criticism. The principles of reason vindicate their
authority by their stamina when applied to themselves... .Reason’s authority consists
simply in the fact that the principles we come to think of as principles of reason are the
ones that are neither self-stultifying nor self defeating in use. The way to find which
principles have this character is to encourage the increasingly public use of reason. Indeed
if reason has no transcendent foundation, there is nothing else that we can do.75

On this view there is a special significance to the claim that constructing the principles of

reason is a collective, and not a solitary task. Nothing can count as a principle of reason if it

demands submission to some unvindicated authority, and anything that does count as a principle

of reason must be one that all persons can accept. It follows then that the principles of reason are

those that can secure the possibility of intersubjective agreement. This does not mean that

consensus must always be reached in discussion before we can be assured we’ve been reasonable.

Rather, principles of reason must, in principle, be the sort to which all can agree. This also does



213

not mean that the principles of reason are only those that people actually do follow. Kant is not

grounding reason in actual consensus, or in the conventions of a historical community. He

grounds reason in the repudiation of principles that preclude the possibility of intersubjective

agreement and communication. In essence Kant’s account of reason can be expressed simply in

terms of the categorical imperative applied to communication: “Act only on that principle

through which you can at the same time will that it be a universal law.”76 Thinking, as well as

acting, faces a simple and general constraint: adopt only principles that others can adopt and

follow.

This discipline of reason, then, cannot be external; any thinking that submits to an

external authority is at best deficient, subject to alien causes. Reasoning that is premised on

external authorities is what Kant called a “private use of reason”, in the sense of being a use

restricted (privatus) by its submission to authority. Kant was well aware that such reasoning had

its place, but nevertheless insisted that it could not serve as an adequate model of reason. Kant

offers the following as examples of the private use of reason: the speech of officers to troops, of

ministers to their congregations, or of government officials to taxpayers. These communications

contain a tacit, and unjustified premise of submission to the authority of office. The private use of

reason is further distinguished by its particular audience, one which has been restricted and

defined by an authority. When Kant speaks of the communications of officials being private,

private should not be taken to mean merely personal. Rather, what is private is the audience

whose limited size is the result of a decision by some authority, whose restrictions may extend

beyond size, and come to define the range of permissible opinions. O’Neill describes the

limitation in the following way:

A communication that presupposes some authority other than that of reason may fail to
communicate with those who are not subject to that authority; they can interpret it, if at
all, only on the hypothesis of some claim that they reject. At some points in debates about
such communication argument must stop and authority be invoked. Communications that
cannot, however disseminated, reach those who do not accept or assume some authority
are not full uses of reason at all. Communications that presuppose no external authority
are even if they aim at and reach only a small audience, fit to be public uses of reason.77

An interesting feature of this argument is that it can be used to evaluate the
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communications between a teacher and her students. Such communications often presuppose

some unvindicated external authority. Empirical research on classroom practice reveals the

infrequency with which teachers offer epistemically relevant justifications for the knowledge

claims they wish to advance. Analyses of classroom discourse show that teacher talk discourages

genuine inquiry, and fosters either a reliance on authority as the ground for belief; or an

indifference to the claims of teachers. The classroom audience is restricted in Kant’s sense, as is

the freedom to reason. By contrast, the classroom could conceivably be a place in which the

criterion of publicity is given more weight than it typically enjoys. Reasonableness in the

classroom could be modelled on the sensus communis found in the Critique of Judgment, and

could be more governed than they are by the three maxims which, on Kant’s view, allow reason

to be law-like without any lawgiver, save the “agreement of free citizens.” These maxims insist

first that agents think for themselves; second, that they think from the standpoint of everyone

else; and third, that they think consistently. The first of these maxims rules out heteronomous

submission to “alien” authorities. If not buttressed by the second, the maxim of always thinking

for oneselfmight encourage the arrogant solipsism that worries Telfer. The third maxim promises

to balance the contradictory relation between the “lawlessness” of the first and the “lawlikeness”

of the second by introducing the necessity of revision when beliefs conflict. Taken together, these

maxims supply the self-discipline of reason, in which lawfiulness minus the lawgiver is realized

within a community of inquirers. Reason here is not an abstract principle, but as O’Neill says, a

“process that neither submits to outside control nor fails to acknowledge differences of opinion

and practice, and that treats resulting contradictions and tensions as an indefinitely extended

demand for revision.”78 Kant’s vindication of reason, in the end, is a vindication of reasoning,

free of coercion or a reliance on unvindicated external authorities.

One should not conclude from this that reason is an all or nothing affair; even private uses

of reason cannot be wholly arbitrary and still remain intelligible. Private uses of reason rather

impede the development of public uses of reason. Enlightenment is a process, albeit one without

end. In this process, insofar as they are intelligible, private uses of reason are “incipiently public,”

and can become more frilly public by means of communications that aim beyond a restricted
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audience to universal debate.

In sum, the standards of reason, like Peircean truth, are those that would be agreed to in

the long run. What ensures that there will be a long run, at least on the Kantian view offered by

O’Neill, is that parties to communication employ public and not private uses of reason. The

Enlightenment Kant spoke of was a process more than an end-state, in which human beings, not

yet enlightened, employ the “nearest-to-public” uses of reason available to them.

CONCLUDING REMARKS

Throughout this thesis it has been my aim to elucidate the nature of intellectual autonomy

and demonstrate its value as a goal of education. That the nature and value of epistemic

independence has been under appreciated is in some measure due, I suspect, to the extremism

that has characterized discussions of intellectual autonomy over the last few decades. For that

reason my argument has attempted to steer a course between a variety of polarized positions.

There are some who have, in my view, underestimated the value of intellectual autonomy, or

supposed our reliance on cognitive authorities and existing epistemic standards is entirely

unproblematic. Among these are several who have, I think, exaggerated the epistemic prospects

of the individual who would follow their advice and rely uncritically on the testimony of others.

Conversely, some simply fail to appreciate that testimony is one of the chief means by which we

come to know. There are also educationists who, in my view, have underestimated the capacity

of children to benefit from educational arrangements that acknowledge and seek to extend

whatever autonomy children may already possess. To the extent their arguments have been

persuasive there must appear to be little reason to promote intellectual autonomy in schools. My

position, in contrast, acknowledges the rational capacities of children, and recognizes the

contribution of internalist intuitions to our sense of being justified in belief without viewing the

internalist condition as necessary or sufficient for justification. For all that it is still a good thing

for an agent to know what justifies her belief and this concession alone is enough to provide a

prima facie case for including the practices of epistemic justification among the goals of

education. In order to prepare children to be epistemically virtuous they must have some sense of

what is to count as being justified. It is this sense of what it is to be justified in belief that helps to
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underwrite belief on testimony, and gives the concept of being justified the hold on us that it has,

and deserves. By means of experience in the practice of attempting to justify beliefs children may

come to possess the concept of being justified in holding a belief To have this concept and feel

its force is to be committed to epistemically responsible action. So an initiation into our social

practices of justification will provide not only a sense of what has to be specified in order to

succeed in justifying a belief; in meeting challenges, etc., it will provide the experience necessary

for developing a particular rational passion, a commitment to holding one’s beliefs on the basis of

good reasons. Even externalists admit there is a place for this, for it is obvious that the world is

not so free of error and distortion that all we ever need to do is trust what others tell us. There is

a place for thinking about what to believe, even if some philosophers have exaggerated the need

to examine critically the claims that are put before us.
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