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Abstract

This thesis investigates the effect of buoyancy forces on jets in a crossflow, with specific

application to kraft recovery furnaces. Both experimental and numerical studies are pre

sented. Experiments were conducted to investigate the concentration profiles of variable

density slot jets issuing into a confined crossflow. A recently-developed multigrid com

putational fluid dynamics code is used to find the flow pattern of variable density jets in

a crossflow. The governing equations of motion for non-isothermal flow, i.e. mass con

tinuity, Navier-Stokes equations, and energy equation, are discretized using the control

volume technique. The turbulence phenomena are modelled using modified k -- f equa

tions. The validity of the code for variable density conditions is verified by comparison

with experimental results. Numerical modelling of two-dimensional slot jets in crossflow,

simulating the primary air jets in the kraft recovery furnace, is carried out. The effect

of buoyancy force on the penetration and spread of these jets is investigated. It is found

that, for horizontal jets being issued into an upwards crossfiow, excluding the buoyancy

force from the momentum equation results in under prediction of the jet penetration and

spread. The effect of buoyancy force on the penetration of the jet is found to be signif

icantly affected by the orientation of the jet and the crossifow. The effects of buoyancy

force on the flow field of three-dimensional single jets and a row of jets issuing into a

crossflow, which simulates the tertiary air jets in a kraft recovery furnace, are investi

gated. The penetration of the row of jets is found to be more significantly affected by

buoyancy than is the penetration of a single jet. Numerical simulation of the flow field

inside the full kraft recovery furnace is carried out. The gross features of the gas flow

fields inside the furnace for cases both with and without the buoyancy force are similar.
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Chapter 1

Introduction

To study the effect of density variations and buoyancy force on the interaction of a

jet with a crossflow, which is relevant to the design and operation of a kraft recovery

furnace, it is first necessary to describe the furnace and its functions. Understanding

the complexities of the processes involved clarifies the need for numerical modelling as a

means to investigate alternative operating conditions and furnace designs.

As measurement is not easily possible in a kraft recovery furnace during operation,

Adams (1987) advocates the use of isothermal flow physical models for optimizing the

design of the furnace. Such small scale models have been used to determine such things

as the air jet penetration, mixing efficiencies, and velocity profiles. To date much of the

information available on the gas flow patterns in the kraft recovery furnace is based on

such isothermal flow modelling of these furnaces. The limitation of the isothermal scale

models is that buoyancy force effects, and other effects due to variable density in the

flow, are not present.

In subsequent sections a brief description of the kraft recovery furnace is given. Then,

a review of the literature relevant to modelling of the kraft recovery furnace and the

effect of variable density and buoyancy force on jet in crossflow is presented. Finally the

objectives of the present investigation are identified.
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Chapter 1. Introduction 2

1.1 A Description of the Kraft Recovery Furnace

The kraft recovery furnace is an integral part of the pulping process. The main function

of this combustion unit is to burn ‘black liquor’, which is a by-product of the kraft pulping

process. By burning black liquor one may both recover inorganic chemicals involved in the

pulping process and produce steam. An efficient combustion process reduces pollutants,

such as hydrogen sulfide and carbon-monoxide present, in the combustible gases. Detailed

description of kraft recovery furnaces, the physical and chemical processes occuring in

a furnace, and the considerations that go into their design, are given by Grace (1985),

Blackwell (1990), Barsin (1989), and Adams and Frederick (1988).

The kraft recovery furnace is a large and expensive piece of equipment. A typical

kraft recovery furnace is lOm by 10 m in cross-section and about 40 m high. Due to the

high fouling rate of the black liquor, recovery furnaces require larger heat exchange areas

than other industrial furnaces with the same steaming rate. For a mill producing 1000

ton per day of pulp, the approximate cost of the furnace is $80 million (Jones, 1989).

Due to the high capital cost of the furnace and the furnace’s potential for producing air

pollution, its efficient operation is of utmost importance.

The walls of the furnace are composed of numerous vertical tubes that are insulated

on the outside. The top of the furnace is partially blocked by the bullnose. The purpose

of the bullnose is to direct the flow of gas over the superheater and to shield the heat

transfer surfaces from the direct radiation from the combustion in the lower furnace. A

schematic of a typical kraft furnace is shown in Figure 1.1.

The builnose side of the furnace is referred to as the back of the furnace. In this

investigation the furnace cavity, which extends from below the bulinose to the furnace

floor, is the region of interest. The region above the bulinose is usually referred to as the

convective heat transfer section. The main mechanism of heat transfer in the furnace
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cavity is by radiation from the gases to the furnace walls. Water passing through the wall

tubes absorbs the generated heat. At the exit from the furnace cavity the gases come in

contact with the superheater, followed by the boiler bank and the economizer.

Black liquor, a by-product of the pulping process, is the fuel fired in the kraft recovery

furnace. Dilute black liquor is recovered during washing of pulp. The solid portion of

black liquor is composed of about 5O% organics from lignin materials in the wood, and

50% inorganics from spent pulping chemicals; the exact composition of the black liquor

depends on the wood species processed. Iii a pulp mill with a capacity of 1000 tons per

day, about 15 kilograms per second of black liquor is fired. The liquor is sprayed into the

furnace through nozzles which are located on the walls about 4 meters from the floor.

The inorganics and unburned organics form a char bed on the floor of the furnace.

Maintaining a constant height of the char bed is important to the smooth operation of

the furnace. Generally the ultimate capacity of the recovery furnaces is limited by two

factors:

• The ability of the furnace to burn all the liquor that is sprayed into it without

having the bed grow uncontrollably.

• The ability to prevent carryover. Carryovers result in plugging of the gas passages

through the superheaters and boiler bank.

Therefore one of the main considerations in the design and operation of kraft recovery

furnaces is the way in which combustion air enters the furnace. This is the topic of the

next section.

1.2 Air Delivery System

The black liquor sprayed into the boiler requires oxygen for combustion. This oxygen is

supplied in the form of air force through rectangular ports that are distributed on the



Chapter 1. Introduction 5

furnace walls. These ports are formed by bending several of the wall tubes, and cutting

longitudinal holes in the tube walls. In order to minimize the number of tubes that

require bending, these ports are in the shape of slender vertical slots. The functions of

the combustion air are:

• To provide sufficient air for complete combustion,

• To provide appropriate reduction environments in the lower furnace and oxidation

environment in the upper furnace,

• To control the bed shape,

• To minimize carryover.

To fulfill these requirements in a modern recovery furnace, the air is introduced into the

furnace at three different levels. The primary air ports are located just above the floor

of the furnace, typically on all four walls. The primary air supplies about 40% of the

total air for combustion. The secondary air ports are located about two to three meters

above the floor, just below the liquor spray nozzles, on two or four walls. Secondary

air supplies additional air to complete the combustion of the liquor on the char bed.

Tertiary air ports are located about ten meters above the floor, usually only on the front

and back walls. They are placed above the level of the liquor spray nozzles. Tertiary

air supplies about 20%of the required combustion air. The function of the tertiary air

jets is to provide adequate oxygen and the mixing required to complete the combustion

of unburned fuel. In a typical size kraft recovery furnace, about 50 kilograms of air

per second is introduced into the furnace. As stated by Lefebvre and Burelle (1988)

it is thought to be desirable that the gases above the tertiaries have relatively uniform

velocity and temperature profiles.
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Kraft recovery furnaces differ from other combustion devices in a number of ways.

These differences impose certain operating constraints that make the efficient operation

of the furnace a complex task. These matters are the subject of the following section.

1.3 Operational Problems of the Kraft Recovery Ftirnace

One of the important features of the kraft recovery furnace, which imposes severe con

straints on its operation, is the separate introduction of the fuel and oxygen. Optimum

mixing of the fuel and oxygen is essential for improved efficiency of the boiler. The de

sign of the air distribution system is affected by the variety of tasks that the furnace

has to fulfill. The completion of the reduction reactions in the bed for recovery of the

inorganics, the control of the size of the bed, and the complete combustion of organics

are among the many tasks of the system. The evaluation of the size, number, and the

location of the air ports is mainly based on the oxygen requirement of the furnace. The

production in the pulp mill is often limited by the amount of black liquor that the re

covery furnace can burn. Increasing the liquor throughput beyond the capacity of the

furnace or incorrect operation of the boiler results in an excessive amount of carryover.

Carryovers are partially burned black liquor or smelt drops. Upon leaving the furnace

cavity, carryovers build up on the heat exchanger surfaces and cause blockage of the gas

flow passages. Incorrect operation of the furnace may also result in the emission of large

amounts of reduced sulfur species (H2S). Elimination of other pollutants such as carbon

monoxide in the furnace can be achieved through better mixing> or by increasing the

amount of excess air. Usually about 30% to 50% excess air is used beyond stochiometric.

However, the increased air can augment the problem of carryover. Incorrect operation of

the furnace can also cause high levels of corrosion in the furnace.

Operational problems can be corrected to some extent by modifying the operating
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parameters such as air jet location and geometry, air flow ratio between the three levels

(primary, secondary, tertiary), liquor gun location, and black liquor spray characteristics.

Variations of air or fuel flow while the furnace is in operation can lead to dangerous

conditions if care is not taken. For this reason, too, there is a need to predict the flow

characteristics in a furnace.

Much of the available information regarding the flow patterns inside kraft recovery

furnaces is based on physical scale models of these furnaces. Scale models are useful

flow visualization tools (Khalil (1982), Perchanok et al. (1988 ,1989), Bianca et al.

(1981), Patterson and Abrahamsen (1962), Spalding (1962)). Water or air at room

temperature is the fluid usually used in these models. To preserve similarity between

the scale model and the prototype, investigators such as Thring and Newby (1952) and

Davison (1968) have suggested that scaling parameters be applied to the inlet velocities

and/or air port dimensions, to allow the simulation of density/temperature differences

between the incoming air and the upgoing gases in the furnace.

Investigators such as Chapman and Jones (1990), and Ketler et al. (1993), have

reported valuable information regarding the flow patterns in the recovery furnace based

on their experiments in the scale models. For example, they have reported the presence

of large recirculating flow regions and unsteadiness which makes measurements in these

models difficult. The flows that are created with this technique are ‘cold flows’, as they

do not include the effect of temperature distributions and complicated chemical and

thermal processes inside the furnace. Before using the information obtained from scale

models in the design of the full scale furnace it is essential to understand the effect of

buoyancy forces on the flow field of the furnace. Due to the complexity of the flow and

the multitude of processes underway in the recovery furnace, there are few analytical

techniques available for the prediction of the gas aerodynamics inside these furnaces.

Therefore, the use of computational fluid dynamics is an important tool for predicting
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flows in recovery furnaces.

Although some studies of the effect of density variations on the flow of a jet in a

crossflow have been carried out, most of the findings are not of direct application to the

kraft recovery furnace. A review of the available literature is the topic of the next section.

1.4 Literature Review

The literature that is of relevance to this study can be classified into two categories:

1. Previously developed models of the kraft recovery furnace

2. Studies of the effect of density variations on jet in crossflow

A summary of this literature is presented below.

The application of computational fluid dynamics to the kraft recovery furnace has

intensified over the last decade. A fairly recent comprehensive summary of mathematical

models of recovery furnaces is given in the Ph.D. thesis by Jones (1989). The focus of the

earlier models is on the chemical processes inside the furnace. The flow field is assumed

to be one-dimensional or it is imposed. As these models do not deal with the three

dimensional nature of the gas flow patterns, temperature, and species concentration, the

relevance of their predictions to the highly three-dimensional flow field in the recovery

furnace is questionable.

The simulations by Jones (1989), and Grace et al. (1990) are among the first in this

field. Those simulations used a commercially available CFD code, FLUENT. Simplify

ing assumptions were made in the representation of the actual furnace. The focus of

their work was the development of a three-dimensional model of the furnace, including

the chemical and thermal processes. No attempt was made to isolate the effect of the

buoyancy force on the flow characteristics.
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Though valuable insight has been gained through these simulations, their numerical

solutions were not efficient in computer time nor completely satisfactory. The computer

time required to achieve this convergence is too long for a feasible parametric study.

A comprehensive summary of the semi-empirical methods developed to solve the

problem of the buoyant jet in crossflow is given by Wright (1977). The main drawback of

these models is that they require empirical relationships for such variables as the rate of

entrainment of ambient fluid by the jet, or the rise of the jet. For flow conditions similar

to the stack plume, Wright (1977) has proposed an empirical equation to estimate the

distance a jet has to travel into the crossflow before buoyancy effects and momentum

effects become equally important. For the same parameter and similar flow conditions,

Chu and Goldberg (1974) have proposed a different expression.

Abramovich (1963) and Niessen (1978) have reviewed the literature on the effect of

buoyancy on a jet injected into a crossflow of different density. Their reviews indicate the

high degree of empiricism in these correlations. in some cases (e.g. Gray and Robertson

(1956)) the experimental conditions are not clearly stated.

Niessen (1978) has developed an empirical correlation to compare the magnitude of

the buoyancy and drag force exerted on a jet. The relationship relies heavily on the

empirical value of the effective drag coefficient. Niessen has specified a range of 1 to 5

for this value. No basis for this assumption is presented.

The existing empirical correlations do not compare well with each other and their

simple boundary conditions are not comparable to the situation in recovery furnaces.

Haniu (1979) has summarized the experimental data available on the measurement of

buoyant jets in crossflow. The bulk of data on buoyant jets, however, is from studies on

cooling tower plumes. Up to 1979, data on the velocity distribution across buoyant jets

in crossflow were scarce. The measurement of velocity and temperature distributions for

a two dimensional buoyant water jet injected into a crossflow, by Haniu (1979) is among
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the first in this field. Haniu (1979) and Ramaprian and Haniu (1983) have reported the

presence of a recirculation bubble and reported that the flow two dimensionality breaks

down for exit Richardson number (defined as Rig,, = ((p — p)/p)gD/1’,2)larger than

0.14. The maximum temperature difference between the jet arid the crossflow was 40°C.

As the subject of variable density jets injection into a crossfiow has practical appli

cation in the design of gas turbine blades with film cooling, some investigations of ‘film

cooling effectiveness’ are of interest. These studies are performed at low mass ratio of

jet to crossflow (defined as G pV3/pU) and therefore are riot directly applicable to

the kraft recovery furnace. However, they can provide some generat understanding of the

effect of density differences.

Ramsey and Goldstein (1971) introduced a circular heated jet at angles of 90 and

35 degrees to the crossfiow (streamwise direction) for a range of jet to crossflow mass

ratios (0.1< G <2.0). They report that the maximum temperature occurs at or near

the wall for G = 0.1 while for C = 2.0 the maximum is at a height greater than two jet

diameters above the wall even quite close to the jet exit. Based on their experimental

results they concluded that increasing the mass ratio C influences the wall temperature in

two counteracting ways. The increased jet flow and resulting increased enthalpy addition

to the stream tend to increase the temperature while the increased penetration moves

the path of the jet’s maximum temperature farther from the wall and tends to lower

the wall temperature. The first effect predominates at the lower mass ratios (G 0.5).

At larger mass ratios the effect of increased penetration causes the wall temperature to

decline with increasing mass ratio G. At C = 2.0 the jet penetration is such that the jet

has very little effect on the wall temperature.

Kamotani and Greber (1972,1974) conducted experiments on a single, and a row of,

circular heated jets injected upward into a crossflow. The experiments indicate that in

the well-mixed downstream region, the temperature decay of a single row of jets, for
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moderate spacing, is similar to that of a two-dimensional jet

Goldstein (1971) has summarized the studies conducted in film cooling effectiveness.

Among the most recent studies on variable density film cooling, the work of Hass et al.

(1991), Kikkawa et al. (1989), Amman et al. (1989), and Pietrzyk et al. (1989) can

be mentioned. These studies concern the measurement of the jet fluid concentration at

the wall (equivalent to film cooling effectiveness), except for the work of Pietrzyk et al.,

which investigates the effect of density ratio on the hydrodynamics of film cooling. rp

jet is often injected through a row of circular openings and the triass ratio of the jet to

crossflow is small (less than 1.5).

For example, Hass et al. (1991) have reported that the film cooling effectiveness

increases as the ratio p3/p increases, at the same mass flow ratio of jet to crossflow.

Similarly, based on their experimental work injection through a row of rectangular holes,

Kikkawa et al. (1989) reported that film cooling effectiveness on a turbine blade for nor

mal and inclined injections increases by increasing the density ratio. However, Amman

et al. (1989) report that for jets injected normally into the crossflow the effectiveness

over the flat plate at a fixed mass ratio, is insensitive to the variation of density ratio,

whereas for inclined injection there is a strong dependence.

Pietrzyk et al. (1989) have measured the effect of density differences on the velocity

field for a row of inclined jets issuing into a crossflow, at mass ratio of jet to crossflow

G = 0.5, and jet to crossflow density ratio of 2.0. Comparing the data with two unit

density cases with momentum flux ratios that bracketed the high density case, they

report that downstream of the hole, the dense jet has lower velocities in the near wall

region than either unit density jets. Farther downstream the velocity field of the dense

jet compared well with the unit density case with the same mass flux ratio.

The literature indicates that numerous parameters such as angle of injection, jet

geometry, mass ratio, momentum ratio and density ratio play a role in the jet-in-crossflow
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flow.

Andreopoulos (1983) presented results for mean temperature in a heated jet issuing

perpendicularly into a cold air stream, for velocity ratios of 0.25, 0.5, 1, and 2. The mean

temperature profiles at the jet exit were found to be quite non-uniform at low velocity

ratios, indicating the mixing between the cold and hot fluids.

Sherif and Pletcher (1989) measured the velocity and temperature fields of a heated

circular water jet injected vertically into a crossflowing stream in a water channel. The

range of velocity ratios tested was from 1 to 7 with the jet discharge temperatures 28

to 40°C higher than the crossflow temperature and the exit densirnetric Froude number,

defined as Fr = Vj/gS(1 _p/p)h/2, ranging from 9 to 63. Based on their measurements

of temperature they reported that the initial mixing region between the jet and the

crossflow gets shorter for larger velocity ratios with better mixing at higher velocity

ratios. Therefore, as shown by the experiments of Sherif and Pletcher, even at high

values of jet exit Froude number (Fr > 10), where originally the momentum forces

dominate over the buoyancy forces, further downstream the effect of buoyancy force can

alter the flow field.

Most of the published work on jets in crossflow has concentrated on unconfined prob

lems. The problem of jet in confined crossflow recently became of interest to combustor

flow field researchers (Ferrell et al. (1984, 1985), McMurry et a!. (1987), and Ong et

al. (1986)). However these investigations considered the problem of isothermal jets in

confined crossflow.

Chao and Ho (1992) have investigated numerically the behavior of circular heated

jets injected vertically into a tubular confined swirling and nonswirling crossflow for

application to coinbustors. In the case of the heated jet, the maximum temperature

difference between the crossflow and the jet was 150°C. They reported that the jet

penetration increases with the velocity ratio of jet to crossflow. The decay of maximum
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Figure 1.2: Schematic presentation of a cold jet in a hot crossflow. ‘Stable’ and ‘Unstable’
refers to the interface of the jet and crossflow at the top and the bottom.

jet concentration at a constant jet to crossflow velocity ratio is nearly independent of the

temperature difference between the jet and the crossflow.

1.5 Purpose and Scope of the Present Work

The literature review has shown that there is a lack of information on the effect of

buoyancy force on the flow field of a variable density jet injected into a crossflow, for flow

conditions similar to those in recovery furnaces.

To analyze the effect of buoyancy force on a jet in crossflow, consider the schematic

of a cold jet entering a hot crossflow presented in Figure 1.2.
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Upon entering the hot crossflow, the jet mixes with hot fluid and expands because

of temperature increases at nearly constant pressure. However before mixing between

the jet and crossflow is complete, the buoyancy force acting on the jet can pull the

jet downward. Additionally the presence of stratifications in the flow field, call alter the

generation or destruction of the turbulent kinetic energy (k) and the rate of its dissipation

(c). In general, the presence of unstable stratification, (when the heavy fluid is above

the light fluid), enhances the generation of turbulent kinetic energy, and the presence of

stable stratification dampens it (Reynolds 1974).

In large geometries such as recovery furnaces, where large regions of low velocities

are present (Adams, 1987), the effect of buoyancy force should not be judged only by its

value at the jet exit plane. The presence of combustion and radiation processes can cause

further non-uniformity of the temperature distributions. In recirculation regions where

velocities are generally low, these rion-uniformaties can enhance the effect of buoyancy

forces.

The available theoretical and experimental literature on the variable density jet in a

crossflow deals mainly with circular jets and low mass flow ratios. Furthermore, when

the density ratio of jet to crossifow is varied in these studies, the mass and momentum

flux ratios are simultaneously changed. Therefore it is not possible to isolate the effect

of the buoyancy force.

These conditions are remote from those prevailing in the recovery furnace. The specific

needs of kraft recovery furnaces, such as the use of large rectangular jets of high density

injected into a non-uniform low density crossflow in a large flow domain, have not been

addressed.

A review of numerical modelling of recovery furnaces highlights the inefficiency of the

standard numerical techniques in simulations of large flow domains where a large nuin

her of grids is required. This problem is exacerbated in simulations of recovery furnaces
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due to large differences in the dimensions of the air ports and the furnace. To resolve

each of the ports within such a large domain, a very fine grid relative to the domain

is needed. This requirement increases the computational time arid memory allocation

required. Moreover, it is known that the convergence of most nurrierical schemes deteri

orate and error reduction often stalls as the number of grid points increases. Therefore,

our research group at UBC has been developing a CFD code which has the capability to

model recovery furnaces. Some details of this code will be presented in Chapter 2. Pre

liminary results based on isothermal flow simulations have been reported by Salcudean

et al. (1992) and show fast convergence.

The above considerations indicate the need for a systerriatic approach to investigate

the buoyancy effects in flow conditions that are of relevance to the kraft recovery furnace.

The effect of buoyancy on the flow field of rectangular jets injected into a crossflow is

investigated numerically. The effect of density variations is included in the calculations

through density appearing as a coefficient in the conservation equations. In addition,

the buoyancy as a body force is included in the vertical momentum equation, arid the

generation or destruction of turbulence due to buoyancy is modelled in the k--c equations.

The concentration field of variable density two-dimensional slot jet injected vertically into

a crossflow for three values of jet to crossflow density ratio of 1, 1.5, arid 4 is measured

using a Flame Ionization Detector. The objectives of this study are summarized below.

1. The experimental objectives were:

• To gain further insight into the behavior of a two-dimensional variable density

jet injected into a crossflow.

• To provide dependable data for comparison and evaluation of numerical pre

dictions.
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2. The numerical study objectives were:

• To gain some understanding of the effect of buoyancy force on the flow of two

dimensional jets, three-dimensional single jets, and an array of jets all injected into

a crossflow.

• To gain a better understanding of the effect of buoyancy force on the flow field

inside the kraft recovery furnace.

• To determine the sensitivity of the flow field of the recovery furnace to the distri

bution of heat sources inside the furnace.



Chapter 2

Mathematical Model and Computational Procedure

An accurate description of the flow of nonisothermal turbulent jets into crossflow requires

the use of equations expressing the principles of conservation of mass, momentum (the

Navier-Stokes equations), and energy. in this chapter the mathematical formulation of

our problem is first presented. The averaging procedure of the Navier-Stokes equations

is briefly described and the k e turbulence model used in this study is reviewed. rllhe

general form of the various transport equations governing the flow is given. Next, the

numerical method and the solution procedure employed are presented.

2.1 Mathematical Model for Jet Flows and Time-Averaging

The governing equations of incompressible fluid mechanics are the conservation equations

of mass, momentum, and energy. In Cartesian tensor notation these partial differential

equations are given by Bird, et al. (1960) and Schlichting (1978) in the following form:

Mass Conservation

op a
= 0 (2.1)

o1 cix

Momentum Conservation

a a op a 1a a
+ —(puu3) = —— + gzp +

+
(2.2)

17
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Energy and/or scalar Conservation

a a a ia
f h— (pOu) = .A (2.3)

Here u3 (i = 1,2,3), p and 0 represent instantaneous velocities, the pressure, and a scalar

respectively. For example, the scalar quantity can represent the temperature, jet concen

tration, turbulent kinetic energy, or its dissipation. t is the molecular dynamic viscosity,

and ) is the molecular diffusivity for the scalar B.

The numerical solution of the above set of equations for turbulent flows in their three-

dimensional, time-dependent form, for flows of practical importance, is not feasible at

present. The speed and storage capacity of present day computers are insufficient for

refined grids required to resolve the smallest scales of turbulent motion. Consequently,

the ensemble or time-averaging procedure (Reynolds, 1974) has to be employed to obtain

equations for average quantities.

In the time-averaging procedure, the instantaneous general variable f is decomposed

into a mean, F, and a fluctuating component, f’, as

f = F+f’ (2.4)

where the time averaged value, F, is defined as

I t+t

F = fdt (2.5)

with the averaging time, Lt much greater than the longest time scales of the turbulent

motion, but shorter than any time scale describing trends in the turbulent statistics.

Introducing the above definitions to decompose u, p, and B into mean and fluctuating

components, and time averaging, we obtain for a statistically steady flow,
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(pU) = 0 (2.6)

a a a lou, ou
— (pUU) —h--- +g1(p

--

p) + ji -—

-

— puu (2.7)

(pOU3)
_ [ () — (2.8)

In these derivations the turbulent fluctuations in density p’ are regarded as negligi

ble compared to mean value of p, thus all the correlations containing p’ in equations

(2.1-2.3) are neglected. For nearly incompressible flows this is a reasonable assumption

(Watkins, 1977). The term pg. in Equation (2.7) is due to the hydrostatic pressure and

p refers to a reference density. Equations 2.7-2.8 contain new unknown terms, puu

and —p’u known as Reynolds stresses and turbulent scalar fluxes. These terms, which

are the products of fluctuating components, arise from the averaging of the non-linear

convective terms in Equations (2.2-2.3). Physically, these terms represent diffusion of

momentum or scalar quantities by turbulent motion. The above set of equations are not

closed, as there are more unknowns thaii equations. In order to obtain a closed set of

equations, some assumptions are necessary to relate the mean products of fluctuating

quantities to existing mean variables. Additionally to complete the set of equations for

the non-isothermal flow the equation of state for the gas should be known. In this study

it is assumed that the gas follows the ideal gas law. Therefore, the relationship between

the gas density and its temperature is (Wylen and Sonntag, 1985):

P
(2.9)

In equation (2.9) R’ is the ideal gas constant for the gas involved.
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If the density variations are due to the changing compositions of two mixing gases,

then the density of the mixture will be defined as:

Pi P2
p = (2.10)

(1 — rni)pi + mip2

where p and p2 refer to the density of each gas at its inlet and m1 and ‘rn2 refer to the

gas mass fraction defined as:

mass of gas 1
m1 (2.11)

mass of mixture

and

m2 = 1 —- m1 (2.12)

2.2 Turbulence Modelling : k — e Turbulence Model

The objective of turbulence modelling is to express the unknown correlations of fluctuat

ing components in terms of mean flow variables and characteristic turbulence properties

in order to close’ the above set of equations. Turbulence modelling has been an active

field of research for many years. The models are approximate and rely on empirical

information.

The k — e model of Launder and Spalding (1974) used in this study, has been most

widely used. In terms of generality and computational economy the model offers the best

compromise at present. It requires the solution of two additional transport equations:

one for the time mean turbulent kinetic energy, k, and another for its dissipation rate,

e. The basis of the k — c model is the eddy viscosity concept. The model assumes the

following relations for the Reynolds stresses and turbulent scalar fluxes:
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/8u, OU,N 2 ( acc
—puu = + + k) 5.j (2.13)

I-it ae—i—— (2.14)
86

Here k is defined as:

k
=

(2.15)

The term involving the Kronecker delta on the right hand side of equation (2.13) ensures

that the sum of the normal stresses is equal to 2k. The term expressing the velocity

divergence ôU/öx, remains in the formulation as this study is considering the non-

isothermal flow of jets in crossflow. The turbulent or eddy viscosity ji has been related

by Prandtl to definable quantities using a mixing length concept and dimensional analysis.

The expression for is:

ILt = Cpk2/E (2.16)

where C is an empirically determined constant of proportionality and a length scale of

turbulence can be defined as:

1 oc k/E (2.17)

so that:

cx k41 (2.18)
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Therefore if the values of k and e are known, the turbulent stresses and turbulent

scalar fluxes can be determined. Exact transport equations for k and e can be obtained

by manipulating equation (2.2). However the resulting equations are of little use because

they contain higher order correlation terms which are unknown. To obtain a closed set,

these terms must be modelled. The standard modelled transport equations for k and

suggested by Launder and Spalding (1974) ignore the terms due to buoyancy force.

These equations written for incompressible flows do not include the terms due to the

divergence of velocity. In this study we employ the k — equations modified by Watkins

(1977). Although including the velocity divergence terms Watkins ignored the terms due

to the production or destruction of turbulence by buoyancy. To include these terms in

our calculations we follow the model suggested by Rodi (1984). The final k — e equations

used in this study are written as:

o a IIeIf Ok 1OU 9U2 8U1
—(pU3k) = --- I — I + iii (-— + -— I -— —
OXi OX3 \ °k OX2 J \ OXJ UX J OX3

28U, / OU,— 11t+Pk) —pE+GB (2.19)

—--(pUe) (--) +C1e/k(G GB)
Ox3 Ox a Ox

_C2T + PG4 ± ClC3(Gk + GB) Rf (2.20)

where Gk is the turbulence production due to shear and GB refers to the production

or destruction of turbulence due to buoyancy. R1 is the flux Richardson number which

is usually defined as the ratio of the production or destruction of turbulence due to

buoyancy to that due to shear. Rodi (1984) has suggested an alternative definition of the
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flux Richardson number which enables a single value of C3 to be used. In mathematical

form Gk, GB, and Rf are defined as fol]ow:

IOU, 0U2\ OU. 20U, / OU.
Gk = (2.21)

\OX Ox, j Ox 3 Ox, \ Ox.

GB = g/3’-9- (2.22)

where /3’ is the volumetric expansion coefficient which for 9 T becomes:

/3’ .!f (2.23)

or for a general function 9 = ‘I’ becomes:

/3’ = (2.24)
po,’J

where following Rodi (1984) Rf is put equal to:

GB
Rf — (2.25)

B

The effective viscosity /.teff is the sum of the laminar and eddy viscosities:

11+ fit (2.26)

The values of the empirical constants appearing in the model are listed in table 2.1.
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Table 2.1: Parameters in the k — model

C C1 C2 ° I U C3 C4
0.09 1.44 1.92 0.4187 1.0 (Cc)C 1.0 0.8 1.0

In stable stratification GB becomes a sink term so that the turbulent mixing is re

duced. In unstable stratification the buoyancy will enhance turbulence since GB is pos

itive. The buoyancy extended version of the k — model suggested by Rodi (1984) has

been used extensively by researchers in the field. Among these are the work of Leschziner

and Rodi (1982), Markatos and Maim (1981), and Franke et al. (1987). Good agreeinent

with the experimental results has been obtained.

2.3 General Transport Equation

The governing equations presented in the previous section can be conveniently repre

sented for numerical purposes by the following general equation:

(pUj4) = E_ + S (2.27)

where is a general dependent variable, F a general diffusivity coefficient, and S a

general source term. For each of the transport equations the particular values taken by

1’ and S4, are given in Table 2.2. The value of Peff in table 2.2 is defined as:

2/ oU\
Fe11 = P + + itt-ã--) (2.28)

2.4 Boundary Conditions

The complete description of the problem requires the specification of the boundary con

ditions. For the problem of turbulent jets in crossfiow considered here, there are four
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Table 2.2: Diffusion coefficients and source terms for the governing equations.

:::
1 0 0

U iUeff ôPeff/OXi + 9/ôx [,u (aU3/ox)j + (p — p)gj

0 ILef1/u8 Heat sources in case of energy equation

k ,Uef f/Uk Gk + °B —

C Peff/ C1E/k(Gk + GB) — C2pe2/k -FC4PCÔUa/ÔX. + CC3E/k(Gk F GB)Rf

types of boundaries. These boundary conditions are explained below.

Inlet plane

The values of all the flow variables, except pressure, are specified at the inlet plane. In

the present study uniform profiles for streamwise velocity, jet concentration, temperature,

k and e are imposed. The cross-stream and lateral velocity profiles are set to zero at the

inlet plane. The inlet values of k and are specified via the turbulence intensity I and

turbulent length scale 1 of the flow entering the domain. As suggested by Lai (1987) the

value of k and e are evaluated from

k = U2I2 (2.29)

(2.30)

Typically I is assigned a value of the order 0.01 - 0.05, while I is made a small fraction

of the dimension of the inlet.

Outlet plane

Zero streamwise gradient condition is applied to all flow variables at the outlet plane.

This condition implies a fully developed flow at the outlet. For this assumption to be valid
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the outlet plane must be located sufficiently far downstream from the recirculating flow

region as to ensure that the flow in the upstream region is not affected by downstream

conditions.

Symmetry plane

The boundary conditions on the symmetry plane are given by zero normal gradient

condition for all the flow variables except the normal velocity, which is itself zero.

Solid walls

The no-slip boundary condition is imposed at all solid boundaries. Additional coni

plications arise at the solid wall boundaries using k turbulence model as the model

ignores viscous effects based on the high Reynolds number assumption. In the vicinity of

solid boundaries due to the no-slip condition, the Reynolds number is sufficiently small

for viscous effects to become important. To correct for this deficiency in the model, the

wall function treatment proposed by Launder and Spaldiiig (1974) is invoked. The wall

function method connects the wall shear stress to the velocity just outside the viscous

sublayer by assuming Couette flow and local equilibrium. The use of this method elim

inates the need to cluster a large number of grid points close to the wall, which would

otherwise be required to account for the sharp gradients present in the viscous sublayer.

The details of this model are not provided here, as they are standard and well described

by other researchers (see Lai 1987, and Djilali 1987).

2.5 Computational Procedure

In this section the solution procedure employed to solve the governing equations presented

in the previous section is discussed. A summarized account is given of the finite volume

method and the staggered grid system used to discretize the equations. An overview of

the iterative algorithm employed and the use of the multigrid technique to accelerate the
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Figure 2.1: Grid arrangement in MGFD code.

convergence, is provided. The criterion for convergence is presented.

2.&1 Finite Volume Formulation and Discretization

To discretize the set of governing partial differential Equations (2.1-2.3) describing the

conservation of mass, momentum, energy, chemical species, turbulent kinetic energy, and

dissipation rate of turbulent kinetic energy, the computational domain is divided into a

number of adjacent control volumes or cells. The resultant finite difference equation set

has to be accurate and stable. To satisfy the requirement of stability, the staggered grid

arrangement for the scalar and velocity variables, suggested by Patankar (1980), is used.

For clarity a two-dimensional lay-out of this grid arrangement is shown in Figure 2.1.
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Extension to three dimensions is straightforward. The location of the grids at which

the variables are to be calculated differs depending on the variable in question. All

scalar variables are calculated at the grid point. In Figure 2. 1. these points are labeled

as E, W, N, S, P. The velocity components U and V which lie between the pressures

driving them, are displaced in the x and y directions respectively to the mid-point of

the boundaries of the control volume surrounding the scalar quantities location. In

Figure 2.1 these points are labeled as e, w, n, s denoting the east, west, north, and south

of the scalar quantity P. This positioning has the advantage that the velocities are

directly available for calculation of convection through the scalar cell walls. Additionally,

the velocity-pressure staggering eliminates physically unrealistic ‘wiggles’ in the solution

domain (Patankar, 1980). The scalar control volumes are the ones centered on grid nodes

such as P. The momentum control volumes are defined around the velocity location and

are split between the two scalar volumes, such that the boundaries normal to the velocity

direction pass through the scalar nodes.

In accordance with the finite volume approach of Gosman (1969), Patankar (1980),

and Anderson (1984), the integration of this general transport equation (2.27) over a

typical control volume can be expressed as:

JJJ{Pu+Pv+LPw]dv =

f JJ [ (r.) +
+ -

(r!)] dV + /fJsdV (2.31)

Using the divergence theorem, the volume integrals can be transformed into surface

integrals:

FeFw+FnF3+FtFb= JJJSdV (2.32)
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where (F6, ..., F) represent the sums of convective and diffusive fluxes across the faces of

a three-dimensional control volume cell with t and b referring to the top and bottom cell

faces. For example the expression for F6 is:

Fe
= Jf (p —

dydz (2.33)

F6 = Ce + Dc (2.34)

where e is the location of the cell’s east face. C6 and D6, the convective and diffusive

fluxs, are:

Ce
= Jf (pU)) , dydz (2.35)

D6
= Jj (_) I dydz (2.36)

Fluxes through other faces can be written in a similar fashion.

The exact integrals in equation (2.31) can be reduced to algebraic forms using finite

difference approximations. This is accomplished by expressing the convective and dif

fusive fluxes across the control volume boundaries in terms of the nodal values of the

dependent variable . This requires that the value of the dependent variable be deter

mined at the control volume faces. Applying central differencing to approximate the

convective and diffusive flux C6 and Dc:

Ce p6U6( (2.37)

x (a) /yAzk (2.38)
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where ‘Ip and 4E are the values of at grid points P and E, respectively. refers

to the distance between nodal points P and E, and Ay and Azk are the dimensions of

the east cell face. The expression for De is formally second order accurate in Sx. Usu

ally where diffusion is the dominant mode of transport the central differencing scheme

is appropriate. Approximating Ce is critical to the stability of the numerical scheme.

It is well established that for convection dominated flows, where the cell Peclet number

Fe = Ce/DC is greater than 2, the use of central differencing leads to numerical insta

bilities. Several methods are available to counteract this instability (Patankar, 1980).

Upwind differencing has been widely used. In this approach the value of the dependent

variable at the upstream node is assumed to prevail at the control volume face. This

leads to an approximation which is unconditionally stable, but first order accurate in

Lx. The hybrid scheme combines both central and upwind differencing. In the present

work, the power law differencing scheme of Patankar (1980) is used. In this approach

the central and upwind differencing are blended smoothly. Central differencing is applied

when the cell Peclet number is low and upwind differencing when the cell Peclet number

is high.

To discretize the source term it is first linearized into the following form

JfJ SdV S.P + S (2.39)

The variable S represents the constant part of the linearized source term for each control

volume. The dissipation or generation of a quantity represented by the dependent variable

can be expressed through the source terms. Following the suggestions of Patankar

(1980), the term must be non-positive in order to have stability. S and S are

derived using central differencing approximations. The various expressions are given in

Table 2.3.
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Table 2.3: Discretized source terms.

4 P Jc
IU 0 Peff I AYAZ + IjLeffE) 1W

AyL\Z

+ (pei) ‘
AxAz + (t’eii) ,

V 0 Peff AXL\Z + (te11j) ixyzxz

+ (iiei) i’jxzjz (1Leffj) I ‘Y
IW 0 1iiI/xiy + 1Leff} Ly/Xz

t.W’\+ (ei) I + (eff) lb Axy + (p — p)g

k CP2kIAAA (Gk + GB)IPAXAY/XZ
At

e —pAxLSyZz {C(Gk + GB)e/k +C4pthU2/ôx2

+ClC3/k(Gk + GB)Rf} pAxAyAz

Substituting the source and flux terms obtained by incorporating the power law

scheme into equation (2.32), we obtain the following general finite volume equation:

(aP — s) 4)p = aN4)N + as4)s + aE4)E + aw4)w + aB4)B + aT4)T + S (2.40)

ap = (i N,S,E,W,B,T) (2.41)

for each node F, which relates a general variable 4) at the node F to its north (n), south

(s), east (e), west (w), bottom (b), and top (t) neighbors. The coefficients a, a5, ..., etc.

express the magnitudes of the convection and diffusion which occur across the control

volume boundaries.

Treatment of Boundary Conditions

The boundary conditions are incorporated into the numerical calculations by appro

priately modifying the flux transport terms at the cell faces adjacent to the boundary
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in question. To implement this, the usual flux expressions for such cells will first be

suppressed by setting the relevant coefficients a to zero. rhe desired flux will then be

inserted into the finite volume equations as the fictitious source terms through modifi

cations to the linearized source coefficients. The details of the implementation are given

by Ideriah (1977) and are not repeated here.

2.5.2 Solution Procedure

To solve the large set of algebraic equations presented above, our research group has

developed a code called MGFD. The relaxation procedure used in MGFD is based on

that suggested by Vanka (1986). A detailed description of the code is given by Nowak

(1992). A brief description of the solver for a two-dimensional case, along with

specific features of MGFD is presented in the following.

Rewriting equation (2.40) for variable Ue shown in Figure 2.1 yields:

aeUe >a1bUTb + S + (Pp
— PE) A (2.42)

where Ub are the neighbor values for Ue, ab are their coefficients, A = Ay/Ax, Ay and

Ax being the appropriate mesh sizes. Rearranging equation (2.42) in terms of U:

Ue Be+(PpPE)Ge (2.43)

where

B
)ZabUb+S (2.44)

(2.45)
ae
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Similar expressions can be derived for variable (J:

U.,L, B+(Pw—Pp)C, (2.46)

where the expressions for and B are similar to those for C and Be. Similar equations

can be written for V, and V:

V, = B+(Fp—PN)C (2.47)

1
= (2.48)

pia

V3 = B3+(Ps—Pp)C3 (2.49)

The continuity equation for the control volume surrounding P can be written as:

DeUe + DU + DV + D3V3 0 (2.50)

where for each control volume face:

D = pA’ (2.51)

p is the density and A’ the area of the control volume face. Substituting the expressions

for the velocities into the continuity equation gives:

De[Be +(Pp — PE)Cel+ D[B +(Pw — Pp)Cj+ DB[B, +(Pp — PN)C7]
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+1)s[Bs+(Ps—Pp)Csj 0 (2.52)

Equation (2.52) can be written in the form:

oPw + /3Pp + 7FE 6 (2.53)

where

= DC (2.54)

DeCe — DG + DG + D3C (2.55)

= DeC (2.56)

6 DeBe — DB D3B (2.57)

with

B = B—GPN (2.58)

B = B3-i-C3P8 (2.59)

To obtain the general form of equation (2.53) it can be written for the ith cell in a row

as:

oP_1 + /31P +7P+i = 6 (2.60)



Chapter 2. Mathematical Model and Computational Procedure 35

With the appropriate set of boundary conditions, equation (2.60) represents a coin

plete tn-diagonal system which can be solved by a Gauss-Seidel type relaxation method.

In our MGFD code the above set of equations are solved for the nodal values of pressure

using a technique known as the line-Vanka procedure (Vanka, 1986). This line-relaxation

method is repeated for all the lines parallel to the three coordinate directions in a ‘black

and white’ fashion: odd-numbered rows of cells are swept first, followed by the even-

numbered rows. The velocities are updated using the explicit Equations (2.43), (2.46),

(2.47), and (2.49). The additional equations, such as k — equations, energy equation,

and equation for the chemical species, are solved after the pressure and velocity fields

are computed. If the velocity and pressure are updated simultaneously, good efficiency

in reducing the errors present in the equation set is obtained.

2.5.3 Multigrid Technique

In numerical simulation of the transport phenomena, it has been observed that gener

ally the convergence rate of the solution algorithm slows down or stalls as the number

of grids increases. However, at the initial stages of the solution process good error re

duction is obtained. The reason for this is explained by Briggs (1987), using a discrete

Fourier analysis on the error or residual functions. Decomposing the residual function

into its frequency components or modes shows that the conventional iterative procedures

are most efficient in smoothing out the errors of wavelengths comparable to the mesh

size, but are inefficient in eliminating low frequency components. These low frequency

error components can be smoothed out on a grid coarser than the grid in question. The

multignid technique is specifically designed to remedy this situation (Brandt, 1977). The

multigrid technique cycles between coarser and finer grids until all the frequency com

ponents are appropriately smoothed. The details of the multignid procedure used in the

present work are given by Nowak (1992). A brief summary of this for a two-grid cycle
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called coarse and fine, is presented in the following:

Consider a nonlinear differential equation system such as equation (2.27) written as:

= 0 (2.61)

where is some nonlinear differential operator and Q is the solution vector. The dis

cretized form of the equation set (2.61) on a grid GH can be written as:

LHQH = 0 (2.62)

where H denotes the coarse grid size, L is a linear difference operator approximation

to , and QH is a discrete approximation to Q. An approximation to the solution Qj1,

denoted as qj is obtained by n times relaxation on the coarse grid. Here j refers to

the iteration index. This solution is ‘prolongated’ to the fine grid to provide an initial

guess for the fine grid computations. Let qj denote the prolougated result, and h the

size of the fine grid. The fine grid is obtained by dividing the cells of the coarse grid

along each direction by two. Thus, for a threedimensional domain, the fine grid has

eight times the number of cells of the coarse grid. rpfle prolongation to the fine grid is

done by interpolating the solution to the new grid points which lie between the coarse

grid points. To remove the high frequency components of the error from the solution, qj

is relaxed a few times on the fine grid. The result of this relaxation is denoted by .

The residuals are calculated on the fine grid level. These residuals or defect quantities

denoted as d, contain the low frequency component of the error in the solution. If the

solution was fully converged, the residuals would be close to zero. The residuals are

‘restricted’ to the coarse grid by interpolation. A set of equations can now be formed on

the coarse grid called the ‘auxiliary problem’. In this set of equations, the right hand side
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Figure 2.2: Presentation of Multigrid cycle.

is the residual obtained from fine grid, The auxiliary problem is solved by relaxation

on the coarse grid. Subtracting the solution to the auxiliary problem from the actual

solution at the coarse grid yields the ‘multigrid correction’, ‘H• The multigrid correction

is prolongated to the fine grid, and then used to correct the fine grid solution. The

solution is then relaxed a few times on the fine grid. This final solution can now be used

to start the next multigrid cycle by calculating the residuals for the iteration (j + 1).

Figure 2.2 illustrates the above multigrid cycle.

2.5.4 Segmentation Capability

Considering the simulation of the kraft recovery boiler, there is a large variation in

dimension within the domain. The overall dimension of the boiler is much larger than

its air ports. For this class of problems time algorithm may not be efficient even with the

multigrid technique. The segmental capability of MGFD code is to address these kinds

of problems in particular. The MGFD code allows the domain to be subdivided into a

number of segments for efficient grid distribution. These segments are rectangular blocks

of cells and the grid in each segment is completely independent of the grid at the other
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segments. Thus, the grid distribution in each segment can be done based on the local flow

resolution required in that segment. Since the segments are independent of each other,

the control volume faces at the segment interfaces do not necessarily match. Therefore,

to have a conservative system the conservation of flow quantities (i.e. mass, momentum,

etc.) across the segmental boundaries are monitored. The details of the implementation

are presented in the report by Nowak (1992).

The iterative relaxation process is performed on each segment sequentially. Addition

ally, each segment is divided into a number of smoothing blocks. Each block consists of

a cube of cells. The smoothing within each segment takes place by smoothing within

each block in a ‘zebra’ fashion to ensure efficient coverage of all the cells with a minimum

number of sweeps. The main advantage with the usage of blocks is reduction in the

calculation time as the smoothing in different blocks can be done simultaneously. The

details of the implementation are reported by Nowak (1992) and Salcudean, et al. (1992).

2.6 Convergence Criterion

A convergence criterion has to be established to ensure the degree to which a computed

solution at each iteration satisfies the finite difference equations. in the present computa

tions this convergence criterion is based on the value of the normalized absolute residual

errors of the continuity equation. That is, the convergence of the solution process is muon

itored by observing the reduction in the normalized mass error. The total mass error is

calculated by summing the absolute values of the mass residue of all cells. To normalize

the total mass residue is divided by the total inlet mass flow. Assuming r to be the

mass residue of the ith cell, the total normalized mass error is obtained by the following

expression:

al1 cells Ir,I
Total normalized mass error = . 2.63

Total inlet mass flow
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Obviously when the solution is obtained, the total normalized mass error becomes

zero. The solution is assumed to have converged when the steadily decreasing sum of the

normalized absolute residuals has fallen below a specified level, typically 1O.

For the simulations presented iii the following chapters the results of these normalized

mass error reduction histories are displayed in their relevant sections. In all cases the

total normalized mass residue is less than iO.
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Experimental Study

In this chapter, the wind tunnel used, the arrangement for the injection of the jet fluid,

the measurement technique, and related calibration procedures are discussed. The ex

perimental results are presented and discussed.

3.1 Experimental Set-Up and Apparatus

Experiments were conducted in the test section of a suction type wind tunnel 320 mm

high, 160 mm wide and 1500 rrim long. Air entering the tunnel passes through a filter, a

flow straightener, a series of three screens, and a contraction section before entering the

test section. A plexiglass plenum chamber, 300 mm high, 160 mm wide, and 750 mm.

long was installed beneath the floor of the wind tunnel, its top flush with the floor of the

tunnel (see Figure 3.1).

A slot 2 mm wide and normal to the floor, connected the plenum to the test section.

To reduce gas consumption, the length of the slot was reduced to 60 mm. Two interior

tunnel walls were installed to act as end plates for the slot. These interior walls extend

upstream to the inlet of the test section and downstream a distance of 1000 mm and

were the full height of the tunnel. The jet fluid enters through the bottom of the plenum

chamber and is injected into the air cross-flow through the slot opening.

The boundary layer at the entrance to the test section is tripped by a wire to ensure

that it is both turbulent and uniform across the width of the test section.

40
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U

[‘“ Jet Fluid

Figure 3.1: Schematic presentation of the experimental set-up.

3.2 Concentration Measurement rechnique

On line measurements of jet concentrations were done using a Flame Ionization Detector

(F’ID). In this thesis the terms ‘jet concentration’ and’jet mass fraction’ are used inter

changebly. A brief description of this apparatus is presented here. A complete description

of FID and its theoretical foundation can be found in monographs by McWilliam (1970),

Bolton et al. (1971), David (1974), Robins (1975), Fackrell (1978, 1980).

In essence, a FID consists of a hydrogen/air flame burning in an insulated flame

chamber across which a voltage is applied. The introduction of an organic compound

into the flame leads to the production of ions. The three main parts of the FID are:

a base body, a flame jet, and a detector cell. A schematic presentation of the FID is

shown in Figure 3.2. The flame jet is at the center of the stainless steel base body.

z
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x
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Figure 3.2: Schematic presentation of FW.
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The collector electrode consisting of a 10 mm diameter cylinder lies at the center of

the combustion chamber. At the center of this collector lies a metallic jet that delivers

fuel to the flame. This jet also acts as one of the two polarization electrodes. The

flame igniter is also positioned inside the detector cell. The electrodes and the igniter

are electrically connected to the power supply unit. Due to the presence of the two

polarization electrodes, the ions produce a small current. An amplifier is used to convert

the current to a suitable output voltage. For a given instrument, the magnitude of the

current depends on the mass flow and carbon content of the hydrocarbon gas. The output

voltage is then a function of the concentration of the organic compound present in the

sampled gas.

The measurements of concentration are made through a specifically designed rake of

very fine tubes (0.5 mm outside diameter). The rake can stand vertically on the floor

of the tunnel. The location of the tubes is adjustable. However, a minimum of 2 mm

distance (from the tube centers) is necessary to eliminate interference of the adjacent

tubes. Due to the thickness of the tubes the closest measuring point to the floor of the

tunnel is 0.25 mm. A schematic presentation of this arrangement is shown in Figure 3.1.

The flame chamber is sealed and suction is applied to the exhaust to draw the sample

gas (also called the carrier gas) contaminated by the organic corripound into the chamn

ber along the rake and the sampling tube. Hydrogen, air and carrier gas are carried

via separate tubes into the jet assembly. A narrow bore (0.25 mm ID, 30 mm long)

metal tube carries the sample to 1 mm from the jet tip. Hydrogen and air are carried to

the combustion chamber via nickel tubing. A rotary multiport sampling valve with 12

streams was used to time share the FID. This arrangement enables measurement of con

centration at 12 points consecutively without repositioning the sampling probe assembly.

The procedure is controlled using an on-line computer. The computer is programmed

such that at each point the sampling is done over a sufficiently long time to obtain an
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average jet fluid mass fraction. In addition when switching from one measurement point

to another, sufficient time is allowed to elapse to ensure the system is flushed from the

gas flow corresponding to the previous point.

3.2.1 FID Calibration

The FID responds to the mass per unit time of hydrocarbons entering the flame chamber.

Hence the FID output voltage for a constant volume concentration I) entering the flame

should be

E B’pVQ (3.64)

where F is the FID output voltage, p is the density of the tracer gas or the contaminant

(hydrocarbon gas), V is the volume fraction of the tracer gas per unit volume of mixture,

Q is the volume flow rate sucked through the tubing into the FID and B’ is the constant

of proportionality for the specific FID. Since in practice the efficiency of the ionization

process varies at different flow rates the output is a more complicated function of the

flow rate, i.e.

E = B’pVf(Q) (365)

When the volume flow rate is constant, this function may be treated as a constant of

proportionality.

We note that according to Equation (3.65) the FID output is a linear function of the

hydrocarbon’s concentration. To calibrate the system two points of this line have to be

determined. To maintain uniform conditions for the two set points the measuring probe

is put inside the plenum through the slot and the jet fluid is sent into the plenum at
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the required flow rate. The hydrocarbon gas is mixed with the jet Fluid in a mixing box

before entering the plenum. in our experiments propane gas is used as the contaminant

in low (less than 3%) concentrations. The FID output is recorded for the following two

conditions. With no propane added to the jet fluid the FID output voltage is denoted

E0 and referred to as the 0% propane calibration point. A known amount of propane is

then added to the gas flowing through the plenum. This is sampled and the FID output

voltage is again recorded. This is denoted Emax and is referred to as the 100% plenum

calibration point. Using these two set points a linear relationship is established between

the FID output voltage and the percentage of plenum propane corn entration for the given

flow rate of the carrier gas.

Before beginning each experiment, each tube is calibrated individually and the cali

bration is recorded in a microcomputer. During the experiment the jet fluid (mixed with

propane) is injected into the wind tunnel through the slot. T)ue to the entrainment of

the jet fluid into the crossflow, propane concentrations are diluted. The measuring probe

is located inside the wind tunnel at locations of interest. Using the calibration curve, the

voltage output from the FID can yield the local gas concentration. All measurements of

propane concentration in the wind tunnel should result in Fil) output voltage readings

between the two extreme values of B0 and Emax.

As a check of our FID, the linearity of Equation (3.65) tested. rFwo gases are selected

for this purpose, namely, air and carbon dioxide. Carbon dioxide is selected as represent

ing a gas with higher density than air; carbon dioxide is 1.5 times heavier than air. The

volume flow rate of each gas through the plenum chamber is kept constant, while the

volume flow rate of the propane gas changes. The FID output voltage for each volume

flow rate of propane is then recorded (E). To scale the results, the FID output voltage

for the case with no propane (i.e. E0) is measured first. The normalized FID output

voltage calculated as (B0 — E)/E0 is plotted against the volume concentration of propane
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Figure 3.3: Linearity of FID for air and carbon dioxide.

for each gas. These results are shown in Figure 3.3.

The estimated error in measurements of flow rates of gases is ±2%. These results

show a linear relationship between the FED output voltage and concentration of propane,

confirming the validity of Equation (3.65) within the experimental accuracy.

The above calibration procedure, however, is not sufficient when the composition of

the carrier gas is not fixed. In our experiments the jet fluid is different from crossflow.

Therefore the composition of the carrier gas is a function of its location inside the wind

tunnel. Because the jet mixes with the crossflow, the composition of the carrier gas

sucked into the FID will be different for many measuring points inside the wind tunnel.

Therefore, the concentration of the contaminant passing through the FID changes due

to two factors: dilution of the jet fluid with the crossflow, arid the variation of 1(Q)

due to changing flow rate as the carrier gas composition changes. The above calibration

procedure incorporates the changes in the contaminant concentration due to the first
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factor only. Therefore the resultant concentration values have to be corrected. To obtain

the correction curve for each jet fluid used, a series of calibration experiments has to

be performed. A fixed volume flow rate of the jet fluid plus the contaminant (Q) is

sent into the plenum chamber after passing through a mixing box. To this mixture is

added known volume flow rates of air (Q). rphe FID measuring probe is set inside

the plenum chamber and the FID output voltage (B) is recorded for each jet fluid/air

mixture. Denoting the FIT) output voltage for the jet fluid plus the contaminant without

any air added as Emax, the values of E can be expressed in dimensionless furrmi as (---).
As during the calibration experiments the addition of the jet fluid and air is done under

controlled conditions, the response of the FID to different values of jet fluid mass fraction

can be measured. Such calibration curves were obtained for carbon dioxide arid a mixture

of 50% helium+50% air (by mass) gases and are shown in Figure 3.4.

In Figure 3.4 the ordinate represents the normalized output voltage of the FID and the

abscissa represents the corresponding jet fluid mass fraction. The concentration vahies

measured inside the wind tunnel during each experiment correspond to the values of the

normalized voltage shown on the y axis in Figure 3.4. Therefore the corrected value of

jet mass fraction can be read from the x axis.

3.3 Experimental Results

The concentration profiles of a two-dimensional slot jet injected vertically upward into a

horizontal crossflow is discussed in this section. First, the results of velocity and concen

tration measurement experiments, carried out to examine the two-dimensioriality of the

flow at different locations and for different flow variables, are presented. in the second

section concentration measurements for different jet to crossflow density ratios, arid three

different values of jet to crossflow mass ratios are presented, and some conclusions on the
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Figure 3.4: Calibration of FID for carbon dioxide and helium/air gas
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effect of density variations on jet concentration profiles are drawn.

3.3.1 Two-dimensionality

To investigate the assumption of two-dimensionality of the flow, experiments were con

ducted to measure fluid velocity and jet concentration in crossflow at various locations

and for different flow conditions. Fluid velocity was measured using a hot wire anemoine

ter and jet concentration was measured using a flame ionization detector (F1D). During

the two-dimensionality tests air contaminated with a weak concentration of propane was

used as the jet fluid.

The two-dimensionality of the tunnel can be measured by the extent of the dependence

of the velocity and concentration on lateral dimension y rxieasured from the center of the

tunnel. As our experiments are done at the center of the tunnel in the central plane xz

(where y/S — 0) we are interested in the degree of two-diinensionality of the flow close

to the center, and assume that the region of interest is - 5 < y/S -1-5. If the flow

is 100% two-dimensional, the curves of the lateral measurements of the flow variables

(i.e. velocity and concentration) will be straight, horizontal lines.

Figure 3.5 shows the values of the normalized velocity for the case where there is no jet

fluid injected. Therefore these measurements only indicate the tunnel two-dirnensionality.

Measurements are done for two tunnel velocities U 2 arid 5 rn/s at 5.5S upstream and

lOS and 205 downstream of the slot. The maximum deviation from two-dimensionality

is present at U = 2 m/s, y/S = 5, x/S = -5.5 and z/S = 0.5. This maximum value is less

than +2% in U/Ut. It should be noted that the maximum error is present closest to the

floor of the wind tunnel where a small error in positioning the probe at the z/S location

would contribute significantly to errors in measurements, since the velocity gradients near

the wall are largest and the velocities are smallest. Thus, the assumption that the tunnel

flow is two-dimensional is reasonable.
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Figure 3.5: Test of tunnel two-dirnensionality, velocity measurements for U = 2 and 5
rn/s , and no jet injected.
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Figure 3.6: Test of tunnel two-dimensionality, velocity measurements for U,, = Sm/s and
R=0.4.

Figure 3.6 shows the velocity measurements at velocity ratio R = 0.4 at two locations

x/S = 10 and 20 downstream of the jet slot and the z/S = 0.5, 2 and 3 above the wall.

Here again the maximum error between —5 y/S +5 is small (less than ± 3%) and

occurs at z/S = 0.5, y/S = 5, and x/S = 10.

Figure 3.7 shows the measurement of jet concentrations for two values of R = 0.2 and

0.6 (U = 2 m/s) at downstream locations x/S = 10 and 20 and z/S = 0.25, 0.75, and

1.75. The estimated experimental errors in measurements of velocity and concentration

here are +5%. For all cases shown in Figure 3.7 the maximum deviation from two

dimensionality occurs at R = 0.6, y/S = -5, z/S = 1.75, and x/S = 20, and is about

+5% of concentration at y/S = 0. As the weak jet is deflected by the crossflow it remains

close to the floor, and the values of the jet concentrations at higher z/S locations are

small. Close to the edge of the jet where the jet fluid concentration is low, the flow can

A z/S=0.5
• z/S=2.0

—s-— z/S=3.0
I I I
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Figure 3.7: Test of tunnel two-dimensionality, concentration measurements for U, = 2rn/s
and R = 0.2 and 0.6.
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be intermittent with bursts of propane where the turbulent jet passes. Therefore a higher

deviation from two-dirnensionality is present. However, in the region of interest, that is

for —5 < y/S < +5, the flow two-dirnensionality is reasonable.

3.3.2 Effect of Density variations on Jet in Crossflow

f0 examine the effect of density variations on the jet concentration profiles, rneasusements

were done using air, carbon dioxide, and a mixture of 50% helium+50% air as the jet

fluid injected into the air crossflow. Carbon dioxide gas is 1.5 times heavier than air

and the mixture of 50% heliurn-[-50% air gas is 4 times lighter than air. Concentration

measurements downstream of the jet slot were done for three mass flow ratios, C 0.4,

0.6, and 0.8. The estimated experimental errors for measurements of concentrations and

velocities are +5%.

Before proceeding to analyze the experimental results clarification of certain defini

tions or assumptions is necessary. The jet deflects under the effect of the cross How. The

locus of the maximum jet concentration defines the jet trajectory. Commonly a separa

tion or recirculation region is formed on the lee side of the jet. The point on the wall

having zero velocity in the streamwise direction is called the reattachment point. The

distance between the jet exit and this latter point is called the reattachment length. On

any given cross-section if the streamwise velocity is positive everywhere then it is assumed

that no recirculation region exists at that cross-section. In the following discussion if the

point of maximum jet concentration is at the wall (i.e. at the first z/S location), it is

assumed that at that cross-section no separation is present and that the measurements

are outside the recirculation region. If the point of maximum concentration is at some

distance from the wall, and there are points with lower concentration values closer to the

wall, this is taken as evidence of the presence of a separation region.

Figure 3.8 shows the concentration profiles at G 0.4 at 4 downstream locations
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x/S 1.5, 3, 5, and 10. Considering the results in the near field region (close to

injection point) the lighter gas penetrates deeper into the crossflow and forms a larger

separation region. In the near field region the concentration profile of carbon dioxide gas

is similar to air. Farther downstream, at x/S = 10, the carbon dioxide jet shows higher

concentrations closer to the wall. The concentration profile of the lighter gas (helium/air)

at z/S 10 is becoming more like that of the air arid carbon dioxide jets.

Figure 3.9 shows similar results at G = 0.6. Comparing the results in the near field

we notice that at x/S 1.5, and 5, the air jet and the carbon dioxide measurements are

similar. The observed differences at the first measurement point (z/S = 0.25) can be

attributed to the experimental errors. Farther downstream, at x/S = 10, the differences

between the air and carbon dioxide concentration profiles increase with higher values

of carbon dioxide concentration closer to the wall. The helium/air jet has formed a

larger separation region which seems to persist up to x/S = 10. Therefore the values of

concentrations close to the wall for this gas are much smaller than those for air or carbon

dioxide.

Figure 3.10 shows the concentration profiles at G = 0.8. The trends are similar to

those seen in Figures 3.8-3.9. It is clear that the size of the separation regions for air and

helium/air jets have increased. Thus, in the near field region the concentration values

close to the wall have further decreased. These differences in case of carbon dioxide jet

are not significant.

As the experiments of low jet to crossflow mass ratios are of direct application to the

gas turbine industry, it is useful to compare the values of ‘film cooling effectiveness’ ()
which is equivalent to the value of the jet concentration at the wall in these experiments.

Figure 3.11 shows the values of the film cooling effectiveness for each gas for three

values of mass ratios G = 0.4, 0.6, and 0.8.

For all three values of G the heavier gas has higher values of r in comparison to the
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Figure 3.8: Cross-stream concentration profiles at C = 0.4 for air, carbon dioxide and
helium/air jets.
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Figure 3.9: Cross-stream concentration profiles at G = 0.6 for air, carbon dioxide, and
helium/air jets.
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Figure 3.10: Cross-stream concentration profiles at G = 0.8 for air, carbon dioxide, and
helium/air jets.
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Figure 3.11: Variation of ‘film cooling effectiveness’ with. dimensionless distance from

the slot for air, carbon. dioxide, and heliume/air jets and three mass ratios G.
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Table 3.1: Range of dimensionless numbers for the experiments

C CO2 Air He+Air
Ri Fb/Fd J Ri Fb/Fd J Ri Fb/Fd

0.4 0.11 0.0055 0.0004 0.16 0.0 0.0 0.66 0.0009 0.0006
0.6 0.24 0.0055 0.0009 0.36 0.0 0.0 1.49 0.0009 0.0013
0.8 0.43 0.0055 0.0015 0.64 0.0 0.0 2.65 0.0009 0.0023

other two gases, with the highest values of for the near field at 0 = 0.4. As G increases,

for carbon dioxide and air increases in the far field and decreases in the near field. At

G 0.8, however, the helium/air jet has smaller values of ?,.

The behavior described can be explained by comparing the momentum flux ratio

J of the three gases for the same values of mass flux ratio G. Table 3.1 gives the

values of J for each gas at different values of 0.

As the ratio of the jet fluid density to the crossflow decreases, the velocity ratio of the

jet to crossflow R has to increase in order to maintain the same value of mass flux ratio

G. This will result in much higher values of J for the lighter gas. As J increases the jet

penetration and the size of the separation region increases. At G 0.4 the helium/air jet

has a much larger momentum ratio (J) than both the carbon dioxide and air jets. fhe

momentum ratio of the air jet is about 1.5 times larger than that of the carbon dioxide.

The same trend is clear for values of 0 0.6 and 0.8. The gas with larger J penetrates

deeper into the crossflow and forms a larger separation region. The larger the separation

region the more significant an effect it has on the flow. Since the niass ratios are equal,

the larger penetration of the jet results in lower values of jet concentration closer to the

wall. The carbon dioxide jet has the lowest momentum flux ratio at a given mass ratio.

Therefore it forms a smaller separation region and has higher concentration values closer

to the wall.
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The values of jet exit Richardson number defined as

Ri0
=

(3.66)

are also listed in Table 3.1. The jet exit Richardson number, which is a measure of the

ratio of the buoyancy force to the momentum of the jet at the exit, is generally used in

the literature as a criterion to quantify the significance of the buoyancy force in a flow.

Referring to Table 3.1 the values of Ri0 are larger in the case of the carbon dioxide jet

than for the helium/air jet. Moreover, the values of Ri0 remain constant as G increases.

In our experiments the jet velocity is kept constant and the different values of G are

obtained through changing the crossflow velocity. It is clear from Equation 3.66 that the

effects of the crossflow velocity are not included in this definition. Therefore using the

jet exit Richardson number or the square root of its inverse, defined as the densimetric

Froude number, as a criterion to compare the effect of the buoyancy force in flows with

different crossflow velocities is misleading or incomplete.

To include the effects of the crossflow we recommend the use of an expression sug

gested by Niessen (1978), which compares the buoyancy force to the drag force exerted

by the crossflow on the jet. That is:

FbgSPcPj
(3.67)

Fd U Pc

where Fb refers to the buoyancy force and Fd refers to the drag force exerted on the jet at

its exit plane. A similar expression is suggested by Wright (1978). The values of Fb/Fcj

are also presented in Table 3.1. However the above expression for does not include

the effect of jet velocity V. Considering that the drag force exerted on the jet depends

on the exposed jet area, and that this area is affected by the jet penetration a parameter

such as momentum flux ratio of jet to crossflow, J can provide a link between Vj and
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U. The buoyancy force at each point depends on the local density differences, however,

the expression for J does not include the density difference term. Therefore it becomes

evident that more than one parameter is required for a more complete analysis of the

problem of variable density jet in crossflow.

In Table 3.1 the values of Fb/Fd for helium/air jets are higher than carbon dioxide

jets at the same value of G. Also as the value of G increases, indicating less significant

effect of buoyancy force on the flow field as the momentum forces increase, the value

of Fb/F increases. Therefore care must be taken when using ratios, such as the jet

exit Richardson number, F&/Fd, etc. to analyze the effects of the variations of the flow

variables on different flows.



Chapter 4

Effects of Buoyancy on Two-Dimensional Jets in Cross-Flow

This chapter has two objectives. The first is to validate the rnultigrid code for the problem

of a jet in a crossflow for situations where the jet and crossflow densities are different.

The second objective is the numerical simulation of the effect of buoyancy force on the

primary level jets in the kraft recovery boiler. The validation of the code is discussed in

the next section.

4.1 Comparison of Experimental and Numerical Results

Comparisons between the results obtained using the multigrid code and the experimental

measurements for constant density flows have been reported before by Abdullah et al.

(1992) and Tse (1994). To validate the accuracy of the multigrid code for variable density

flows, the experimental concentration measurements presented in the previous chapter

are compared here with the numerical results.

4.1.1 Problem Description and boundary Conditions

A sketch of the calculated flow domain is shown in Figure 4.1. The jet slot (S) is 2 mm

wide as was the case in the experiments.

The boundary conditions imposed are: plug flow conditions for the jet and the cross

flow inlet velocities, the no slip condition at the bottom wall (containing the jet) and

the top wall, the symmetry condition at the two lateral planes, arid the zero gradient

condition at the exit plane. The choice for the location of the inlet plane for the crossflow

62
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z

U

U—
Figure 4.1: Schematic representation of a two dimensional jet into crossflow.

is such that at 10 mm upstream of the jet slot, the calculated boundary layer thickness

is the same as was experimentally nieasured. The 11 mm thickness of the plate used

during the experiment which forms the jet inlet channel is included in the calculations.

This is done in order to include the possible deformation of the jet exit profile due to

interaction with the crossflow. As shown by Andreopoulos (1981, 1983) and Demuren

(1983), at low mass ratios of jet to crossflow, the crossflow distorts the velocity profile at

the jet exit plane. The wall function formulation is used to correct for the shear stress

near the no slip walls. The multigrid code is three-dimensional. In order to use it for a

two-dimensional flow the third dimension should be assumed to be large and boundary

conditions have to be imposed. Therefore lateral symmetry planes are used to limit the

size of the domain. The flow exit plane is located at 100S downstream of the jet slot.

This distance is sufficient for the assumption of a zero streamwise gradient at the exit to

z
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be reasonable.

In calculations of jets in crossflow the turbulence characteristics are not very sensitive

to the prescribed inlet conditions of the k and and are mainly governed by the shear

produced in the flow field. However, as is the usual practice for the jet in crossflow,

(White, 1980 and Crab et al., 1981), the inlet turbulent kinetic energy for the crossulow

is specified as 1.5UI2 and the rate of its dissipation as = c/4k/2/l. Here I

the turbulence intensity has a range of 0.01 - 0.05, C,1 0.09, and the turbulence length

scale l is a fraction of the flow domain. In our calculations I = 0.01 and I = 0.ID.

Similar conditions are used at the jet entrance. The inlet turbulence kinetic energy for

the jet, is defined ask5 = 1.5(1112 and its dissipation — c/k2/l5.Here, I = 0.01, and

ii = 0.1s.

The domain is divided into three segments for efficient distribution of grid nodes.

Calculations are done using a three level multigrid procedure. Therefore a fine grid

resolution is obtained. The flow domain is discretized by 23296 grid points in segment

one, 768 grid points in segment two, and 98304 grid points in segment three, making a

total of 122368 grid points on the fine grid over the calculation domain. A finer grid is

used in the vicinity of the jet to resolve the sharp gradients of the flow variables due to

the interaction of the jet and the crossflow. The grid distribution is shown in Figure 4.2.

4.1.2 Comparison of Calculations and Experimental Data

Figures 4.3-4.5 show the comparison between measured and calculated concentration

profiles for a pure carbon dioxide jet at mass ratios G = 0.4, 0.6, and 0.8 at 4 locations

x/S = 1.5, 3, 5, and 10 downstream. of the jet.

A summary of the flow variables is given in Table 4.1. Generally the agreement

between calculated and measured concentration profiles is good. The shape and the

maximum locations of the calculated concentration profiles are in very good agreement
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Figure 4.2: Grid distribution.

Table 4.1: Summary of the flow variables

G CO2 He-fAir Air

Pj/Pc V3/Uc J p,/pc Vj/Uc P,/Pc Vj/Uc J
0.4 1.5 0.27 0.11 0.24 1.70 0.69 1.0 0.4 0.16
0.6 1.5 0.40 0.24 0.24 2.50 1.50 1.0 0.6 0.36

0.8 1.5 0.53 0.43 0.24 3.30 2.61 1.0 0.8 0.64

I . . I I
. I.,.,I,,,,I....1
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Figure 4.3: Comparison of measured and calculated cross-stream concentration profiles
for carbon dioxide jet, G = 0.4.
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Figure 4.4: Comparison of measured and calculated cross-stream concentration profiles
for carbon dioxide jet, G = 0.6.
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Figure 4.5: Comparison of measured and calculated cross-stream concentration profiles
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with the measured data.

For G = 0.4 at all 4 locations x/S 1.5, 3, 5, and 10 where measurements were

done the calculated concentration profiles are slightly flatter than the measured data.

For values of z/S < 1 (shown on the y axis) there is a good agreement between measured

and calculated concentration values. At larger values of z/S the measured values of

concentration are slightly higher than the calculated values. This is probably due to

the increased levels of measurerrient uncertainties at larger z/S values. Due to the small

values of the mass of the jet fluid, small deviations in the vertical location of the measuring

probes can have a significant effect on the value of concentration measured. This problem

is not present for measurements done at larger values of 0. No separation region is shown

by experimental data, however, calculations at x/S = 1.5 show the presence of a small

separation region.

The comparison in Figure 4.4 for U — 0.6 shows excellent agreenient between the

measured and calculated concentration profiles at xIS = 1.5, 3, 5 arid 10. The maxi

mum difference between the measured and calculated values of concentration occurs at

x/S = 10. However the differences are smaller than ±5% of measured values of con

centration. Calculated results predict a separation region which extends to downstream

location x/S = 3.0. Due to fewer number of the experimental points the presence of the

separation region is not captured by the experimental measurements.

Figure 4.5 compares the calculated and the measured concentration profiles for

G = 0.8 at 4 locations of x/S = 1.5, 3.0, 5.0, and 10.0. ‘i’he values of jet concen

tration close to the wall are predicted well in all cases. The comparison of measured

and calculated concentration profiles indicates that the calculated jet has deflected more.

Therefore, the calculated results have under-predicted the jet penetration. This is prob

ably due to inaccuracies involved in the complex flow field inside the recirculatiori region

due to the turbulence modelling. Further downstream at x/S 10.0 the shape of the
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concentration profile is predicted well. The presence of the separation region is captured

by the calculations. The separation region in case of G = 0.8 is larger than the case of

G = 0.6 and 0.4 and extends to x = 5S downstream of the jet.

Figure 4.6 shows the comparison between measured and calculated concentration pro

files for a mixture of helium/air jet for G = 0.4 at 4 downstream locations

x/S = 1.5, 3, 5, and 10. At x/S 1.5 and 10 the shape of the concentration profile is

not well predicted. The agreement between the measured and calculated concentration

profiles improves further downstream at x/S = 3 and 5. Comparing the results with

those for the carbon dioxide jet at C = 0.4, superior agreement in the case of the carbon

dioxide jet is apparent.

rphe above observations can be explained by considering the significant differences

between the velocity ratios for different gases at the same values of mass ratio G. Table

4.1 shows the summary of the flow specifications. As the jet enters the crossflow, a

pressure difference is created across the jet due to its interaction with the crossflow,

and the jet is deflected in the direction of the crossflow. In the region immediately

downstream of the jet exit plane a region of low pressure is created and a recirculation

bubble is formed. In the case of the helium/air jet which is 4 times lighter than air to keep

G 0.4 the velocity ratio R has to increase. Therefore the velocity and consequently the

momentum ratios in the case of helium/air jet are much higher than ttieir counterparts

for the case of carbon dioxide or air jets at the same C value. The higher values of R

and J result in deeper penetration of the jet into the crossflow arid the formation of a

larger recirculation region. The larger recirculation region has a rriore significant effect

on the flow field. Its exact size and location are critical to the accurate evaluation of

the flow field. The isotropic eddy viscosity assumption in the Ic c turbulence model

fails to predict accurately the complex flow pattern in the recirculatory region. It is

for this reason that at x/S = 1.5 the agreement between the predicted amid measured
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Figure 4.6: Comparison of measured and calculated cross-stream concentration profiles

U,
N

C C

(C) xIS = 5.0

A
Experiment
Calculations

(d) xIS = 10.0

4.0

3.0

2.0

1.0

A
Experiment
Calculations

A

4.0

3.0

A

N

A
2.0

I....

A

0.00 0.25 0.50

1.0 A

0.75

C

A
0.00 0.25 0.50 0.75

C

for helium/air jet, G = 0.4.



Chapter 4. Effects of Buoyancy on Two-Dimensional Jets in Cross-Flow 72

(a)x/S=1.5 (b)x/S=5

A Experiment
Calculations

3.0 3.0 -

Cl) Cl)

2.0 2.0

:.. ....

.... :.
0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00

C C

Figure 4.7: Comparison of measured and calculated cross-stream concentration profiles
for air jet, G = 0.4.

concentration profiles in the case of the helium/air jet has deteriorated. At x/S = 10,

which is outside the recirculation region, the measured concentration profile shows a

slower recovery of the flow from the reverse flow.

A similar comparison is done for air jets in air crossflow. The results are presented

in Figures 4.7-4.9. The good agreement between the experimental and predicted results

is similar to that obtained in the case of the carbon dioxide jet. Therefore it can be

concluded that the introduction of variable density into the calculations is reasonably

accurate but that the size and location of recirculation regions is not well predicted at

high mass or more importantly high momentum ratios. As the size of the recirculation

region increases the numerical results seem to underpredict the jet penetration and hence

the size of the recirculation region.

A Experiment
Calculations
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Figure 4.8: Comparison of measured and calculated cross-stream concentration profiles
for air jet, G = 0.6.

4.2 Two-Dimensional Investigation of the Primary Air Jets

The primary air jets in the kraft recovery boiler are small, closely spaced, and numerous.

In a typical design there are hundreds of these air ports distributed around the lower

perimeter of the boiler. To model these air ports individually a very fine grid distribu

tion is required. The resultant system of finite difference equations is so large that, both

in terms of computer memory and cost, this detailed approach is impractical. Simplify

ing assumptions have to be made for numerical modeling of these air ports to become

practical.

As the row of primary ports are injected into the boiler they spread out and merge

together. Thus a simple and practical approach used by Salcudean et al. (1992) is to

substitute for these ports a continuous slot spanning across the space that is originally

occupied by a row of ports. The jet velocity in the slot model is kept the same as the

A Experiment
Calculations

C
1.00
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Figure 4.9: Comparison of measured and calculated cross-stream concentration profiles
for air jet, G = 0.8.
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actual air port. To maintain the same mass flow rate the height of the slot will be less

than the height of an individual air port. The total area will remain the same. The

implications of this assumption are investigated and reported in detail by Tse (1994).

Thus, a numerical model of the kraft recovery boiler has one continuous slot jet on

each wall around the lower perimeter of the boiler. It is the purpose of this investigation

to calculate the effect of the buoyancy force on the primary air jets in a kraft recovery

boiler.

Buoyancy may alter the flow field in two ways, as discussed in detail in Chapter 2.

Buoyancy is present in the vertical momentum equation as a body force. It can also

effect the generation of the turbulent kinetic energy (k) arid the rate of its dissipation

(c). To isolate the effect of buoyancy as a force in the momentum equation and its effect

on turbulence, for each flow condition, calculations are done for three cases:

• Buoyancy is included in the momentum and turbulence equations . This is referred

to as the case with ‘Buoyancy’.

• Buoyancy is excluded from the momentum and turbulence equations . This is

referred to as the case with ‘No Buoyancy’.

• Buoyancy is included in the momentum equation hut not in he turbulence equa

tions . This is referred to as ‘No Buoyancy in k —

The results obtained in each case are then compared and the (lifferences are noted.

The simulated slot jets in the kraft recovery boiler are long (about 9 m); thus, they can

be considered as two-dirnensiona.l jets. First we consider two opposed two-dimensional

slot jets injected horizontally into a crossflow. The interaction of the corner jets is not

included at this stage. This will be included in Chapter 6 together with combustion and

radiation processes where a full boiler geometry is simulated.
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Table 4.2: Summary of the flow variables for calculations of the primaries

U 3m/s
S = 0.08m

Case D/S R p3/pa G J M
1 62 4 3 12 48 0.77
2 62 6 3 18 108 1.74
3 62 4 2 8 32 0.52
4 30 4 3 12 48 1.6

4.2.1 Primaries: Problem Description and Boundary Conditions

A schematic drawing of the numerical model is shown in Figure 4.10.

In the simulation, the dimension of the slot jet, the jet velocity and density are

adjusted to reflect the conditions in a boiler. The slot jet opening S = 0.08 m. However

the flow parameters, such as the ratio of the jet velocity to the crossflow at the inlet (R),

the ratio of the confinement width to the jet exit width (D/S), and the ratio of the jet

temperature to the crossfiow at the inlet (T3/T), were varied to investigate the variations

of the effect of buoyancy force with these variables. The flow specifications for each case

are given in Table 4.2.

The boundary conditions imposed are as follows: plug flow conditions for the jet

and crossflow velocities, the no-slip condition at the wall, the symmetry condition at the

middle plane and the two lateral planes enclosing the domain, arid zero gradient condition

at the exit plane. The wall function formulation is used to account for the shear stress

near the no-slip wall. The top exit plane is located at 335S downstream of the jet. This

distance is sufficiently far above the jet so that the assumption of zero gradient flow

at the exit plane is reasonable. At the jet entrance the magnitude of jet velocity and

temperature are set at 14 = 12 rn/s and T, = 400 K respectively. This condition is

similar to that in the kraft recovery boiler. The inlet turbulent kinetic energy for the
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4 D

I I
Figure 4.10: Schematic representation of a two-dimensional jet into crossflow.
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N

crossflow is set at k = 1.5UI2 arid rate of its dissipation at ç = G,/4k/2/l, where l

the dissipation length scale is set at l = 0.1D) and the turbulence intensity I = 0.01.

Similarly the inlet turbulent kinetic energy for the jet is set at k 1.5V212 and rate of

3/4 3/2 . .its dissipation , = C, k /l, where 1, the dissipation length scale is set at 1, = 0.1S

and I = 0.01. These choices have been made following the usual practice used in jet in

crossflow calculations.

A two-level steady state multigrid procedure is applied to calculate the flow field.

x/D
Figure 4.11: Computational mesh.
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The experimental work of Ketler (1993) has shown that the flow field due to primary

jets alone is quite steady. Thus, the application of a steady state solver to the problem

of opposed primary jets is likely to be valid. The computational mesh used is shown in

Figure 4.11.

4.2.2 Effect of Confinement, Velocity Ratio, and Density Ratio

The variation of jet structure in confined crossfiow can be described by looking at the

velocity profiles. The normalized velocity vector plots for four flow conditions are pre

sented in Figures 4.12-4.13. The presence of a recirculation bubble downstream of the

jet in all these flows is apparent. This bubble is due to the blockage effect caused by the

jet on the crossflow. For a stronger jet this effect becomes more significant and the size

of the recirculation bubble increases. For all cases presented, the jet with buoyancy force

has a larger penetration into the crossifow and has formed a larger recirculatiori bubble

For the horizontal high density jet the buoyancy force acts against the crossflow arid

reduces the effect of the drag force exerted on the jet by the crossflow. When buoyancy

force is not included in the calculations the net vertical force acting on the jet is larger.

The jet deflects upward more easily, has smaller penetration into the crossflow and con

sequently forms a smaller recirculation region. In Figure 4.12 when the velocity ratio R

has increased from 4 to 6 the size of the recirculation region formed downstream of the

jet, both for cases with and without the buoyancy force, has increased. This is expected

as the jet penetration is significantly affected by its momentum. As the jet momentum

J increases from 48 to 108 (Table 4.2) its penetration and consequently the size of the

recirculation region increases. The effect of the extent of the confinement is clearly shown

in Figure 4.13. When the ratio D/S has decreased to half of that in Figure 4.12(a-b),

the size of the recirculation region has significantly reduced. Comparing cases 1 and 4 in

Table 4.2 the value of the total momentum flux ratio of jet to crossflow M, has increased



Chapter 4. Effects of Buoyancy on Two-Dimensional Jets in Cross-Flow 80

itt!,!
It it if
4 _.4_ I I4 4_. I

No Buoyancy
I I

,i

I t

m

4’’

2.0

• .s’’’’ I
1.5

U
ji ,..%t1I I

1.0 ,.Ittt /
1,?

/

(a) R = 4, D/S = 62, p/pc = 3
Buoyancy

(b) R = 4, D/S = 62, p1/pa = 3

-‘‘I I

4’ f

4’ 1

2.0

1.5

1.0

0.5

t

t
t

4

2.E

2.0

1.5

1.0

0.5

, ,

U I
0.33

I
1
It

f /
ti//It I
I I It!!?
4.4 44 4.4 4

I ‘4

4tIIt

‘It
111 11111 1
4.4 44 4.4 4,4 .4

U

U
N

0.0 0.2 0.4 0.6 0,8 1.0
x/D

(c) R=6,D/S=62,p/p=3
Buoyancy

I
0.33

I
0.33

114
•‘ I

0.0 0.2 0.4 0.6 0.8 1.0
x/D

(d) R = 6, D/S = 62, p/pa =

- No Buoyancy

2.0

1.5

it
I

• I

I,,, •• I

j44••II I t
/ç/

/

/
t I
t I

I A_i I

1.0

LU
1/ /
ft t
41 .4

I I

I I
t I

I
0.33

0.6 08 1.0

x/D
0.0 0.2 0.4 0.6 0.8 1.0

x/D

0.5 \ t i-7 / j-f1
itt itt!! I
I fit? lit I

00 44 iii 4.4 III .4

0.0 0.2 0.4

Figure 4.12: Normalized velocity profiles, Pj/Pc 3.



Chapter 4. Effects of Buoyancy on Two-Dimensional Jets in Gross-Flow

S.SJ

0.0 0.2 0.4 0.6 0.8 1.0
x/D

(d) R =4, D/S = 62, p/pc = 2
No Buoyancy

2.5
.

‘ft 1 Itt
2.0 - 1mit I
11mtt t

1.5

¶ ittit I I I

11’
tttftttt I I f
fftffttt f I I

n i4 •t I

0.4 0.6 0.8 1.0
x/D

(a) R = 4, D/S = 30, p/p0 = 3 (b) R = 4, DIS = 30, p/pc = 3
Buoyancy No Buoyancy

81

4.5

4.0

3.5

N2.5

2.0

1.5

1.0

0.5

..

• S •S t I I I
• It

. if

5..

4.5

4.0

3.5

3.0
U
N2.5

2.0

1.5

1.0

0.5

nr

I I I I I I I I

itii tilt

I littIl ft

5.5 \fff I
0.33

I
0.33

0.33

I
0.33

0.2 0.4
°6x/D°8

1.0

(c) R = 4, D/S = 62, p/p = 2

Buoyancy

::

I
...Itt I

1.5 •

, t t

Sill
IIHI//It I I
ft 171111 1 1 1
4.+titt.ttit .+ i & i

U
N

-

0.0 0.2 0.4 0.6 0.8
x/D

0..
1.0 0.0 0.2

Figure 4.13: Normalized velocity profiles.



Chapter 4. Effects of Buoyancy on Two-Dimensional Jets in Cross-Flow 82

from 0.77 to 1.6 due to the reduction of D/S. The differences between the flow pattern

for the cases with and without buoyancy are less, indicating smaller buoyancy effects.

Due to the smaller coiifinement size the penetration of the jet with buoyancy force is

significantly limited. The effect of this limitation on the jet without buoyancy which

behaves as a weaker jet is not as significant. When the ratio of jet density to crossfiow is

reduced from 3 to 2, comparing Figures 4.12 (a-b) and 4.13(c-d), it is apparent that the

size of the recirculation region has again decreased. As the mass and momentum ratios

of the jet to the crossflow have reduced (cases 1 and 3 in Table 4.2), the jet has become

weaker and its penetration has significantly decreased.

As the amount of the air jet present at any point is crucial to the boiler’s operation,

the jet penetration, its trajectory, and the degree of mixing of the jet fluid with the

crossflow are of particular interest in the study of the flow field in the kraft recovery

boiler. Generally in the study of jet in crossflow, jet penetration and trajectory are

important factors. In Figure 4.14 the jet trajectory, which is defined as the locus of

the maximum jet concentrations, is presented for four flow conditions. The results show

an initial core jet region (jet slightly deflected) followed by a region characterized by

considerable deflection of the jet. The trajectory of the jet without buoyancy force, in all

cases presented, remains closer to the wall than the trajectory of the jet with buoyancy

force, indicating the deeper penetration of the jet with buoyancy force as already noted.

The higher penetration of the jet with buoyancy force can be explained as follows. For

a jet which is heavier than the crossflow, the buoyancy force acts downward against the

upward crossflow. By opposing the crossflow, the buoyancy force reduces the effect of

the drag force exerted on the jet by the crossflow. This will result in higher local jet to

crossflow velocity ratios and therefore better jet penetration. As the velocity ratio of jet

to crossflow R, increases from 4 to 6, as shown in Figures 4.14(a-b), the jet penetration

increases. This is due to the higher momentum of the jet. At velocity ratio .R = 6 the



83Chapter 4. Effects of Buoyancy on Two-Dimensional Jets in Cross-Flow

(a) R = 4, EYS = 62, = 3 (b) R = 6, EYS = 62, i/ =

5C

45 Buoyancy / 45 - Buoyancy
- NB in k-c / NB in k-c

40 NB / 40 NB 4’
35. / 35

30 / 30-

25 / 25-

20 / 20-

15 15- 7

o• 10-

5

,.

—. I I I I I 0 — I I

0 5 10 15 20 25 30 0 5 10 15 20 25 30

U)

(I)

N

U)

xiS
(d)R=4,Q’S=30,p/p0=3

xIS

(c) R = 4, D/S = 62, p/p0 = 2
50 I

45 . Buoyancy/
NB

40

35

30

25

20

15

10

5.

— . I I I

45

40

35

30

25

20

15

10

5

I I I I I

Buoyancy
NB

I I -

xIS
0 5 10 15 20 25 30 0 5 10 15 20 25 30

xIS

Figure 4.14: Jet fluid concentration trajectories, NB refers to No Buoyancy.
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difference between the jet trajectories for the cases with and without buoyancy force is

smaller than the case of R 4. There are two possible reasons for this. Generally,

as the momentum force becomes stronger the buoyancy effects become less pronounced.

Additionally, for the confined jets, as the jet becomes stronger the presence of the opposite

wall on the jet becomes more pronounced. The crossflow must pass the jet and therefore

it can restrict the penetration of the stronger jets more significantly than the weaker jets.

As was explained above, for the flow configuration here, the buoyancy force reduces the

effect of the drag force exerted on the jet by the crossflow and results in deeper penetration

and smaller deflection of the jet. Therefore comparing the jet behavior for the cases with

and without the buoyancy force the jet with buoyancy appears as a stronger jet, even

though the mass and momentum flux ratios (G and J) are the same in both cases. As the

jets without buoyancy force are weaker, for both cases R 6 and 4 the reduction of their

penetration due to the crossflow is less significant. When the width of the confinement is

reduced from D/S = 62, Figure 4.14(a), to D/S = 30, Figure 4.14(d), the jet penetration

is significantly reduced. The jet penetration is restricted by the presence of the opposite

jet and the space required for the crossfiow. Therefore in the case of D/S = 30 the effect

of the buoyancy force on the jet trajectory is less significant.

To understand the mixing pattern of the jet with the cross-flow the jet concentration

contour plots are shown in Figures 4.15-4.16. For all cases presented here the jet with

buoyancy spreads further and its blockage effect on the crossflow is more prominent.

Better penetration of the jet with buoyancy is also apparent froin these plots. As the

velocity ratio R increases from 4 to 6 the jet spread increases. When the confinement

width D/S is reduced from 62 in Figure 4.15(a-b) to 30 in Figure 4.16(a-b) the jet spread

again increases. This is expected as the same amount of jet fluid is now distributed over

a smaller mainstream cross-section. As the density ratio of jet to crossflow is reduced

from 3 in Figure 4.15(a-b) to 2 in Figure 4.16(c-d), the jet spread has reduced. This is
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due partly to the smaller amount of jet fluid and lower mass ratio of jet to crossflow.

It is misleading to compare the buoyancy effects in this case with the case with higher

density ratio 3. As the density ratio decreases from 3 to 2 one expects to see smaller

effects of buoyancy force on the flow. At the same time, however, this reduction results

in smaller values of mass or momentum ratios of the jet to crossElow. Considering the

buoyancy effects, the influence of these two factors on the flow field is opposite to each

other. This once again highlights the importance of isolating the buoyancy force in order

to study the effects of density variations.

in the kraft recovery boiler it is important to know the concentration of combustibles

within certain critical ranges where burning could occur. Thus, it is useful to quantify

the effect of the buoyancy force on mixing of the air jet with the crossflow. To meet

this objective a methodology is used to calculate the mass flow rate of the fluid passing

through a cross-sectional plane having jet fluid concentration in a certain range. A

similar procedure is used by Tse (1994), for constant density flows. The details of this

methodology are giver) in Appendix A. A brief description is presented here to introduce

the terminology used.

Consider the probability density function P2(e) derived in Appendix A. At a cross-

sectional plane with elemental area dA located at a stream wise coordinate z, this density

function is;

— 1 (vpdA)2havmg concentration in range + 2
Zk) —

P1QI+p2Q2

where = C — C, with C being the average or fully mixed concentration value, and

AC being some small increment of
. pQ and p2Q2 are the mass flow rates of the

cross-stream and the jet, respectively. It is shown in Appendix A that the mean of P(C)

is zero and that for perfectly mixed fluid the variance of P(() is also zero. At any one
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cross-sectional plane, the variance o of P(C) can be computed as;

= f 2P2().d (4.69)

Defining a as the maximum variance before any mixing has occurred, the standard

deviation of ‘mixedness’ S is shown in Appendix B to be:

(4.70)

& will have values that range from 0, indicating no mixing, to 1, indicating fully mixed

flows. In our calculations S is referred to as the ‘degree of mixing’.

The degree of mixing of the jet fluid with the crossflow for four different flow conditions

is presented in Figure 4. 17. In all four cases the predicted degree of mixing in the near

field region for the jet is approximately the same with and without buoyancy force.

Moving farther downstream the degree of mixing experiences a sharper increase for the

jet with buoyancy force. In Figures 4.14 we have seen that the jet without the buoyancy

force has smaller penetration into the crossflow and flows down the channel closer to the

injection wall, resulting in smaller entrainment of the crossflow into the wake of the jet.

This in turn results in less mixing between the jet and the crossflow, particularly in the

far field where the momentum forces are weakened. When the velocity ratio II increases

frorri 4 to 6 in Figure 4.17(a-b) the effect of buoyancy force on the predicted degree of

mixing is further reduced. At higher velocity ratio R = 6 the mixing between the jet and

the crossflow has increased. When the density ratio of the jet to crossfiow has decreased

from 3 to 2 in Figure 4.17(a-c) the effect of buoyancy force on the degree of mixing has

been reduced. As the confinement width has decreased from D/S 62 to 30, Figure

4.17(a-d), the mixing between the jet and the crossflow has improved. Eliminating the
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Figure 4.17: Effect of buoyancy on degree of mixing.
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buoyancy force therefore results in underprediction of the degree of mixing in the far field

region.

The decaying process of maximum jet concentration along the concentration trajec

tory is for different values of R, confinement width and density ratios shown in Figure

4.18. lii all cases the decay of the jet concentration both with and without buoyancy

force almost collapses into one curve. This implies that the buoyancy force plays oniy a

minor role in the mixing process as suggested by Figure 4.17.

The decaying process of the total velocity component V along the jet velocity tra

jectory is shown in Figure 4.19. The velocity trajectory is defined as the locus of the

maximum total velocities in the streamwise direction, where 1’ -- + U for a two-

dimensional flow field in the x — z plane. Due to entrainment, V decreases with an

increase of the axial distance with the maximum limit of ‘/4 II. For the jet with the

buoyancy force, V begins to increase beyond the point of maximum decay. The increase

of V is due to the impingement of the opposed jets at the center 0f the channel. Farther

downstream V decays at a slow rate due to the presence of the confinement. When the

buoyancy force is neglected, the rate of decay of V in the near field is slightly affected.

However the increase of V beyond the point of maximum decay is significantly under-

predicted. This can be explained by considering the small penetration of the jets when

buoyancy force is ignored. As the increase of V is due to the impingement of the jets,

the weaker this impingement the slower the rate of decay will be.

To sumrnarie it can be concluded that for the flow conditions tested, ignoring the

buoyancy force results in under prediction of the jet penetration. The degree of mixing

between the jet and the crossfiow is slightly under-predicted when the buoyancy force is

ignored. The jet without the buoyancy force behaves as a weaker jet and its trajectory

remains closer to the wall containing the jet. When ignoring the buoyancy force the

general flow characteristics remain the same, however significant quantitative differences
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are present comparing factors such as jet penetration and trajectories. These differences

increase as the value of total jet to crossflow momentum flux ratio M decreases, indicating

more important buoyancy effects at smaller values of M. Therefore, when a quantitative

flow analysis is required, buoyancy force should not be ignored.

To illustrate the effect of the buoyancy force on convergence performance of the

multigrid method, the convergence histories for the flows studied in this section are

presented in Figure 4.20. The mass residues have been normalized by the total incoming

mass flow from the crossflow and the jet. As Figure 4.20 shows, the inultigrid method has

a very fast convergence for the type of flow field considered in this section. In all cases

in less than four multigrid cycles the normalized mass error is less than iO, which is

reasonably small. The slight deterioration of the performance of the multigrid solver due

to the inclusion of the buoyancy terms is apparent from the above results, and depends

on the the case considered. This deterioration is due to the coupling between the energy

and the momentum equations.

4.2.3 Effect of the Jet Orientation

In the kraft recovery boiler the air jets are sometimes injected at an angle. The objective

in this section is to investigate if the buoyancy effects will be altered due to the injection

angle. Here we compare four jet/crossflow orientations:

1. The jet is injected horizontally into an upwards crossfiow

2. The jet is injected horizontally into a downwards crossflow

3. The jet is injected vertically from the top wall into a horizontal crossflow

4. The jet is injected vertically from the bottom wall into a horizontal crossflow.
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Table 4.3: Summary of the flow variables for study of the jet/crossflow orientation

U = 3m/s
S = 0.04m

Case D/S R p,/pc G J Al
1 60 4 3 12 48 0.8
2 60 2 3 6 12 0.2
3 60 0.5 3 1.5 0.75 0.012

In Figures 4.22-4.26, ‘horizontal’ refers to the first orientation, ‘up’ and ‘down’ to the

third and fourth respectively. When all four conditions are compared, the flow orientation

for each case is shown graphically in the figures.

The geometry of the flow field is shown in Figure 4.21. In this section all the flow

variables, except the jet velocity are kept constant. Therefore iii the analysis of the

results the velocity ratio R is used as the defining variable. ‘I’hree values of the jet to

crossflow velocity ratios, R = 4, 2, and 0.5 are tested. A summary of the flow variables

for each case is given in Table 4.3.

In the numerical model, the doriiain of the flow field is represented as a rectangular

plane. The boundary conditions are like those in the previous section with one exception.

Here we are considering a single jet, and thus no symmetry plane is present. Therefore

the plane opposite to the plane of the jet is a wall.

To look into the variation of jet structure the velocity vector field normalized by

the inlet jet velocity for the case of R 4 is shown in Figure 4.22. It is apparent

that the jet injected horizontally into an upwards crossflow penetrates deeper into the

crossflow. Considering the recirculation bubble on the lee side of the jet the horizontal

jet has formed a larger recirculation region than the vertical jets. A possible explanation

for this is that in the case of the horizontal jet the buoyancy force is competing with

the drag force exerted by the crossflow on the jet. As the jet fluid is heavier than the
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crossflow, the buoyancy reduces the jet deceleration in the direction perpendicular to

the crossflow direction. This assists the jet penetration into the crossifow. In the case

of the vertical jets the buoyancy force is perpendicular to the cross flow and acts along

the jet momentum. Here buoyancy is competing against a larger force and thus is less

effective. The velocity field of the vertical jets is similar to the case where buoyancy force

is neglected. The recirculation bubble formed on the lee side of these jets is smaller than

the recirculation bubble formed by the horizontal jet.

The mixing and the spread of the jet can be visualized by looking at the jet concen

tration contours presented in Figures 4.23-4.24 for R = 4 and 2. For both values of R

the spread of the horizontal jet is more than that of either the vertical jets or the jet

with no buoyancy force. The spread of the vertical jets is similar to that of the jet with

no buoyancy force. However the jet injected upward spreads slightly more than the jet

injected downward.

To quantify the mixing between the jet and the crossflow the method explained in the

previous section is implemented here. The results are shown in Figure 4.25 for cases of

R = 2 and 4. For R = 2 the horizontal jet has higher mixing than the vertical jets. The

mixing of the jet injected from the bottom is slightly more than that of the jet injected

from the top or the jet with no buoyancy force. The mixiiig of the jet injected from

the top is similar to the case with no buoyancy. As the value of R increases the degree

of mixing of the jets becomes more similar. In the case of R — 4 there is virtually no

difference between the degree of mixing predicted for the four jets.

The trajectory of the jets) defined as the loci of the maximuru jet concentrations for

two values of R = 2 and 4, is shown in Figure 4.26. As expected, the jets with larger value

of velocity ratio R have deflected less thaii the jets with smaller R. The deflection of the

horizontal jet is less than the vertical jets or the jet with no buoyancy. The trajectory of

the jet injected from the top is close to that of the jet with no buoyancy force.
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Figure 4.22: Normalized velocity vectors for R = 4, ‘Down’ refers to the jet injected from

the bottom, and ‘Up’ refers to the jet injected from the top.
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Figure 4.23:
from the bottom, and ‘Up’ refers to the jet injected from the top.

Jet fluid concentration profiles for R 4, ‘Down’ refers to the jet injected
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Figure 4.24: Jet fluid concentration profiles for R 2, ‘Down’
form the bottom, and ‘Up’ refers to the jet injected from the top.
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For two cases of R = 2 and 0.5 the size of the recirculation region formed downstream

of the jet for the four flow orientations described previously are compared with the case

with no buoyancy force. These results are shown in Figure 4.27. As the size of the

recirculation region for the case of the horizontal jet issued into an upwards crossfiow is

much larger than the other cases it is not shown in the same figure for reason of better

scaling. The results show that the horizontal jet issued into a downwards crossflow forms

the smallest recirculation region, because both the buoyancy force and the drag force

exerted by the crossflow on the jet are pulling the jet downwards. The same pattern

is apparent for both values of R. This further indicates the importance of the jet and

crossflow orientation on the effect of buoyancy force on these flows.

To illustrate the effect of the buoyancy force on convergence performance of the

multigrid method, the convergence histories for the flows studied in this section are

presented in Figure 4.28. The mass residues have been normalized by the total incoming

mass flow from the crossflow and the jet. As Figure 4.28 shows, for the case of R -z2,

the multigrid method has a very fast convergence. As the value of R increases, a larger

number of multigrid cycles is required to obtain a converged solution. This may be due

to the increased blockage of the crossflow by the jet and a stronger impingement of the

jet on the opposed wall. The strong interaction of the jets can result in unsteadiness

in the flow field. Quick et al. (1991) have shown this in the case of the opposed jets.

The deterioration of the performance of the multigrid solver due to the inclusion of

the buoyancy terms is apparent from the above results. The rriain reason for this is the

coupling between the set of the governing equations of motion when buoyancy is included.

Due to inclusion of the buoyancy force the vertical equation of motion is coupled with

the energy equation. This results in a slower rate of convergence.
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Chapter 5

Effects of Buoyancy on Three-Dimensional Jets in Cross-Flow

In this chapter, the effect of buoyancy force on the flow field of a single jet and a row of

jets injected into a confined crossfiow is studied. To understand the buoyancy effects in

the complex flow field of the kraft recovery boiler, a step-by-step approach to the problem

is adopted here. The tertiary and secondary air jets in the kraft recovery boiler consist

of an array of jets distributed either on all four or two walls of the boiler, depending on

the particular design. Generally the secondary air jets are injected at higher velocities

than the tertiary air jets. Secondary air jets are smaller and more numerous, than the

tertiary air jets. In this chapter, therefore, the flow conditions simulated correspond to

that of a typical tertiary air jet in the kraft recovery boiler where, due to lower velocities

and larger jet sizes, the buoyancy effects could be more significant. Here we restrict our

attention to a single jet and a row of jets injected into a confi tied uniform crossflow.

Among the parameters which can influence the fluid flow, the jet to crossflow velocity

ratio R, density ratio p,/pc, and extent of the confinement .D/S are tested here. Vari

ations of the first two of these parameters result in the variation of the jet to crossflow

momentum and mass flux ratios. The purpose here is to investigate the effect of buoy

ancy on jet penetration and the interaction of the jet with the crossflow. The effect of

buoyancy on features of the flow field due to the interaction with the crossflow of a single

jet and a row of jets is investigated.

The problem of a single jet in crossflow is described first, followed by an analysis of

a row of jets.

106
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Table 5.1: Summary of the flow variables for calculations of the tertiaries

U 3m/s
H0.8m

W 0.16m
Case D/S R p,/p G J M

1 28 6 3 18 108 3.85
2 28 8 3 24 192 6.85
3 14 6 3 18 108 7.71
4 14 8 3 24 192 13.71

51. Three-Dimensional Single Jet in a Confined Crossflow

The geometry of the three-dimensional single jet injected into the confined crossflow is

shown in Figure 5.1. The jet characteristic length S is defined as

The flow conditions selected are given in Table 5.1. These conditions have been

chosen to simulate conditions of typical tertiary air jets in the kraft recovery boiler. At

this stage, however, combustion and radiation are not included in our calculations. These

processes will be considered in Chapter 6.

The calculation domain is represented as a rectangular box. Due to flow symmetry

only half of the domain needs to be calculated. The symmetry condition is imposed on

the lateral plane (z y) passing through the jet central plane (y 0.0).

As in the previous computation for a two-dimensional jet in crossflow, the wall func

tion is used to represent the shear stress near solid boundaries. Plug flow conditions

are used at the jet and crossflow inlets. In calculations of strong jets in crossfiow the

turbulence characteristics are not sensitive to the prescribed inlet conditions of the k

and e and are mainly governed by the shear produced in the flow field. However, as

is the usual practice for the jet in crossflow, the inlet turbulent kinetic energy for the

crossflow k, is specified as k = 1.5UI2 and its dissipation as ç =c/4k12/1, where the
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Figure 5.1: Schematic representation of a three-dimensional jet into crossflow.
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dissipation length scale l = 0.11), 1 0.01, and C, = 0.09. Similar conditions are used

at the jet entrance. The inlet turbulence kinetic energy for the jet is k3 = 1.5UI2 and

the rate of its dissipation e c/414’2/l,. Here 1, 0.15 and I 0.01. The location of

the inlet plane for the crossflow is about 105 upstream from the jet. This is sufficiently

far from the jet inlet plane to avoid any disturbances at the crossflow inlet plane due to

the jet. The zero gradient condition for all the dependent flow variables is imposed at

the outlet. The exit plane is placed 74S downstream of the jet to allow the condition of

fully developed flow to be made. Calculations are done using a two level multigrid.

Jet trajectory is one of the most important characteristics in studies of jets in cross-

flow. The effect of buoyancy on jet trajectories is presented in Figure 5.2. Here, the jet

trajectory is defined as the loci of the local maximum concentration points on the plane

of symmetry. The trajectories are shown for velocity ratios R of 6 and 8.

The jet with higher velocity ratio R is deflected less than the jet with lower R and

therefore its trajectory is further away from the injection wall. When the jet velocity

increases, the momentum ratio of jet to crossflow J, the dominant factor in jet trajectory

and penetration, increases. The jet with higher R value has penetrated deeper into

the crossflow. For both values of R the predicted jet trajectories for the jet without

buoyancy force is closer to the injection wall than the jet with buoyancy force. rphe

jet with buoyancy has penetrated deeper into the crossflow. As in the case of the two-

dimensional jets the buoyancy force acting against the crossflow reduces the effect of the

drag force on the jet. This results in the formation of a stronger jet and increases jet

penetration. As a result the jet with buoyancy is deflected less than the jet without

buoyancy and its trajectory is farther away from the injection wall.

The center plane velocity profiles for cases 1 and 2 of Table 5.1 are presented in Figure

5.3. The entire flow pattern in the case of the three-dimensional jets is difFerent than that

of two-dimensional jets. As is apparent from the normalized vector velocity fields (/ is
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used as the normalization factor) in Figure 5.3 there is no blockage effect caused by the

jet on the crossflow, as the crossow can pass by the sides of the jet. This is revealed by

the absence of a recirculation bubble downstream of the jet in all cases. For both values

of R = 6 and 8, the absence of buoyancy force leads to the prediction of a more uniform

velocity vector field in the far field. This effect is more significant for the case of R 6.

For both cases shown here the jets do not impinge on the opposite wall, as there is no

region of downward flow present on this wall.

The jet concentration profiles along the same longitudinal plane and for the same

cases are shown in Figure 5.4. From Figure 5.4 it can be seen that there is an initial

jet core region followed by a region of considerable jet deflection. After this region the

flow becomes parallel to the opposite wall. The jet with R = 6 has a smaller mass and

momentum flux ratio (Table 5.1) and is weaker than the jet with R = 8. Comparing

Figures 5.4(a and c) it is apparent that the jet concentration on the opposite wall for

R = 8 is larger than R = 6. When the buoyancy force is ignored the jet penetration

decreases and its concentration on the opposite wall reduces.

To study the effect of the confinement width on the flow field the normalized vector

velocity fields in the central z — x plane for cases 1 and 3 of Table 5.1 are presented in

Figure 5.5. For value of D/S 14 the jet impinges on the opposite wall. This is apparent

by the presence of the downward velocity vectors on the opposite wall in Figures 5.5(a-b).

The presence of the downward and upward velocity vectors on the opposite wall indicate

that at certain location in between there exists a region with zero vertical velocity. A

zoom in view of normalized vector velocity field for cases R = 6 and 8 and D/S = 14, in

the vicinity of the opposite wall is shown in Figure 5.6. For the case of R = 6, the center

of the impingement for the jet with buoyancy, as shown in Figure 5.6(a), is at z O.8D.

When the buoyancy force is ignored the location of the point of impingement nioves to

z = O.86D as is shown in Figure 5.6(b). Similar results are seen for the case of R = 8 in
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Figure 5.3: Normalized vector velocity profiles for D/S 28 and R = 6 and 8 along the
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Figures 5.6(c-d). As in the case of the two-dimensional jets the buoyancy force opposes

the drag exerted by the crossflow on the jet arid results in deeper penetration and smaller

deflection of the jet. The jet without the buoyancy force therefore deflects more and hence

its point of impingement on the opposite wall moves farther downstream. Comparing

cases 1 and 3 of Table 5.1 at larger value of D/S 28, the jet is weaker (smaller M),

and therefore it does not impinge on the opposite wall. This is apparent by the absence

of downward velocity vectors in Figures 5.5(c-d). A more significant effect of buoyancy

force on the velocity field in the case of D/S 28 is apparent.

The decay of the maximum jet concentration along the jet concentration trajectory in

the center plane for two different confinement widths, D/S = 14 and 28, and two values

of R = 6 and 8 are presented in Figure 5.7. The value of jet concentration decreases

continuously moving downstream from the jet. Although the concentration trajectories

change in accordance with the velocity ratio R and the buoyancy force, the decay of the

jet concentration along the concentration trajectory for the values of I? tested, follows

almost the same curve for cases with and without buoyancy. As shown in Figure 5.7 the

decay of the jet concentration almost collapses into one curve, for both values of R with

and without buoyancy. This implies that the velocity ratio and the buoyancy force play

only a minor role in the jet concentration decay process.

The effect of buoyancy on the detailed interaction of the jet with crossfiow can be seen

by looking into the passive scalar field in Figures 5.8-5.13. The mixing characteristics and

the variations of jet structure can be better understood by looking at the jet concentration

contours in Figures 5.8-5.13. These results for R = 6.0 and D/S = 14.0 for cases with arid

without buoyancy force are presented in Figures 5.8 arid 5.9 at four locations downstream

of the jet. After the impingement at z/S = 1.0, the jet cross-section is distorted into

a kidney shape. At z/S = 3.0 a core of higher jet fluid concentration close to the

opposite wall is formed. Farther downstream the jet is stretched laterally and has become
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Figure 5.7: The decaying process of jet concentration along the jet concentration trajec

tory.
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more slender. At z/S = 5.0 the jet begins to lose its identity. Farther downstream at

z/S = 10.0 due to the entrainment of the crossfiow into the jet low concentrations of

jet fluid are present. Comparing the jet concentration contours for the case without

buoyancy force (Figure 5.9) with those with buoyancy, it is evident that the buoyancy

force results in a better spread of the jet. This effect is particularly significant on the

lateral spread of the jet, as laterally the jet is not constrained significantly. As the

impingement of the jet without buoyancy on the opposite wall is weaker, a smaller core

of higher concentration is formed. The entrainment of the crossflow by the jet is weaker

and the jet preserves its identity farther downstream.

The concentration profiles for H .- 6.0 and D/S = 28.0 are presented in Figures 5.10

and 5.11. At z/S = 1.0 the jet has a horse shoe cross section. Farther downstream at

z/S = 3.0, due to the interaction of the jet and the crossflow, the jet cross-section is

distorted into a kidney shape. Moving downstream at z/S = 5.0 and I (1.0, the jet moves

to the central core of the flow aud its cruss-section becomes stretched and more slender.

Comparing the results with those in the case of D/S = 14.0, it is apparent that the

jet impingement on the wall results in significant distortion of the jet cross-section. For

the case where buoyancy force is excluded the jet spread is less and the predicted jet

cross-section is smaller. The buoyancy force results in better spreading and mixing of

the jet and cross flow.

Figures 5.12 and 5.13 present the concentration profiles for the H = 8.0 and

D/S 28.0. At this higher velocity jet penetration has increased and the effect of

the crossflow on the distortion of the jet is stronger. The spread of the jet is more re

stricted by the opposite wall than the case of R = 6.0. In Figure 5.13 for the case without

buoyancy force the effect of the opposite wall on the spread of the jet is smaller. Corn-

paring Figure 5.12(d) and 5.13(d) this effect is apparent. At this higher velocity ratio R,

the effect of buoyancy on the jet concentration profile in the near field is smaller. Farther
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Figure 5.8: Jet concentration profiles for R = 6 and D/S - 14 (including buoyancy

terms).
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Figure 5.9: Jet concentration profiles for R = 6 and D/S = 14 (excluding buoyancy
terms).
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Figure 5.10: Jet concentration profiles for R = 6 and D/S 28 (including buoyancy
terms). -
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Figure 5.11: Jet concentration profiles for R = 6 and D/S 28 (excluding buoyancy
terms).
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Figure 5.12: Jet concentration profiles for R = 8 and D/S = 28 (including buoyancy

terms).
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Figure 5.13: Jet concentration profiles for R = 8 and D/S = 28 (excluding buoyancy
terms).
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downstream at z/S = 5.0 and 10.0 as the jet loses its momentum the effect of buoyancy

force increases. Generally the exclusion of the buoyancy force results iii underprediction

of the spread of the jet.

Due to the large cross-sectional area of the crossflow in comparison to the that of the

jet, the total mass of the jet is about 20 times smaller than the mass of the crossflow.

Since the probability density function method (described in Chapter 4) for quantifying

the degree of mixing between the jet and the crossflow calculates the average mass over

the flow cross-section, it smears the differences and does not provide much information

in this case. Therefore to describe the mixing and the spread of the jet in crossflow, a

diffusion parameter K, suggested by Chao and Ho (1992), and defined as:

K (5.71)

is used. Here A denotes the cross-sectional area of the flow field and Ad is the area affected

by the jet fluid. To calculate Ad, jet concentration contours are employed here. Assume

Ad represents the area enclosed by normalized concentration contour C at a certain

value of Cd. In this investigation Cd is chosen to be 0.03. Figure 5.14 represent the

streamwise development process of K for two ratios of R = 6 and 8 and for two values of

D/S = 14 and 28. The jet with the highest R value and the smiiallest D/S yields the

highest K development. For both values of D/S, as the value of B decreases the mixing

and spread of the jet decreases. Excluding the buoyancy force results in underprediction

of the mixing and spread of the jet. The results are also shown for the case when buoyancy

is present as a force in the momentum equation but its effect in the turbulence equations

is ignored. No significant changes in the value of K are detected.

To illustrate the effect of buoyancy force on convergence performance of the multigrid

method, the convergence histories for the flows studied in this sectioii are presented in

Figure 5.15. The mass residues have been normalized by the total incoming mass flow
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from the crossflow and the jet. As Figure 5.15 shows, for the type of flow field considered

in this section, the multigrid method has a very fast convergence. iii all cases in less than

four multigrid cycles the normalized mass error is less than iO which is reasonably

small. The deterioration of the performance of the multigrid solver due to the inclusion

of the buoyancy terms is apparent from the above results. This is due to the coupling

between the energy and the momentum equations.

5.2 Array of Three-Dimensional Jets

The geometry of the array of jets injected into the crossfiow is shown in Figure 5.16. The

geometric conditions used are similar to those used for the case of single jet. The spaci rig

between the jets is h = 5S, which is similar to that of the tertiary air jets in the kraft

recovery boiler. The flow conditions selected are the sanie as those for the case of the

single jet. Here, however, calculations are done only for R •-- 6 and D/S = 28 (case 1 of

Table 5.1).

I)ue to flow symmetry only a section of the domain which is confined between the

plane passing through the jet center line and the plane passing through the middle of the

space between the two adjacent jets needs to be calculated. The symmetry condition is

imposed on these two lateral planes. The other boundary conditions used are the sante as

in the previous computation for the three-dimensional single jet. Calculations are done

using a two level multigrid.

The effect of buoyancy force on the trajectory of the array of jets is presented in

Figure 5.17. The jet trajectory is defined as the loci of the local maximum concentration

points on the plane of symmetry through the jet center. The jet with buoyancy force has

penetrated deeper into the crossflow and its trajectory is farther away from the injection

wall than that of the jet without buoyancy force. The buoyancy force acting downward
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against the upward crossflow, reduces the effect of the drag force exerted by the crossflow

on the jet. Therefore the penetration depth of the jet with buoyancy increases and its

deflection decreases.

Comparing the trajectory of the array of jets with that of a single jet in Figure 5.2(a),

it is seen that the array of jets has a smaller penetration and its trajectory remains closer

to the injection wall than that of the single jet. Considering the case of the single jet as

an array of jets with very large jet spacing, it can be concluded that for an array of jets as

the jet spacing decreases (from a very large spacing to 5S) the jet penetration decreases.

These results are in agreement with the experimental results of Kamotani and Creber

(1974). This behavior can be accounted for by considering the vortex structure of well

separated jets. Representing the jet in crossflow as a pair of counter-rotating vortices, two

neighboring pairs of vortices will drive each other down towards the injection wall. This

results in less penetration of each jet. In the experiments of Kamotani and Greber for a
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range of jet spacings it is seeii that for sufficiently close jet spacing (about 23 or smaller),

however, the penetration of the array of jets increases as the jet spacing decreases and

in the limit it reachs that of the two-dimensional jet. They explain that at close jet

spacings the jets would start to interfere with the entrainrrient of crossfiow fluid of their

neighboring jets. This effect results in slower decay of the initial momentum flux of the

jet. Consequently, for close enough spacing the jets maintain their momentum longer,

and experience limited deflection.

It is also apparent from Figures 5.17 and 5.2(a) that the effect of buoyancy force on

the trajectory of the single jet is less significant than is the case with the array of jets with

5S spacing. As was explained above, the interaction of the neighboring counter-rotating

vortices reduces the momentum flux of the array of jets. As the momentum decreases

the effects of buoyancy force become more significant.

The center-plane normalized velocity profiles are presented in Figure 5.18. The veloc

ity profiles for both cases with and without buoyancy force are similar. However, in the

far field (z/D > 1.5) the velocities are more uniform when the buoyancy force is ignored.

Higher penetration and less deflection of the array of jets with buoyancy is apparent.

Thus, once again, it is confirmed that the array of jets without the buoyancy force is

effectively weaker. Therefore its deflection by the crossflow is more significant. For the

flow conditions here no blockage effect of the crossflow by the array of jets is present.

The jet concentration profiles along the same longitudinal plane are shown in Figure

5.19. It is apparent that when the buoyancy terms are included in the calculations the

array of jets has penetrated deeper into the crossflow and has spread out niore.

rfhe decay of maximum jet concentration along the jet concentration trajectory in

the center plane is presented in Figure 5.20. The value of the jet concentration decreases

continuously moving downstream from the jet. The decay rate of the jet concentration for

cases with and without buoyancy teriris are very similar. This implies that the buoyancy
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force plays a minor role in the mixing process for an array of jets.

The effect of buoyancy force on the mixing characteristics and the variations of jet

structure can be better understood by looking at the jet concentration contours in Figures

5.21-5.22. The concentration contours are shown at four locations downstream of the jet.

The concentration contours in cases both with and without buoyancy terms show similar

behavior. At z/S = 1 the jet cross-section has a kidney shape due to the presence of the

vortices. Moving downstream the jet moves to the central core of the flow and its cross-

section becomes stretched and more slender. Farther downstream the vortices gradually

expand over the whole cross-section and the jet losses its identity. The jet without the

buoyancy terms remains closer to the injection wall. It forms a narrower cross-section

which is more stretched in the lateral direction.

To quantify the mixing and the spread of the jet in crossflow, as in the case of the
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Figure 5.19: Jet fluid concentration profiles along the jet center plane.

single jet, we use the diffusion parameter, K. Figure 5.23 shows the variations of K

at different downstream locations from the jet. As is seen in Figure 5.23, the buoyancy

force enhances the mixing. When the buoyancy terms are ignored, the mixing and spread

of the jet can be underpredicted. rflie differences are small in the near field where the

momentum effects are still strong. Farther downstream, as the jet loses its momentum,

the buoyancy effects are more pronounced.

To illustrate the effect of the buoyancy force on convergence performance of the

numerical method, the convergence history of the flow studied in this section is presented

in Figure 5.24. The mass residues have been normalized by the total incoming flow from

the crossflow and the jet. For the type of flow considered here the multigrid method

has a fast convergence. After four multigrid cycles the mass errors are less than iO’.

When the buoyancy terms are not included in the calculations the mass errors decay
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monotonically. The rate of this decay is faster than is the case when the buoyancy terms

are included.
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Figure 5.20: The decaying process of jet concentration along tlie jet concentration tra

j ectory.
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Figure 5.21: Jet concentration profiles (including buoyancy terms).
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Figure 5.22: Jet concentration profiles (excluding buoyancy terms).
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Chapter 6

Effects of Buoyancy in Lhe Kraft Recovery Boiler

The complex flow field inside the kraft recovery boiler is the result of many related

processes. rjlhese include the injection of the air jets at three levels, namely, primary,

secondary, and tertiary, the spray of the black liquor fuel, the presence of large terriper

ature and density gradients due to the the combustion of organic materials, chemical

reactions, radiation, and other heat transfer processes. Such flow fields are particularly

difficult to visualize or to measure. rphe degree of mixing between the air jets and the

combustible gases, and hence the rate of combustion inside the boiler, is determined by

the flow field. This in turn affects the efficiency of the furnace and the emissions from

the furnace. Therefore the fundamental need before the performance of the boilers can

be improved, i.e. to increase efficiency and to reduce emissions, is to understand the flow

field inside the boiler’s cavity.

In the following section, we first present the boiler geometry used and the problem

specifications. The results of our investigations into the effect of buoyancy force on the

flow field inside the kraft recovery boiler are presented next.

6.1 Problem Description and Boundary Conditions

The boiler geometry simulated is shown in Figure 6.1. The flow domain is limited to the

boiler cavity only. Therefore the bed and the builnose are not modelled. Additionally, in

order to obtain a good grid resolution, only a quarter of the boiler is simulated. However,

full boiler geometry computations are necessary to allow for the investigation of the effect

138
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of the interaction of the opposing jets. As is reported by Quick et al. (1991) at high jet

to crossflow velocity ratios the interaction between the opposing jets is strong and can

lead to flow unsteadiness.

The air from the jets is entering at a temperature of 400 K. The gas rising from the

bed is modelled by imposing a crossflow at temperature of 1300 K. The velocity of the

crossflow is calculated from the amount of the black liquor fired into the furnace. The

primary jets are located on all four walls of the furnace and are modelled as slot jets. At

the secondary level, there are three ports each on the west and east walls, and four ports

each on the south and north walls. At the tertiary level, there are five ports each on the

south and north walls, and there are no ports on the west and east walls. At each level,

the size of the port, arid the mass flow rate through it, are the same for all the air ports.

At all levels the ports on the east wails are opposite to those on the west walls and the

ports on the north walls are opposite to those on the south walls, preserving symmetry.

The height of the secondary ports is 0.4 rn with an aspect ratio of 5.0. The tertiary

ports are 0.8 rn long with an aspect ratio of 5.0. The spacing between the tertiaries is

about 2.0 rn (5.5S). The primary jets enter at the velocity of 9.0 rn/s. The secondary and

the tertiary jets have the velocities of 68.0 and 19.0 rn/s respectively. Therefore a total of

56 kg/s of air is introduced into the furnace, of which about 20% is introduced through

the primaries, 45% through the secondaries and the balance through the tertiaries. A

crossflow of uniform velocity of 0.77 rn/s is assumed at the bottom. The locations, the

sizes, and the air flow rates are such that symmetry exists along x - z and y — z planes.

Therefore only one quadrant of the boiler is considered for numerical calculations. The

furnace height is chosen to be 40 rn. The primary, secondary, and tertiary ports are

located 2 m, 3 m, and 8 rn above the floor respectively.

The inlet turbulence kinetic energy k, and the rate of its dissipation e, for the jet and

the crossflow were assigned following the same guidelines given iii Chapter 5.
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Figure 6.1: Schematic representation of the kraft recovery furnace.
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Due to differences between the size of the air nozzles arid the flow domain, the flow

domain is divided into four segments. The grid distribution in each segment is dic

tated by the required grid resolution in that segment. The mesh generated is shown in

Figure 6.2.

The processes of gas radiation and black liquor fuel combustion are also included

in the calculation. The gas radiation is modelled using the discrete ordinates method.

The walls are assumed to be gray with an emissivity of 0.8 and at the temperature of

1100 K. For radiation calculations, the bottom is assumed to be a gray wall with an

emissivity of 0.8 and at the temperature of the crossflow. The details of the method and

its implementation are given by Sabhapathy (1994).

Two combustion methods are considered. The first method includes the spray of

the black liquor, the processes of drying, devolatilization, char burning, and volatile

combustion. The heat sources/sinks calculated are then incorporated into the source

term of the energy equation. The details of the model and its iiripleirientation are given

by Matys (1994).

TI second combustion model considered is an assumed distribution of heat sources.

In both models the same amount of total heat is generated. However the heat source

distributions are not similar. In the second model the heat source distribution is assumed

constant over each cross section and varies only with the height. For 0 < z < 8m, the

heat source distribution is assumed constant, decreases linearly for 8rn < z < 16m, and

is zero for z > 16m.

Comparing the flow fields obtained using different combustion models, the sensitivity

of the flow field to the distribution of the heat sources can be evaluated. This is the topic

of the next section.
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6.2 Results and Discussion

The results of predictions using the two different combustion models are presented in

this section. In the case of each combustion model three flow situations were simulated.

The calculations using the combustion model by Matys (1994) are referred to as the

‘computed’ heat source distribution. The calculations using the assumed heat source

distribution model are referred to as the ‘assumed’ distribution of heat sources. As was

explained in Chapter 4, in the figures the title ‘Buoyancy’ indicates that the buoyancy

force in the momentum equation and the buoyancy terms in the k-- e turbulence equations

are included in the calculations. The title ‘No Buoyancy’ indicates that the buoyancy

force in the momentum equation and the buoyancy terms in the k — c equations are not

present in the calculations. The title ‘No Buoyancy in lc - ‘ indicates that the effect of

the buoyancy force in the momentum equation is present, but the terms due to buoyancy

force in the k - turbulence model are excluded from the calculations.

Due to the complexity and three-dirnensionality of the fhw field it is difficult to decide

how to compare the flow fIelds. The contour plots of tracer concentration and vertical

velocity in numerous vertical and horizontal planes covering the whole flow domain have

been compared. Some of these results are presented here. In the figures the letters T, S,

and P refer to the tertiary, secondary arid the primary air jets respectively. The arrows

indicate the height at which the jet enters the furnace.

The predicted tracer concentration contours in five vertical y z planes are presented

in Figures 6.3 - 6.12. Figure 6.3, where y — z plane is the synimetry plane (x 5m),

passes through the center of the mid tertiary air port. Comparing Figures 6.3(a) and

(b), very little differences exist between the tracer distributions. This indicates that the

effect of the buoyancy force on the turbulence modelling is not significant.

Comparing Figure 6.3(c) with Figures 6.3(a) and (b) it is shown that the penetration
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of the mid tertiary air jet for the case with ‘No Buoyancy’ is smaller. This indicates

that ignoring the effect of the buoyancy force in the momentum equation results in under

prediction of the jet penetration. Similar results were seen in the case of the single jet

and the row of jets (Chapter 5).

Similar trends are apparent in Figure 6.4 for the case of the assumed combustion

model. This indicates that the effect of the buoyancy force on the flow field is not

altered by modifying the combustion model. A slightly more uniform tracer concentration

distribution is predicted in the region above the tertiary air nozzles with the assumed

combustion model.

The vertical planes y — z, where x 4 and 2 m, pass through the center of the

secondary air nozzles. The contour plots of the tracer concentrations in Figures 6.5-6.8

indicate that the penetration of the secondary jets is not altered significantly by the

buoyancy force. This is expected as these jets enter at very high velocity (V = 68m/s).

Therefore the jet momentum controls the jet behavior entirely.

Figures 6.9-6.12 show the contour plots of the tracer concentrations in vertical planes

y — z where a = 3 and 1 m respectively for both combustion models. Both these planes

pass through the center of the tertiary air nozzles. Considering the penetration of the

tertiary air jets, it can be seen that in the case without buoyancy the jet penetration

is larger. This effect is particularly significant in the vertical y z plane where x 1

m. This effect is the opposite of the effect seen in the case where x = 5 m (symmetry

plane) and the results obtained in the case of the single jet and a row of jets study

(Chapter 5). The difference is due to the presence of the side wall. The tertiary jet in

the vertical plane y — z where x = 5 m is far from the wall, therefore its behavior is not

significantly influenced by it. Also, in the case of the single jet studies the wall effect

was absent. Our calculations in Chapter 5 showed that the buoyancy force increases

the spread of the jet. Therefore, where the jet is close to a wall, as it spreads it can
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interact with the side wall. As a result of this interaction the jet losses its momentum

and therefore has smaller penetration. When the buoyancy force is excluded the jet

spread is underpredicted, and therefore its interaction with the wall is less significant.

The impact of the side wall on the jet with no buoyancy force is less pronounced. This

results in larger penetration of the jet.

Figures 6.13-6.16 show the contour plots of the tracer concentration in vertical planes

x — z where y = 5 and 2.5 rn, for both combustion models respectively. These planes

pass through the center of the secondary air nozzles. Again it is apparent that the

buoyancy force does not affect the penetration of the secondary and the primary air jets

significantly. This is true for both combustion models used.

Figures 6.17-6.18 show the contour plots of the tracer concentration in vertical plane

x — z where y = 3.75 m, for both combustion models. ‘Ihis pIare is located half-way

between the two adjacent secondary air nozzles. Slightly higher concentrations of the

tracer are predicted in the region above the secondaries when the buoyancy force is

ignored.

The contour plots of the normalized vertical velocity in vertica,l y — z planes for values

of x = 5, 4, 3, 2, and 1 m are presented in Figures 6.19-6.26. Figures 6.19-6.20, where

x = 5 m, (the symmetry plane), show the presence of a core of high velocity gases flowing

upward in the center of the furnace formed above the secondary air nozzles. The size of

this region and the magnitude of the velocities in this core are under predicted when the

buoyancy force is excluded from the momentum equation. Ignoring the buoyancy terms

from the turbulence model does riot alter the velocity field signilicanitly. Similar trends

are present for both combustion models. In the same plots the presence of a region of

downward flow below the primary air nozzles is apparent. The size of this region is not

affected by the buoyancy force. Similar trends are shown in Figures 6.21-6.24 for cases

of x = 4 and 3 m.
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In Figures 6.25 and 6.26, where the vertical plane y — z passes through the center

of the first tertiary air nozzle adjacent to the wall (x = 1 ru), the region of downward

flow in the center of the furnace is no longer present. However a region of downward

flow has formed downstream of the tertiary air jet in the case where the buoyancy force

is excluded. In this plane, as was shown before, the jet penetration when the buoyancy

force is excluded is larger than the case with buoyancy. Due to larger jet penetration a

larger recirculation region downstream of the jet has formed. The size of the upgoing

region is smaller for the case without the buoyancy force. These trends are the same for

both combustion models.

As was shown the effect of the buoyancy force on the turbulence did riot alter the

flow field significantly. Therefore in the following section the flow fields obtained by

the calculations where the buoyancy terms in the turbulence equations are omitted, are

not presented. Additionally the flow field predictions using the assumed heat source

distribution are not shown. As we have seen the effect of the buoyancy force on the flow

field was not altered significantly by using different combustion models.

The predicted normalized vertical velocity fields, with and without the buoyancy force,

at various heights of the furnace for the computed heat source distribution are shown in

Figures 6.27 and 6.28. The gas flow field below the secondaries has a complex pattern

because of the interactions of the crossflow, the flow due to primary jets and the downward

flow due to the secondary jets (Figure 6,27, z = 1.0 to 2.5 m). Below the primaries, the

flow is upward at locations slightly away from the walls and downwards near the center.

Near the primaries, the size of the region of dowiiward flow has increased. rphroligh

the secondaries (z = 3.0 m) the flow is mostly upward. Because of higher mornentuni,

the secondaries penetrate much further than the primaries. Part of the air from the

secondaries flows downward in the center of the furnace (Figure 6.27, z = 1.0 to 2.5 m).

This downward flow loses its momentum as it nears the bottom of the furnace because it
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combines with the upward flow from the bottom, and flows upwards slightly away from

the walls. Above the secondaries, because of the interactions of the flow due to both the

secondaries and the tertiaries, the flow is mainly upwards in the center and downwards

near the walls (Figures 6.27 and 6.28). Above the secondaries a high velocity region has

formed in the center of the furnace. Above the tertiaries the flow is mostly upwards in

the center, forming a central ‘core’.

The gross features of the flow fields are nearly the same for both cases with and

without buoyancy force. However, the size of the core of the upwards flow in the center

is slightly under predicted when the buoyancy force is omitted from the calculations. The

velocities in the central core of the upwards flow are tower for the case without buoyancy

force than the case with buoyancy. As was seen in the case of the single jet for the

horizontal jet which is heavier than the crossflow, the buoyancy force opposes the drag

force exerted on the jet by the crossflow. Therefore the jet with buoyancy behaves as a

stronger jet and with higher moirientum flux. Consequently for the case with buoyancy,

the local velocities are higher and a larger central core of the upwards flow is formed.

The predicted tracer concentration contour plots in horizontal planes
—

y at various

heights of the furnace, for calculations •with and without buoyancy force, are presented

in Figures 6.29 and 6.30. Below the secondaries the buoyancy force has no significant

effect on the tracer concentration. At z 2.0 rn (Figure 6.29) the limited penetration

of the primary air jets is apparent. At z 3.0 m the small influence of the buoyancy

force on the penetration of the secondary air jets is shown. Above the secondaries, higher

concentration of the tracer is present in calculations without the buoyancy force. This

is due to the deeper penetration of the tertiary jets in this case. Stronger penetration of

the tertiaries is apparent at z = 8.0 m in Figure 6.30.

The shape of the isotherms in the gas is influenced by the local flow field. These are
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presented in Figures 6.31 and 6.32. The flow due to the primaries affects the temper

ature field only near the walls where the primaries are located. Below the secondaries,

because of the downward flow from the secondaries, the teiriperature at the center of the

furnace is slightly lower than that away from the center (Figure 6.31, z = 1.0 to 2.5 m).

At the secondary level, sharp horizontal temperature gradients exist due to the strong

penetration of secondary jets (Figure 6.31, z = 3.0 m). Above the secondaries (z = 5.0

and 6.0 m) the gas temperature field is more uniform in a horizontal plane except near

the walls, where strong temperature gradients exist. rhe gas temperature in the center

increases with the height between the secondaries and tertiaries. A similar increase in the

gas temperature at the center has been observed experimentally (Adams et al., 1988).

At the level of the tertiaries, the shape of the isotherms is influenced by the tertiary jets

(z = 8.0 m). Beyond the tertiaries the gas temperature at the center decreases with

height. Strong horizontal temperature gradients exist at all heights and are more pro

nounced at the air injection levels.

The shape of the isotherms for cases both with and without buoyancy force is similar.

Above the tertiaries the predicted gas temperature for the case without the buoyancy

force is slightly lower at each point and its distribution is more uniform. ‘I’his is due to

the deeper penetration of the tertiary jets in this case.

The mixing between the jet fluid and the crossfiow inside the furnace cavity is cal

culated using the methodology described in Chapter 4. The results for both combustion

models and cases with and without buoyancy terms in momentum and turbulence equa

tions are shown in Figure 6.33. Here S represents the degree of mixing (Equation 4.70)

and the z/D is the dimensionless height of the furnace. A value of 6 of one indicates

100% mixing. As the results show, the buuyancy terms in the turbulence model do not al

ter the degree of mixing significantly. Excluding the buoyancy force from the momentum

equation slightly under predicts the degree of mixing in the region between the tertiaries
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and the secondaries. The variations of the degree of mixing at different heights in the

furnace is similar for both combustion models.

In summary, it is apparent that the effect of the buoyancy force on the gas flow field

inside the kraft recovery furnace is small and localized. In addition the trends observed

are similar using the two different combustion models, involving a fixed total amount of

heat generated, but differing distribution of heat sources.
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Figure 6.3: Concentration contours, x = 5m, computed heat source distribution.
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Figure 6.4: Concentration contours, x = 5m, assumed heat source distribution.
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Chapter 7

Conclusions and Recommendations

The main conclusions of this investigation are divided into two parts:

1. Conclusions based on the experimental study:

• In our experimental study, the ratio of jet to crossflow density was increased,

under constant mass flow ratio conditions, and the jet penetration and con

sequently the size of the recirculation region formed downstream of the jet

decreased. rfljj indicates that jet penetration is not controlled by the jet to

crossflow mass ratio and that the density and momentum flux ratios have a

significant effect on the jet penetration.

• When changing the density ratio of jet to crossfiow, either the mass or the

momentum flux ratio of jet to crossflow can be kept constant. The resultant

variations in the flow behavior can riot be attributed to the change in the

buoyancy force only.

• The good agreement between our experimental arid numerical results for the

carbon dioxide jet at mass ratios of 0.4, 0.6 and 0.8, indicates that our multi-

grid code can accurately predict such variable density flows. In the case of

a helium/air jet, for the same mass ratios, the agreement in the near field

was not good. The poor agreement was attributed to inaccuracies involved

in turbulence modelling in the recirculation region. The larger size of the re

circulation region formed dowustreanni of the jet in this case results in larger

169
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discrepancies than in the case f carbon dioxide.

Our experimental study highlights the importance of using two suitable di

mensionless numbers to compare the significance of buoyancy force for the

problem of jet in crossflow under different flow conditions.

2. Conclusions based on the numerical study are summarized below.

In our simulations of the two-dimensional jet issuing into a crossflow , we have

clarified certain basic characteristics of the effects of buoyancy force on the flow field.

The blockage of the crossflow by the jet resulted in the formation of a recirculation region

downstream of the jet.

For the high density jet issued horizontally into a vertically upwards low density

crossflow:

• When the buoyancy force was ignored, the blockage of the crossflow by the jet was

reduced and the size of the recirculation region was under-predicted.

• As the velocity ratio of jet to crossfiow was increased from R 4 to 6, jet pen

etration increased. For all cases simulated, omitting the buoyancy force resulted

in underprediction of the jet penetration. However at R 4 the differences were

more significant.

• Decreasing the confinement width reduced the effect of the buoyancy force on the

jet penetration. As the confinement width becomes smaller the jet penetration

becomes more restricted by the opposite wall. The effect of this restriction is more

significant on the jet with larger penetration. Due to this restriction the trajectories

for the cases with and without buoyancy force come closer to each other.

• As the density ratio of jet to crossflow was decreased from 3 to 2, the jet penetration

reduced. The difference between the jet penetration for the cases with arid without
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buoyancy force, however, increased. This result is due to the competing effects

of the smaller density ratio, which weakens the buoyancy effects, and smaller mo

mentum or mass flux ratios, which make the buoyancy effects of relatively greater

importance.

• The buoyancy force enhances the spread of the jet. For all cases calculated, exclu

sion of the buoyancy force resulted in under-prediction of the spread of the jet. rp lie

extLllt of this under-prediction increases as the confinement width D/S increases

and velocity ratio R decreases.

• The buoyancy force improves the mixing of the jet arid the crossflow. This improve

ment is more significant in the far field, where the jet momentum has weakened.

• The effect of buoyancy on the decay of the maximum jet concentration is insignifi

cant.

rflle jet and crossflow orientation was found to alter the effects of the buoyancy

force on the flow field significantly. Four different flow orientations were tested. It was

found that:

• In flows where the crossflow and buoyancy force are in the same direction, the jet

penetration was found to he severely decreased by the buoyancy force.

• When the crossflow and the buoyancy force were in the opposite direction, the jet

penetration was significantly enhanced, with a large recirculation region formed

downstream of the jet. This was attributed to the effect of the buoyancy force in

reducing the drag exerted by the crossifow on the jet.

• For a vertical jet injected downwards into a crossflow, where the jet momentum

and the buoyancy force were in the same direction, ignoring the buoyancy force
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results in small over-prediction of the jet penetration. The predicted jet trajec

tory remains closer to the injection wall resulting in a smaller recirculation region

formed downstream of the jet than the case with 110 buoyancy force. The effect

of the buoyancy force for this flow configuration is less significant than the case

of the horizontal jet coming into a vertical crossflow. This was attributed to the

orientation between the buoyancy force, the jet momentum, and the crossflow. As

in the case of the vertical jets coming into a horizontal crossflow the line of action

of the buoyancy force and the jet momentum is the same, the buoyancy adds or

subtracts from a larger force and thus is less important.

• For a vertical jet injected upwards into a crossfiow, where the jet momentum and

the buoyancy force are in the opposite direction, ignoring the buoyancy force results

in under-prediction of the jet penetration. The jet trajectory moves farther away

from the injection wall and forms a larger recirculation region than the case of the

jet with no buoyancy. The recirculation region formed downstream of the vertical

jet injected downwards into the crossflow is smaller than the recirculation region

formed by the same jet injected upwards. For all cases tested the effect of buoyancy

force on the vertical jets was smaller than on the horizontal jets.

These observations further indicate the complexity of the phenomena involved.

These findings also suggest that in a study of the effects of buoyancy force on the

flow field of jets in crossflow the orientation between the jet and the crossflow is an

important factor. The results of a study on one flow configuration can not readily

be extended to other flow configurations.

• In all cases calculated the effect of buoyancy force on the turbulence model did not

alter the flow field significantly.
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In our simulations of a three-dimensional single jet and a row of jets issuing

horizontally into an upgoing confined crossflow, the effects of the buoyancy force on the

flow field showed similar trends to those observed in the case of the two-dimensional jets.

The effects of the flow variables such as jet to crossflow velocity ratio and the extent

of the confinement, on the flow field were investigated. The results are summarized as

follow.

• The omission of buoyancy force results in under-prediction of jet penetration.

• When buoyancy force is ignored the predicted jet trajectory remains closer to the

injection wall than that of the jet with buoyancy force.

• The omission of the buoyancy force reduces the impingement of the jet on the

opposite wall and the point of impingement moves further downstream.

• The exclusion of buoyancy force results in under-prediction of the lateral spread of

the jet.

• As the ratio of jet to crossBow velocity increases the effect of buoyancy force on the

flow field decreases.

• When the confinement width decreases the shape of the jet cross-section is signifi

cantly distorted by the opposite wall.

• The impingement of the jet on the opposite wall distorts the jet cross-section sig

nificantly.

• The exclusion of the buoyancy force results in under-prediction of mixing between

the jet and the crossflow.

• Comparing the penetration arid trajectory of the row of jets with the single jet, a

smaller effect of buoyancy force in the case of single jet was apparent.
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• The penetration of a row of jets with jet spacing of 5S into a crossflow is smaller

than the penetration of a single jet.

Based on the results obtained from the simulations of the flow field inside a kraft

recovery furnace it can be concluded that:

• The spread of the tertiary air jets can be restricted due to the presence of the side

walls. As the jets with buoyancy spread more than the jets without buoyancy,

the effect of the side walls on these jets is stronger. As a consequence of this,

the calculations without the buoyancy force over-predicts the penetration of the

tertiary jets which are next to the wall.

• The penetration of the secondary air jets is not significantly altered by the buoyancy

force.

• The effect of the buoyancy force in the lower furnace (below the secondaries) is

insignificant. The size of the core of the upwards gases in the center of the furnace,

formed above the secondaries, is slightly under-predicted when the buoyancy force

is omitted from the calculations. Ignoring the buoyancy force results in prediction

of slightly lower values of temperature distribution in the upper furnace. However,

the gross features of the flow are similar. Considering the uncertainties involved in

radiation and combustion modelling, the inaccuracies introduced due to excluding

the buoyancy force are insignificant.

• The effect of buoyancy force on the turbulence does riot alter the flow field inside

the boiler. Therefore these terms can be omitted from the calculations.

• The effect of buoyancy force on the flow field of the kraft recovery furnace was

similar for both combustion models tested. This indicates that for the models
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tested the trends observed are not significantly sensitive to variations in the heat

source distributions.

The numerous calculations required in our study of jets in crossflow are performed

efficiently and successfully with the use of the multigrid technique. In all cases the

inclusion of the buoyancy terms in momentum and k equations resulted in slower

convergence.

A few suggested areas of future research and some recommendations follow.

Our study has shown that the trajectory and penetration of the jet into crossflow

and the effect of buoyancy force on these flows is significantly affected by the

orientation of the jet and the crossflow. Further investigations are necessary to

establish flow conditions under which results obtained from one flow configuration

can be extended to the others. Au extension of this study to a three-dimensional

single jet is necessary.

• Though the k — E model is adequate in simulating gross flow features such as the

penetration and spreading rates of jets, the comparison of the experimental and

predicted results indicated the inadequacy of the model in predicting the detailed

features of the flow fields with larger recirculation regions. Further studies are

needed in this area, possibly using higher order turbulence models described by

Leschziner (1989).

• In simulations of the furnace geometry, the bulinose and the bed are not included.

These obstructions will reduce the size of the available space for the penetration of

the jets. This may have a similar elect as reducing the width of the confinement,

that is, it will further reduce the effect of the buoyancy force on the flow field.

However, this assumption needs to be further investigated.
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• At the time of this study the radiation and combustion models used in the study

of the flow field inside the furnace could be calculated only on one grid level. To

reduce the number of required nodes, therefore, a symmetrical furnace geometry

was simulated here. Because at high momentum flux ratios of jet to crossflow the

interaction of the opposed jets may lead to flow instabilities (Quick et al. 1991), a

full boiler geometry simulation is recommended for analysis of the combined effects

of buoyancy and possible instabilities.

• It would be useful to study the effect of the buoyancy force in a furnace where the

tertiaries were interlaced and not opposed. In such a case the spread of the jets

would be more limited, and their penetration less constrained. This may alter the

differences between the flow fields for the cases with and without buoyancy force.



Appendix A

Mixing of Variable Density Jets with Crossflow

In this appendix a quantitative measure is derived to describe the extent of jet mixing

with the crossflow.

Consider a jet with volume flow rate Q and density Pi discharging into a main

stream of volume flow rate Q2 and density p2. We take the norrrialized concentration

of the tracer in the jet to be one and that of the crossflow to be zero. Let C to be the

normalized concentration of tracer per unit volume at any point in the mixture. The

average concentration of the mixture can be defined as:

(A 1)
mQi + P2Q2

At some cross-section downstream, perfect mixing is obtained and everywhere at this

cross-section the value of concentration of jet in crossflow is C. By continuity of fluid

mass and tracer concentration, at a cross-section A downstream of the jet we have:

fp plQl+p2Q2 (A2)

IA Cpv.dA = iQi (A.3)

Combining Equations A.1 through A3:

j Cpv . dA = (piQi + p2Q2) (A.4)
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fA
CJpv.dA (A.5)

That is:

j(C_C)pv.dA = 0 (A.6)

At each point on a given cross-section, (pvdA) gives the mass flow rate and (C — C) gives

the deviation from average concentration. in this way we can determine the mass flow

rate having a certain concentration range at each cross-section. This can be plotted in

the form of a histogram or quantitatively as a probability density function P(C):

— 1 (vpdA)having concentration in rangeC +

plQl+p2Q2

where=C-C.

We can verify that the area under the P(C) vs. curve is unity and that P(C) has an

expected mean of zero. From Equation A.2 and A.7:

100 ( )
— fApv.dA

+ P2Q2

= 1 (A.8)

From Equations A.1 to A.3 the first moment of P(C) is:

J P() d
= f(C - O)pv.dA

—00 plQl + p2Q2

— fCpv.dA—Cfpv.dA

piQi + P2Q2

= pQ — C(p1Qj + P2Q2)

PQ + P2Q2

— piQi—piQi

plQL + P2Q2

= 0 (A.9)
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In cross-sections where the jet arid crossflow have not mixed well there will be a sub

stantial mass flow rate having concentrations that are very different from C. Further

downstream where the fluids are well mixed values of C are very close to C arid conse

quently a plot of P(C) vs. will resemble a tall and narrow distribution. The variance

of P() therefore is a quantitative measure of unmixedness. A perfectly mixed condition

has variance equal to zero, while a perfectly unmixed condition leads to the maximum

variance °rnax

= j°° (A.1o)

where z is the distance downstream of the jet. ax can be evaluated by considering

a surface which includes the jet exit and unmixed fluid upstream of the jet. At this

cross-section P(C) is zero everywhere except for ( corresponding to C = 1 (the unmixed

jet) and C = 0 (the unmixed crossflow).

=

— (1 2 ThQi
+ 0 — 2 P2Q2

—

‘p1Q+pQ / piQ+p2Q2

— (1 - O)2p1Q1+ Gp2Q2
(A 11)

— ThQI+p2Q2

Finally the normalized measure of unmixedness can be defined as:

= (A.12)
max

Alternatively the normalized measure of mixedness can be defined as:

6z = i—i (A.13)
\ maJ

This analysis can be modified in a straightforward manner to account for multiple jets.
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