
TEMPORAL DYNAMICS OF VANCOUVER'S URBAN HEAT ISLAND 

by 

K A T H R Y N ELIZABETH R U N N A L L S 

B. Sc., McMaster University, 1993 

A THESIS SUBMITTED IN PARTIAL F U L F I L L M E N T OF 

THE REQUIREMENTS FOR THE D E G R E E OF 

M A S T E R OF SCIENCE 

in 

THE F A C U L T Y OF G R A D U A T E STUDIES 

(Department of Geography) 

We accept this thesis as corrforrning 
to the required standard 

THE UNIVERSITY OF BRITISH C O L U M B I A 

August 1995 

© Kathryn Elizabeth Runnalls, 1995 



In presenting this thesis in partial fulfilment of the requirements for an advanced 

degree at the University of British Columbia, I agree that the Library shall make it 

freely available for reference and study. I further agree that permission for extensive 

copying of this thesis for scholarly purposes may be granted by the head of my 

department or by his or her representatives. It is understood that copying or 

publication of this thesis for financial gain shall not be allowed without my written 

permission. 

Department of fb 

The University of British Columbia 
Vancouver, Canada 

Date AtyJ ] /q<y<?. 

DE-6 (2/88) 



A B S T R A C T 

A study of the urban heat island of Vancouver, British Columbia is reported. Hourly 

urban and rural air temperature observations are used to investigate the daily cycle of heat island 

growth, seasonal variations of nocturnal heat island intensity, and important controls on heat 

island magnitude. Urban - rural differences in nocturnal cooling are analyzed and related to heat 

island dynamics. Seasonal variations of rural thermal admittance are estimated from soil 

properties, and the relationship between thermal admittance, cooling potential, and heat island 

magnitude is explored. 

The heat island of Vancouver is found to be most significant at night, with the daily cycle 

of heat island magnitude linked to urban - rural differences in cooling/warming rates. Nocturnal 

heat island magnitude is shown to vary significantly from day-to-day, and seasonally, but the 

causes of these variations are not obvious. The inverse square root of wind speed and a measure 

of cloud amount and type are shown to be linearly related to heat island intensity on average, but 

cannot be used to predict heat island intensity on any particular occasion. 

Distinct seasonal variations in rural thermal admittance are observed, and although they 

are physically capable of producing significant seasonal variability of heat island magnitude, only a 

weak relationship between the two measures is found. It is concluded that while heat island 

magnitude behaves predictably on average, the magnitude of the urban - rural temperature 

difference on any particular occasion is unpredictable as a result of other unknown influences, or 

random effects. 
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Chapter 1 

INTRODUCTION 

Urban heat islands are undoubtedly the best known and most studied aspect of urban 

climatology. As early as 1833, Luke Howard, proposed a list of probable causes of the increased 

warmth of urban areas. Despite the numerous heat island studies which have occurred since, 

there is much still to be learned about urban heat islands and their behaviour. This thesis presents 

the results of a study which describes the dynamics of the heat island of Vancouver, British 

Columbia; particularly its seasonal variations and how they relate to the thermal properties of its 

surrounding rural area. This first chapter defines urban heat islands and discusses their causes and 

the problems associated with the measurement of urban effects on climate. It then considers 

factors which affect the magnitude of heat islands and presents evidence suggesting the 

importance of rural thermal properties as a control on heat island magnitude. Finally, an overview 

of the purpose of this research project is given and limitations of the study are discussed. 

1.1 Urban heat islands: definition and causes 

Urban heat islands are simply defined as the relative warmth of an urban area compared to 

its rural surroundings. Heat island magnitude, or intensity, is calculated as the difference between 

urban and rural temperatures, AT u . r . Different types of heat island are defined depending on 

whether temperatures of the soil, surface, or air - above or below roof level- are used to calculate 

the heat island magnitude (Oke, 1995). The most common heat island studied, and the one of 
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concern in this study, is determined by the temperature of the air below the average roof level, 

that is, in the Urban Canopy Layer (UCL). 

A typical temperature transect in the U C L across a city is shown in Figure 1.1. The 

temperature increases sharply on the upwind boundary of the city, and continues to increase until 

it reaches its maximum, usually slightly downwind of the urban centre. It then decreases gradually 

returning to rural temperatures slightly downwind of the urban-rural boundary. The heat island 

magnitude is shown on the diagram as the difference between the maximum urban temperature 

and the minimum rural temperature. 

Heat island magnitude varies significantly over a 24 hour period. Figure 1.2 shows typical 

diurnal cycles of urban and rural temperatures, heating and cooling rates, and the resulting heat 

island intensity. The time scale is arbitrary in that the actual timing of the onset of cooling or 

warming depends on the times of sunset and sunrise, and therefore varies seasonally. Typically, 

urban and rural temperatures are similar in the daytime, but begin to diverge when cooling starts 

in the late afternoon. Rural temperatures decrease rapidly at first, then more slowly after 

midnight, while urban cooling is less, but fairly constant throughout the night. These differences 

in cooling rates result in rapid growth of the heat island between sunset and midnight, when the 

maximum usually occurs. Heat island magnitude stays about the same or slowly decays during 

the rest of the night because the cooling rates are essentially the same. Following sunrise the rural 

area warms more rapidly than the urban area initially, but the rates are similar during most of the 

day, resulting in small, or occasionally negative, urban-rural temperature differences. 

Because heat island magnitude is largest at night, and because this is when the practical 

implications are significant with respect to heat stress, space heating requirements and air 

pollutant dispersion, most research focuses on the nocturnal heat island. The focus of this thesis 
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Figure 1.1 Typical spatial variation of temperature in the U C L of a hypothetical city, along 
cross section AB. The resulting heat island intensity is AT u . r . (From Oke, 1982). 
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Figure 1.2 Temporal variation of urban and rural temperatures, cooling/warming rates and the 
magnitude of the heat island. (From Oke, 1982). 



is also largely, but not exclusively, on the nocturnal heat island and causes of seasonal variations 

in its magnitude. 

Because the magnitude changes continuously and depends on the location of observations 

within and outside the city, it is necessary to maintain consistent observation methods when 

studying heat islands. For example, to compare the magnitudes of heat islands, it is important to 

ensure that the measurements are consistently from the same time of day, and it is important to 

know the spatial variability of temperatures within and outside of the city in order to ensure the 

maximum difference is observed. 

Because urban heat islands are a feature of the built environment, it is appealing to think 

of them as effects of urban development. That is, the rural temperature is often considered to be 

the background value, i.e. the temperature that would occur if the urban area were not present. 

However, as Lowry (1977) points out, urban-rural temperature differences are not necessarily a 

good measure of urban effects on temperature. Urban and rural areas are likely to experience 

microclimatic differences because of different topography, or the rural area itself may be 

influenced by the urban area. The only true method of measuring urban effects is to have pre- and 

post- urban observations stratified by synoptic type. Unfortunately pre-urban observations are 

rarely available, and urban-rural differences must be substituted. Recognizing this limitation, the 

urban heat island measurements in this study should be considered contemporaneous urban - rural 

differences only; they are not necessarily a measure of how urbanization has changed the local 

climate. 

Causes of the increased warmth of urban areas are well known (Table 1.1). These features 

of the urban environment vary in their relative importance in different cities, and at different times 

within a particular city. For example, anthropogenic heat may be more important during the 
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winter in high-latitude cities. The amount and type of macroclimate, industry, transportation and 

population in a given city dictate the relative importance of anthropogenic heat. 

Table 1.1 Causes of urban heat islands (Source: Oke, 1982). 

Feature of the Urban Environment Effect on Energy Balance and Temperature 
Canyon Geometry 

Canyon Geometry 

Pollution, Urban 'Greenhouse' Effect 

Anthropogenic Heat 

Reduced Vegetation 

Thermal Properties 

Increased Shelter 

Greater surface area and vertical surfaces increase reflection 
and absorption of solar radiation. 

Tall buildings obscure the sky, reducing the sky view factor. 
This lowers the amount of long-wave radiation lost at night; 
warm buildings emit long-wave radiation back to surface to 
offset cooling. 

Polluted air absorbs long-wave radiation, warms, and emits 
more radiation back to surface (increases net radiation). 

Waste heat from space heating, cars, industry and people 
warms the urban air. 

Evapotranspiration is reduced; more energy is available to 
heat the air or to be stored in the ground. 

Urban materials are better able to store heat during the day 
and release it at night to offset cooling. 

Turbulent transport and advection of heat is reduced; less 
efficient transport of heat out of the urban environment. 

As previously noted, this thesis focuses mainly on causes of variations in nocturnal heat 

island intensity. Although each city is unique, canyon geometry and surface thermal properties 

are thought to be particularly important in generating the nocturnal heat island in most cities (Oke 

et al., 1991). The sky view factor is a measure of canyon geometry. It is defined as the ratio of 

the area of sky visible from a point to the total area of the hemisphere above the point (Oke, 

1987). Closely spaced, tall buildings in city centres lead to low sky view factors and decreased 

radiative cooling at night compared to the more open (larger sky view factors) surrounding rural 

areas. 
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Thermal properties of urban surfaces are also important because they determine the 

amount of heat transported to the substrate by day which is then available at night to offset 

cooling. The thermal admittances (square root of the product of heat capacity and thermal 

conductivity) of most urban surface materials are typically larger than those of relatively dry rural 

surfaces, but not necessarily larger when the soils are wet (Table 1.2). The thermal admittance 

determines the rate of surface temperature change in response to heat gains or losses. The lower 

the thermal admittance, the larger the surface temperature change. The larger the urban-rural 

difference of thermal admittance, the greater the effect on differential warming/cooling rates. The 

importance of thermal admittance in heat island intensity is discussed further in Section 1.3. 

Typically, the combination of the city's lower sky view factor and larger thermal 

admittance (compared to rural values) results in less urban cooling after sunset, as shown in 

Figure 1.2. 

Table 1.2 Thermal admittance values for typical urban and rural surfaces (Oke, 1987). 

Thermal admittance 
Material (J m 2 sm K"1) 

Asphalt 1205 . 
Concrete 1785 
Steel 14475 
Glass 1110 
Sandy soil: dry 620 

saturated 2550 
Clay soil: dry 600 

saturated 2210 
Peat soil: dry 190 

saturated 1420 
Snow 130 
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1.2 Factors Affecting Heat Island Magnitude 

The geographic location (e.g. climate, proximity to water bodies, local topography and 

land use) and characteristics of the city itself (e.g. size, population, population density, building 

density or sky-view factor, amount and type of industry, etc.) are largely responsible for between-

city differences of heat island characteristics such as magnitude and seasonality. Ludwig (1970) 

found ATu-r to be proportional to the fourth root of population, which is related to the radius of 

the city. Oke (1973) showed that AT„-r(max) (observed under 'ideal', calm and clear conditions) is 

proportional to the logarithm of the population, but that the relationship is slightly different for 

North American and European cities. Later Oke (1981) showed that some of the variability in 

ATu-^ax) is related to the street geometry of the city core (i.e. its sky-view factor). Since 

European cities tend to have more open geometries than North American cities with the same 

population, population alone cannot predict heat island intensity. 

The day - to -day variability of heat island magnitude in a particular city has been shown to 

be strongly influenced by weather, especially wind speed and cloud cover. Sundborg (1950) found 

for Uppsala, Sweden, that 

AT u . r = (a-bn)u"1 (1.1) 

where n is the cloud amount, u is the regional wind speed and a and b are constants specific to 

each city. Oke (1973) showed that heat island intensity in several cities is inversely proportional 

to the square root of wind speed. Other studies have demonstrated that cloud type, as well as the 

amount, is important in determining heat island intensity. For a given fractional cloud cover, low 

cloud is more effective at limiting heat island intensity than high cloud. Ludwig (1970) and Lee 

(1975) found that atmospheric stability, which incorporates cloud and wind effects, is also 

correlated to heat island intensity. 
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Because meteorological variables exert significant control on heat island intensity, it is 

difficult to make meaningful comparisons unless the heat island observations are made under 

similar weather conditions. Other things being equal, heat island intensity is largest under calm, 

clear conditions and decreases with increasing wind speed and cloud cover. Calm and clear 

conditions are therefore referred to as 'ideal' heat island conditions throughout this thesis. This is 

when the maximum intensity is observed (ATu-̂ max)), so it is common to compare heat island 

intensities observed under these 'ideal' conditions. 

1.3 Seasonal Variations of Heat Island Magnitude 

In addition to the day-to-day variations of magnitude caused by changing synoptic weather 

conditions, heat island magnitudes in many cities also vary seasonally. This is perhaps not 

surprising given that synoptic conditions also often vary seasonally. That is, 'ideal' conditions are 

more frequent at certain times of the year. However, even after stratifying by synoptic conditions, 

or only considering heat islands which occur under 'ideal' conditions, seasonality is still apparent. 

In many mid-latitude cities, larger heat island intensities and/or greater rural cooling rates have 

been observed to occur in the warmer part of the year. e.g. London (Chandler, 1965; Lee, 1975; 

Lee 1979), Montreal, Vancouver (Oke and Maxwell, 1975), and Birmingham (Unwin, 1980). 

However, Hage (1972) found that Edmonton's heat island magnitude exhibited only a small 

annual variation, and that weak maxima occurred in both January and June. Similarly, some 

tropical cities experience their largest heat island magnitude in the cool season. However, 

moisture, not temperature, appears to be the important seasonal variable for tropical cities, 

because the maximum heat island magnitude usually occurs in the dry season, e.g. Johannesburg 

(Tyson et al, 1972), Bombay (Philip et al, 1973), Delhi (Bahl and Padmanabhamurty, 1979), 

Mexico City (Jauregui, 1986), Guadalajara (Jauregui et al, 1992). 
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Large heat island intensities occurring in the warmer half of the year are often attributed to 

the increase of solar radiation available for storage in the urban fabric during the day, and its 

release at night to offset cooling. In the rural case, increased absorbed solar radiation leads to 

higher surface temperatures, and greater surface-sky temperature contrasts at the onset of 

cooling, resulting in large radiative losses. Other explanations of the causes of seasonal variations 

in magnitude may be elucidated by re-examining Table 1.1. 

Clearly, the canyon geometry of a city does not vary significantly from season to season 

and cannot explain the variations discussed above. While the amount and type of air pollution 

may vary seasonally, there is still debate as to the net effect of air pollution on urban temperatures 

(Estournel, et al, 1982; Oke et al, 1991). Although a layer of pollutants may increase the net 

long-wave radiation at the urban surface, it also reflects solar radiation during the day. These two 

effects are offsetting, and may produce only a small net effect on the urban temperature. 

Anthropogenic heat is a possible control on seasonal variations of heat island intensity in 

mid- and high- latitude cities with large winter space-heating requirements. This may be the 

reason for the maximum heat island in Edmonton (Hage, 1972) and Fairbanks (Bowling and 

Benson, 1978) occurring in winter. However, since most mid-latitude cities experience maximum 

heat island magnitudes in the warmer part of the year, anthropogenic heat does not appear to be a 

factor of general importance. The effects of reduced vegetation and increased shelter are likely to 

exert similar control on the heat island magnitude in all seasons. 

The final possible control, the thermal properties of the substrate, is potentially important 

in producing seasonal variations of heat island intensity. Although urban thermal properties are 

likely to remain fairly constant throughout the year, rural surfaces can undergo significant 

seasonal variations in thermal properties due to changes in soil moisture, vegetation cover, or the 

presence of snow. In particular, the thermal admittance, the property which determines the rate 
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of cooling following a step change in heat flux, is very different for wet and dry soils (Table 1.2). 

Hence rural cooling rates may be vary considerably between the wet and dry seasons, or in some 

areas, between the snow-covered and snow-free seasons. The following section examines 

evidence of the importance of rural thermal admittance in determining heat island intensity. 

1.4 The Role of Rural Thermal Admittance in Determining Heat Island Intensity 

Much of the work aimed at understanding heat island intensity has focused on features of 

the city believed to cause its greater warmth. However it is important to keep in mind that the 

heat island is a measure of the difference between urban and rural temperatures, and therefore the 

rural temperatures are equally important in determining the heat island magnitude. That is, no 

matter how warm the urban area is, if the rural area is the same temperature and cools off at the 

same rate as the urban area, a heat island will not occur . Because the nocturnal heat island 

develops when the urban area cools down more slowly than the surrounding rural area, (Figure 

1.2) the rural cooling rate is an important control on the heat island intensity. Since cooling rates 

are controlled in part by the surface thermal admittance it seems this factor should also be 

considered in empirical estimates of heat island intensity. Oke (1981) showed in a physical 

modeling study that cooling differences between surfaces with different thermal admittances 

produce 'heat islands' which behave in a similar way to real world heat islands. Clearly urban -

rural differences in thermal admittance and cooling potential are important in heat island 

development. 

Figure 1.3 (Oke et al, 1991) shows heat island intensity determined by the numerical 

model SHIM (Surface Heat Island Model). It shows the effects of both canyon geometry (sky 

view factor) and urban-rural thermal admittance differences and that heat island intensity is 

approximately equally sensitive to both factors. It also shows that the absolute thermal 
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Figure 1.3 Model predictions of maximum nocturnal surface heat island intensity in relation to 
sky view factor of the urban canyons (vj/) and urban - rural thermal admittance 
difference (Apu. r). Each of three sets of curves is for a different absolute value of 
rural thermal admittance (pr)- (From Oke et al, 1991). 
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URBAN-RURAL THERMAL ADMITTANCE (J m2 s^ 2 K"1) 

12 



admittance of one of the environments sets the overall context for heat island potential. The 

largest heat island intensity (10 °C) occurs when the sky-view factor is small, the urban-rural 

thermal admittance difference is large, and the rural admittance is small. With small sky-view 

factors (e.g. 0.2), heat island intensity is approximately half the maximum value of that when 

there is no difference between the urban and rural thermal admittances. If rural thermal 

admittances are greater than urban values, negative heat island intensities can occur. If the rural 

admittance is large, the ability to develop a positive urban-rural temperature difference is limited. 

Although these model results are for surface temperatures, they are expected to apply to near-

surface air temperatures as well. 

Because most city centres are built from similar types of materials (asphalt, concrete, 

brick, etc.), thermal admittance differences between cities are probably relatively small. However, 

since rural thermal admittances are controlled by soil moisture, soil type, vegetation cover and the 

presence or absence of snow, differences in rural rather than urban thermal admittances are more 

likely to explain differences in heat island intensities between cities. 

Evidence of the importance of rural thermal admittance is given in Figure 1.4 (Oke et al., 

1991) where maximum observed heat island intensities ('ideal' conditions) are plotted against sky-

view factors for different cities. Two distinct linear relationships emerge: one for North 

American, European and Australasian cities, and a different one for Asian cities. Oke et al. 

(1991) suggested that the reason these Asian cities experience smaller heat islands at a given sky-

view factor is related to the rural thermal admittance. Because most of these Asian cities are 

surrounded by paddy fields with high soil moisture and large thermal admittances, the rural 

cooling potential is limited, and smaller heat islands result. 
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Figure 1.4 Relationship between the maximum heat island observed and the sky view factor 
of the city centre (\|/). Data are for summer only. (From Oke et al., 1991). 
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A further implication of these findings is that the seasonal variations in rural thermal 

admittance previously discussed (soil moisture variations, vegetation cover and snow cover) are 

likely to produce a component of the seasonal variations in heat island intensities. Assuming that 

the urban thermal admittance remains relatively constant throughout the year, low thermal 

admittances of dry rural soils can explain the observations of large heat island intensities in 

tropical cities during the dry season (Tyson et al, 1972; Philip et al, 1973; Bahl and 

Padmanabhamurty, 1979; Jauregui, 1986, Jauregui et al, 1992). As mid-latitude cities may also 

experience significant seasonal variations in rural thermal admittance due to soil moisture changes 

or the presence or absence of a plant or snow cover, this pattern should be reflected in the 

seasonal variation of heat island magnitude. 

1.5 Research Design 

Recognizing the probable importance of rural thermal admittance as a control on heat 

island intensity, research is undertaken to investigate it further. The aim is to show from 

observations that seasonal variations in rural thermal admittance are related to seasonal variations 

in heat island intensity. In order to do this, a thorough understanding of the temporal dynamics of 

the heat island is necessary. Observations of heat island intensities and thermal admittances for a 

period of at least one year are required. 

1.5.1 Location of the Study 

Vancouver, British Columbia has an adequate data base of heat island measurements and 

was chosen for the site of the study. Vancouver is situated on the south-west coast of continental 

British Columbia, Canada (Figure 1.5). The greater metropolitan region covers 2750 km 2 at the 

mouth of the Fraser River, and is home to more than 1.5 million people. The most intensively 

15 



built up area and commercial centre is located on the Burrard Peninsula, towards the western end 

of the metropolitan region. Vancouver is bordered by Georgia Strait to the west and the Coastal 

Mountains to the north. A mix of agricultural and residential areas lie to the south and east. 

Figure 1.5 Location of Vancouver, British Columbia, Canada. 

Vancouver's climate (described by Oke and Hay, 1994) is largely governed by its mid-

latitude location on the west coast of a large continent. The proximity to the Pacific Ocean 

provides Vancouver with a significantly milder climate than most Canadian cities. The mean daily 

temperature recorded at the Vancouver International Airport (1961-1990) is 9.9 °C. 1117 mm of 

the 1167 mm of precipitation each year falls as rain. The rain is mainly confined to the cooler half 

of the year. 
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Since Vancouver is located at the mouth of a coastal valley, in the absence of strong 

regional winds both land/sea and mountain/valley circulations act together to produce landward 

directed winds by day, and seaward winds at night. 

The mountains also influence the climate by channeling and deflecting winds, causing cold 

air drainage downslope and variations of temperature and solar radiation with increasing 

elevation. Urban development is another important feature that affects the local climate. 

1.5.2 Vancouver's Urban Heat Island 

Although Vancouver's urban heat island has been the subject of several short-term studies 

the data have not been available to adequately describe extended day-to-day or seasonal 

variations. 

Emslie (1972) described regional variations in mean monthly maximum and minimum 

temperatures from 25 standard climate stations in the Lower Mainland. Both maximum and 

minimum temperatures in the downtown core of Vancouver (Burrard Peninsula) were found to 

exceed the airport temperatures by more than 2°C at all times of the year. The apparent coldest 

region was located in Delta, south-east of Vancouver (near the rural observation site used in this 

thesis), where mean minimum temperatures were more than 5 °C colder than the airport 

temperatures. 

Field (1973) using vehicle traverses also found the highest nocturnal temperatures to be in 

the downtown core. He investigated the relationship between heat island intensity and cloud 

height for completely overcast conditions with very light or calm airflow. The largest heat island 

intensity (9°C) was observed under calm, clear conditions. Heat island intensity did not seem to 

be affected by high cloud. However, heat island magnitude was approximately halved with 

middle-level clouds, and virtually eliminated under low clouds. He suggested that the presence of 
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low and middle-level clouds significantly reduces cooling in the rural areas which limits the size of 

the urban-rural temperature difference. 

Oke and Maxwell (1975) measured heat island intensity and heating/cooling rates by 

hourly traverses through a range of land uses for a short period. They found that the heat island 

magnitude increases rapidly after sunset, reaches a maximum 3 to 5 hours after sunset, then 

gradually declines through the night. The maximum observed heat island magnitude was 10.2 °C 

(Oke, 1981). Rural cooling rates at sunset were found to be greater in the summer, which was 

attributed to greater storage of daytime heat. In Montreal, urban cooling rates were found to be 

smaller, and essentially linear through the night during the summer, while no urban cooling took 

place for 5 hours after sunset in the winter. This lack of cooling was attributed to the release of 

heat during the evening rush-hour, which occurs around the time of sunset in winter. 

Oke (1976) again used traverses to measure the urban heat island in order to test two 

models. There was a tendency for slightly greater heat island magnitudes to occur at a given 

wind-speed in the warmer half of the year. 

Oke and Hay (1994) provide a general description of the urban influence on the region's 

climate. They report a rapid increase in temperature at the limits of the built up area. The core of 

the heat island, or highest urban temperature is located downtown, as observed in the previous 

studies, but secondary 'hot-spots' are found in other densely built-up areas. They also report that 

the mean annual air temperature is only slightly higher over the urban centre than the rural area, 

and that the daytime heat island intensity is small (around 1 °C). However, as discussed 

previously, the heat island intensity is usually greater at night, and in Vancouver, can exceed 

10 °C. 
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1.5.3 Research Goals: 

The aim of this thesis is to extend knowledge of Vancouver's urban heat island by 

describing the nature of short- and long-term variations in its magnitude. This description is 

possible because of a data base of hourly urban and rural temperatures made between December 

1991 and September 1994. An attempt is also made to explain the causes of such variations. In 

particular, the relationship between seasonal variations in rural thermal admittance and heat island 

magnitude (and cooling rates) is examined. 

The availability of the extensive data base compensated for the somewhat less than ideal 

location of Vancouver for heat island studies. Vancouver's proximity to the oceans, mountains 

and the Fraser River introduces complications such as sea breezes and air drainage from the 

Fraser River Valley. The varied rural surroundings of Vancouver prevent the selection of a 

'representative' rural site. Also, being a coastal city, it experiences relatively small seasonal 

variations in climate, particularly temperature, so it is likely to have smaller seasonal variations in 

its heat island intensity than continental cities. However, with relatively dry summers and wet 

winters the seasonal variations in rural soil moisture and thermal admittance are significant, and 

likely to exert some influence on heat island intensity. Details of the research methodology are 

outlined in Chapter 2. 

19 



Chapter 2 

DATA AND METHODS 

2.1 Research Objectives 

The aims of this research are to characterize the temporal dynamics of Vancouver's heat 

island and to understand its relationship to rural nocturnal cooling. In particular, the role of soil 

thermal admittance in controlling rural cooling is investigated. These goals were approached in 

the following stages: description of the typical characteristics of Vancouver's urban heat island in 

terms of daily and seasonal variations, and investigation of the controlling factors; description of 

the nature of rural and urban nocturnal cooling; and an attempt to measure the rural thermal 

admittance, its annual range and variations, in order to relate it to cooling and heat island 

intensity. 

2.2 Heat Island Observations: Fixed Point vs Vehicle Traverse Methods 

The typical characteristics of Vancouver's urban heat island were determined from 

differences between hourly averaged temperatures in downtown Vancouver, and a rural site in 

Delta, approximately 25 km south-east of the city. (Figure 2.1). The data set provides a fairly 

continuous record (except for occasional equipment failure) from December 1991 to September 

1994. These air temperature observations are also used to investigate urban and rural cooling 

rates. 
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Figure 2.1 Location of urban and rural observation sites and Vancouver International 
Airport. 
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Previous heat island studies in Vancouver have used the vehicle traverse method of 

temperature observation rather than fixed point measurements (Field, 1973; Oke and Maxwell, 

1975; Oke, 1976). The vehicle traverse method allows the spatial characteristics of the 

temperature field to be determined, and therefore increases the likelihood that the maximum 

urban-rural temperature difference will be observed. However this method is not practical when 

observations over a long period of time are required. The use of fixed point temperature 

measurements in this research allowed heat island and temperature variations on multiple hourly 

to seasonal time scales to be analyzed. Simultaneous observations from both methods were 

compared to determine how results of the analysis are affected by the method of observation. 

Figure 2.2 shows maximum nocturnal heat island intensities calculated from the fixed 

station and vehicle traverse approaches between January 24 and February 9, 1994. The 

temperature sensor for the vehicle traverse consists of a thermocouple housed in an insulated, 

ventilated cylinder, mounted on the back of a truck and driven between the downtown and the 

rural site. Temperatures were sampled every second, averaged over 4 seconds, and recorded by a 

Campbell Scientific (CSI) 21X data logger. A correction was applied to account for cooling over 

the time of the traverse, and the heat island intensity was determined as the difference between the 

maximum downtown temperature and the temperature at the rural site. Instrumentation at the 

fixed sites is described below. 

There is good agreement between the intensities, but the vehicle traverse method tends to 

yield slightly larger values. The difference is usually less than 1 °C, but on one occasion, it is 

slightly more than 1.5°C. Differences are expected since the fixed point observations are hourly 

averaged temperatures, whereas the vehicle traverse data are 4 second averages and are more 

likely to capture short-term temperature variations. The height of measurement is lower for the 
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vehicle traverses which might also be expected to affect temperature observations, particularly if a 

strong rural temperature inversion is present. 

Figure 2.2 Comparison of heat island magnitudes determined from fixed point and vehicle 
traverse observations of air temperature. 

7 n 1 

1 -I 1 1 1 1 1 1 1 — | 1 1 1 1 
1 2 3 4 5 6 7 

Fixed point - T(urban)-T(rural) (°C) 

Table 2.1 compares 'simultaneous' temperature observations at both the urban and rural 

sites. The temperatures are not strictly simultaneous because the fixed point observations are 

hourly averages, whereas the traverse observations are 4 second averages. The maximum heat 

island intensity which occurred before rnidnight is also listed for each method. On two nights, the 

heat island intensities differ by more than 3 °C. 
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Table 2.1. Comparison of 'simultaneous' temperature observations (°C) from fixed point 
(hourly average) and vehicle traverse (4 second average), and the maximum heat 
island intensity observed between sunset and midnight. 

Date 
Urban Temperature 
Fixed Vehicle 

Rural Temperature 
Fixed Vehicle 

Maximum A T u . r 

Fixed Vehicle 
M a y 18,1994 17.3 19.2 12.3 11.2 5.0 8.1 
M a y 19,1994 17.0 18.3 13.6 13.5 3.6 4.3 
M a y 22,1994 16.3 17.6 11.1 10.3 4.3 8.5 
August 11,1994 20.1 20.6 16.6 16.9 5.0 6.0 

The observations reveal that the vehicle traverses generally record higher urban 

temperatures and lower rural temperature than the fixed point observations, systematically 

resulting in larger heat island intensities. Clearly, the longer averaging times at the fixed sites do 

not capture extremes in temperature variation, whereas the traverse method does. Since the 

traverse method may also capture short bursts of heat from vehicle exhaust, it might be argued 

that the fixed point method is more representative of the average conditions in the urban setting. 

The lower rural temperatures observed by the traverse method may be a result of the lower height 

of observation if a strong inversion is present, in which case the difference in averaging times is 

not as important. 

Although heat island magnitudes from fixed point observations are smaller than those 

observed by vehicle traverses, both methods are likely to display the same temporal variability. 

Therefore, the use of fixed point rather than vehicle traverse observations in this study provides an 

adequate data base from which to study temporal dynamics of Vancouver's heat island, but 

absolute values are not strictly comparable with those from the previously reported vehicle-based 

studies. 
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2.3 Urban Site and Instrumentation 

The downtown station is located just west of the intersection of Burrard and Georgia 

streets in the commercial centre of Vancouver (Figures 2.3 - 2.5). Air temperature was measured 

with a thermistor (CSI 101) and wind speed and direction with an anemometer (CSI Met One 

014A) and wind vane (024A). These instruments were attached at 10 m above ground on a lamp 

post on the south side of Georgia Street, which runs approximately east-west. Observations were 

made once per minute, averaged over 1 hour and recorded by a data logger (CSI CR21X). Spatial 

surveys of nocturnal air temperatures in Vancouver have indicated that the highest nocturnal 

temperatures occur in this area of the city, and therefore the station is located near the core of the 

heat island. (Field, 1973; Oke and Maxwell, 1975; Oke and Hay, 1994; this study). As shown in 

Figure 2.5, the site is also surrounded by very tall buildings, giving it a low sky-view factor of 

approximately 0.41 (Steyn, 1980). 

2.4 Rural Site and Instrumentation 

Initially the rural station was located in the Delta works yard on Highway 99 (Figure 2.1). 

In July 1992 the instruments were moved approximately 1.5 km north-east into the midst of 

agricultural fields on the Nottingham farm (Figures 2.6, 2.7). Because simultaneous temperature _ 

data from both rural sites is not available, it is difficult to determine how the continuity of the 

rural data series was affected by the move. Comparison of temperature and heat island magnitudes 

before and after the move do not reveal obvious differences between the sites. The mean, standard 

deviation and range of heat island magnitudes from February to June 1992 (before the move) are 

intermediate to those in the same months of 1993 and 1994. If temperature differences between 

the rural sites do exist, they are smaller than the inter-annual variability at the present site. 
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Figure 2.3 Location of the urban observation site in downtown Vancouver. 



Aerial view of urban observation site on Georgia Street in downtown Vancouver. 

'Fish-eye' view showing relative proportions of sky and buildings visible from the 
surface at the downtown site. The instruments are located on the lamp-post in the 
lower centre of the picture. 
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Figure 2.6 Aerial view of typical farm land in Delta around the rural observation site. 

Figure 2.7 Instrumentation for energy balance measurements at the rural site. 
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The site is located so as to rmnimize the influence of the ocean at Boundary Bay to the 

south, and the south arm of the Fraser River to the north. It is also located in the area where 

Emslie (1972) found the coolest average night-time temperatures in the greater Vancouver area. 

Land use is predominantly agricultural, although Burn's bog is approximately 2 km to the east, 

and the Vancouver landfill is approximately 5 km to the south-east. 

The instruments are located at the junction of four cultivated fields, and there is an 

uninterrupted fetch over similar surfaces of at least 500 to 1000 m all directions. During the 

summer of 1994 the crops planted at the site were peas to the north-east and south-east, and corn 

to the north-west and south-west. In other years beans, peas or corn have been planted. In the 

fall of each year winter wheat was planted and harvested early in the spring. The soil was 

therefore not entirely bare during the winter. The predominant soil type in this area is a silt loam 

formed from deltaic deposits overlain by 0.1 to 0.15 m of organic matter. 

Air temperature, relative humidity (Vaisala temperature-humidity probe), and wind speed 

and direction (R.M. Young 03001-10 wind sentry set) were measured at 2 m height. In addition, 

gravimetric soil moisture measurements were made in the fields surrounding the instruments. The 

frequency of soil moisture observations varied from daily to monthly. 

Because rural observations were made at only one site, they are not representative of all 

of Vancouver's surroundings. However, given the heterogeneous surroundings of Vancouver 

(ocean, mountains, agricultural and industrial lands), it is difficult to define a representative rural 

surface. Undoubtedly different characteristics may have emerged from this study if observations 

from other sites had also been analyzed. Nevertheless, the three year record of rural 

temperatures at this site is considered adequate to describe the relationship between surface 
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thermal properties, nocturnal cooling and the resulting urban-rural temperature differences at a 

site which conforms to the 'rural' setting of many mid-latitude cities. 

2.4.1 Energy Balance Measurements 

On several nights during the summer of 1994 surface temperatures and components of the 

surface energy balance were measured at the rural site (Figure 2.7). These observations were 

made to obtain the data to calculate surface thermal admittance using the Brunt (1932) equation 

(Chapter 5). Turbulent sensible heat flux density was measured with a sonic anemometer-

thermometer system placed 1.5 m above the crop surface. The sampling rate was 10 Hz and 15 

minute averages were determined. Soil heat fluxes at 0.10 m were measured using Middleton soil 

heat flux plates and integrating thermometers at 0.02 and 0.04 m to determine heat storage in the 

soil above the plates. Net radiation at a height of 1 m was measured with a Swistecco net 

pyrradiometer (model SI). The latent heat was then calculated by residual. These measurements 

were conducted to verify that on 'ideal' calm and clear nights, the soil heat flux is the only 

significant non-radiative component of the energy balance, and therefore the Brunt equation is 

applicable. 

The turbulent sensible heat flux and the vertical temperature gradient were also required in 

order to calculate the atmospheric thermal admittance (Chapter 5). The vertical temperature 

gradient was measured as the difference between air temperature at 1.5 m (Vaisala temperature-

humidity probe) and the surface temperature, which was calculated from the upward longwave 

radiation (Lt) measured by a downward-facing Eppley pyrgeometer (Lt = s 0aT 0

4). 
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These surface temperature measurements are subject to errors due to the choice of the 

surface emissivity, s0. A surface emissivity of 0.98 was chosen for the rural surface, in accordance 

with the range of values given in Oke (1987) for agricultural crops (0.90 to 0.99) and dry soils 

(0.98). For an upward long-wave flux of 395 W m"2 (a typical value observed at the rural site), 

surface temperature differences of 0.5 °C (approximately 3 %) result when the emissivity value 

changes from 0.95 and 0.99. This much uncertainty in the temperature gradient leads to an 

uncertainty in the atmospheric thermal admittance of 30 per cent for typical 'ideal' conditions 

observed in this study. 

2.4.2 Thermal Admittance Estimates From Soil Properties 

As discussed in Chapter 1, thermal admittance (p = (kC) 1 / 2 , the square root of the product 

of thermal conductivity and heat capacity) is an important control on the amount of cooling that 

occurs at a surface. Therefore, seasonal differences in rural cooling following sunset are likely to 

be related to seasonal variations in the surface thermal admittance. In order to study this 

relationship it was necessary to estimate seasonal variations of the rural thermal admittance. 

One approach is to calculate p from the site soil properties and soil moisture. The 

equations used to estimate thermal admittance by this method are outlined in Chapter 5. Soil 

moisture was measured by the gravimetric method which determines soil moisture on a percent 

per dry weight basis. To calculate thermal properties, however, moisture on a percent volume 

basis is needed. Volumetric moisture content was obtained by multiplying the gravimetric 

moisture content by the bulk density of the soil. Bulk density was measured several times during 

the year as the weight of oven dried soil divided by the volume of the undisturbed sample. The 
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bulk density was assumed to increase linearly from a low value (800 kg m'3) at the beginning of 

May (following spring cultivation) to its maximum value in October (1100 kg m"3). It is assumed 

to remain high throughout the winter. This model of variable bulk density agrees with the 

observations made at this site, and also with van Wijk and Derksen's (1966) observations of the 

effects of tillage on soil bulk density. 

Moisture samples were taken at depths of 0 to 0.05 m, 0.05 to 0.10 m, and 0.10 to 0.15 

m, and averaged. During most of the year, there is little variation of moisture content with depth, 

because the soil is saturated during the winter. However, in the summer, the top 0.05 m layer 

dries considerably, while moisture remains high at 0.15 m. For example, on July 5, 1994, the first 

clear day following several days of rain, soil moisture was approximately 35 per cent in all three 

layers. By July 20, the top layer had a moisture content of only 12 per cent, while the lowest 

layer remained at 31 per cent moisture. Because the lower layers of soil remain quite moist 

during the summer, the soil moisture estimates averaged over the top 0.15 m are higher than 

expected from the appearance of the top of the soil. 

Averaging the moisture content and bulk density over the top 0.15 m has the effect of 

assuming the soil is homogeneous to this depth, which is not necessarily true particularly during 

the summer. This assumption may have implications for the calculation of a surface thermal 

admittance (Byrne and Davis, 1980). However this top 0.05 m layer with low soil moisture and 

low bulk density has such a small thermal admittance (449 J m"2 s-1/2 K ' 1 for soil moisture of 12 

percent and bulk density of 600 kg m"3), and is so thin, that the lower, moist, dense layers must 

exert significant control on the nocturnal cooling. Therefore the effective thermal admittance of 

the soil probably lies somewhere between that of the dry top layer and the moist lower layer. The 

decision was made to assume a homogeneous layer of soil by averaging the moisture and bulk 
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density in the top 0.15 m, rather than attempting to calculate thermal admittance of a layered soil 

(Byrne and Davis, 1980), since the necessary data were not available. 

Another limitation of the soil moisture observations is that soil moisture in the early 

morning can be as much as 6 percent higher than the previous evening due to the effects of dew 

alone (i.e. even though no precipitation occurs). This amount of moisture variation leads to a 10 

percent change in the calculated thermal admittance. This implies that it is not possible to reliably 

interpolate soil moisture and the corresponding thermal admittances between the observations, 

particularly if precipitation occurs. Nevertheless, a significant number of soil moisture 

observations are available which can provide an indication of the gross features of the annual 

variation of rural thermal admittance. 

Other soil analyses required for thermal admittance estimates include determination of 

organic and mineral content. Organic content was measured by burning a known mass of dry soil 

at 350 °C for 8 hours. Assuming all organic matter burns off at this temperature, the mass 

difference is the organic content. X-ray diffraction was used on the soil remaining after the 

organic burn-off to determine the quartz content of the mineral portion of the soil. 

2.5 Local Weather Data 

Hourly weather data collected by the Atmospheric Environment Service at the Vancouver 

International Airport (Figure 2.1) were used to identify synoptic influences on the heat island. It 

was necessary to identify calm, clear nights for the heat island and cooling analysis. Nights were 

classified as 'clear' if the net radiation was not reduced by more than 5 percent of the cloudless 

sky net radiation value. Using the Bolz long-wave correction this corresponded to less than 6/10 

cirrus coverage, or less than 3/10 other cloud coverage. Nights were considered 'calm' if the wind 

speed never exceeded 2ms' 1 . 
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Chapter 3 

C L I M A T O L O G Y OF VANCOUVER'S URBAN H E A T ISLAND 

3.1 Introduction 

This chapter presents the results of an analysis of Vancouver's urban heat island 

climatology. Hourly averaged air temperature data from downtown Vancouver and a rural site in 

Delta are used to describe urban-rural differences in maximum and minimum daily temperatures 

and the daily cycle of heat island magnitude. In particular, the seasonal variability of these 

measures is explored. The effects of weather conditions on heat island magnitude are also 

presented. In most cases long-term averages with maximum and minimum ranges are presented 

to show typical characteristics of Vancouver's heat island, and where possible, statistical 

significance of results are determined. 

Unfortunately it is not possible to ensure that every aspect of the climatological analysis is 

based on exactly the same data. In some cases the entire data set is used to obtain averages, while 

in others only part is used. This inconsistency is necessary because some data are missing due to 

equipment failure. Therefore in some cases it may be possible to derive a monthly averaged urban 

or rural temperature, but not possible to determine an average heat island for the same month if 

sufficient simultaneous urban and rural temperatures are not available. The data used for each 

analysis are identified in the discussion to avoid confusion arising from comparisons between 

dissimilar data. 
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3.2 Urban and Rural Maximum and Minimum Daily Temperatures 

Although it is customary to think of urban temperature effects in terms of simultaneous 

urban-rural temperature differences (the urban heat island), this section follows Unwin's (1980) 

analysis of Birmingham's urban heat island by considering urban-rural differences in maximum and 

minimum daily temperatures. Because these measures are not necessarily simultaneous, that is, 

maximum/minimum daily temperatures do not necessarily occur at exactly the same time at both 

sites, they should not be thought of as 'urban heat island' measurements. However, by looking at 

maximum and minimum temperatures, urban - rural differences in the daily temperature range can 

be determined. It is important to keep this distinction in mind. Differences in maximum daily 

temperatures can be thought of as u - T ^ R , whereas the maximum daily heat island is the 

largest observed difference between simultaneous urban and rural temperatures, and is commonly 

given the notation ATurban - Rural (max). The maximum daily heat island is related to the difference in 

minimum daily temperatures, since the largest heat islands typically occur at night. Similarly, the 

minimum daily heat island often occurs close to the time of maximum daily temperature. 

3.2.1 Means, Variability and Ranges 

Table 3.1 lists the overall statistics of urban and rural maximum and minimum daily 

temperatures during the study period from December 1991 to September 1994. Because they do 

not span an entire three year period and because some data are missing (for example there are 

relatively few data for November), the following statistics do not represent yearly averages, but 

are simply representative of the available data. 

The mean hourly temperature observed over the entire period (all hours) was 13.7 °C at 

the urban site, and 12.3 °C at the rural site. This 1.4 °C difference represents the average urban 

heat island intensity for Vancouver, and is statistically significant at the 95% confidence level. 
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Variability is nearly the same at both sites. As expected, the urban site is warmer than the rural 

site on average. However, the maximum values recorded during the period are approximately 

equal at both sites, whereas the absolute minimum is 4.2 °C lower at the rural site. 

Table 3.1 Summary of temperature data for all hours, and minimum and maximum daily 
temperatures, December 1991 - September 1994. 

Temperature (°C): 
A l l Hours Maximum Daily Minimum Daily 
Urban Rural Urban Rural Urban Rura l 

Mean 13.7 12.3 16.08 16.15 10.9 8.1 
Standard Deviation 5.2 5.7 5.5 5.7 4.4 4.6 
Minimum -2.8 -7.0 1.7 0.4 -2.8 -7.0 
Maximum 30.5 30.8 30.5 30.8 21.2 17.9 
n 17 877 17 735 782 782 782 782 

The summary of statistics for the maximum and minimum daily temperatures further 

illustrates the nature of urban - rural differences in daily temperature range. Means for the entire 

period of observation show that the urban - rural differences in maximum daily temperatures are 

not large, and are not statistically significant at the 95 % confidence level. Standard deviations of 

maximum daily temperatures, as well as the range of values are similar at both sites. The largest 

differences occur in the minimum daily temperatures. The mean minimum daily temperature for 

the urban site is significantly larger than the rural value (10.9 and 8.1 °C respectively; 95% 

confidence level). While standard deviations are similar at both sites, the maximum and minimum 

observed values are slightly lower at the rural site. 

These general results indicate that the increased warmth of Vancouver compared to its 

rural surroundings is most significant at night. The city experiences warmer night time 

temperatures than its surroundings, but daytime temperatures are similar in both settings. One 

consequence of warmer urban nights may be particularly interesting to gardeners: minimum 
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temperatures of 0 °C or less occurred on 46 occasions over the entire period at the rural site, 

whereas only 5 nights experienced freezing temperatures at the urban site. 

3.2.2 Seasonal Variability 

As discussed in Chapter 1, a number of factors can produce seasonal variations in the 

relative warmth of urban areas. These factors include seasonal variations in weather, net 

radiation, anthropogenic heat production, and soil moisture and thermal properties. This section 

describes seasonal variability of urban - rural differences in temperature ranges. 

Figure 3.1 shows urban - rural differences in monthly averaged daily maximum and 

minimum temperatures. Again, these differences are intended to show urban - rural differences in 

daily temperature ranges, which are not the same as heat island magnitudes. Simultaneous 

temperature differences (urban heat island) are presented in Figure 3.2 for comparison. This 

figure further emphasizes the point that the major difference between urban and rural 

temperatures occurs in the minimum, rather than the maximum daily temperatures. 

The monthly mean and median daily maximum temperature differences are close to zero 

all through the year. As stated earlier, the average difference in means for the entire record is not 

significantly different from zero. However, the urban and rural means are significantly different 

during January, March, April, May, September and December (95 % confidence level). The 

urban - rural difference is often negative, implying that rural maximum daily temperatures often 

exceed the maximum urban temperature. 

Seasonal variations in differences of maximum daily temperatures are small, and the 

January and December mean differences are the only statistically significant positive values. The 

slightly higher urban daytime temperatures in December and January could result from increased 

anthropogenic heat in the winter months. It has been suggested that the cause of the lower urban 
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maximum daily temperatures (present during the rest of the year) might be due to shading of 

urban surfaces, especially at street-level, by tall buildings (Oke, 1982). The statistically significant 

negative values occur in March, April, May and September, when the Sun is lower in the sky and 

shading could be important. In summer, when the Sun is overhead and days are longer, more 

solar radiation could penetrate to the urban canyon floor, making shading less important, and 

possibly explaining the lack of significant difference between maximum temperatures in June, July 

and August. 

Figure 3.1 Box plots of urban -rural differences in daily maximum (left) and minimum (right) 
temperatures. The box encompasses 50 % of the data; the horizontal line is the 
median, the circle the mean, and the ends of the vertical lines represent maximum 
and minimum values. Monthly data for 1991 - 1994. 

1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 

Month M o n t h 

The plot of urban - rural differences in minimum daily temperatures gives a clearer picture 

of the urban effect on temperature. Unlike maxima, differences in minima are significantly 

different from zero, with monthly mean and median differences ranging from 1 to 5 °C. Monthly 
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rninimum temperature differences range from -2 to 9 °C, with more than 75% of the data greater 

than zero (the vertical line below the box plot represents the lower quartile of the data). 

Seasonal variations in minimum temperature differences also seem to be present in Figure 

3.1. Through most of the year the mean and median differences are in the range of 2 - 3 °C, but 

the August, September and October values are slightly larger, ranging from 3.5 - 5 °C. These 

three months also have the largest extreme differences, with urban minimum temperatures 

exceeding the rural by 8 °C. As these data are from all days and include significant synoptic 

variability, the larger summer values may simply be a reflection of the increased probability of 

good weather and favourable heat island conditions in these months. However, they may also 

reflect the dryness of rural soils and their lower thermal admittance, which allows greater rural 

cooling. The effect of thermal admittance on heat island magnitude is examined in more detail in 

Chapter 5. 

3.3 Maximum and Minimum Daily Heat Islands 

The seasonal patterns of maximum and minimum heat islands (ATu- R) in Figure 3.2 are 

similar to the patterns in differences of minimum and maximum temperatures in Figure 3.1. Based 

on other studies (Hage, 1972; Lee, 1979; Unwin 1980) the time of minimum heat island 

magnitude is probably close to the time of maximum daily temperature. The time of maximum 

heat island magnitude (typically a few hours after sunset) is less likely, however, to correspond to 

the time of minimum daily temperature. 

The seasonal pattern of maximum heat islands shows a minimum value in April, and a 

steady increase until September, followed by a decline, as did the urban-rural differences in 

minimum daily temperatures. The only obvious difference between the heat islands and the 

temperature differences is that the heat island magnitudes are larger than the temperature 
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differences. This means that the increased warmth of Vancouver's urban area does not affect the 

daily temperature range as much as it affects simultaneous urban - rural temperature differences. 

Differences in median maximum temperatures are between 1 and 0 °C, whereas median minimum 

heat islands range from approximately -0.5 to 2 °C. The median differences in minimum daily 

temperatures vary between 1 and 5 °C, while the median maximum heat islands are between 2 and 

6°C. 

Figure 3.2 Box plots of maximum and minimum daily heat island magnitudes. Refer to Figure 
3.1 for an explanation of the plot. Monthly data for 1991 - 1994. 
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If the magnitude of a heat island were simply a function of the rural area warming faster 

by day, and cooling faster at night, it might be expected that seasonal variations of the rural 

warming/cooling rate would result in mirror-image seasonal patterns for daily maximum and 

minimum heat islands. That is, the maximum rural cooling should occur at the same time of year 

as the maximum rural warming. 
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The seasonal patterns displayed in Figure 3.2 clearly show two different seasonal patterns 

for the maximum (nocturnal) and minimum (daytime) heat islands. Minimum (daytime) heat 

islands are largest in fall and winter, and are lowest in the summer. Maximum (nocturnal) heat 

islands have two periods of increasing magnitudes (summer and winter) and two periods of 

decreasing magnitudes (fall and spring). This lack of symmetry suggests that daytime and 

nighttime heat islands are not simple functions of rural warming and cooling ability, and the 

processes driving them have different seasonal cycles. 

The urban effect on air temperatures is clearly different by day and night. The following 

section analyzes heat island magnitudes on an hourly basis to determine the relative frequency of 

different heat island 'types.' 

3.4 Frequency of Positive and Negative Heat Islands 

Atwater (1977) defined an urban heat island classification scheme based on whether the 

heat island is positive or negative by day and night. For example, 'Type 1' heat islands were 

defined to be those where the rural area is warmer by day and the urban area is warmer at night. 

Four types are defined from all possible combinations. Unwin (1980) expanded upon Atwater's 

4 types to include neutral categories, or occasions when there is no significant urban - rural 

temperature difference. This type of categorization is straightforward when the temperature data 

consist of one day-time and one night-time temperature. However for Vancouver, hourly 

temperature observations reveal that negative and positive heat islands can be present at different 

times during both the day and night. Classifying a particular day as a specific 'type' is therefore 

entirely dependent on the time the heat island observations are made. Therefore the Vancouver 

data have been analyzed on an hourly basis to show the relative frequencies of positive, negative 

and neutral heat islands by both day and night (Table 3.2). 'Neutral' was defined as a heat island 
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magnitude within 0.5 °C of zero. Hourly heat island calculations for the period December 1991 to 

September 1994 were used. 

Table 3.2 Frequency of heat island types for Vancouver. 

Heat Island Type Number of % 
(Relative Temperatures) hours frequency 

Day: Rural > Urban 2472 24 
Urban > Rural 5382 52 
Neutral 2500 24 

Night: Rural > Urban 592 7 
Urban > Rural 6744 77 
Neutral 1428 16 

Urban > rural temperature is clearly the dominant heat island type by both day and night. 

About one half of the daytime hourly heat island observations find the urban area to be warmer. 

Rural > urban temperatures by day are as likely as the neutral case (no urban - rural difference). 

Warmer urban temperatures are by far the most dominant heat island type at night, representing 

about three-quarters of the data. Rural nocturnal temperatures were larger than urban 

temperatures only 7 percent of the time. 

The preceding sections have shown that Vancouver's urban heat island is different by day 

and night, and also changes from hour to hour. Section 3.5 examines the typical daily cycle of 

Vancouver's urban heat island. 

3.5 Daily Cycle of the Urban Heat Island 

Figure 3.3 (a) shows the ensemble average of hourly heat island intensities for the period 

December 1991 to September 1994. Observation times were normalized to sunset to allow for 

seasonal differences in the timing of the onset of nocturnal cooling. Because the calculations are 
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from simultaneous temperature observations, the difference represents a true measure of the 

urban heat island as it is usually defined. 

As expected from the previous discussion of maximum and minimum daily temperatures, 

the heat island magnitude is largest at night (2.4 °C) and smallest in the afternoon (0 °C). On 

'ideal' heat island nights it has been observed that the maximum heat island intensity occurs a few 

hours after sunset and gradually declines thereafter (Hage, 1972; Oke and Maxwell, 1975). The 

Vancouver ensemble average also shows maximum heat island intensity occurs 4 hours after 

sunset, but the magnitude remains near the maximum until 8 hours after sunset. The fact that heat 

island intensity does not decline after reaching its peak at 4 hours after sunset as it has been 

observed to do on calm, clear nights, may be due to the averaging process which includes all days 

with different weather conditions. Heat island dynamics are not as well behaved under variable 

weather conditions as they are for calm, clear nights when cooling proceeds to its full potential. 

Different night lengths throughout the year result in longer cooling periods in the winter which 

could also influence the timing of maximum heat island intensity. 

On average, heat island intensity begins to decrease 8 hours after sunset, although timing 

on individual days is controlled by the time of sunrise. Heat island magnitude continues to 

decrease until the urban - rural difference is eliminated at 4 hours before sunset. This 'zero' heat 

island is not maintained for long, however, as the magnitude immediately begins to increase, 

reaching half of the maximum value by sunset. Heat island growth continues at the same rate 

following sunset until the maximum occurs 4 hours later. The growth of the heat island prior to 

sunset indicates that significant cooling occurs before sunset, and therefore, simple nocturnal 

radiative cooling is not the only process driving heat island development. 
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Figure 3.3 Daily variation of Vancouver's heat island magnitude. Hourly heat island 
observations are averaged for 1991 - 1994. The horizontal line represents the 
mean heat island magnitude for the period. Times are normalized to sunset only, 
(a), and sunset and sunrise (see text) (b). Heat island magnitude has also been 
normalized to largest and smallest value on a scale of 0 to 1. 
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To account for the effect of night length on the timing of the daily heat island cycle, the 

data of Figure 3.3 (a) have been normalized for both sunset and sunrise as shown in Figure 3.3 

(b). The 24 hour day has been normalized on scale of 0 to 2, with 0.5 and 1.5 representing the 

times of sunset and sunrise respectively, while 0 and 1 represent the mid-points between sunset 

and sunrise, or 'mid-day' and 'mid-night' respectively. The heat island intensity has also been 

normalized to the minimum and maximum observed values on a scale of 0 to 1. 

Figure 3.3 (b) shows essentially the same pattern of daily heat island intensity as Figure 

3.3 (a). Heat island growth begins in the middle of the 'afternoon' and has reached 

approximately 35 percent of its maximum value by sunset. The maximum heat island intensity 

occurs in the middle of the night, and decreases slightly after. A second peak in intensity occurs 

around sunrise which is not visible in Figure 3.3 (a). The intensity decreases rapidly following 

sunrise until the middle of the afternoon. 

3.5.1 Seasonal Variations in the Daily Heat Island Cycle 

Figures 3.4 (a) and (b) show the same data as Figure 3.3 (b) except they have been 

separated by season. Figure 3.4 (a) is a plot of heat island intensity normalized to the minimum 

and maximum values for each season and therefore shows the relative timing of features in each 

season. Figure 3.4 (b) gives the heat island intensity normalized to the fall minimum and 

maximum intensities, since the fall had the lowest and highest intensities of all seasons. This 

figure illustrates the relative magnitudes of intensities in different seasons. 

Figure 3.4 (a) shows that heat island growth begins earliest in the winter and latest in the 

fall. By sunset, the winter intensity is about 50 percent of its maximum value, while the spring 
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Figure 3.4 Seasonal variations in the daily heat island cycle. Timing is normalized to sunset 
and sunrise (see text) and heat island magnitude is normalized to (a) the maximum 
and minimum values for each season, and (b) the fall maximum and minimum 
values. 
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and summer intensities are approximately 35 percent of their maxima, and the fall intensity is only 

10 percent of its maximum. In winter, spring and summer, heat island intensity reaches its 

maximum value around the middle of the night. However in the fall, the intensity grows gradually 

over the course of the night and does not reach its maximum until around sunrise. These early 

morning heat islands in the fall are discussed further in Chapter 4; they are probably the result of 

early morning fog delaying the onset of warming at the rural site. The winter and spring 

intensities also indicate a secondary peak around sunrise. In all seasons, 80 percent of the 

maximum intensity is reached by shortly after sunset, and is maintained for the rest of the night. 

Intensity decreases rapidly after sunrise and reaches its minimum value around mid-afternoon. 

The fall minimum occurs somewhat later than in the other seasons. 

Figure 3.4 (b) shows the relative magnitudes of the heat island intensities in each season. 

In order of decreasing nocturnal heat island intensity, the seasons are fall, summer, winter and 

spring. The spring nocturnal intensity is approximately 50 percent of the fall maximum intensity. 

Minimum heat island intensity is also smallest in the fall. Summer minimum intensity is about 10 

percent larger than the fall minimum value, while winter and spring minima are only slightly higher 

than the fall minimum. 

This analysis shows that seasonal variations are present in the daily heat island cycle. Both 

the magnitude and timing of maximum heat island intensity, as well as the timing of the start of 

heat island growth vary seasonally. Because times are normalized relative to sunset and sunrise, 

these differences are not a function of different night lengths, but must be due to some other 

factor which changes seasonally. Further evidence of seasonal variations in Vancouver's heat 

island is presented in the following section. 
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3.6 Seasonal Variations of Heat Island'Events' 

Unwin (1980) defined the concept of a heat island 'event' as a heat island magnitude 

greater than 1 standard deviation above zero. Because averaging all of the data leads to small 

heat island magnitudes and small variations from month to month, an analysis of individual 

'events' exceeding a certain magnitude can lead to interesting conclusions about a city's heat 

island climatology. Hourly heat island intensities for the periods December 1991 to December 

1992, and February 1993 to February 1994 were used to obtain two full years of data. However, 

no November data were available for either year. 

The mean value of hourly nocturnal urban heat islands is 3.4 °C and the standard deviation 

is 2.0 °C. A l a event is therefore defined as a heat island observation greater than 2 °C, a 2o 

event exceeds 4 °C, and a 3a event exceeeds 6 °C. Figure 3.5 shows the frequency of these 

events in each month. In order to account for differences in the number of observations, the 

number of events has been normalized by the number of observations for each month. 

The figure shows that l a events should perhaps not be considered 'events' at all, as heat 

islands in excess of 2 °C occur 60 to 80 percent of the time. One interesting feature of the l a 

event is that the frequency drops noticeably in April. (See also Figure 3.1 and 3.2). The 2a event 

distribution is more informative. Again, April shows almost no 2a events, but the frequency 

increases throughout the summer to a high of 70 percent in September. The frequency decreases 

to 20 to 40 percent during the winter. 

3 a events are relatively rare, occurring less than 10 percent of the time between December 

and July. The frequency begins to increase by August, reaches a maximum of 40 percent in 

September, then decreases to 20 percent in October. It is clear that summer and early fall 

conditions favour larger heat island intensities, with September having the greatest frequency of 

heat islands in excess of 6 °C. Although the favourable weather conditions are likely to make 
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larger heat island intensity more probable in the summer and early fall, it does not explain why 

September experiences nearly 4 times as many 3o heat islands as July and August. It is possible 

that the marked increase in large magnitude events is related to the progressive drying-out of rural 

soils. In the Vancouver region soils reach their minimum thermal admittance, and maximum 

cooling potential before the rainy season begins in October or November (Chapter 5). Another 

possible explanation for large heat islands in the fall is that early morning fog in the rural area 

tends to delay rural warming. This possibililty is discussed in more detail in Chapter 4. 

Figure 3.5 Frequency of heat island 'events' with magnitudes greater than 2 °C in each 
month, 1991 - 1994. 
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3.7 The Effect of Weather Conditions on Heat Island Intensity 

As discussed in Chapter 1, weather is an important control of urban heat island intensity. 

In particular, wind speed and cloud amount and type have both been shown to influence heat 

island intensity (Sundborg, 1950; Chandler, 1965; Ludwig, 1970; Oke, 1973; Field, 1973; Lee, 

1975). This section uses data from June 1992 to April 1994 to explore the relationship between 
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weather conditions and Vancouver's nocturnal heat island magnitude. For ease of analysis, and in 

order to maintain consistency of the time of heat island occurrence, wind speed, cloud conditions, 

and the maximum heat island intensity occurring between 2200 and 2400 hours, L A T are used. 

3.7.1 Wind Speed 

The data were initially stratified by cloud amount in order to examine the relationship 

between nocturnal maximum heat island magnitude and wind speed. Figure 3.6 (a) shows this 

relationship for clear skies. Although there is significant scatter, there is a trend of decreasing 

heat island magnitude with increasing wind speed. Figure 3.6 (b) shows a box plot of the same 

data. The horizontal line represents the median, the rectangle is 50 percent of the data, and the 

vertical lines show the maximum and minimum values for different ranges of wind speed. The 

width of each rectangle represents the relative number of observations in each category. The 

trend of decreasing heat island magnitude with increasing wind speed is now even clearer. Oke 

(1973) suggested heat island magnitude varies as a function of the inverse square root of wind 

speed (u'1 / 2), A regression analysis performed on mean heat island intensities and the inverse 

square root of wind speed (Figure 3.6 (c)) suggests the relationship is essentially linear, with a 

slope of 5.7, an r 2 value of 0.95 and a standard error of 0.3 °C. These data clearly support Oke's 

(1973) suggestion. 
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Figure 3.6 The relationship between nocturnal maximum heat island magnitude and wind 
speed for clear skies, (a) shows the relationship for all data; (b) and (c) show heat 
island magnitude averaged for wind speed categories, (b) is a box plot (see 
explanation for Figure 3.1) showing the range of data, (c) shows the results of a 
linear regression of heat island magnitude and u" 1 / 2. 

(a) 

10 

o 8 

1 6 

clear skies 

44- •» / .-
5 2 2 4-

+ 
6 8 

Wind speed (m/s) 
10 12 14 

(b) 

6 8 

Wndspeed (m/s) 

12 

51 



(c) 

The relationship between heat island intensity and wind speed for overcast conditions 

(Figure 3.7) has greater scatter than for clear conditions (Figure 3.6 (a)), but the decrease of heat 

island intensity with increasing wind speed is still evident, and the u'ia relationship is reasonable. 

The data have also been stratified by cloud type (or height). In general, for a given wind speed, 

heat island intensity is greater with high cloud, and smallest with low clouds. These results agree 

with Field (1973). 

Figure 3.7 Relationship between maximum heat island magnitude and wind speed under 
overcast conditions of high, middle and low cloud. 
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3.7.2 Cloud 

Clouds influence the nocturnal heat island intensity by altering the surface net long-wave 

radiation budget, i.e. reducing the radiative cooling. Oke (1995, personal communication) 

suggests this may be appropriately handled by use of the Bolz cloud correction formula: 

L * = L* ( 0 ) (l-kn 2 ) (3.1) 

where L * is the net radiation under cloudy conditions, L * (0) is the clear sky net radiation, k is a 

coefficient which accounts for decreasing cloud temperature with height, and n is the fraction of 

sky covered by cloud (on a scale of 0 to 1) (Oke, 1987). For this analysis k values were averaged 

for low, middle and high clouds. The factor of (1-kn2) therefore accounts for both cloud amount 

and type. 

Figure 3.8 Variation of maximum heat island magnitude with cloud amount and type (1-kn2) 
for different wind speed classes. 
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The relationship between heat island intensity and (1-kn2) is shown in Figure 3.8. Data 

have been stratified by wind speed, and heat island intensities have been averaged for certain 

ranges of (1-kn2). Small values of (1-kn2) imply cloudy conditions, and a value of 1 means 
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completely clear skies. The relationship between maximum heat island magnitude and (1-kn2) 

appears to be almost linear, with heat island intensity increasing with the value of (1-kn2), i.e. as 

cloud cover decreases. This form is evident for all 4 classes of wind speed. For a given cloud 

condition, the heat island intensity is greater for lower wind speeds. However, the slopes of the 

regression lines for different wind speed classes do not display a clear relationship to the wind 

speed. 

3.7.3 Effects of Wind and Cloud Combined 

Given these relationships between maximum heat island intensity, wind speed and cloud 

conditions, it should be possible to predict heat island intensity for known weather conditions. 

Figure 3.9 combines the results of Figures 3.6 and 3.8 by linking heat islands of equal intensities 

for combinations of u" 1 / 2 and (1-kn2). Maximum heat island magnitudes have been normalized on 

a scale of 0 to 1. The contours are surprisingly regular except for one point which disrupts the 

0.4 and 0.5 contours. There is an obvious relationship between the three variables, with heat 

island intensity decreasing in a predictable manner as u" 1 / 2 decreases (wind speed increases) and as 

(1-kn2) decreases (cloudiness increases). 

For extreme weather conditions, it appears that only one of the variables is important. 

That is, for (1-kn2) values less than 0.5, heat island intensity is independent of wind speed. 

Likewise, for very strong winds, heat island intensity is independent of cloud amount. It appears 

that it should be possible to predict the size of Vancouver's maximum heat island intensity given 

wind speed, cloud amount and cloud type. 

54 



Figure 3.9 Contours of maximum normalized heat island intensity in relation to wind speed 
and cloud conditions. 
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However, Figures 3.6 (c), 3.8, and 3.9 are generated from average maximum nocturnal 

heat island intensities for certain classes of wind speeds or cloud conditions. Figure 3.10 shows 

that individual heat island events are not as well behaved. It shows the results of a multiple 

regression analysis for the entire data set, with 1-kn2 and u" 1 / 2 as independent variables. Observed 

nocturnal maximum heat island intensity is plotted against the heat island intensity predicted by 

regression. Clearly, individual heat island events are not as predictable as mean values. There is 

significant scatter with observed heat islands being as much as 5 °C larger or smaller than 

predicted for the observed wind and cloud conditions. The size of predicted heat island 

magnitude is limited by the fact that (1-kn2) and u ' 1 / 2 both have a maximum value of 1. 
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Figure 3.10 Observed and predicted heat islands, where predictions are made from wind speed 
and cloud amount and type based on multiple regression analysis. 
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The heat island intensities have also been stratified by season, but this appears to be of 

little benefit in explaining the variability. Although there is a slight tendency for under-prediction 

of fall heat island intensities and over-prediction of summer heat island intensities, the scatter is 

similar in all seasons. Closer examination of the weather conditions reveals that precipitation 

occurred during the day preceding most of the anomalously low heat island magnitudes. Most of 

the unusually large heat islands occurred following several days without precipitation. 

Surface moisture therefore appears to play a role.in determining heat island intensities, but 

the physics of this influence are not known. Surface wetness could affect air temperatures, and 

therefore heat island magnitudes in several ways. Increased moisture availability at the urban 

surface could divert heat into latent rather than sensible forms, thereby reducing daytime heat 

storage, and the urban surface's ability to offset nocturnal cooling. The reduction in sensible heat 

might also lead to lower daytime temperatures in both urban and rural settings, so that the amount 

of nocturnal cooling would be reduced. 

Substantial precipitation following a dry spell could also increase the thermal admittance 

of the more permeable rural surface and reduce the amount of nocturnal cooling, leading to 
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smaller heat island intensities. Similarly, dry spells in otherwise wet seasons (such as the 18 days 

without rain preceding the relatively large heat island (4.5 °C) on February 28, 1993) could result 

in lower than seasonal rural thermal admittances, and larger heat island intensities. This is a 

reasonable conclusion given that the effect of dew on soil moisture was observed to lead to 10 

percent changes in the calculated thermal admittance (Chapter 2). 

Alternatively, the fact that precipitation occurred on days preceding small heat islands may 

indicate cloudy, or completely overcast conditions during the day, and a consequent decrease in 

solar radiation. This would decrease daytime heat storage. Nocturnal cooling at the rural surface 

is likely to be reduced, while urban cooling may be enhanced, leading to small heat islands. 

To try to incorporate these effects into an explanation of the variability of heat island 

magnitude, a second multiple regression was performed, this time using (1-kn2), u" 1 / 2 , the number 

of days since precipitation, and the average cloud amount between 1000 and 1500 hours during 

the preceding day as independent variables. Observed and predicted magnitudes are shown in 

Figure 3.11. While there appears to be a slight improvement in the scatter from Figure 3.10, this 

may be due to the fact that the predicted values are no longer limited, since the independent 

variables can exceed 1. Nor is this relationship physically meaningful, since the number of days 

since rain is not a physically relevant measure. A true measure of surface wetness might improve 

the scatter somewhat, and be more physically meaningful. 

Heat island intensities were also examined on the basis of wind direction (observed at 

Vancouver International Airport), to determine if winds from certain directions resulted in 

unusually high or low heat island intensities. This analysis did not reveal more insight into the 

nature of the variability of heat island intensity. Approximately 80 percent of the nights when 

winds were from the north-east, south-east and north-west quadrants experienced 'predictable' 

heat island intensities, while approximately 10 percent had unusually high, and 10 percent 
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unusually low magnitudes. Winds from the south-west quadrant appear to result in predictable 

heat islands most of the time, with only 1 night having an unusually large magnitude. However, 

south-west winds are relatively rare, and therefore it may be somewhat misleading to make 

comparisons with the other wind directions which have larger sample sizes. 

Figure 3.11 Observed and predicted heat island magnitudes, where predictions are made from 
multiple regression of heat island intensity as a function of wind speed, cloud 
amount, number of days since last rainfall and cloud amount in the preceding day. 
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It seems reasonable to conclude that the anomalously high and low heat island magnitudes 

are not caused by regional air flow advecting unusually warm or cold air to the sites and 

disrupting the normal cooling process. The question of what explains the remaining variability of 

heat island intensity, after wind and cloud effects have been accounted for, remains to be 

answered. It appears that surface wetness and/or solar radiation on the preceding day may be 

significant, but these data were not available. Another possibility is that the weather observations 

made at the airport are not representative of both the urban and rural sites. It is known that 

cloudiness tends to increase northwards across the region, as a result of uplift at the north-shore 
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mountains (Oke and Hay, 1994). It is also possible for fog to be present at either site, but not at 

the airport. Since fog can have a strong influence on the temperatures, it is likely to be the cause 

of at least some of the unexplained variability in heat island intensities. 

It also appears that there may be an element of randomness in heat island magnitude which 

implies that it may be possible to predict heat island intensity very well on average, but not on 

individual occasions. This lack of predictability which is present even after accounting for wind 

and cloud suggests that it might be necessary to continue to deal with only 'ideal' conditions, 

when this variability should be reduced. This possibility is investigated in the following section. 

3.8 Heat Island Magnitude for 'Ideal' Conditions 

Because nocturnal heat island magnitudes are usually largest on calm, clear nights when 

the rural surface can cool freely, it is expected that heat island magnitudes on 'ideal' nights should 

reflect seasonal variations in rural cooling potential, assuming that urban surface cooling potential 

remains fairly constant throughout the year. Surface cooling is controlled by the surface thermal 

admittance, which is in turn affected by soil moisture. Assuming that air cools in proportion to 

surface cooling, and all other factors remain constant, it is expected that heat island magnitudes 

on calm, clear nights should be largest in the summer or early fall when soil moisture is low and 

the rural surface has a large cooling potential. 

Cloud observations for the period July 1992 to September 1994 from the Vancouver 

International Airport, and wind speeds from the rural site were used to identify 'ideal' heat island 

nights in this period. The criteria used to identify ideal nights were as follows: hourly cloud 

observations between sunset and sunrise never exceed 6/10 cirrus, 3/10 cirrostratus or 2/10 other 

types; cloud amount during the preceding day less than 5/10; and hourly wind speeds observed at 

the rural site never exceed 1.5 m s"1 between sunset and sunrise. On this basis, 40 ideal nights 
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were identified, but further examination of the temperatures revealed that on some nights cooling 

stopped, and occasionally wanning occurred, perhaps due to frost, dew or fog which is not 

apparent in the airport data. These nights were eliminated from the data set leaving 30 'ideal' 

nights. 

Maximum nocturnal heat islands observed on these nights are shown in Figure 3.12. 

Surprisingly, no systematic seasonal variability is apparent. Heat islands at all times of the year 

range between 5 and 9 °C. In fact, even less seasonal variability is apparent than in Figure 3.2 

which included averaged heat islands from all weather conditions. Figure 3.12 indicates that 

'ideal' nights in winter can experience heat islands as large as those on ideal nights in the summer. 

Further, the smallest 'ideal' heat islands occur in late summer and fall. This is the opposite of 

what is expected from the lower thermal admittance, and higher cooling potential at this time of 

year. 

Figure 3.12 Nocturnal heat island magnitudes under 'ideal' (calm, clear) conditions. 
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The reasons why heat island magnitudes on ideal nights do not conform to the expected 

seasonal pattern are not obvious. Because some of the months are represented by only one or 

two observations it is possible that the true seasonal variability is not represented. The analysis of 

Section 3.6, which looked at the frequency of heat island events, is perhaps a better method to 

illustrate seasonal variations. Apparently the absolute magnitude of heat islands on 'ideal' nights is 

independent of the season, whereas the frequency of occurrence of large heat islands does vary 

seasonally. Nevertheless, Figure 3.12 shows unexpectedly large winter heat islands, and unusually 

small summer heat islands on 'ideal' nights. Clearly, rural cooling is not the only factor 

influencing heat island magnitudes on calm, clear nights. 

Unusually large winter heat islands may be the result of anthropogenic heat from space 

heating which could boost the urban nighttime temperature. The possibility of the influence of 

antecedent weather conditions was also examined as a cause of the relatively small summer heat 

islands. That is, cloud and rain preceding the 'ideal' night could lead to low heat island intensities 

by limiting daytime heat storage and favouring latent heat through evaporation over the wet 

surface. However, since these 30 days were selected to ensure the preceding day was relatively 

clear (less than 5/10 cloud cover), and because no precipitation occurred in the preceding 24 

hours, and only minimal precipitation within 48 hours preceding only a few nights, antecedent 

weather conditions (rain and cloud cover) are not considered important on any of these occasions. 

Alternatively, advection of cold air in the winter, or warm air in the summer to the rural 

site would mask the effect of surface cooling and lead to large winter and small summer heat 

islands. However, advection does not appear to be a likely cause, given the discussion on the 

effect of wind direction in Section 3.7, unless it is extremely localized to either site. Vancouver's 

proximity to mountains and the ocean complicates the apparently simple process of nocturnal 
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cooling. Perhaps cities in less complicated terrain might display more straightforward seasonal 

patterns 

Despite the lack of seasonal pattern in the heat island magnitudes on 'ideal' nights, the 

other analyses in this chapter indicate that the urban effect on air temperature displays seasonal 

variations which may be related to seasonal variations in rural cooling potential. Chapter 4 

explores this relationship further by examining seasonal variations of urban and rural cooling rates 

and their implications for heat island magnitude. 
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Chapter 4 

URBAN AND RURAL C O O L I N G 

4.1 Introduction 

Differences between urban and rural cooling rates are the driving force in the development 

of the nocturnal heat island (Hage, 1972; Oke and Maxwell, 1975; Lee, 1979). In studying, 

nocturnal cooling in both Vancouver and Montreal, Oke and Maxwell (1975) found that at sunset 

rural cooling was significantly greater than urban cooling, but it later decreased and eventually 

approached the small, and nearly constant, urban cooling. Maximum heat island intensity 

therefore occurred 3 to 5 hours after sunset. On calm clear nights, rural cooling decreased with 

the square root of time, whereas the urban cooling rate was nearly linear. 

Both radiative geometry and the thermal properties of the urban surface affect its cooling 

potential. Tall buildings reduce the sky-view factor in urban street canyons and thereby reduce 

the surface net radiative loss. Also, the urban surface thermal which is usually larger than that of 

the rural area, more readily allows stored heat to be released to offset radiative cooling. Rural 

surfaces with lower thermal admittances and lesser heat stored by day experience greater decrease 

of temperature even with the same radiative loss. However, because the thermal admittance of 

rural surface changes with the amount of soil moisture, it has the potential to increase during the 

wet season. The urban surface is likely to undergo much smaller seasonal variations because its 

surface is mainly made up of impermeable construction materials which are less affected by soil 

moisture. 
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When urban and rural thermal admittances are similar, nocturnal cooling rates should also 

be similar and relatively small heat islands should develop. This hypothesis is based on the 

assumption that surface cooling controls air temperature. This assumption is probably acceptable 

except when advection is significant. The analysis in Chapter 3 indicates that in Vancouver 

smaller urban heat islands occur in the winter when rural soils are relatively wet. Chapter 4 looks 

for evidence of thermal admittance effects on the annual heat island cycle by exploring the nature 

of urban and rural cooling rates. 

4.2 Urban and Rural Cooling Rates: The Daily Cycle, Effects of Weather, and 
Seasonal Variations 

4.2.1 The Daily Cycle 

Temperature data for the entire observation period (December 1991 to September 1994) 

have been used to calculate hourly cooling rates for the urban and rural sites. Maximum observed 

warming and cooling rates are summarized in Table 4.1. 

Table 4.1 Comparison of urban and rural warming and cooling rates. 

Maximum Rates 
" C h 1 

Urban 
Warming 

Rural 
Warming 

Urban 
Cooling 

Rura l 
Cooling 

A l l conditions 0.6 0.9 0.5 1.3 
Ideal conditions 0.8 1.7 0.7 2.4 
Summer 0.8 1.2 0.5 1.8 
Winter 0.4 0.7 0.3 0.7 

The rates have been averaged for each hour relative to sunset and are presented in Figure 4.1. 

The results generally agree with those of Oke and Maxwell (1975). Approximately 4 hours 

before sunset the urban and rural sites both begin to cool. The rural cooling rate increases quickly 

to 1.3 °C h"1 by sunset, while the urban cooling rate reaches approximately 0.5 °C h"1 by 1 hour 
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before sunset, and remains fairly constant for most of the night. Following sunset, the rural 

cooling rate decreases progressively until 4 hours after sunset, at which time it equals the urban 

rate. Both rates remain the same for the rest of the night. 

On average warming begins at both sites approximately 9 hours after sunset. Of course 

the onset of warming is entirely dependent on the time of sunrise, and therefore varies seasonally. 

The rural warming rate is initially only slightly larger than the urban rate, but by 12 hours after 

sunset, the rural warming rate is approximately 0.3 °C h"1 greater and remains larger for most of 

the day. The maximum rural warming rate reaches 0.9 °C h' 1, and the maximum urban rate is 0.6 

°C h"1. The urban warming rate by day is fairly constant, as it is at night, whereas the rural 

warming rate seems to more closely related to the solar forcing cycle. 

The important features of the cooling can be summarized as follows. First, both urban and 

rural areas begin to cool at the same time (4 hours before sunset); that is, urban cooling is not 
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delayed, it is merely smaller than the rural cooling. Second, the cooling rates diverge starting 4 

hours before sunset, reaching their maximum difference at sunset, then converge to become equal 

at about 4 hours after sunset. This is consistent with the finding that the maximum heat island 

intensity occurs 4 hours after sunset (Figure 3.3 a). Third, following the convergence, urban and 

rural rates are the same for the rest of the night. This implies that after 4 hours from sunset the 

air cools at a rate which is independent of the surface: Fourth, both urban and rural temperatures 

begin to increase at approximately the same time and at similar rates, but by three hours after the 

start of warming, the rural rate is greater. This contrasts with Lee's (1979) findings, who 

showed the rural area began warming while the urban area was still cooling. The 

cooling/warming rates are consistent with the development of large positive heat islands at night, 

and smaller, negative heat islands by day. 

4.2.2 Warming and cooling under calm, clear conditions 

As outlined in Section 3.8, 30 'ideal' heat island nights were identified in the data set. The 

average wanning and cooling rates on these nights are presented in Figure 4.2. The plot shows 

essentially the same pattern as the average for all days (Figure 4.1). Both urban and rural 

temperatures begin to cool 4 hours before sunset but under 'ideal' conditions the rural cooling 

rate increases more rapidly and reaches a maximum value of 2.4 °C h' 1 at sunset. The maximum 

rural cooling rate is maintained for 1 hour following sunset, but decreases and equals the urban 

rate 4 hours after sunset. The urban cooling rate is essentially the same under 'ideal' conditions 

(0.6 °C h"1) as it is for the average of all conditions (0.5 °C h"1). 

Warming begins 10 hours after sunset under 'ideal' conditions. Both urban and rural 

temperatures begin warming at the same rate, but by 12 hours after sunset, the rural rate exceeds 

the urban rate by approximately 0.4 °C h'1. Both urban and rural warming rates are slightly higher 
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under 'ideal' than average conditions. For the 'ideal' days, rural warming reaches a maximum of 

1.7 °C h' 1, compared to only 0.9 °C h"1 under all conditions. The urban maximum warming rate is 

about 0.8 °C h"1 under 'ideal' conditions and 0.6 °C h"1 under all conditions. 

Figure 4.2 Hourly averaged warming/cooling rates for calm, clear conditions. 
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Comparison of Figures 4.2 and 4.1 reveals that under 'ideal' conditions the rural warming 

and cooling rates are significantly larger than those for all weather conditions. The urban 

warming and cooling rates are essentially unaffected by weather conditions. This finding agrees 

with Ludwig's (1970) suggestion that urban cooling rates should be less dependent on wind and 

cloud than rural cooling rates, since the wind and sky are partially blocked by buildings. Weather 

conditions do not appear to affect the timing of the daily cycle of warming and cooling rates, 

except that the maximum cooling rate at sunset was maintained longer under ideal conditions. 
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Figure 4.3 Hourly warming/cooling rates during summer months (July, August, September). 
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Figure 4.4 Hourly warming/cooling rates for winter months (December, January, February). 
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4.2.3 Seasonal Variations of Warming and Cooling Rates 

In Chapter 3 it emerged that nocturnal urban-rural temperature differences tend to be 

largest in the late summer, and smallest in the winter. Figures 4.3 and 4.4 show the 

warming/cooling rates for the two periods which encompass the observed maximum and minimum 

urban-rural temperature differences: 'summer' (July, August and September) and 'winter' 

(December, January, February). 

The rural summer warming and cooling rates are significantly larger than the winter rates, 

while the urban warming and cooling rates show little variation with season. Therefore the cause 

of larger summer heat islands is apparent: it is due to the significantly greater rural cooling 

potential in summer. 

A small difference between urban and rural cooling rates is maintained slightly longer in 

the winter than summer, but because the difference is small at all times, the resulting effect on the 

heat island magnitude is also small. Warming also begins later in the winter, which is simply a 

reflection of longer winter nights. Urban temperatures actually begin to warm slightly before rural 

temperatures in the winter, but the rural warming rate increases more quickly and surpasses the 

urban warming rate by 10 hours before sunset. The maximum urban warming rate is slightly 

higher in the summer (0.8 °C h"1) than in the winter (0.4 °C h'1). 

The fact that rural cooling rates are distinctly different in summer and winter, while the 

urban cooling rates are relatively constant throughout the year, indicates that controls on cooling 

rates (e.g. thermal admittance) have significant seasonal variability in the rural area, but not in the 

urban area. In the following section seasonal differences in cooling following sunset are analyzed 

in order to estimate the annual range of rural thermal admittances. 
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4.3 Cooling and Thermal Admittance 

Brunt (1932) developed the following equation which predicts surface temperature change 

following a step change in heat flux (e.g. a step change in heat flux is assumed to occur at sunset): 

AT/L* = 2t 1 / 2 ( W 1 (4.1) 

AT is the temperature change following the step change in heat flux, L * is the net radiation, 

assumed constant for the night, t is time, and p. is the thermal admittance of a semi-infinite 

homogeneous medium (in this case, the soil). The equation implies three things: following sunset, 

temperature decreases as a function of the square root of time; the smaller the net radiative drain, 

and/or the larger the thermal admittance, the smaller the resulting temperature drop. If the 

temperature decrease is plotted against the square root of time it yields a straight line so that 

surface thermal admittance can be estimated from the slope. 

Seasonally-averaged air temperature change following sunset on calm, clear nights is 

shown in Figures 4.5 and 4.6 for both rural and urban sites. Analysis of the cooling has been 

limited to 8 hours following sunset, since the shortest night length in this region is 8 hours. 

Seasonal differences in night length and their effect on cooling are therefore eliminated. The 

graphs show that rural temperatures decrease with the square root of time, whereas urban 

temperatures decrease linearly with time. Therefore, it is possible to estimate thermal admittances 

for the rural surface, but not the urban surface. This finding agrees with Oke and Maxwell 

(1975). 

4.3.1 Rural Cooling 

The differing slopes of the rural cooling curves in Figure 4.5 imply seasonal variations in 

thermal admittance if all other controls on cooling remain similar. The least amount of cooling 

occurs in the winter (December, January, February), and therefore the thermal admittance is 
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Figure 4.5 Seasonal variations Of rural cooling on calm, clear nights. 
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Figure 4.6 Seasonal variations of urban cooling on calm, clear nights. 
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relatively large, while the greatest amount of cooling occurs in the fall (September, October), 

implying a lower thermal admittance. The spring (March and May) and summer (June, July, 

August) cooling curves are intermediate. The summer curve shows less cooling (and a higher 

thermal admittance) than expected. Because of the drying of soils, the summer curve was 

expected to lie between the fall and spring cooling curves. 

A few explanations for the unexpected summer cooling are possible. First, only 2 nights 

were included in the spring cooling curve and therefore it may not be representative. Second, 

certain difficulties arise in attempting this type of analysis using summer data because significant 

cooling occurs well before sunset. Because of longer summer days, temperatures begin to 

decrease after the maximum occurs in late afternoon (often by 1600 L A T in July and August) 

whereas sunset does not occur until 2100 LAT. Thus, at least half of the total temperature 

decrease has occurred by sunset. As a result cooling following sunset may not be any larger than 

on some winter or spring nights. In fact, on most July nights, the cooling no longer varies with 

the square root of time, but takes on a more linear form similar to the later parts of the other 

curves. On the other hand, in winter and spring, the maximum daily temperature often occurs 

only 1 to 2 hours before sunset, and therefore cooling following sunset includes essentially all of 

the daily cooling. Therefore it seems that the summer cooling curve in Figure 4.5 should actually 

begin some time before the true sunset, but the Brunt equation would then no longer apply. 

Nevertheless, the extremes of cooling in winter and fall agree with the findings of large heat island 

magnitudes in September, and small heat islands in the winter. 

The cooling curves in Figure 4.5 were analyzed to obtain estimates of relative thermal 

admittances. The estimates are very general, since the curves are based on average temperatures, 

and the calculation of thermal admittance strongly depends on net radiation which was not 

measured directly. For the calculations net radiation was estimated from 
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L * = oT a

4 ( e a - l ) , (4-2) 

where ea is the atmospheric emissivity which was taken to be 

ea = 0.005Ta + 0.72, (4.3) 

where T a is in °C (Campbell, 1977). T a was the average air temperature at sunset on the days 

used to construct each cooling curve. 

Table 4.2 Estimated net radiation values and calculated thermal admittances from the 
Brunt equation. 

Estimated L * 
( W i n 2 ) 

Slope of A T v s t I / 2 Thermal Admittance 
J m s K 

Winter -87 0.0356 2750 
Spring -76 0.0502 1700 
Summer -68 0.0448 1700 
Fal l -76 0.0574 1500 

The estimated values lie close to the range of thermal admittances for wet and dry soils 

listed in Oke (1981) (600 to 2550 J m' 2 s'1/2 K " 1 ) . They are slightly larger than those calculated 

from soil moisture observations (Chapter 5: 1000 to 2400 J m"2 s"1/2 K" 1), but this is to be 

expected because the Brunt analysis applies to surface rather than near-surface air cooling. The 

use of air temperatures should slightly overestimate the thermal admittance. Nevertheless, they 

indicate that significant seasonal variations in rural thermal admittance are present at the rural site 

and are consistent with expectations. 

4.3.2 Urban Cooling 

As Figure 4.6 shows, the urban cooling curves are essentially linear. Although thermal 

admittances cannot be calculated using equation (4.1), investigation of the seasonal variations of 

urban cooling will help to explain aspects of the annual heat island cycle. 
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Comparison of Figures 4.5 and 4.6 reveals that urban cooling is significantly smaller than 

rural cooling at all times of the year. In 8 hours following sunset the maximum urban cooling is 4 

°C, whereas rural temperatures may decrease up to 9 °C. 

Relatively small seasonal differences in the urban cooling rates, which were not apparent 

in Figures 4.3 and 4.4, are present. Cooling is similar in all seasons for the first 3 hours following 

sunset. After this time, winter experiences the least cooling after sunset, followed by fall, spring, 

and summer. By 8 hours after sunset, summer temperatures have cooled 2 degrees more than 

winter temperatures on average. Winter cooling may be reduced because of slightly higher 

anthropogenic heat inputs than at other times of the year and the fact that the evening rush hour is 

at or near sunset. 

A comparison of the seasonal order of cooling magnitudes at the urban and rural sites 

reinforces the point that it is necessary to consider processes at both locations to adequately 

explain heat island dynamics. Figure 4.7 shows the potential growth of the nocturnal heat island 

determined from the difference in urban and rural cooling for each season (Figures 4.5 and 4.6). 

Heat island growth is largest in the fall, since rural cooling is greater than in other seasons, while 

urban cooling is relatively limited. Heat island growth potential is also potentially high in the 

spring, since rural cooling is slightly less, and urban cooling slightly greater, than in the fall. Heat 

island growth potential is small in both summer and winter. In the summer rural cooling is small, 

while urban cooling is greater than at other times of the year. In winter, both rural and urban 

cooling rates are less than at other times of the year, resulting in small heat island potential. 

Although seasonal variations in urban cooling rates are small, their relative magnitudes differ from 

the rural case. 

This analysis shows that nocturnal heat island intensity is not controlled by urban and rural 

cooling rates alone. Figure 4.7 suggests that heat island intensity is expected to be largest in the 
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fall, followed by spring, with winter and summer being smallest and nearly equal. However, in 

Chapter 3 it was determined that on average heat island intensity is largest in the fall, followed by 

summer, winter, and spring. As previously noted, summer heat islands predicted 

Figure 4.7 Seasonal variations in heat island growth following sunset, based on urban and 
rural cooling curves. 

Hours from sunset 

from cooling after sunset may be smaller than observed because significant cooling occurs before 

sunset in the summer. However, the reason for the relatively small observed spring heat islands 

compared to the large predicted potential is not apparent. 

4.4 Warming and Cooling and Early-Morning Heat Islands 

Before leaving the discussion of urban and rural warming and cooling rates, an interesting 

observation concerning heat islands following sunrise is presented. Although the largest heat 

islands in most cities tend to occur a few hours after sunset on calm clear nights, analysis of the 

maximum heat island magnitudes observed here reveal that of the 20 heat islands larger than 

75 



8°C, only 4 occur on calm, clear nights. Four occur between sunset and sunrise on nights 

eliminated from the 'ideal' set because cloud exceeded the threshold during the night. The 

remaining 12 large heat islands all occurred at 8 am L A T between late August and October. 

Examination of the cooling/warming rates near sunrise on these occasions showed a common 

feature: urban warming began 2 to 3 hours earlier than at the rural site. Figure 4.8 shows 

warming rates characteristic of most of the 12 mornings. It shows both urban and rural cooling 

rates are nearly equal and small at 5 am. By 6 am urban temperatures begin to increase, but the 

rural area continues to cool. The rural area does not begin to warm until 8 am, at which time the 

urban warming rate is nearly 1 °C h"1 . Thereafter the rural rate increases quickly and exceeds the 

urban rate by 2 °C h"1 at 9 am. The heat island magnitude on this morning reached 8.3 °C at 8 

am. Large magnitudes are possible because temperatures at the relatively warm urban site begin 

to increase while the cooler rural area continues to cool. This creates larger temperature 

differences than when both areas are cooling. 

Figure 4.8 Urban and rural warming rates, and heat island magnitude on the morning of 
September 23, 1993. 
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The pattern of warming on these days differs from the average rates of Figure 4.1 which 

show urban and rural warming to begin at the same time. They also disagree with Lee's (1979) 

observations in London, that the rural area begins to warm while the urban area continued to 

cool, which he attributed to a delay in heating caused by the urban haze layer. Also, the shading 

effects of buildings might be expected to delay urban warming. 

The anomaly on most of these 12 days in Vancouver does not, however, appear to be due 

to early urban warming, but delayed rural warming. 8 am is well past sunrise in the early fall in 

Vancouver, arid so rural temperatures should be increasing before this time. The fact that they do 

not could be explained by cloud effects. The existence of a fog layer before sunrise at the rural 

site would delay the onset of warming. At this time of year fog is common, and has often been 

observed early in the morning at this rural site. The fog may be localized, so no record would 

occur in the airport weather data. Support for the existence of fog is available from the rural 

humidity readings. Relative humidities observed around sunrise on these mornings ranged from 

98 to 102 percent. 

It is interesting that all of these anomalously large heat islands occurred at 8 am. Heat 

released from the morning rush hour traffic may also contribute to the earlier urban warming and 

large heat island magnitudes. Whatever the cause, these early morning heat islands are intriguing 

because they represent the largest urban-rural temperature differences recorded between 1991 and 

1994. Their magnitude is larger than for those on calm, clear nights. Therefore, they represent a 

separate class of urban heat islands with different causes and characteristics. 

The analyses in this chapter demonstrate the importance of both urban and rural cooling 

rates in heat island development. Seasonal variation of heat island magnitude is clearly linked to 

the rural cooling potential, which is in turn controlled by the soil thermal admittance, but other 

factors (urban and rural) are also at work. Preliminary estimates of the annual range of thermal 
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admittance from seasonally averaged cooling curves and the Brunt equation give values close to 

those expected. Chapter 5 goes beyond this relatively qualitative description of urban and rural 

cooling and attempts to determine more accurate estimates of thermal admittance from cooling 

curves on individual calm, clear nights, and to estimate seasonal variations of thermal admittance 

from soil properties. 
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Chapter 5 

T H E T H E R M A L A D M I T T A N C E OF T H E R U R A L ENVIRONS O F 

V A N C O U V E R 

5.1 Introduction 

In Chapters 3 and 4 it was demonstrated that seasonal variations in Vancouver's heat 

island intensity and rural cooling potential follow a pattern related to expected variations in the 

rural surface thermal admittance. In Chapter 4 estimates of the annual range of the thermal 

admittances of the rural area were made using seasonally averaged cooling curves and the Brunt 

(1932) equation. The range of values was slightly larger but similar to those of soils with varying 

moisture content (Oke, 1981). TBecause rural thermal admittance appears to be one of the 

controls of the heat island intensity of Vancouver, it is worthwhile to understand its variability. 

This chapter compares two methods of estimating thermal admittance. The first, 

introduced in Chapter 4, uses the Brunt equation and observations of surface cooling after sunset 

under ideal conditions to calculate thermal admittance for individual nights. These estimates are 

then compared to calculated values from estimated heat capacity and thermal conductivity based 

on soil composition and soil moisture. The strengths and shortcomings of both methods are 

discussed, and the pattern of annual variations of thermal admittance is presented. 
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5.2 Estimates of Thermal Admittance from the Brunt Equation 

The Brunt (1932) equation predicts surface temperature change (ATS) following a step 

change in heat flux as a function of the square root of time. Under calm and clear nocturnal 

conditions, when the only significant non-radiative term in the energy balance is the soil heat flux, 

(i.e. L * = Q g ) , the temperature change is given as 

AT s = -2L*t 1 / 2 (7i 1 / 2 py I (5.1) 

where p is the soil thermal admittance and t is time after sunset. If the temperature change is 

known, then p can be calculated from the slope of a plot of AT PL* vs tm. This approach has 

been used by Kagawa (1968) and Reiter (1951) to determine rural thermal admittance values 

using air temperature. Oke (1981) and Spronken-Smith (1994) derived thermal admittances of 

scale model surfaces using surface temperature observations. The estimates were in agreement 

with known values of the model materials. 

Determining accurate thermal admittance values by this method in the field proved to be 

more difficult. One of the main problems encountered in the present study is the availability of the 

necessary observations (surface temperature and net radiation) on nights which experience strong 

and steady cooling. Because of equipment failure and/or unusual cooling patterns (linear cooling, 

or occasional bursts of warming) the necessary observations were obtained on only a few days. 

Sample results are presented to illustrate how this method can be used to estimate thermal 

admittance when the data are available. 

5.2.1 The Effect of Non-constant Net Radiation 

A criticism of the Brunt equation is that it assumes net radiation remains constant during 

the cooling period. This is only an approximation, even on ideal nights. Groen (1947) modified 
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Brunt's equation to allow the net radiation to change linearly as a function of temperature. A 

simplified form of Groen's equation is given in Lyons (1983) as 

AT S = -L„*/f {exp (P/p2)erfc(f t 1 / 2/u)-l} (5.2) 

where t is time after sunset, L 0 * is net radiation at sunset, p is the thermal admittance of the 

surface and f is the rate of change of net radiation as a function of temperature. 

To determine the effect of assuming constant net radiation on the calculated thermal 

admittances, results from both equations were compared. Equation (5.1) was used to estimate 

surface thermal admittances from the surface and air cooling curves for the night of August 26, 

1994. Plots of AT,/L* vs t 1 / 2 for this night are shown in Figure 5.1. The value of L * used was the 

average for the night (-41.6 W m"2). The relationships are essentially linear, with r 2 values of 0.93 

and 0.95 for air and surface temperatures respectively. The estimated thermal admittances were 

940 ± 12 J m' 2 s'm K" 1 using air temperature, and 1255 ±15 J m' 2 s"1/2 K ' 1 using surface 

temperature. In reality, the uncertainties associated with these estimates are significantly larger 

due to measurement error and assumptions which are discussed in the following sections. 

These thermal admittances and the observed change of net radiation with temperature (f = 

3.569 for air, f = 4.596 for surface temperature) were then used in equation (5.2) to predict 

temperature change following sunset. Cooling predicted from equation (5.2) (solid lines) and the 

observed surface and air temperature cooling (symbols) are shown to be in very good agreement 

(Figure 5.2). Similar calculations for the nights of July 21 and September 21, 1994 also show 

good agreement between predicted and observed temperatures. Therefore the assumption of 

constant net radiation does not significantly affect the thermal admittance estimates from equation 

(5.1). Lyons (1983) suggested this to be the case, since the variation of L * with time is small 

relative to the magnitude of the thermal admittance in the real world case. 
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Figure 5.1 Brunt analysis to determine surface thermal admittance on August 26, 1994. The 
straight lines represent best fit lines determined from regression analysis. 
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5.2.2 The Use of Air Temperatures Rather Than Surface Temperatures 

Strictly the Brunt equation applies to surface, not air temperature change. The primary 

data set used in this study contains only air temperatures, and it is hoped that they can be 

substituted for surface temperatures to estimate soil thermal admittances. Under calm, clear 

conditions when Brunt analysis is possible, surface cooling is expected to drive air temperature 

cooling as well. 

Because surface temperatures have a larger diurnal amplitude than air temperatures, it is 

expected that air temperatures will show slightly less cooling and therefore overestimate the 

surface thermal admittance, but that the seasonal range of thermal admittances should be similar 

using either temperature. However, as Figure 5.2 and observations on other occasions show, the 

air often cooled more than the surface following sunset, and therefore the use of air temperature 

in the Brunt equation may lead to a slight underestimation of the thermal admittance. However, it 

is encouraging that the thermal admittance calculated from soil moisture for the same night 

(Section 5.3) is intermediate between the estimates from air and surface temperatures (1042 + 200 

J m"2 s"1/2 K _ 1 ) . Therefore, it appears that under calm, clear conditions the use of air rather than 

surface temperatures does not significantly change the estimated thermal admittances. 

5.2.3 The Role of Atmospheric Thermal Admittance 

A further limitation of the Brunt equation is its assumption that the soil heat flux is the 

only significant non-radiative component of the surface energy balance at night. In practice both 

the atmosphere and the soil can supply heat to the surface to offset radiative cooling at night. A 

'surface' can only be defined by the two different adjacent media: in this case the soil and the 

atmosphere. Therefore both media should be involved in assigning surface values. 
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The surface temperature change (ATS) for a semi-infinite homogeneous medium (the soil) 

is given by the Brunt equation as 

AT s = -2Q s t l / 2
 (TC^U.)" 1 (5.3) 

where Q 8 is the soil heat flux and u^n is the soil thermal admittance. However, since the 

atmosphere may also be considered a semi-infinite homogeneous medium whose thermal 

properties control temperature change at its surface, equation (5.3) can be re-written for the 

atmosphere as 

AT s = -2Q h t 1 / 2 (Tc^pa)"1 (5.4) 

where Qh is the sensible heat flux from the atmosphere and p a is the thermal admittance of the 

atmosphere given as 

p a = C a K h

1 / 2 (5.5) 

where C a is the heat capacity of air and K„ is the eddy conductivity of the atmosphere. From the 

surface energy balance, 

Q* - Q e = Q s + Qh. (5.6) 

and rearranging and substituting (5.3) and (5.4) into (5.6) gives 

AT 0 = -2(Q*-Q e )t1 / 2 [7r1/2(LU + n,)]"1. (5.7) 

The surface temperature decrease following sunset is therefore inversely proportional to the sum 

of the atmospheric and soil thermal admittances, rather than the soil thermal admittance alone. At 

night Q e is considered negligible. Estimates of Q e (by residual) on calm, clear nights found it to be 

less than 10 percent of Q* until just before sunrise when it became large and negative, 

corresponding to the formation of dew. 

When wind speeds and K h are large, the calculated atmospheric thermal admittance is also 

large (equation 5.5) and therefore is significant to the temperature decrease. However, under 
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very calm, clear conditions when the Brunt equation applies, the value of K„ may be small enough 

to make p a insignificant relative to p s. Estimates of Kh were made on such nights in order to 

verify this statement. 

5.2.4 Estimates of Atmospheric Thermal Admittance 

Assuming a heat capacity of 1200 J m"3 K" 1 for air in equation (5.5), then the atmospheric 

thermal admittance at any time depends on the value of the eddy conductivity, Kh. Since 

2ft AO 
Qh = -CaKh— * -CaKh — (5.8) 

dz Az 

Kh can be determined if the sensible heat flux, Qh, and the vertical temperature gradient, 59 / dz, 

are known. In practice, the finite difference approximation, AG /Az , is used rather than the true 

gradient. Therefore Kh applies at the log mean height. 

The necessary measurements to determine Kh and p a were made on several calm, clear 

nights during the summer of 1994 (Chapter 2). Observations for the night of July 21, 1994, 

which experienced calm, clear conditions (wind speeds less than 1.5 m s"1, cloud cover less than 

3/10) are used to estimate Kh from equation (5.8) and then in (5.5) to calculate hourly values of p a 

for the night of July 21, 1994 (Figure 5.3). A moving average over 1 hour was used in order to 

eliminate occasional negative Kh values which arise from anomalous positive heat fluxes at time 

scales of 15 minutes. 

The hourly averaged atmospheric thermal admittance (pa) on July 21, 1994 was greatest 

(148 J m"2 s-1/2 K " 1 ) at 2200 hours, approximately 1 hour after sunset. During the remainder of 

the night p a was near or less than 100 J m"2 s"1/2 K ' 1 , averaging approximately 78 J m"2 s"1/2 K ' 1 , 

i.e. about an order of magnitude smaller than the soil thermal admittance. Similar calculations on 

other calm clear nights gave p a estimates of less than 100 J m' 2 s"1/2 K ' \ It appears therefore, that 
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the Brunt equation is applicable, and p a is small enough relative to LU to be only a minor influence 

on surface temperature change. Therefore equation (5.1) can be used to estimate p s instead of 

(5.7) with an uncertainty of approximately 100 J m' 2 s"1/2 K ' 1 . It is systematic, however, so the 

neglect of p a always contributes in one direction. 

Figure 5.3 Calculated atmospheric thermal admittances (J m' 2 s"1/2 K" 1 ) for July 21-22, 1994. 

160 

Hour (LAT) 

5.3 Estimating Thermal Admittance from Soil Properties 

The thermal admittance (ps) of a homogeneous substance can be determined if the heat 

capacity (C s) and thermal conductivity (ks) are known since p s

 = (C s k s ) 1 / 2 . The heat capacity and 

thermal conductivity of soil are not easily determined because soil consists of mineral and organic 

matter, air, and water in. proportions which vary vertically, horizontally and temporally. For the 

purposes of this research, the soil composition was considered homogeneous in the upper 0.15 m 

and horizontally. This is considered acceptable because the soil is worked several times during 

the year, although there may be some variation of moisture with depth (Chapter 2). It was 
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thought adequate to consider only the upper 0.15 m of soil, since Byrne and Davis (1980) found 

from remote sensing measurements that a layer thicker than 0.1 m behaves like an infinite layer 

with respect to the diurnal temperature wave. Soil moisture observations were also made to a 

depth of 0.15 m. 

De Vries (1963, 1975) presents equations to calculate the heat capacity and thermal 

conductivity of soils. Heat capacity is simply the sum of the weighted fractions (x;) of the heat 

capacities of each of the soil components (i): mineral (m), organic (o), air (a) and water (w). 

Because the heat capacity of air is negligible, it is not necessary to include it in the calculation. 

The heat capacity of the soil is therefore 

Csoii x M C M "t" XQCO"!" X W C w (5.9) 

The soil thermal conductivity is more complex. It depends not only on the relative 

proportions of each soil component, but also on the shape of the particles and the air pockets. 

The soil is considered to consist of water as a continuous medium in which soil grains and air 

pockets are distributed. Thermal conductivity is given as 

Xwkw + XakaXa + XmqkmqA-mq + XmokmoX̂ no + XokoA*> , . s 

k = (5.10) 
Xw + XaXa + XmqXmq + XmoA,mo + XoÂ ) 

In this case, the subscript mq stands for quartz minerals, and the subscript mo stands for other 

minerals. Because the heat capacities of quartz and other minerals are virtually the same, this 

distinction was not necessary in (5.9). 

In equation (5.10), X represents the ratio of the space average of the temperature gradient 

in each type of soil grains to that of the water, which in turn depends on the thermal conductivity 

and the shape of the enclosure 

^ = (1 +(k i /k w -l)g i y 1 (5.11) 
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where the subscript i denotes the soil component, j denotes the direction of the temperature 

gradient along 3 axes of an ellipsoid, and g is the shape factor. The equation can be simplified if 

the soil particles and air pockets are considered spherical, so that the temperature gradient is the 

same in all directions, then 

h = 2/3 (l+(k ;/kw - l ) g i ) + (3(l+(k ;/kw -l)(l-2gi)))-1 (5.12) 

(van de Griend et al, 1985). 

The values of the properties of each soil component are listed in Table 5.1. 

Table 5.1 Properties of soil components. 
Soil Component X Reference for X 

C 
lO'jm^K- 1 

k 
W m 1 K 1 

Air 3.2 van de Griend et al (1985) 0.0012 0.025 
Organic matter 1.253 De Vries (1963) 2.5 0.25 
Quartz 0.246 De Vries (1963) 2.0 8.8 
Other minerals 0.505 De Vries (1963) 2.0 2.9 
Water ~ - 4.2 0.57 

De Vries (1975) estimated this method yields an accuracy of 5 per cent or better, but it 

does not apply at volumetric moisture contents less than 10 per cent. Moisture contents this low 

were not encountered in the field. 

The soil was analyzed to determine its composition. Burning off the organic matter at 350 

°C for 8 hours showed the average organic content to be 10 per cent by volume. X-ray 

diffraction showed the remaining mineral portion of the soil was 90 percent quartz, and 10 per 

cent other. 

Equations 5.9 and 5.10 were used to calculate soil heat capacity and thermal conductivity 

on all days for which soil moisture measurements are available between August 1992 and 

September 1994. Figure 5.4 (a) shows the complete record of soil moisture at the rural site and 

5.4 (b) shows monthly averages to illustrate seasonal variations. Over the 2 year period, soil 
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Figure 5.4 Soil moisture observations at the rural site from August 1992 to September 1994. 
Individual observations, (a), and monthly averages, (b). 
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Figure 5.5 Soil thermal admittance (J m' 2 s"1/2 K"1) calculations based on soil properties for 
August 1992 to September 1994. Individual calculations, (a), and monthly 
averages, (b). 

(b) 

2500 
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moisture values ranged from 18 to 55 per cent; a large enough range to expect significant 

variations in soil thermal properties. Seasonal patterns are apparent, with soil moisture high for 

most of the winter, decreasing rapidly in the spring to minima in the summer or early fall, and 

increasing again in the late fall. In addition to seasonal variations, there are short-term changes of 

about 10 per cent, which could also introduce significant variability in the calculated thermal 

properties. 

The calculated thermal admittances based on the heat capacity and thermal conductivity 

from equations 5.9 and 5.10 are given in Figures 5.5 (a) and (b). Because soil moisture is the 

main control on the thermal admittance variations, seasonal values largely follow the pattern of 

soil moisture variation (Figure 5.4). Estimated thermal admittances range from a low of 

700 J m' 2 s"1/2 K ' 1 in the spring of 1994 to a high of 2300 J m"2 s"1/2 K" 1 in the winter of 1993-94. 

Novak and Black (1983) calculated thermal admittances for silt-loam soils with different bulk 

densities. They found the admittance of the soil with lower bulk density (870 kg m"3) to be 690 ± 

100 J m"2 s"1/2 K ' 1 during dry, summer conditions. This agrees with the spring time (low bulk 

density, dry soils) value of 700 J m"2 s"1/2 K ' 1 noted above. They also calculated the thermal 

admittance of the soil with higher bulk density (1030 kg m'3) to be 1330 ± 160 J m"2 s'1/2 K" 1 for 

wet, summertime conditions, which is also in agreement with the summer thermal admittances of 

approximately 1300 J m"2 s'1/2 K ' 1 shown in Figure 5.5 (b). Since both bulk density and soil 

moisture would be larger in the winter, the calculated value of 2300 J m"2 s"1/2 K" 1 seems 

reasonable. 

The thermal admittance shows distinct seasonal variations, but also significant short-term 

variations. Soil moisture observations on consecutive evenings and mornings in July 1994 

showed that even without precipitation soil moisture in the upper 0.15 m could increase by as 

much as 6 per cent overnight due to wetting by dew. This results in thermal admittance variations 
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of up to 120 J m"2 s"1/2 K ' 1 , or approximately 10 per cent. Therefore thermal admittance 

estimates can vary significantly over the course of the day. For this reason, as well as errors 

involved in calculating soil moisture (the conversion from gravimetric to volumetric contents, 

spatial variations of moisture in the field, different observers and techniques etc.), these thermal 

admittance estimates have an error of at least ± 200 J m' 2 s'1/2 K " 1 . Seasonal variations of the soil 

thermal admittance greater than this are present, and may be expected to cause seasonal variations 

in rural nocturnal cooling and the urban heat island intensity. 

5.4 Comparison of Thermal Admittance Estimates from Both Methods 

It was hoped that agreement between thermal admittance estimates from both methods 

would indicate some confidence in the ability to measure thermal admittance. However, 

equipment failure and less than ideal cooling patterns made it possible for only 4 estimates of 

thermal admittance from the Brunt equation. As discussed in Section 5.2, agreement between the 

two methods is good for the night of August 26, 1994. The estimate from soil properties is 

between the estimates using air and surface cooling. However, this was the most 'ideal' night of 

the 4, with strong and steady cooling throughout. Cooling curves on the other three nights 

displayed some irregularities, and little confidence can be placed in the derived estimates of 

thermal admittance. 

Comparisons of estimates at other times of the year when the thermal admittances are 

significantly higher or lower would be helpful, but it was not possible to obtain sufficient data for 

the Brunt method. Therefore it is not possible to determine which, if either, of the methods 

provides the best estimates. However, there is some agreement between the methods, and it seems 

reasonable to use the thermal admittances determined from the soil properties method to 

characterize seasonal variations. 
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5.5 Implications of Rural p Variations on Heat Island Intensity and Cooling 

Figure 1.3, which shows the results of several simulations from the Surface Heat Island 

Model (SHIM) (Oke et al, 1991), can be used to estimate the range of heat island magnitudes 

expected from the variations in rural thermal admittance estimated from soil properties. 

Assuming a sky view factor of approximately 0.4 for Vancouver (Steyn, 1980), an urban thermal 

admittance of 2200 J m' 2 sm K" 1 (the largest shown in Figure 1.3) and rural thermal admittances 

of 2200 and 600 J m"2 s"1/2 K" 1 for winter and summer conditions respectively, then heat island 

magnitudes (i.e. maximum growth after sunset) are expected to vary between 3° C in winter to 9 

°C in the summer. These magnitudes are in line with the observed variation of heat island 

magnitude (Chapter 3), although the observed seasonal variations are less. 

Seasonally averaged values of thermal admittances estimated from soil properties are listed 

in Table 5.2 together with those estimated from the seasonal cooling curves in Table 4.2. The 

thermal admittances calculated from soil properties are lower, and do not show as much seasonal 

variability as those from the cooling curves. Based on the cooling curves, thermal admittance 

differences of 1250 J m"2 s"1/2 K" 1 are expected between early fall and winter. The values 

calculated from soil moisture show the summer thermal admittance to be lowest, with the winter 

values only 650 J m"2 s"1/2 K" 1 larger. Given the earlier comments on the variability of thermal 

admittance calculations even over the course of a day, seasonal averages are perhaps of limited 

meaning, particularly since the soil moisture measurements are less frequent in the winter. As 

observations on individual days show, the thermal admittance can vary between 700 and 2300 J 

m"2 s"1/2 K" 1 at different times of the year. This difference of 1600 J m"2 s"1/2 K ' 1 is more in line with 

the variability estimated from seasonal cooling curves. 
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Table 5.2 Seasonal averages of rural soil thermal admittance, estimated from soil 
properties (this Chapter), and from seasonal cooling curves (Chapter 4). 

\i from soil properties 
J m 2 s 1 / 2 K 1 

\L from seasonal cooling 
J m 2 s 1 / 2 K 1 

Winter 1900 2750 
Spring 1500 1700 
Summer 1250 1700 
Fal l 1350 1500 

Figure 5.6 shows monthly averaged thermal admittances and nocturnal heat island 

intensities represented as deviations from their mean values. Positive values indicate months with 

above average rural thermal admittances or heat island magnitudes; negative values are months 

with below average values. Of the 22 months of data available, 13 months (60%) fit the expected 

pattern. That is, larger than average heat islands occur when thermal admittances are smaller than 

average, and vice versa. Of the remaining 9 months which did not fit the expected pattern, 3 show 

both larger than average heat islands and thermal admittance: February 1993, March and 

September 1994; and 6 experienced smaller than average heat islands and thermal admittances: 

May to July 1993 and April to June 1994. Of the deviations from the expected pattern, the heat 

islands, rather than the thermal admittances appear to be the anomaly. Large heat islands in 

February and March, and small heat islands in late spring and early summer are not expected. 

While there appears to be some evidence that on average, large heat islands occur when rural 

thermal admittance is small, this is not always the case. Since these averages encompass a wide 

range of weather conditions, the variability is perhaps not surprising. 
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Figure 5.6 Monthly averaged thermal admittance and heat island intensity deviations from 
annual means. August 1992 to September 1994. 

M A M J J A S O N D J 
Month 

Figure 5.7 shows maximum nocturnal heat island intensities and rural thermal admittances 

for individual nights. As discussed in Chapter 2, it was not possible to reliably interpolate thermal 

admittances between soil moisture observations. Hence, only heat island magnitudes on nights 

preceding the soil moisture observations are included. The data have been stratified by weather 

conditions, that is, by the product of (1-kn2) and u ' 1 / 2 since Figure 3.9 showed these variables to 

be of approximately equal importance in affecting heat island magnitude. Large values of this 

product represent near 'ideal' heat island conditions, while low values indicate high wind speeds 

and/or significant cloud. 

The weather conditions clearly explain most of the variability in Figure 5.7, i.e. heat island 

magnitude decreases with increasing wind speed and cloud at a given value of thermal admittance. 

However, there is surprising little variation of magnitude with thermal admittance. Even for the 

nearly 'ideal' case heat island magnitudes of approximately 6 °C occur with rural thermal 
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admittances ranging from 900 to 1900 J m*2 s'1/2 K" 1 . The largest magnitude (* 8 °C) occurs at an 

intermediate thermal admittance of 1400 J m"2 s'1/2 K" 1 . The other weather conditions also show 

relatively large heat island magnitudes at large thermal admittances, despite the fact that rural 

cooling is clearly limited. It appears that although on average thermal admittance variations are 

correlated to variations in heat island magnitude, rural thermal admittance is of little benefit in 

explaining the variability of heat island magnitude on individual nights (e.g. Figures 3.10, 3.11). 

Figure 5.7 Heat island magnitude and rural thermal admittances for individual nights with 
varying wind speed and cloud conditions. The four categories represent the value 
of (1-kn 2). u'm, with 0.1 being very windy and/or cloudy, and 1 being calm and 
clear. 
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This chapter shows that there is significant seasonal variability in the rural thermal 

admittance which model calculations indicate should be capable of producing significant variations 

in rural nocturnal cooling and heat island intensity. Larger than average heat island intensities are 

associated with smaller than average thermal admittances, and smaller than average heat island 
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intensities occur with larger than average thermal admittances. However, when averaged on a 

seasonal basis, the calculated thermal admittances do not agree with those expected from the 

strength of nocturnal cooling (Chapter 4). Nor does the heat island magnitude on any individual 

occasion appear to be limited by the value of the thermal admittance. 

These results imply that while rural thermal admittance may be a control on rural cooling, 

it is just one of many factors producing variations in nocturnal cooling and heat island intensity. 

The relationship between thermal admittance and heat island intensity is complicated by other 

undetermined influences. Therefore, even after accounting for variable weather conditions, rural 

thermal admittance is not the only factor which determines heat island magnitude on individual 

nights in a given city. 
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Chapter 6 

CONCLUSIONS 

This thesis presents the results of an analysis of the characteristics and dynamics of 

Vancouver's urban heat island. The roles of weather conditions and seasonal factors in 

controlling heat island magnitude are examined. In particular, the role of thermal admittance of 

the rural surface as a significant control on seasonal variations of nocturnal cooling and heat island 

magnitude is investigated. 

6.1 Summary of Conclusions 

• The urban heat island effect as given by urban - rural air temperature differences is present in 

Vancouver most of the time, and averages 1.4 °C annually. The heat island effect is largest at 

night, averaging 2.4 °C on an annual basis. A maximum magnitude of 8.9 °C was observed in 

this study. 

• The daily cycle of heat island growth shows that on average the magnitude increases rapidly a 

few hours before sunset, peaks a few hours after sunset, remains high during the night, then 

decreases rapidly after sunrise and is essentially eliminated by mid-afternoon. This agrees with 

previous findings (Oke and Maxwell, 1975). The timing of the daily cycle changes seasonally, 

with the growth of the heat island occurring earlier in winter and latest in the fall. As a result 

about half of the maximum nocturnal heat island magnitude is reached by sunset in winter, 

while only 10 percent of the maximum is reached by sunset in the fall. The maximum 

magnitude also occurs later in the fall (closer to sunrise). 
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On average, wind speed and both cloud amount and height are significant controls on the heat 

island. Its magnitude varies linearly with the inverse square root of wind speed, as shown by 

Oke (1973). It also decreases with (1-kn2), where k is a coefficient related to cloud height, 

and n is the cloud amount in tenths. It is therefore possible to predict the average maximum 

heat island magnitude expected (as a fraction of the maximum observed value) from wind 

speed and cloud amount and type. However, these weather variables do not explain the 

significant variability of magnitude observed on individual occasions. 

Nocturnal heat island magnitudes are largest in the fall, followed by summer, winter and 

spring. The frequency of occurrence of heat islands larger than 6 °C is also greater in the fall. 

Nocturnal heat island magnitudes under 'ideal' (calm and clear) conditions showed 

surprisingly little seasonal variability compared to those averaged for all weather conditions. 

This fact, combined with large day-to-day variability which cannot be accounted for by wind 

and cloud indicates that other factors are present which exert significant control on heat island 

magnitude on any particular occasion. 

Differences in urban and rural cooling and warming rates are clearly related to the daily cycle 

of heat island growth, but seasonal variations in cooling rates do not explain the observed 

variations in nocturnal heat island magnitudes. On average, both urban and rural sites begin 

cooling approximately 4 hours before sunset, but rural cooling is significantly greater until 4 

hours after sunset (when the maximum heat island intensity occurs). For the rest of the night 

the cooling rates are similar. Warming begins at approximately the same time at both sites, 

but the rural warming rate is greater throughout the day. Urban cooling rates are largely 

unaffected by wind and cloudiness, whereas the maximum rural cooling rate is doubled under 

calm, clear conditions. Urban cooling rates also display relatively little seasonal variability 

compared to rural cooling. Based on potential nocturnal cooling alone, heat island 
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magnitudes are expected to be largest in fall, followed by spring, winter and summer. The 

observed order is fall, summer, winter, spring. 

The largest heat island magnitudes observed in this study occur shortly after sunrise in early 

fall. They result from warming at the urban site occurring while the rural site continues to 

cool. This delayed rural warming is probably due to the presence of fog at the rural site. 

Two methods to estimate rural thermal admittance are explored. The agreement between the 

two methods is difficult to determine since comparisons were only possible on a few 

occasions. The seasonal variability of rural thermal admittance estimated from observed soil 

moisture is significant enough to produce heat island magnitude differences of 3 to 9 °C under 

ideal conditions according to model results (Oke et al., 1991). However, as noted above, the 

observed heat island magnitudes on ideal nights do not vary as much. 

Furthermore, seasonally averaged thermal admittances do not vary as much as expected from 

seasonally averaged nocturnal cooling, indicating that thermal admittance is not the only 

significant control on nocturnal cooling. As it is noted that seasonal variations in rural cooling 

do not fully explain variations in heat island magnitude, it is perhaps not surprising that a clear 

relationship between rural thermal admittance and heat island intensity is not observed. Only 

60 percent of the months show larger (smaller) than average heat island magnitudes occur 

when rural thermal admittance is smaller (larger) than average. In the remaining months, the 

heat island magnitudes, rather than thermal admittances, appear anomalous. Observations of 

heat island magnitudes and rural thermal admittances on particular nights do not indicate any 

obvious relationship between the two variables, even after wind and cloud effects are 

accounted for. 
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6.2 Recommendations for Further Research 

Perhaps the most curious aspect of this research is the finding that the relationships 

between heat island magnitude and the most obvious physically relevant controls are clearly 

defined and predictable on average, but not on any individual occasion. The day-to-day variability 

of heat island magnitude cannot be explained by weather conditions or the thermal admittance of 

the rural soil which determines the amount of cooling. Random temperature fluctuations at each 

site as well as experimental errors may contribute to this variability. A network of urban and rural 

stations, rather than single sites might eliminate some of this variability. 

It also appears that other significant controls on heat island magnitude are probably at 

work. Further investigation of the role of solar radiation, wind speed and surface wetness during 

the day may help to explain some of this variability, or perhaps other controls can be identified. A 

similar study in another city with less complex topography, (e.g. without the complications of sea 

breezes and valley-channeled flow) might also help to identify the important controls on heat 

island magnitude. 

This study is unable to find conclusive evidence that rural thermal admittance is a 

significant control on heat island magnitude, despite the obvious physical relevance of thermal 

admittance to the cooling process. Measurement of the necessary variables to estimate thermal 

admittance from Brunt's (1932) equation at different times of the year and over a greater range of 

thermal admittances would be helpful to understand this relationship better. It would also allow 

better understanding of the relationship between thermal admittance determined by the Brunt 

method and that estimated from soil properties. Alternative practical measures of thermal 

admittance might also be investigated. 

The surprising lack of seasonal variability in heat island magnitude, especially on calm and 

clear nights might simply be a function of the relatively small seasonal variability of temperatures 
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in Vancouver's maritime setting. Again, a similar study in a city with greater seasonal variations 

in climate and significant variations in rural thermal admittance might help to understand the 

relationship between these two variables. 

A further approach to establish the relationship between heat island intensity and rural 

thermal admittance would be to obtain reasonable estimates of the thermal admittance of the rural 

surroundings at the time of maximum observed heat island intensity in a number of cities from 

around the world. Variations in rural thermal admittances may explain the regional variability in 

heat island intensity which cannot be accounted for by variations in the sky-view factor alone. 

This research has shown that causes and controls of the urban heat island interact in 

complex, and as of yet, not fully understood ways. Both urban and rural factors are at work 

producing seemingly random variations in heat island intensity which cannot be explained in terms 

of the most obvious physical controls. We are still- far from being able to predict heat island 

magnitude on any given occasion, despite the apparent predictability in the mean. These findings 

should not be considered cause for discouragement, however, but rather as a reminder that this 

field is still ripe with challenging research opportunities. 
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