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Abstract

Segmented regression models are the topic of this thesis. These are regression models in
which the mean response is thought to he lincar in the explanatory variables within regions
of a particular explanatory variable. A criterion for estimating the number of segments in a
segmented model is given and the consistency of this estimator is established under rather
general conditions.

There have been many studies on modeling and forecasting foreign exchange rates us-
ing various models, notably the random walk model, the forward rate model, monetary
models and vector autoregressions, sce, for example, Meese and Rogoff (1983) and Baillie
and McMahon (1989). The general conclusions have been that most of the models can-
not outperform the random walk model by a significant margin. The observation that
the dependence of the exchange rate on the key macrocconomic indicators is time varying,
nonstationary and nonlinear leads to consideration of nonlinear models. In this thesis seg-
mented models are fitted to German exchange rate data using least squares and forecasting
results obtained from these models are compared with forecasting results from widely used
models in exchange rate prediction. The segmented models tend to perform better than

models that have been established in the literature, notably, the random walk model.
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Section 1

Exchange Rates

1.1 Introduction

Exchange rates are an important source of variation in financial decisions. However, at-
tempts to model and predict exchange rates beyond 1971 have in general not performed better
than that of a random walk, Meese and Rogoff (1983). It is the purpose of at least part of
this thesis to provide a model which helps to explain some the variation contained in exchange

Tates.

Fixed currency exchange rates have been the norm for many years (until 1971 we had been
more or less under a system of fixed exchange rates). They have also been one of the goals that
the international community has tried to achieve. When exchange rates are fixed or reasonably
predictable it is believed that trading in global markets is less tentative and that economic
activity is more efficient. One of the problems with trying to maintain fixed exchange rates,
however, is that government policy will be restricted, sometimes to the detriment of domestic
considerations. As a result of this problem exchange rates have been allowed to float.

Prior to the great depression the exchange rate market operated according to the gold
standard. Under the gold standard exchange rates were fixed. Currencies were defined in
terms of gold. A loss or gain in domestic money supply corresponded directly with a loss or
gain in gold. This would then be accompanied by an appropriate change in interest rates,
GDP and prices. These changes would in turn be accompanied by appropriate changes in
foreign investment and trade which would adjust the exchange rate to its appropriate price. As
mentioned above domestic policy was restricted by such a system. Furthermore the inflation
rate was dependent upon gold discoveries. The gold Standard collapsed during the chaos of the
great depression of the 1930%s.

In the intrests of economic efficiency the industrialized nations met in Bretton Woods,
New Hampshire in 1944 to set up a system which would fix exchange rates. The United States

pegged its currency to gold and the other nations pegged their currency to that of the United
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States. The International Monetary Fund was set up to police the situation. Once again one
of the major problems with such a system was that countries were forced to adopt monetary
policies that may not have been in their best domestic interests. Furthermore, devaluations
were permitted for countries only after long balance of payment deficits. This made such
devaluations easy to predict and speculators were hence able to increase the magnitude of the
devaluation. Revalnations expected from balance of payment surplus nations were not readily
received and so the United States was forced to accept a balance of payments deficit. All of
these problems combined to cause the fall of the Bretton Woods system in 1971.

In general exchange rate modeling attempts have been based on the theoretical relation-
ships between the exchange rate and known (or approximately known) indicators of exchange
rate movements. One favoured method used in exchange rate modeling is to look at the rela-
tionship between the spot rate and the forward rate. The spot rate is the price of one currency
in terms of another currency. The forward rate is the price at which one currency can be pur-
chased in terms of another currency at some prespecified time in the future. The usual setup
is:

Sir1 = p+ Fy 4 €41,

where §; is the spot rate at time t, F} is the forward rate at time t and p is a risk premium.
Often p is taken to be equal to zero.

Another approach to exchange rate modeling is o assume the approximate satisfaction
of theoretical money demand retationships. These type of models are called monetary models
and are quite common in the economic literature. See for instance Bilson (1978, 1979}, Frenkel
(1976), Frankel (1979) and Hooper and Morton (1982}. The models that fall under this category
are usually based on the money demand equation. For a given country the aggregate supply of
money is M/P where M is the nominal supply of money and P is the price level. The aggregate
demand for money is of the form my(Y, R,...), where Y is real income and R is the prevailing

interest rate. A widely used form for my is:
mq = KY% PE,

where K is a country specific constant and «, 3 are independent of the country we are talking
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about. So at equilibrium,

M/P = KY®e PR

or,
P = e

Let quantity* denote the relevant quantities for some other country. Now the theory of pur-

chasing power parity assumes that the rate of exchange between two countries is directly related

to the relative price levels of those two countries. So

K*Yxtae—ﬁR"

where 5 is the exchange rate. Letting lower case letter=In{upper case letter), we have
s=(m-m")+(k*-k)+aly*-y)+5(R-R").

For a further more detailed discussion of monetary models see Baillie and McMahon(1989).

In the previous two paragraphs an attempt has been made to introduce some of the preva-
lent models used in forecasting and empirical research. Again however these models have not
been extremely successful in prediction or accurate modeling. There are several problems with
the above approaches. The forward rate models seem viable since they take into account expec-
tations concerning future market conditions and these expectations may be more important in
a forecasting sense than the actual future state of affairs or predictions thereof. One problem is
that the forward rates are constrained by the interest rate parity theory to be dependent pri-
marily on the previous exchange rate and interest rates. Trade balance differentials and other
economic indicators of exchange rate movements are restricted in their effect on the forward

rate. To explain, interest rate parity theory implies that

(1 + Ry/4)

Fe= 0 g, )

Sta

where 5, is the rate of exchange for foreign currency in terms of domestic currency, Fj is the
corresponding forward rate for one quarter ahead, R; is the domestic annual interest rate and

Rj is the foreign interest rate. Thus if as the forward rate model implies, Syyy = F}, then

S141 = 5t + In(1 4+ Ryqf4) — In(1 + Rs/4)
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Note the similarity between this model and the monetary models stated above. For R small a
Taylor series approximation suggests that In(1 + R) = R. Hence the model is approximately a
special case of the above mentioned monetary models with some coefficients set equal to zero

and a random walk component.

The monetary models also have some difficulties. For one, there is no direct attempt to
include more than two countries in the models. It seems sensible that the exchange rate is
determined by the explanatory variables of more than two nations. Another problem is that
as certain explanatory variables approach inordinately high or low values governments, central
banks and foreign investors will take note and take action. The implication is that the values
of parameters may not be stable across all regions of the explanatory variables. It is primarily
these last two criticisms that the models to be suggested intend to deal with. Ideally, the more
explanatory variables we include the more information we gain. However due to the limited
number of observations some type of trade-off must be made. By taking principal components
with respect to explanatory variables across countries it is hoped that some information can
be gained about the relationships between the exchange rate and the explanatory variables
of several countries as opposed to just two. By considering a model that is segmented with
respect to the values of an explanatory variable it is hoped that the problem of instability of

the parameter values may be dealt with.

1.2 Determination of Exchange Rates

There are several approaches to exchange rate determination. One idea is that of Purchas-
ing Power Parity. Under this theory the exchange rate between any two countries is believed
to reflect the relative price levels of those two countries. An implication of this theory is that
inflation rates are the major determinants of exchange rates. However, empirically such rela-
tionships have been anything but clear in the 1970°s and 1980%s. Still this theory was widely
accepted pre 1971 for explaining long range behaviour of exchange rates. It would seem that

this theory is useful in explaining exchange rate behaviour during fixed exchange rate periods.

Another approach is to consider the exchange rate as an asset value. Under this approach

the exchange rate one period ahead is determined by the present exchange rate plus some
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expected changes in the exchange rate market. The problem then arises as to how to account
for expected changes. One thing to do is look at the forward rates, as mentioned in the
introduction, this approach is useful in that it takes expectations about future events into
account and often these expectations can have more relevance in exchange rate prediction than
the actual occurrence of future events. These expectations will be dependent upon monetary
sources, but it should also be said that these expectations will be dependent on other things,
stch as news. A case in point is the upward movements in the exchange rates throughout many
of the industrialized nations (notably Germany) in 1980. It is hypothesized that these changes
were (Issard, 1983 ) at least partly a result of the news that Ronald Reagan could be expected
to win the upcoming presidential election. With his suppert for tight monetary policy and
his support for the stimulation of U.S. competetiveness it was expected that the dollar would
increase in value. The point is that the exchange rate increased irrespective of whether U.S.
monetary policy actually was tight, the determining factor was the expectation as opposed to
the actual occurence of the event. It should be added that asset model aproaches are interlinked
in some sense with monetary models. Expectations about future conditions will be dependent
upon news about political situations and the like but they will also be dependent on what the
current or past state of affairs is like with respect to key economic variables. Furthermore it
has been mentioned that at least theoretically the forward rate approach can be approximated

by monetary approach with constrained variables and a random walk component.

The final approach I will consider with respect to exchange rate determination, and the
approach that forms the basis for my models, is that of monetary models. The idea is that
the exchange rate is the price of one country’s currency in terms of another country’s currency
and hence that the laws of supply and demand apply. Thus, this approach looks at economic
variables which are considered important in the determination of the supply of and demand for

a country’s money by foreign interests. Some key factors in such a determination would be:

1. Trade Balance and Current Account - A country sells its exports in it’s home currency.
So holding all other variables constant an increase in the demand for a country’s currency would

correspond to an increase in exports.



2. Foreign Investment - An increase in investment in a country would be accompanied by

an increase in demand for that country’s currency in order to finance the investment.

3. Tnterest Rates - An increase in interest rates attracts foreign investment.

4. Money Supply - An increase in a country’s domestic roney supply implies an increase

the mouey supplied to foreign investors.

5. Inflation rates - rising inflation rates make a country’s currency less favourable to foreign

investors.

Such factors are important in the determination of exchange rates but certain problems
and ideas need to be kept in mind when using these models. Changes in such indicators would
not usually correspond to simultaneous changes in money supply and demand this makes it
necessary to investigate the use of explanatory variables at different lags. Volatility may confuse
relationships, large changes in economic indicators may cause concern as to the health of a
nation’s economy thus resulting in the reverse of or at least tempering of the effect on the
exchange rate. Many of these variables are endogenous and thus again expected effects may
be tempered. Another concern should be policy changes, they may change the relationships
between these variables and certainly affect expectations about these variables and exchange
rates (the ”"Lucas Critique”, Frenkel 1983 ). It is important to consider changes between
countries with respect to these variables. For instance, holding all other variables constant an
increase in one country’s interest rates should have no effect on exchange rates if the interest

rates of all other nations increase at the same rate.

It is this approach with the above mentioned considerations taken into account that leads
to the segmented regression models that I consider. I try to take the important determinants
of supply and demand for foreign currency into account as explanatory variables. That is,
the variables mentioned above (1-5) and subsets of these variables are used to determine the
segmented regression relationship. Since international trade is greatest between the larger

industrial nations it is reasonable to restrict attention to the exchange rate and explanatory
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variables corresponding to these nations. Thus the possible explanatory variables were chosen
to be the differentials of the important determinants between G-7 nations.

Suppose we can assume that government policies of the major trading partners are more or
less rational over the years and that interest rates and money supplies digest market information
relatively efficiently. Then since policy decisions will often be determined or acompanied by
hi-fo values of these variables it seems reasonable to consider seperate regression segments with
respect to some segment explanatory random variable. For example governments are certain to
act in the case of large trade balance deficits or large interest rate differentials. What emerges
is a model where the exchange rate is dependent upon certain explanatory variables and where
this relationship is different at extreme values of the explanatory variables.

The modeling considered is inherently long run modeling. Changes in these determinants
and changes in the exchange rates will not be simultaneous, there will be some time lag.
Furthermore, this time lag may be of variable length with repect to, say, monthly periods.
Hence monthly models may not be appropriate in that the time lag chosen as ’best’ may not
be constant with respect to time. If the time periods concerned are increased to say quarterly
periods then the models should be more robust with respect to this assumption of constant

time lag. For this reason it was decided to concentrate on long run modeling.



Section 2

Data Analysis

2.1 Iniroduction

In section 1 it was mentioned that policy considerations may have effects on the relation-
ships between exchange rates and certain economic indicators. Thus a segmented regression
model could be appropriate. In this section the results of fitting various segmented models to
the German exchange rate movements post 1971 are discussed.

The general form of a segmented time series regression model can be stated as
Vi = xi_lﬁi + €, zf Tyq € (Ta'—lari]a i=1,.. -)l +1,

where Y} is the exchange rate at time t, x; is a vector of explanatory variables mentioned above
at time ¢ — 1, ¢, is an error term, zq is one of the components of x; (the segmentation variable),

—00 =Ty <7 <---< Tyy1 = 00 and {x¢} and {¢;} are independent series.
2.2 Explanatory Variables

To use a segmented model it was neccesary to make certain decisions about explanatory
variables. Some important theoretical determinants of exchange rates were discussed in section
1 and are listed below

1. Interest Rate Differentials

2. Trade Balance Differentials

3. Money Supply Diflerentials

4. Inflation Rate Differentials

Some things should be mentioned at this point. It is the differential that is important.
In section 1 it was pointed out, for instance, that if a country increases its supply of money
that this will in general make its currency less attractive. This will not be true if every other
country also increases its money supply by an appropriate amount. Hence the importance of dif-

ferentials. However if differentials between all countries are considered there will be hundreds of
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explanatory variables. In view of this it was decided to consider differentials between important
trading partners and economic powers. In particular it was decided to consider the differentials
between Germany and the other G-7 nations. Preliminary simultaneous time series plots and
scatter plots of the exchange rate vs. inflation rates suggested that inflation rate differentials
would not be very useful as explanatory variables and so it was decided not to consider them.
Further the effects of the inflation rate differentials are expected to be imbedded in the interest
rate differentials. Thus the explanatory variables to be considered were interest rate differen-
tials, money supply differentials, and trade balance differentials all between Germany and the
G-7 nations. It was important to consider these variables with some time lag since it may be
that the effect of an explanatory variable on the exchange rate will not be felt immediately.
Thus the explanatory variables were considered with and without time lags. Finally some sort

of standardization, to be mentioned shortly, was necessary.

In view of the fact that exchange rates were relatively fixed via the Breton Woods Monetary
System until 1971 and that the explanatory variables are theoretically more valuable as long
term predictor than as short term predictors, it was decided to use quarterly data from 1971
through to the second quarter of 1990. The decision to use guarterly data as opposed to
monthly data was partly because of some of the concerns mentioned in the previous section and
partly because of some practical problems related to the availability and /or reliability of certain
economic data on a monthly basis. To repeat at least one of the concerns mentioned in the
previous section it can be expected that the lag used in the explanatory variables is more likely
to be variable with respect to time in the monthly model than in the corresponding quarterly
model. To avoid this problem without adding parameters a useful approach is to consider
quarterly data. For each G-T country the following data were obtained from the international

financial statistics published by the IMF (International Monetary Fund).

1. Exchange Rates - These were end of period spot rates. They were expressed as

Marks/U.S. Dollar.

2. Money supply - This was taken to be M1 money. It was calculated as demand de-
posits plus currency in circulation. For each country money supply was given in that country’s

currency.



3. Interest Rates - This was the discount rate/Bank rate for the country of interest.

4. Trade Balance - This was calculated as merchandise imports minus merchandise exports.
This quantity was given in U.S. Dollars.

5. C.P.I - Consumer Price Index. This quantity was used as the index for inflation of a
particular country.

Several things should be mentioned with respect to the data. Some standardization is
necessary. In particular one wants to consider real values. In order to do so it was necessary
to adjust for the rate of inflation. Thus to get real money supply the nominal money supply
was multiplied by (100/CPI.ountry). To get real trade balance nominal trade balance was
multiplied by (100/C Pl s). To get real bilateral exchange rates, exchange rates were multiplied
by CPlys/CPlgermany), since the exchange rate can be regarded as the price in Deutsche
Marks for one U.S. Dollar. Since money supplies were given in home currencies a further
adjustnent was necessary to obtain money supply differentials. Fach country’s money supply
was standardized, i.e. (quantity-mean{quantity)/s.e.(quantity)).

Now even in the presently described situation where only differentials between G-7 nations
are considered there are still 3x6=18 explanatory variables. Since there are 78 observations
this would have been too many explanatory variables for a reasonable segmented model. Thus
it was decided to consider as possible explanatory variables the principal components for each
differential which explained most of the within differential variability. For example the prin-
cipal components from (Germany-Canada interest rate differential, Germany-France interest
rate differential,...,Germany-U.S. interest rate differential). Another possible approach was to
consider the principal components as defined in Tsay (1990). These principal components are

optimal in a predictive sense. Models using these principal components were explored.

2.3 Plot Suggestions

The next step in the analysis was to consider the plots of the various explanatory variables
vs. the exchange rates. Of course the explanatory variables are related to each other and hence
two or even three dimensional plots will not give the complete picture. The plots are shown

on pages 39-54. Time series plots are given on pages 39-44. Through each of the plots the real
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German exchange rate movements are traced with a solid line. The corresponding scale is given
on the left hand side of the plot. Each plot also gives the sample path of some explanatory
variable with a broken line. The corresponding scale being given on the right hand side of
the plot. Notice the volatility of the exchange rate particularly post 1980. The period in the
mid ’80°s is particularly volitile. This ’hill’ is not seen in many of the other time series plots
although there is some indication of it in for instance the time series plot of standardized money
supply differential with respect to Germany and the U.S5.. Also, notice the time series plots
of the trade balance differentials of the G-7 nations given on page 40. These plots hint at the
interdependence of the exchange rates and the chosen explanatory variables. The plots of the
trade balance differentials often exhibit *hills’ and 'valleys’ after that same behavior is observed

in the exchange rates.

The next type of plots to be observed are the two dimensional scatter plots given on pages
45-50. These plots are labeled lag plots in reference to the fact that they plot the explanatory
variable listed at the top of the page vs. exchange rates at six different time lags. These
plots must be observed with caution of course since the explanatory variables are certain to be
interrelated. For instance money supply differentials are definitely going to be dependent upon
prevailing interest rates to a certain extent. The plots are not altogether encouraging. For
cxample the relationships between money supply differentials, trade balance differentials and
exchange rates are not particularly evident in the corresponding scatter plots of the exchange
rates vs. the first principal components. However, the plot of the exchange rates vs. the
first principal component of the interest rate differentials does suggest a relationship, in fact it
appears from the plots that a segmented approach with respect to this explanatory variable may
be the way to go. For a given explanatory principal component notice the relative homogeneity
of the plots of the exchange rates vs. explanatory principal components across different time
lags. In view of this apparent similarity with respect to lags it was decided that it may not be
neccesary to fit a lot of models with many different lag combinations. Experimentation with
a few lags, to be mentioned below, confirmed that this was indeed the situation. Also, notice
that the scatter plots of the exchange rates vs. the interest differentials seem to hint at the

existence of at least two segments. The plot of the exchange rate vs. the exchange rate lagged
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one quarter is given on page 53. Clearly there is a very good linear relationship. Hence it was
decided to include the exchange rate lagged one quarter in all further modeling attempts. The
plot of the forward rate vs the spot rate one period forward is given on page 54. Again there is
a clear linear relationship although the variability is somewhat greater than that in the plot of
the exchange rate vs. the exchange rate lagged one quarter. Still the plot does lend credence
to the forward rate models.

It has been mentioned that two dimensional plots may not be sufficient in exploring the
possible relationships in the data. On pages 51-52 several three dimensional plots are given.
On page 51 three dimensional plots of each of the first explanatory principal components with
the exchange rates lagged one period and at present are given. The latter five plots do not
give much suggestion to possible relationships along the direction of the explanatory variable
but the plot concerning the principal component for the interest differentials does suggest a
possible segmented relationship with possibly three segments. The plot on page 52 rotates the
three dimensional plot of the first principal component for the interest rate differentials. As
in the two dimensional plot a segmented relationship appears possible and it appears that a
segmented model with possibly two or three segments may be appropriate.

In table 3, some forecasting results are quoted. One stunning aspect of this table is with
respect to the models with Interest Differential PC1 as segmentation variable and Money Supply
PC1 as an additional segmentation variable. There is quite a large dicrepency hetween the
model with two segments and the model with three segments. The model with three segments
performs substantially better than the model with two segments. Thus an immediate question
is to what extent the number of segments could have been predicted via exploratory plots. One
such plot is given on page 55. Y; — ﬁ;lﬁ_l, t = 1...1) versus lag-1 interest rate differential
and money supply differential was plotted, where | was any plausible number of segments and
8; the estimated coefficients. The plots were then rotated to get images from different angles.
The plot shown is the one corresponding to { = 3, and it does appear in this plot that three

segments are appropriate,
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2.4 Results from Model Fitting

In this subsection the fitting of various models is discussed. The general form of the models

can be stated as
Y = X;_lﬂ,’ + €, tf Tsg € (T,;_l,‘n",'], i= 1,.. ,l+ 1,

where Y; is the exchange rate at time t, x; is a vector of explanatory variables at time £ — 1, ¢;
is an error term, x4 is one of the components of x; (the segmentation variable) and ~o00 = 79 <
Ty < +++ < Ty41 = 00. Note that the special case where I = 0,79 = —00,7; = o0 is the familiar
linear regression sefup. The situation where [ > 0 is that of segmented regression, namely
a linear regression setup is assumed on ’‘segments’ of a particular explanatory variable. The
types of models that were fitted can be categorized. The first type is the segmented models with
standard principal components. These models are segmented models with various combinations
of the explanatory variables mentioned in section 2.2 each model having one explanatory variable
determining the segmentation. The second type of models is the segmented models with Tsay
type principal components. These models are the same in spirit as the previous type of models
but the principal components adopted were taken according to Tsay (1990) in order to maximize
the lag 1 autocorrelation of a linear combination of the variables of interest. There are two other
types of models, these are competing models in the sense that they are the favoured models
in the economic literature. These models have been described in the first section where the
general problems in exchange rate determination were discussed. The first of the two would be
monetary models. The form and theoretical background behind these models was discussed in
the first section. For previous analysis of these models using monthly data pre 1980’s see Meese
and Rogoff (1983). The other type of competing model is the forward rate model. Again, some
of the merits and pitfalls of using this type of model have been discussed in section 1.
Segmented regression is a form of nonlinear regression and criterion for testing model
assumptions and parameter values are not well developed and would involve assumptions about
independent identically distributed errors. As a practical issue the first thing we are compelled
to consider is the appropriate number of segments. This issue is discussed in more detail in

the next section as it pertains to large samples. In the present situation we do not have a
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large sample. For small samples this issue has not been resolved and often the best policy is to
experiment with different numbers of segments perhaps as suggested in the plots. Furthermore
small samples place restrictions on the ability to estimate large numbers of parameters and
thus some further retrictions must be placed upon the number of segments. However criteria
are needed to adress the issue of model appropriateness. The primary criteria considered were
mean squared error (MSE), and the sum of out of sample one step ahead forecasting errors for
a five year period (SSFE) from the second quarter of 1985 to the second quarter of 1990. The
quantities from the random walk model were used as the yardstick to measure performance.
Some residual analysis was done as well. Scatter plots of the residuals acf plots and time series

plots of the residuals were examined.

The results for the segmented models with standard principal components are listed on
pages 31-34. A variety of combinations of explanatory variables, segmentation variables and lags
were experimented with. In most cases the reduction in mse over the random walk was similar
for models having the same explanatory and segmentation variables but with different lags.
This tends to agree with the plot suggestions. It does not appear that choosing the correct
lag for the explanatory variables is of utmost importance. This may be a result of the fact
that quarterly as opposed to monthly data were used. The models in which the segmentation
variable was the principal component from the interest differentials had significant reductions in
MSE over those models which used a different segmentation variable. Again this was indicated
to a certain extent by the plots. From the results corresponding to MSE it was decided to
use the models which had the principal component from the interest rate differentials as the
segmentation variable to evaluate forecasting ability. As is seen on page 34 the reduction in
one step ahead sum of squared forecasting error (SSFE) over the random walk model for a five
year period (from the second quarter of 1985 to the second quarter of 1990) was as large as 42
percent in the case where the principal components from the interest differentials and money
supply differentials were the explanatory variables. This result is quite impressive in view of
the fact that it has been widely accepted that large reductions in forecasting ability over the

random walk will not usually be obtained.

The results for the segmented models using Tsay type principal components are listed
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on pages 36-38. The results are similar to the results obtained using the standard principal
components. In fact plots of the principal components suggested that the principal components
obtained in this fashion were very similar to the principal components obtained the standard
way. The results using standard principal components tended to be somewhat better than the
results using Tsay type principal components but it seems clear from the similarity of the results
that the appropriateness of the principal components taken was not that much of an issue,
The results from fitting forward rate models are given on page 30. The forecasts came

from the models

Ser1 = F + ¢,

and

Siv1 =p+ Fi + €.

The scatter plot of of the exchange rate vs. the forward rate in conjunction with the interest
rate parity theory suggested that it would be appropriate to ignore the risk premium p. So
analyses were performed with and without the risk premium. When 5¢, F; were expressed
in nominal terms there was a small reduction in forcasting error over the random walk. As
mentioned before large gains cannot reasonably be expected from these types of forecasts since
Fy 2= 5 due to arbitrage concerns. When models with adjustments for inflation were included
there was no reduction in forecasting errror over the random walk model.

The results of fitting the monetary models are listed on page 35. Some discussion of these
models was given in the first section. For a more complete discussion of these models sce Meese

and Rogoff (1983). The underlying equation for these models is
s=aotai(m—m*)+a(y—y" )+ as(rs —rex)+ ay(m. — 7))+ asTB + agTB" + u,

where s is the logarithm of the price of dollars in term of foreign currency, m-m* the logarithm
of foreign to U.S. money supply, y-y* the logarithm of foreign to U.S. real income, r; ~ r}
the interest rate differential, and x, — 7} is the expected inflation differential. TB and TB*
represent the foreign and U.S. cumulative trade balances. The respective bank rates were taken
as the short term interest rates. The expected inflation rate was taken to be the inflation rate of

the previous period. In detail, 7, = (CPI, — CPI;_1)/CPI;_;. From this general formulation
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come the three models that were analyzed. The flexible price (Frenkel-Bilson) monetary model
in which a4y = a5 = ag = 0. The sticky price (Dornbusch-Frankel) monetary model in which
a5 = ag = 0 and the sticky price (Hooper-Morton) asset model in which none of the coefficients
are zero. See Bilson (1978, 1979), Frenkel (1976), Dornbusch (1976), Frankel (1979, 1981)
for further discussion of these models. These models were fit with no lag in the explanatory
variables. The results were poor, none of the models fared better in terms of MSE or SSFE in
comparison to the random walk model. The other type of model with which comparisons were
made were vector autoregression {VAR) type models as described in Meese and Rogoff (1983).

These models performed considerably better. They can be described by
8t = @;18:_1 + @282 + .. GinSt_pn + B;'1Xt-1 + B;2Xz—2 +.. -B:'an—n + g,

where X,_; is the vector of the explanatory variables in the equation above lagged j periods.
The results are listed on page 35. The best result was from the Dornbusch-Frankel model
with two lags. This model achieved a reduction of 2.26 percent over the random walk model
in SSFE. None of the other models reported a reduction over the random walk model, Tt
should be mentioned that these results should be interpreted with caution when comparing to
the segmented models. Since the results quoted for the segmented models were in terms of
the exchange rate as opposed to the logarithm of the exchange rate the sums of squares were
calculated in the same fashion for the monetary models. This tended to give more dramatic
results than would have been obtained if the sums of squares had been computed directly using
the logarithmic values. For instance the above mentioned 2.26 percent reduction would be a
reduction of 12.26 percent when the ln transformation was not taken in computing SSFE. Still
the results are striking in contrast to the superior results obtained from the segmented models.

A question that arises is, to what extent can the nonlinear srtucture noticed in the complete
data set be seen in truncated versions of the data? One would hope, for instance, that the
number of segments would remain constant. In order to attempt to answer this question several
plots have been included which give a visual comparison of the data prior to 1985 with the full

data set. These are given on pages 56 and 57.
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2.5 Conclusions

The monetary models in general did poorly. There was an exception as mentioned above
but even this model still performed poorly in comparison to the segmented model and the
best reductions were comparable to the best reductions a decade ago as reported in Meese and
Rogoff (1983).

The forward models gave slight reductions in SSFE over the random walk models. This
can be expected since the interest rate parity theory implies that F; =~ 5;. Hence large gains
over a random walk model should never be expected.

The segmented models do seem to do better than the random walk model. Certainly
more testing using the exchange rates of other nations, following up with further testing on
the German exchange rates of the future and other variations on the theme are neccesary to
make any statments with a degree of certainty. The main reason that this type of modeling
was initiated was the concern about the effect of policy decisions, speculation and central bank
actions in times when economic indicators are taking on extreme or unusual values. It appears
that this may be a valid concern. The segmented models with the principal component from
the interest differentials as the segmentation variable performed significantly better than many
other models. It does appear that there is some segmentation with respect to this variable.
Perhaps this can be attributed to market efficiency in some manner. When differentials are
large central banks and speculators will be forced to pay attention but when the differentials

are small it may be that only the more informed, aware and less risk averse partipants act.
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Section 3

Estimating the Number of Segments

3.1 Introduction

Segmented models may be useful in many situations. For example Yeh et al.(1983) discuss
the the idea of an ’anaerobic threshold’. It is hypothesized that if a person has his workload
steadily increased through some form of exercise there comes a point where the muscles cannot
get enough oxygen and what were anaerobic metabolic processes become aerobic processes.
This point is referred to as the 'anaerobic threshold’. In this situation two segments are what is
suggested by the subject oriented theory. So it would be natural for the modeler to fit a model
with two segments. However in some situations it may be suspected that a segmented model
should be adopted but the appropriate number of segments may not be known. For instance
in the exchange rate problem it is suspected that a segmented model is appropriate due to
policy changes. It is not, however, clear how many segments will be necessary beforehand.
One immediate approach to this problem is to graphically attempt to determine how many
thresholds seem to be appropriate. This is worthwhile as a first step and in the case of a single
explanatory variable but may not be appropriate in the multivariate case. In the multivariate
case the interrelationships of the explanatory variables may confuse such an approach. Further
this approach lacks objectivity, some sort of automated rule is desired. In this section I discuss

a consistent procedure for identifying the number of segments.

3.2 A Criterion for Estimating the Number of Segments

Consider the following segmented linear regression model.

Yi=xifi+ €, if 21 € (ric1,mi], i =1,..,04+ 1,

2 and

where €, = > 0" Pizii, 3.9 il < oo, ,with the {2} iid, mean zero and variance ¢
independent of {x;}, x; = (1,241,...,24p) and —00 = Tp < 7 < +++ < 731 = 00. Further we
assume that there exists § > 3/2, k > 0 3 || < k/i% Vi. Note that this implies that {¢;} is a
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stationary ergodic process.

Consider the following regression setup.
Vi = x8 + €.
Recall that the least squares estimate of 8 is given by
B =(XXn) ' XnYn,
and the sum of squared error is given by
Sn =Y, (I -—H,)Yq,

where H,, = X,(X! X, ) 1X!. The situation here in the segmented regression case is completely

analogous.

Let

I.(a,8):= diag(l(_.,,me(a'g]), cery l(rude(a”@])),v a < 3,

Xy Y €
Xy = , Ypi= ( : ) y € i= ( ) ,Xn(a,ﬁ) = In(a,ﬁ)Xm
x! Y. €n

Hp(a, B) := Xu(e, B)[ Xu(e, B) Xn(e, )" Xn(a, B)',

and

where in general A~ will denote a generalized inverse for any matrix A, and 1) is the indicator
function,

i+1
Sala, B) 1= Y5, (In(e, 8) = Hole, )Y, Sulri,e..,m)i= Y Snl(ric1,mi),
i=1

and

To(a, 8) = & Hple, B))en, Yula, B) = Ha(a, 8)Y,.

Then, in terms of true parameters, our model can be rewritten in the vector form,

lo+1 B
Yn = Z Xn(Ti—la Ti)ﬁi + €,.

i=1
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The estimation of all the parameters is done primarily in two steps. First we estimate {,

the number of thresholds 7y, ..., 70. This is done by minimizing the modified Schwarz’ criterion

cofln n)2tde
MIC) :=Wn[S(#H,...,7)/(n - D]+ 1—0(—n)—,
for some constants ¢p > 0,8 > 0, where for any fixed I, 71, ..., 7; are the least squares estimates
which minimize S,(m1,...,7;) subject to —00 =79 < 71 < -+ < 741 = co. With the available
estimates, [ , and, 7 , i = 1,...,{, we then estimate the other regression parameters {ﬁ,} and

the residual variance o2 by the ordinary least squares estimates,
ﬁ;‘ = [Xn(f'i—l, f'i)’Xn({'i—la i-i)]FXn(f'i—la i-i)Yna t= 1,... ,l +1,

and

6% = Su(f1,. .., 1)/ (n = ).

Under some regularity conditions essential to the identifiability of the regression parameters,
we shall see below that the ordinary least squares estimates E ; will be unique with probability
approaching 1, for j=1,...,i+ 1, as n — cc.

After estimation of the [";‘J- is completed we can then use the estimated residuals & =

Y, - x’th,ifmtd € (#i—1, 7] to estimate the model for the ¢}s.

3.3 Consistent Estimation of the Number of Segments

Consider the segmented linear regression model discussed in the previous section. Let {
minimize MIC(I} . To identify the number of thresholds {, and hence the number of segments
consistently, assume:

Condition 1

The sequence {x;} is strictly stationary and ergodic and has positive definite matrices, E{xx}
Yz, ue(n—6m)) ) @nd E{XX)1(z, e(r, ;i 46))} within a small §-neighbourhood of each of the true
thresholds 7, ..., 71, for any t or

Condition 2

if the covariates are not random, (1/n) 37, XX [y, e(n—s,7)) nd 2 Y7, xex}

L[z, 4€(ri,mi+06]] CORvVErge to positive definite real matrices for § € (0, min<;<i(Tj41 — 75)/4).
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Under Condition 1, the design matrix X,(«, ) has full column rank a.s. as n — oo for
every open interval {a, 3) in the small neighborhood of the true thresholds r;,i = 1,...,! for
which z4 has positive probability demsity. And X, (a,3) will have full column rank for large
n and for every open interval (e, ) in the small neighborhood of 7%,i = 1,...,1° for which
Condition 2 is satisfied. So /.%,— will be unique with probability tending to 1 as n — oo, for
i=1,...,[, provided that [ converges to [, the true number of thresholds in probability.

When the segmented regression model reduces to the segmented polynomial regressions
or functional segmented regressions as discussed by Feder (1975), then a similar condition to
either Condition I or Condition 2 is essential for identifying the segmented model parameters.
For details, see Feder (1975). In particular, for the segmented polynomial regression model,
Condition 1 is automatically satisfied if the key covariate x4 has positive density within a small
neighborhood of each of the thresholds.

In addition, we need to place some restriction on the distribution of the iid errors {z;}.
And this is the so-called local exponential boundedness condition. A random variable Z is said

to be locally exponentially bounded if there exist constants ¢g and Ty in (0, 00) such that
B(e*%) < 2% ¥ |u| < To. (3.1)

Many of the commonly used distributions such as the normal, the symmetrized Poisson and
exponential distributions have such a property.

In reality, the sample size n is always finite and hence the number of thresholds that can
be effectively identified is always bounded. So we will assume throughout that there always

exists an upper bound I of the true nummber of thresholds. Another simplification we gain

in the nonlinear minimization of S(m,...,7;) is obtained by limiting the possible values of
11 < ... < 1 to the finite discrete set, {z14,...,%nq¢}. This restriction induces no loss of
generality.

Theorem 1  Consider the segmented linear regression model with X, independent of €,.
Suppose {z:} are iid with a locally ezponentially bounded distribution having mean zero and
variance 0. Assume for the true number of thresholds, 1, that | < L for some specified upper
bound L > 0 and that one of Conditions 1 or 2 is satisfied. Then [ converges to | in probability

as n — 0.
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The proof of the theorem will be given after a series of related lemmas.

Lemma 1 a Suppose Y oo, la;| < oo and la;} < k/i® for some £ > 0, § > 3/2.

Then 7.2, (322 law]) < o0
Proof: By assumption |a;| < k/i® for some k& > 0, § > 3/2. Therefore,

Z(Z |a¢+'i) <k Z(Z (3+ 1)5)2

i=1 I=1 i=1 (=1
Now,
=9 o0
> =), i
= D
=1 (z+ ) j—£+1
= Z 1/3/ dt
=i+l
= Z ] 1/4%dt
=i+t
= E] min_ 1/t%dt
i=it1 1_1 1<t<y
< Z/ 1/t%dt
j=i+1
=/ 1/t%4dt
_ 1
i
So,
oQ oo o0
Y O lawil)? < ks Y 1/,

=1 I= i=1

et

By assumption, § > 3/2, 50 2(§ — 1) > 1, and hence

o0 (s 9]

2 (2 lanil)* < .

=1 [=1
Lemma 1 Let {z} be i.i.d. locally ezponentially bounded random variables, i.e. assume for
some Ty > 0 and 0 < ¢y < o0, E(e'%1) < gcot? Jor |t| < To. Let ¢, = Y5 tize—i where we
assume that there exists § > 3/2, k > 03 |¢;| < k/i® Vi. . Let 5 = ZLI a;c;, where the als

are constants. Then there exists 0 < ¢ < 00, 0 < tg < Ty such that for any z > 0,

P{|Si| > 2} < 2e7or+e Xy o,
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Proof It follows from Markov’s inequality that for 0 < ty < T satisfying |tpa;| < T for all

1< k,
P{S; > a} = P{e'*% > P} < e p(etoSk)
k k o
Sk=)Y ae=3 a:y jz_; = A(k)+ B(k)
1 1 0
where,

k-1
A(k) = Z Zg_i Z Ch—Pi-j

i=0 J=0
oo k
B(k) = z Z_q Z aj¢j+,-.
i=0 i=1

E(e(B(k))) < % Z:O(ELI wie)? o 600”0”2 ,to(z;] |¢i+i|2)_

From the previous lemma there exists M; such that

ook o 0o
SO lnil)? < (3 ual)? < M

i=0 I=1 i=0 =1
Therefore,
E(B(B(k))) < e°1||a||2_
E'(eA(k)) < e Ef:ol(z;ﬂ) a;,_,“!lr,‘_,‘)z.
k=1 4 k-1 k k—(j—i)
YO ar_ i) < dowi > G +2D v D aanoy).
=0 ;=0 i=0 =i+l <3 I=i+1
Now,
k—(j~i) k-1 k—1 k
Y. allaGonl < Y laillas] < (30 a2 a2 < la)).
I=i+41 =1 i=1 i=2
So,

k-1 i k-1
2 ae—iini)* < NallPY v + llall2 Y [idiw])
=0 j=0 =0 1<y

k-1
= lallP()_ 1s])?
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Therefore,

E(eA®)y < gllell?,
Since A(k) and B(k) are independent we get that
P{S, >z} < emtozgetillall®
Finally, to conclude the proof,we note that
P8, < —2} = P{-5; > z}

Lemma 2  Consider the segmented regression model with the design matriz X, salisfying
either Condition 1 or Condition 2. Assume that the iid errors {z;} are locally exponentially

bounded and are independent of X,,. Then
995 1.2
P{sup Tn.(a,) > =5 In" n} — 0, as n — 0, (3.3)
a<ld TO

where py is the true order of the model and Ty s the constant associated with the locally expo-
nential boundedness of {z;}.

Proof Conditioning on X,,, we have that

3 9 3
P{sup Ta(e, 8) > 22 1n? n| Xy} = P{ max & Ha(Zod 1a)en > 28 In? 0] X}
Q’(.@ T() TO

Ted <Tid

2
< Z P{& H,(254,T1a)En > ?%Jln?' n|X,}.
0

Tad <y
Since H,(zs4,%:4) is idempotent, it can be decomposed as H,(zs4,%:q) = W/AW, where W

is orthogonal and A = diag(1,---,1,0,---,0). Noting that rank{A) > rank(AB) we get the

following results:
rank( Ho (254, 71a)) = rank(Xo(2sa, 2ea( Xn(Zsay 21a) Xn(Zsd 21a)) ™ X (s, T1a)’)
< rank( X, (254, 214)) < Po
rank(H (254, 2¢)) = rank(W AW)
> rank(WAWW')
= rank(W'A) > rank(WW'A) = rank(A)
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rank(Hn(€sd, £ta)) = rank(W'AW) < rank(A).

Thus,
po 2 pi=rank(H, (T4, 2:4)) = rank(A)

= trace(A)

= trace( AWW')

= trace(W'AW) = trace(H,,(zsq,T:4))
Set Q@ = ({,,0)W. Then @ has full row rank p. Denote @' = (q1,---,q,) and w; = q}é,,
I=1,...,p. Then

4
e:LHﬂ(dej:Btd)gn = E:—,,Q’an = Z ufz
=1

Since p < pp and pp is finite, it suffices to show for any {,

Op2
Z P{u} > %ln2 n|X,} — 0, as n — 0.
Lyg <Ted 0
Noting that p = trace(Hn(zsa,%t4)) = Thay || @ 1%, we have || q; ||’= gja; < p < po,

I=1,...,p. By Lemma 1, with 5 = 7p/py we have

S Pllul 2 3poln(n)/Tol X} < 3 2exp(—§-§~-%zn(n))exp(cm/po)zp)

Lagd <&td Taa <Tid

< n{n+ 1)/n° exp(eT¢/po) — 0,
as m — oo, where ¢ is the constant in Lemma 1. Finally, by appealing to the dominated
convergence theorem we obtain the desired result.
Lemma 3 Consider the segmented regression model with the design matriz X, satisfying either
Condition 1 or Condition 2. Assume that the iid errors {z;} are locally ezponentially bounded

and are independent of X,,. Let 7. be a threshold. Then for any é € (0, miny < <i(Tj+1 —75)/4),
[Sn(7r = 8,77 + 6) = Su(rr — 6,77) = Sulrr, 7 + 8)]/n B C,

for some C. > 0 as n — o0,

Proof It suffices to show the case when [ = 1. Since the proof under either Condition 1 or
Condition 2 is cssentially the same, we shall proceed by verifying the lemma under Condition
1. Denote X{ = X,(mp —86,m), & = In(m1 — 6,11 ), XJ = Xp(m1, 11 +8), &8 = I(m, 71 +6)En,
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X*=X,(n—-6n+46),& =IL(rt — 61 + 6, and ﬁ = (X¥X*)"X*'Y,. Similar to the

ordinary regression, we have that

Sulmi — 6,71+ 8) = ||(Zn(ry = b,71 + 6) — Hu(r ~ 8,71 + 6)Ya| %
X{h+ X35, + &
= In(r1 — 6, 7) X 0B + In(m1, 11 + 8) Xy + Ln(my — 8,71)2n
= I(m — 6,71 4 )L (—00, 1) Xnfy + In(1y — 8,71 + 6) Lo (71,00) X2 + In(my — 6,11 + 8)ey
= L(r — 8,11 4 (X (—00,71) + Xn(r1,00)8; + &)
= I(r — 6,11 + 8)Yq.
X*G = Xty — 6,71+ 8)(Xnlry = 6,71 + 6 Xu((m1 = 6,71 + )" Xu(r1 — 6,71 +6) Y

= HR(T;[ —-6,7m+ (5))Yn
So,
Su(m = 6,1 + 8) = || X6 + X35 + & — X*5|

Xf + X2* = (In(Tl - 6! Tl) + In(Tth + 5))Xn = In(T] - 67 ™+ 6)Xn. =X"

Thus,
Sp(m — &, 71+ 8)
=(1X761 + X35 + A - X4
=IX7(By — B) + X3 (B = B)+ &1
=l X33y = DI + 11X3(B2 = DI + eI + 26 X7 (B = B) + 26/ X5(Ba - ).
It then follows from the Law of Large Numbers for stationary ergodic stochastic processes

that as n — oo,

1 « 1< ' @.8. '
=XUXY = =) XX getn-sman) | B Layge(n-tmton} > 0,

i=1

—

1 x5 {E{xlxll{rwe(ﬁ—&ﬁ)}} > 0, if j:1,

_X'*’.X ; ' P
n I E{xlxll{xme(ﬁ,ﬁ+5)}} >0, if j=2,

and

1 - a.s.
EX Yll N E{lelI{IJdE(TI_‘srTI'l's)}}'
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Therefore,
={.8. ' -1 T
B Exix Laye(n-sntont” E{Y1xal(zae(n-smt601} = B

Similarly, it can be shown that

2 a.5. { (51 — B) E{x1xy 1z e(r—srn B — B%), i j=1,

1 - a
X8, — - - 7, ; = P ip .
n“ 2 (ﬂ-’ ﬂ)” ([)‘2 — ﬂ*) E{x1x1 1{1‘]46(71,Tl+5]}}(ﬂ2 - :8*)‘: if .]=2)

—
11_‘r wr 3 . 4.8, :_1.9
;E Xg(ﬁj—ﬂ)_ﬁ_}oa fOT =44

and

a.s

1, . as
|1 e Plora € (n — 6,m +8)}.

-
Thus,
lim l.5',1(?'1 — 6,11+ 8)
n-vo0 1
= (B1 - B*) E{x1x; 1 (zye(ry —6,m)} }(B1 — B7) + (B2 — B7) E{x1%X1 12y se(ry mt 0} H B2 — B7)
aiP{ziq € (n—&,m +8)}.
It remains to show that %Sn(’rl —6,71) and %Sn(‘r],‘l'] + &) converge to g P{z1q € (11 — 6,71)}
and o} P{z14 € (11,71 +8)} respectively, and either (3, —§*) E{xx, Liay, E(T,_s,ﬁ)}}(»él—ﬁ*) >
0 or (B2 — ) E{x1xX11(z,.e(r; 1a+6)} }(B2 — B*) > 0. The latter is a direct consequence of the

assumed conditions whie the former can be shown again by the Law of Large Numbers.

Su(rs = 6,11) = l(Ta(rs — &,11) = Hu(ry — 8,7)) Yaulf?
Let & = I.(r1 — 6,7 )€,. Then
Xiby + & = In(m1 — §,71)X b1 + Tn(m1 — 6,70)Tn(71,00) X0 f32 + In(11 — 6,11,
= In(r1 — &, 71 )(Ia{—00, 1) X B1 + In(, 71,00) X0 B2 + &)

= In('rl - 63 Tl)Yu

3]

~
~

Let § = (X7 X{)" X7 Ya. Then X7 = Ho(ry — §,74) Y. So

Su(m1 — 6,71) = | X2F + & — Bl
= |X7(B - B) + &I
= |1X1(B0 - BII? + |[&)2 + 28 X3(B, - B).
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Thus proceeding as before, using the law of large numbers we get that

%Sn(‘rl — 4, T1)aj'(51 — JB:*YE[XIX'Il{xlde('rl—ﬁ,‘rl)}](ﬁl - 5"') + g P{z14 € (11 — 6,71)},
where ﬁ:’“ = E[x1X, 1z e(m 6,3 " EY1X1 1 {2146(rs ~6,my)}]- Similarly

L strim 4 655 (B = Y Bl Laetrms (B = 5) + 3 P{ma € (mym + 9)),

where ,5:"‘ = }B[xlzvc'll{xlde(ﬁl e TTEY X s e m46)}]- But

EYix11(zse(n -6} = EFxa[X151 Lmae(-oom)} + X182 {arse(ri.000} + €11 mrae(rs 6,7}
= Elxx) 1z e(m~6m)IB1 + Ele] Elxil iz, e0n -5,
= E[xlxlll{a:me('r]—15,71)}131-

So, E = f1, and similarly E; = f,. Thus

1 a.s.
;S'R(Tl - 637-1) - U(%P{mld € (Tl - '53 Tl)}7

1 .8,
;Sn(Tl,Tl + 6)“_? crgP{z:ld €(rn,n+6)},

which gives the result.
Lemma 3.4 Consider the segmented regression model (2.1) with the design matriz X,, satisfy-
ing either Condition I or Condition 2. Assume that the iid errors {z;} are locally exzponentially
bounded and are independent of X,,. Let I° denote the true LLet (r0,...,7) denote the true
rls. Then
(i)¥V 1< P{g}>0?+C,} =1, n— 0 for some C,. >0, and (ii) V I such that I <1< L,
where L is an upper bound of I°,

0< l/ni e -6} = 0,(In(n)/n),

t=1

where 67 = L5 (f1,..., #1)
Proof (i) Fix (r,...,n1) € R}, and 6 € (O,minlgjgo(rf_l_l — 2)/4). For all i let r; be such
that 1 < r < {% and |r? — 7;| is a minimum. Since ! < % there exists 1 < r < I° such that

r#rV1<e<Il Thusforall 1 <i<|,

6(]1‘3—1’3__]:%[TB—T,-+T;—T£|

1
< Z{IT’? -+ =T}

[FAN

1
'2‘|Tf - 7if
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So there exists 1 < r < I° such that (7,...,71) € 4, := {(71,..., 7)) : [Ta = 72| > &,V 5 =
1,...,1}. Hence it suffices to show that for each r, 1 < r < I%, with probability approaching to
1,

min S,,,(T;,---,ﬂ)/n>a§+0r,

(Tl "".TI)EAr

for some C, > 0. For any (my,-+-,7;) € Ay, let & < -+ < £ 041 be the ordered
0 0 0 0 0 a
{Tls---:TlaTl’--'aTr—laTr '_611'1' +6,T,.+1,...,T;o}

and let &, = —00, &14.p042 = 0o. Then it follows from the previous lemmas and the law of large

numbers that uniformly in A,

1
ESTL(TI, "t '7Tl)

1
Z;Sn(&, o Epeg)

41042

:}' Z Sn(fju-l)fj)
n =1

S|

[ D Salbi=1,65) + Snl7? = 6,77) + Sn(72, 70 + 8)
It £i#T+6
+ §n(70 = 8,70 + ) = Su(r2 = 8,70) — 5,2, 77 + 6)]

[y

. 1 1 1
=~ — ) E;ﬁrrn(@_l,ej) = =Ta(77 = 6,77) = “Ta(r)s 77 + §)

1
+ —(8u(r) = 6,7) +6) = 5a(r] = 6,7) = Su(r], 7! + )
1
==&& + Oy(in’(n)/n) + é(sn(rf — 6,10 +8) = Sa(77 = 6,77) = Su(7), 77 +6))
:(73 + Cr + Op(l)»
where C, is as defined in lemma 4.

(if) Let & < --- < &40 be the ordered
{fla"'ai_hr]t_)""arg)}

s =10 = —oco and &y = T{?JH = o¢. Using a similar argument as in (i), we get that

n&IQ = Sn(i-la"'?ﬁ) S Sﬂ(T{)f“aTg)
P41
= &bn~ Y & Hy(a, B)n

i=1



and,
&t = Sn(7 #) > Sn(7 Fi, Ty )
no; = nle"'QTI)_ nTl,"',TI,Tl,"',TIO
41

= E:’lgn — Z Z Tn(Ek—l ’ ék)

J=1 TP << ST)

=, + Oy(In’(n)),
which proves (ii).
Proof of Theorem 1 It follows from Lemma 4 (i) that P{{ > {°} — 1 as n — co. By Lemma 4
(i), for I <1 < L,0 > 67 — 6} = Op(In*(n)/n), and 63 = &,&/n+0,(In*(n)/n) = af +0,(1).
Hence (67 — 6%)/6% = O,(In*(n)/n). Also for small z > 0, In(1 — z) > —2z. Therefore,

MIC(l) = MIC(®) =1n(8}) — In(63) + (I — I")(In(n))**¢/n

=1n(1— (6] — &5)/50) + (I - I°)(In(n))**’ /n

> = 20,(n(n)/n) + (I - PYIn(n))*/n

>0
for sufficiently large n. Whence i 210°asn — oo.

In concluding the theoretical section of this paper some mention should be made as to

the need for further research into the statistical properties of these models. For instance it
would be useful to have likelihood based tests for testing the existence of thresholds. Also of

interest would be the asymptotic distributions of the estimated parameter values under mild

stationarity assumptions.
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Table 1

Forward Rate Models

Random Walk Model

Forward Rate Model

Unadjusted

sse 1.67 1.66
per cent reduction 1.04
five year mfse 0.45 0.42
per cent reduction 6.67
Adjusted for

Inflation

sse 1.29 1.31
five year mfse 0.44 0.44
With Intercept

Unadjusted

sse 1.67 1.65
per cent reduction 1.14
five year mfse 0.45 0.43
per cent reduction 4.44
Adjusted for

Inflation

sse 1.29 1.30
five year mfse 0.44 0.47
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Table 2

Segmented Models—Standard

Principle Components

model description

Percent reduction in root mse
from random walk model

Interest Differential
-Principle Component 1(Lag 1)

Two Segments 16.69
Three Segments 23.61
Two Segments (random walk coeff.=1) 6.75
- Principle Component 1(Lag 2)

Two Segments 15.20
- Principle Component 1{Lag 3)

Two Segments 9.85
Trade Balance Differential

-Principle Component 1{Lag 1)

Two Segments 6.28
Two Segments (random walk coeff.=1) 2.46
—Principle Component 1(Lag 2)

T'wo Segments 4.92
—Principle Component 1(Lag 3)

Two Segments 6.90
Money Supply Diflerential

-Principle Component 1(Lag 1)

Two Segments 13.46
Two Segments (random walk coeff.=1) 5.98
~Principle Component 1{Lag 2)

Two Segments 15.00
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model description

Tnterest Dilerential
-Principal Component 1 (lagl) and
Trade Balance Differential
-Principal Component 1 (lagl)

I.D. segmentation variable
-Two Segments

—Three Segments

T.B. segmentation variable
—Two Segments

Percent reduction in root mse
from random walk model

16.38
22,77

11.45

Interest Diferential

-Principal Component 1 (lagl} and
Money Supply Diferential
-Principal Component 1 (lagl)

I.D. segmentation variable
~Two Segments

—Three Segments

T.B. segmentation variable
—Two Segments

20.76
26.03

13.37

Money Supply Diferential
-Principal Component 1 (lagl) and
Trade Balance Diferential
-Principal Component 1 (lagl)

T.B. segmentation variable
-Two Segments
M.S. segmentation variable
-Two Segments

7.03

12.66
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model description

Percent reduction in root mse
from random walk model

Interest Diferential

-Principal Component 1 (lagl) and
Money Supply Diferential
-Principal Component 1 (lagl) and
Trade Balance Diferential
-Principal Component 1 (lagl)

1.D. segmentation variable
~Two Segments

—Three Segments

T.B. segmentation variable
~Two Segments

~-Three Segments

21.28
27.56

11.67
12.55
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Table 3

Segmented Models—-Standard Principle Components Forecasting
Results

Model Description

Sum of Squared
Forecasting Error

(SSFE)

SSFE
(Random Walk)

Percent Reduction

in SSFE

Interest
Differential

Two Segments
Three Segments

0.299
0.368

0.437
0.437

31.56
15.63

Interest
Differential and
Trade Balance
Differential

Two Segments
Three Segments

0.424
0.490

0.437
0.437

2.92

Interest
Differential and
Money Supply
Differential

Two Segments
Three Segments

0.636
0.252

0.437
0.437

42.33

Interest
Differential and
Money Supply
Differential and
Trade Balance
Differential

Two Segments
Three Segments

0.630
0.507

0.437
0.437

33




Table 4

Monetary Models

percent percent
reduction reduction | (without In
Model root MSE | root MSE | SSFE SSFE transf.)
Random Walk 0.063 0.0008 |
Frenkel-Bilson 0.2219 0.7780
Dornbusch-Frankel 0.192 0.8594
Hooper-Morton 0.194 2.6440
Vector
Autoregressions
Frenkel-Bilson
-2 lags 0.0598 5.06 | ©.1003 0.86
Frenkel-Bilson
-3 lags 0.061 3.15 | 0.1244
Dornbusch-Frankel
-2 lags 0.0583 7.44 { 0.0887 2.26 12.36
Dornbusch-Frankel
-3 lags 0.0604 4.11 1 0.1154
Hooper-Morton
-2 lags 0.0545 13.48 | 0.1025
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Table 5

Segmented Models—Tsay Principle Components

Percent reduction in root mse
model description from random walk model
Interest Differential
-Principle Component 1{Lag 1)

Two Segments 15.83
Three Segments 15.53
Trade Balance Differential

-Principle Component 1(Lag 1)

Two Segments 5.46
Three Segments 13.23
Money Supply Differential

-Principle Component 1(Lag 1)

Two Segments 12.90
Three Segments 15.33
Interest Diferential

-Principal Component 1 (lagl) and

Trade Balance Differential

-Principal Component 1 (lagl)

[.D. segmentation variable

~Two Segments 15.03
~Three Segments 15.78
T.B. segmentation variable

~Two Segments 9.14
~Three Segments 15.20
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model description

Percent reduction in root mse
from random walk model

Interest Diferential

-Principal Component 1 (lagl) and
Money Supply Diferential
-Principal Component 1 (lagl)

L.D. segmentation variable
~Two Segments

~Three Segments

M.S. segmentation variable
-Two Segments

-Three Segments

16.39
16.43

14.72
15.88

Money Supply Diferential
-Principal Component 1 (lagl) and
Trade Balance Diferential
-Principal Component 1 (lagl)

T.B. segmentation variable
-Two Segments

-Three Segments

M.S. segmentation variable
~Two Segments

~Three Segments

8.71
13.14

14.34
17.72

Interest Diferential

-Principal Component 1 (lagl) and
Money Supply Diferential
-Principal Component 1 (lagl) and
Trade Balance Diferential
-Principal Component 1 (lagl)

1.D. segmentation variable
-Two Segments
~Three Segments

15.68
16.55
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Table 6

Segmented Models—-Tsay Principle Components Forecasting
Results

Model Description

Sum of Squared
Forecasting Error

(SSFE)

SSFE
(Random Walk)

Percent Reduction
in SSFE

Interest
Differential

Two Segments
Three Segments

0.329
0.360

0.437
0.437

24.65
17.65

Interest
Differential and
Money Supply
Differential

Two Segments
Three Segments

0.331
0.378

0.437
0.437

24.15
13.38

Interest
Differential and
Trade Balance
Differential

Two Segments
Three Segments

0.378
0.416

0.437
0.437

13.52
4.69

Interest
Differential and
Money Supply
Differential and
Trade Balance
Differential

Two Segments
Three Segments

0.403
0.443

0.437
0.437

7.65
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Time Series Plots - Interest Differentials
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Time Series Plots - Trade Balance Differences Mill U.S.$ (1985)
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Time Series Plots - Money Supply Diff. Standardized
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Time Series Plots - Trade Balance Principal Component
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Lag Plots - German Exchan
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Lag Plots - German Exchange
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Lag Plots - German Exchan
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Lag Plots - German Exchange Rate vs.Trade Balance Prin Comp. 2
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Lag Plots - German Exchange Rate vs. Money Supply Diff. Prin Comp. 1
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Lag Plots - German Exchange Rate vs. Money Supply Diff. Prin Comp. 2
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Three Dimensional Plots- Interest Differential
Principle Component 1(Lag 1
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