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Abstract

Gap, outflow, or Squamish wind, is the cold low level seaward flow of air through fjords

which dissect the coastal mountain barrier of northwestern North America. These flows,

occurring mainly during winter, can be strong, threatening safety, economic activity and

comfort.

Howe Sound gap winds were studied using a combination of observations and several

types of models. Observations of winds in Howe Sound showed that gap wind strength

varied considerably along the channel, across the channel and vertically. Generally, winds

increase down the channel, are strongest along the eastern side, and are below 1000 m

depth. Observations were unable to answer all questions about gap winds due to data

sparseness, particularly in the vertical direction. Therefore, several modelling approaches

were used.

The modelling began with a complete 3-dimensional quasi-Boussinesq model (CSU

RAMS) and ended with the creation and testing of models which are conceptually simpler,

and more easily interpreted and manipulated. A gap wind simulation made using RAMS

was shown to be mostly successful by statistical evaluation compared to other mesoscale

simulations, and by visual inspection of the fields. The RAMS output, which has very

high temporal and spatial resolution, provided much additional information about the

details of gap flow. In particular, RAMS results suggested a close analogy between gap

wind and hydraulic channel flow, with hydraulic features such as supercritical flow and

hydraulic jumps apparent. These findings imply gap wind flow could potentially be

represented by much simpler models. The simplest possible models containing pressure

gradient, advection and friction but not incorporating hydraulic effects, were created,
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tested, and found lacking. A hydraulic model, which in addition incorporates varying

gap wind height and channel geometry, was created and shown to successfully simulate

gap winds.

Force balance analysis from RAMS and the hydraulic model showed that pressure

gradient and advection are the most important forces, followed by friction which becomes

an important force in fast supercritical flow. The sensitivity of gap wind speed to various

parameters was found from sensitivity tests using the hydraulic model. Results indicated

that gap wind speed increases with increasing boundary layer height and speed at the

head of channel, and increasing synoptic pressure gradient. Gap wind speed decreases

with increasing friction, and increasing boundary layer height at the seaward channel

end. Increasing temperature dilterences between the cold gap wind air and the warmer

air aloft was found to increase the variability of the flow — higher maximum but lower

mean wind speeds.
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Chapter 1

Introduction

If the surface of Earth were smooth and homogeneous, climate (averaged weather) would

vary by latitude only. It is apparent that the northwest coast of North America is neither

flat (it is a mountain chain dissected by fjords) nor of homogeneous surface type (having

both land of varying surface roughness, and water). Since the detailed expression of

climate depends on the local configuration of surface types, it consequently displays a

variety of climates. One of the most striking winter wind regimes affecting the fjords of

western North America, is gap, outflow or, colloquially, Sguamish l wind.

Outflow wind is the movement of cold, dry air at low levels from the interior of the

continent to the coast. A major barrier to this motion, especially if the air is stable, is the

Coast Mountain chain. Thus, low level air will preferentially flow through major valleys,

and over lower mountain passes, to coastal inlets. This will generally occur whenever

a pressure gradient is directed from the interior to the Coast. Under certain conditions

outflow winds can be very strong and damaging. For example surface winds of 51 m

with higher gusts were recorded near Portland Inlet in northern British Columbia 2 on

January 10 1969 (Beal, 1985), while on January 14 1950, Abbotsford, in the lower Fraser

valley, had seven hours of gap winds in excess of 26 m s -1 (Tyner, 1951b).

'All three terms: gap, outflow, and Squamish wind are closely related and will be used inter-
changeably in the thesis. The term Squamish wind seems to be come from the geographic place name
"Squamish" which is the name of both a town at the head of Howe Sound, and of the native peoples
whose ancestral lands cover the area. The term Squamish wind is generically applied to similar winds
in other fjords along the British Columbia coast (Schaeffer, 1975)

'NOTE: place names used in the thesis can be found in figures 2.1, 3.1 and 3.2

1



Chapter 1. Introduction^ 2

In British Columbia, the conditions creating the most intense gap winds occur during

winter when a strong arctic anticyclone builds over the interior of the province (Tyner,

1950; Tyner, 1951a; Tyner, 1951b). In this situation arctic air, which cools and deepens

in the interior, is partially contained by the Coast Mountains which separate it from

relatively warm, moist, air on the coast. The difference in temperature, humidity, and

hence density, on either side of the mountain barrier results in a large pressure gradient,

oriented perpendicular to the mountain barrier. As a result, and because cold dense

air on a slope will accelerate under the influence of gravity, strong low level winds can

develop through inlets and valleys. This is depicted schematically in figure 1.1 which is

an oblique view of Howe Sound with the axes of strong outflowing air indicated by heavy

arrows. Figure 1.1 is a composite from observations and numerical model output. The

onset of strong outflow is often accompanied by passage of an arctic front onto the coast.

Although air moving down slope is dynamically warmed due to adiabatic compression, it

is still cold relative to the maritime air it is displacing. When this situation at the surface

is combined with outflowing winds at mid levels, (which results in both a lee trough due

to the mountains and a thermal trough due to the warm ocean) the pressure gradient

and gap wind strength are further enhanced.

Strong outflow can also occur without an arctic outbreak - usually as the result of

a deep cyclonic centre approaching the coast. While gap winds can occur whenever sea

level pressure is greater inland than on the coast, the preceding paragraph describes a

conceptual model of an intense outflow event. A goal for this research will be to validate

and quantify the conceptual model of gap wind flow.
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Figure 1.1: Visualization of gap wind flow superimposed on perspective view of topogra-
phy in southern Howe Sound. View is from south, looking north-northeastwards. Vertical
exaggeration is 10.

1.1 Motivation

The effects of strong outflow wind can be dramatic: extreme wind chill, storm to hurricane

force winds, crop damage, and blizzard conditions with visibility near zero in blowing

snow or dust. High winds are hazardous to aircraft because of severe low level turbulence,

and to shipping because of potential severe icing and sea state (Atmospheric Research

Incorporated, 1986). Strong outflow in winter results in "snow belts" on the east coasts

of Vancouver Island and the Queen Charlotte Islands as the cold air acquires moisture,

and becomes unstable from the warm ocean. The moist, unstable air when forced to
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rise up the eastern slope, can form clouds and snow. Episodes of strong gap winds can

result in widespread power outages due to wind-blown trees knocking down electric power

lines (The Vancouver Sun, 1989a; The Vancouver Sun, 1989b). When these winds are

associated with extreme cold, the result is large power consumption, and severe damage

to transportation, property, domestic water supplies, etc. (North Shore News, 1989;

The Vancouver Sun, 1989c).

While the effects of strong but relatively rare outflow events can be dramatic, it is

also important to understand less dramatic more frequent outflow events of moderate

intensity. In narrow valleys and fjords, such as those dissecting British Columbia's Coast

Mountains, significant winds can only occur either as inflow (up-valley) or outflow (down-

valley). Outflow is the dominant direction in winter (Jackson and Steyn, 1992; Steyn

and Jackson, 1990), so that understanding its characteristics is an important part of

understanding the wind climatology of fjords in the region.

Present forecast techniques employed by Atmospheric Environment Service (AES)

meteorologists using surface pressure prognoses are able to provide some guidance on

outflow onset and duration. If an observation exists with which to calibrate the forecast,

the range of intensity at a point can also be estimated. However, very little is known

about the detailed spatial and temporal variability of the flow, or about its intensity,

with any accuracy. By studying outflow winds, improved analysis and forecasts of the

onset, duration and intensity of the flows, as well as their spatial and temporal variability

will be possible.

1.2 Objectives

Gap winds are an expression of the internal flow dynamics controlled by an interac-

tion between external forcing parameters (synoptic weather conditions) and the internal
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boundary conditions (terrain) within an inlet or valley. Questions to be studied concern-

ing these winds are divided into two groups which are listed below. The first is a series

of questions about the detailed nature and characteristics of gap winds. The second is

questions concerned with external parameters which cause and control the wind flow.

Characteristics of gap winds

horizontal outflow structure:

• Where does the maximum wind speed occur?

• How do changes in internal boundary conditions (topography, valley slope, rough-

ness and width) affect the flow?

• What are the effects of obstacles such as islands, on outflow winds?

• How does flow vary temporally / diurnally? Are there wave-like (periodic in space

or time) fluctuations?

vertical outflow structure:

• What is the depth of outflowing air, and how does it vary along a fjord?

• Where is the vertical speed maximum? How does the height of the speed maximum

vary along the fjord?

• What is the vertical temperature structure? Does an inversion mark the top of the

outflowing air?

• Is it possible to extrapolate results from the study of one fjord to others? Is it

possible to separate the phenomena from their internal boundary conditions?
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Reaction of flow to external boundary conditions

Based on the conceptual model described previously, by analogy with downslope

windstorms (see for example Clark and Peltier (1984), Durran and Klemp (1987), Klemp

and Lilly (1975), Peltier and Clark (1983), Smith (1985)), from the work done on gap

winds in Alaska (Lackmann and Overland, 1989; Macklin, Overland and Walker, 1984;

Macklin, 1988; Macklin, Bond and Walker, 1990), from the work done on a closely related

phenomenon called the Bora in Croatia (Klemp and Durran, 1987; Smith, 1987; Yoshino,

1976a) and from local studies of related wind flow patterns (Mass and Albright, 1985;

Overland and Walter, 1981; Reed, 1981; Reed, 1931), it is possible to make several general

statements about external pararneters that are thought to affect gap winds. These are:

direction and magnitude of horizontal surface pressure gradient; temperature contrast

between the cold air inland and the warmer maritime air on the coast; geostrophic wind

velocity at mountain top level; depth of cold air in interior (height of inversion); vertical

wind profile — presence of critical layers and regions of wind reversal. These are outlined

in more detail in the literature review presented in chapter 2.

The following questions provide a framework for assessing the importance of the above

controls:

• Are these the important external parameters for gap winds?

• What is the relative importance of each?

• Are there other important external parameters?

• Are there threshold values which these parameters must exceed for the flow to begin

or to be maintained?

• How do external forcing parameters affect flow characteristics?
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• Which parameters are most important?

1.3 Approach

A three-pronged approach was employed to fulfill these objectives and answer the pre-

vious questions: field measurements, numerical modelling using a mesoscale model, and

analytical / numerical modelling using simpler models. Field measurements and numeri-

cal model output provide answers to questions about the internal dynamics and structure.

Numerical and analytical modelling provide answers to questions about the influence of

external parameters.

1.3.1 Field measurements

To better understand gap wind characteristics in Howe Sound, a field measurement pro-

gram was mounted. The program consisted of a network of surface stations and a series

of vertical soundings. The surface stations continuously monitored and recorded wind,

temperature, and pressure, providing information on the horizontal structure of outflow

near the surface. The vertical soundings provided information about the vertical struc-

ture at one location during selected outflow events. The data obtained from the field

were used to examine the synoptic setting and mesoscale structure of a gap wind event.

1.3.2 Numerical and analytical modelling

A numerical mesoscale model was used to simulate the detailed structure of the flow,

and validated against observations. If the model simulates the flow adequately, then

model output can be used to determine horizontal and vertical flow structure. The use

of numerical models to examine detailed flow structure can be extremely informative,

since the horizontal and vertical resolution is much greater than that of the observational
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network. Numerical model output is used to suggest analytic and simpler numerical

models representing simplifications of the equations of motion.

Once analytical, or a simple numerical model has been created and verified, it will

be used to determine the sensitivity of the flow to external parameters. To do this,

all external boundary conditions will be held constant at some typical value, except

one which will be varied through a range of values for each computation. This will

be done successively for the major forcing parameters which are included in the simple

model. Thus it will be possible to judge the sensitivity of analytical model output (eg.

wind speed) to external forcing parameters. Sensitivity analyses using a simple model is

preferred to the "brute force" method of performing multiple computations with the full

3D model for several reasons:

• computational costs required to perform many simulations is prohibitive.

• simple models are much easier to manipulate.

• interpretation of primitive equation numerical model output is often very difficult,

whereas interpretation of the results from a simpler set of equations is often clearer

and more scientifically satisfying.
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Gap winds around the world — a review of the literature

2.1 Nomenclature and classification

Before reviewing the literature concerning gap winds and other similar local winds,

nomenclature and terminology will be defined. Gap winds have been loosely defined

as resulting from a balance between the horizontal pressure gradient, and inertia (accel-

eration). Overland and Walter (1981) have described gap winds as:

^dv^1 dP

^

v
— dx^p dx

(2.1)

where x is aligned along the channel, v is the down-channel wind speed, p is air density,

and t' is the channel-parallel pressure gradient. This represents a balance between

acceleration and horizontal pressure gradient.

Therefore, by applying the name "gap" to Squamish wind a statement is made about

the process which accounts for it. In previous studies (Macklin, Lackmann and Gray,

1988; Macklin, Bond and Walker, 1990; Overland and Walter, 1981), the term "gap

wind" has been applied to winds in horizontal channels in situations where the horizontal

pressure gradient is oriented along the channel. While this is the case for Howe Sound

Squamish winds, the effect of changing channel elevation may be important over land.

Gap winds are related to a class of downslope winds, typified by the "bora" of Croa-

tia. Bora winds, unlike gap winds, are not constrained horizontally by channel walls.

Changes in elevation, as cold air flows down steep slopes, is an important source of ki-

netic energy for bora winds. Several classification schemes have been developed to better

9
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understand and describe bora winds. The first scheme, originally developed by Benevant

(1930), classified boras by synoptic type as follows: Anticyclonic — high pressure inland;

Cyclonic — low pressure over the sea; and Mixed — a combination of the first two. The

next classification scheme, proposed by Paradi2 (1957) and Paradi2 (1959), considered

the relative importance of pressure gradient and temperature contrast across the Dinaric

Alps. Yoshino (1976b) proposed a scheme with six different classifications based on the

relative positions of anticyclonic and cyclonic centres.

Bora winds are closely related to fan winds, like the Chinooks of Alberta. The main

difference between the two, seems to be that fOhn winds are relatively warm, whereas

bora winds are relatively cold. Classification becomes difficult when the wind is relatively

cold at one part of the slope and relatively warm at another (Jurec, 1981). Bora and

fan winds in turn are related to "downslope windstorms", which occur when air flowing

over a mountain barrier develops a large amplitude lee wave, resulting in very strong

winds at the foot of the lee slope. Processes accounting for downslope windstorms are

still under active research, although a consensus is developing (Atkinson (1981), Smith

(1987)) which states that hydraulic theory, or some derivative of it, can explain all of

these phenomena.

2.2 Observations and studies of gap winds in western North America

Some of the earliest studies of strong outflow in British Columbia were conducted by

Tyner (1950, 1951a, 1951b), who first used the term "Squamish" in scientific literature

to refer to gap winds in Howe Sound. He reported strong outflow through the inlets and

valleys along British Columbia's coast frequently coincide with an arctic outbreak. This

occurs during winter when an arctic anticyclone builds a cold stable airmass over the

interior. The outbreak is often "triggered" by falling pressures on the coast due to the
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passage of a cyclone to the south (Tyner, 1950) . In a study of outflow through Portland

Inlet during the 1949-1950 winter, Tyner (1950) reported 46 percent of recorded winds

were outflow, and 38 percent of these were gale force (greater than 34 knots). He also

noted that outflow winds persisted up to 30 km offshore, and usually had a depth of 1000

m although depths as high as 2500 m had been observed (Tyner, 1951a). He reported

small pressure ridges at the mouths of the inlets during outflow events and postulated

the size of the ridges is related to outflow strength. However no mention is made of how

the pressure field is resolved at that scale.

A study of several very intense arctic outbreaks was made by Tyner (1951b). It

reported at Abottsford, on January 25 to 26 1950 there were 15 hours of 35 knot outflow

winds with a peak gust of 61 knots, with 61 knot winds also observed in Howe Sound.

During another outbreak, Abottsford had seven hours of wind in excess of 52 knots and

50 year record minimum temperatures were set all over southern British Columbia (many

of which still stand).

A more recent report, Schaeffer (1975), studied wind records for Squamish from 1969

to 1972. It found that outflow winds occur mainly in December and January, often

persisting for 3 to 5 days with speeds commonly reaching 35 knots gusting up to 60

knots. Outflow episodes occurred an average of twice a month during December and

January.

Patrick (1980), while studying a gap wind event with uniform pressure gradient across

the Coast Mountains, examined a visual satellite image which depicted low cloud and

fog being pushed offshore by outflow winds. Using this, and a topographic map, he

postulated that wide, low elevation valleys allowed easiest flow of air from the interior

to the coast. Thus, outflow would occur first in Portland Inlet and Douglas Channel,

followed by the Fraser Canyon. As the depth of cold air increased over the interior,

Skeena valley, Dean Channel, Burke Channel, Knight Inlet, Bute Inlet, Howe Sound and
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Observed Northeasterly Winds
>35 knots >50 knots

October 5.5% .05%
November 11.5% .11%
December 19.6% 1.6%
January 15.1% 2.9%
February 13.1% .81%
March 4.3% .20%

Table 2.1: Green Island relative outflow percentages (Beal, 1985)

Harrison Lake would also record strong outflow (see figure 2.1 for locations).

A climatological study of outflow winds (Beal, 1985) at Green Island (located at

the mouth of Portland Inlet — figure 2.1) using data from 1909 to 1983 found outflow

wind speeds were distributed as shown in table 2.1. Outflow occurs most frequently in

December and January, and gale force outflow at these times is common. Peak outflow

was measured at 99 knots with higher gusts on January 10 1969. During December 1977

and January 1978, 32 consecutive days of outflow had winds greater than 35 knots.

A mesoscale study of an outflow event through the Fraser Valley, on February 13 1980

(Overland and Walter, 1981), used an instrumented aircraft, 8 meteorological buoys, and

four upper air sounding stations in addition to the existing meteorological network, to

study gap wind in southern Strait of Georgia and in Juan de Fuca Strait. A core of 30 to

35 knot winds whose border was sharply defined by wind shear and by large temperature

and moisture gradients was observed. This was arctic air pouring out of the Fraser River

valley. By plotting the arrival time of cold air, it was shown that a narrow core of air

moved rapidly from the Fraser River valley through Bellingham to Victoria. The air then

spread into the Juan de Fuca Strait and the central Strait of Georgia. The wind velocity

in the core of cold air remained constant while the core spread horizontally and vertically
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as arctic air "filled up" the southern Strait of Georgia. Winds below 2000 m came from

northeast with a maximum speed at 700 m elevation. The outflowing air had a large

cross isobaric component, with the pressure gradient acting to increase momentum in

the core of strong winds (the jet). Overland and Walter (1981) postulated that an eddy

feature at the mouth of Juan de Fuca Strait may have been caused by a hydraulic jump.

Another study using the same data (Faulkner, 1980), reported a dry adiabatic lapse rate

up to 800 in indicating strong mechanical mixing, and a maximum observed speed of 40

knots.

There have been several cases of outflow winds examined in the Northwestern United

States (Cameron (1931), Cameron and Carpenter (1936), Reed (1981), and Mass and

Albright (1985)). Reed (1981) examined a strong "bora like" outflow event with wind

speeds over 50 knots in Western Washington. The strongest winds flowed through the

Stampede Pass and Columbia Gorge which are the least obstructed passages through the

Cascade Mountains. He found the strong winds resulted from a large pressure gradient

(12 mb per 100 km, or .012 Pa m -1 ) which existed between a strong anticyclone inland

and a deep cyclone offshore. This large pressure gradient was sustained because the

mountain barrier separated cold air inland from warm air on the coast. The mountain

chain also acted to restrict low level subsidence warming inland, which further increased

the temperature contrast. The measured wind speeds were consistent with analytic

theory (the Bernoulli equation, discussed later). Reed (1981) calculated that air flowing

over higher passes would have lower speeds and would not be cold enough to penetrate

the coastal inversion. Although the cause of acceleration was the large pressure gradient,

it was enhanced by kinetic energy resulting from the loss of potential energy as the air

moved down the slope.

A Central American example of strong outflow winds has been observed in southern

Mexico - near the Gulf of Tehuantapec. Hurd (1929) reported observations of strong



Chapter 2. Gap winds around the world — a review of the literature^14

northerly winds in a polar outbreak through a topographic gap in the Sierra Madre

Mountains. Other examples of the blocking effect of mountains on low level winds occur

in Alaska (Schwerdtfeger (1975), Mitchell (1956)).

Macklin, Lackmann and Gray (1988) describe the wind field and force balance outside

the topographic gap for two gap wind events in Alaska, using low-level aircraft data as

well as routine observations. Gap winds were 750 — 1100 m in depth, and no hydraulic

effects were observed. The flow was ageostrophic (down the pressure gradient) in the

"jet" but tended toward geotriptic balance (a balance between pressure gradient force,

Coriolis force, and friction) beyond one Rossby radius of deformation from the coast. The

Rossby radius of deformation gives the e-folding distance for geostrophic adjustment in

the vicinity of a barrier (Mass, Albright and Brees (1986), Bannon (1981)), and in the

case of flow within a neutrally stratified boundary layer surmounted by an inversion, is

defined as:
R = (g'h)

f
(2.2)

where
(STOP — OBOT)g^x^ (2.3)

OBOT

is the effective or reduced gravity; h is boundary layer depth; f is the Coriolis param-

eter; 'hop is the potential temperature above the inversion; and °Boy. is the potential

temperature in the neutral layer below the inversion.

Lackmann and Overland (1989) discuss a gap wind event through the relatively wide

Shelikof Strait, Alaska, also using low-level aircraft data. Momentum and equivalent

potential temperature budgets found the following:

• temperature and inversion height differences accounted for cross strait pressure

gradients.
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• along strait winds diverged, however the inversion height increased due to entrain-

ment of air from aloft.

• pressure ridging occurred along the right side of the flow at the end of the strait

due to geostrophic adjustment in which the Coriolis force turns wind to the right,

resulting in convergence along the right side of the channel. This increases the

inversion height and therefore the surface pressure. It can occur if the duration of

the flow exceeds the time scale for geostrophic adjustment (104 seconds ti 3 hours).

• a sharp transition occurs at the channel exit when the channel width is less than

the Rossby radius.

• pressure gradient force is the largest component of the along channel momentum

budget, accounting for 180% of the observed acceleration. Vertical entrainment

and surface friction are the retarding forces that equally account for the difference.

• events with large potential temperature changes across the inversion and less shear,

show the most acceleration because the effect of entrainment in decelerating the

flow is reduced.

• along channel winds were generally in geostrophic balance, which was favoured by

the large width of the channel, and its northerly location.

Macklin, Bond and Walker (1990) analysed a gap wind event near Prince William

Sound, Alaska, in which the gap wind "jet" flowed over open ocean after it had left the

constraining fjord. A 0.2 KPa ridge of high pressure was observed slightly to the right

of the jet. The gap wind was relatively constant at 500 m in depth. A momentum

budget analysis corroborated previous findings that the pressure gradient force was most

important, being opposed by surface friction, and to a lesser extent by entrainment.
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These Alaskan aircraft case studies, while very informative, were concerned with

the structure and dynamics of gap winds over open ocean, or through the wide Shelikof

Strait, which parallels the coast. They did not examine the structure of gap winds within

the topographic gap itself. They found that wind acceleration could be explained as a

balance between pressure gradient, surface drag, and entrainment, and that geostrophic

adjustment of the wind and mass field occurred when the duration of the flow approached

104 seconds 3 hours).
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Figure 2.1: Location map of northwestern North America.
Howe Sound region box is enlarged in figure 3.2
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2.3 Bora winds

Bora winds have been documented frequently in European scientific literature since the

mid-nineteenth century (Yoshino, 1976b). The name "bora" was originally given to the

downslope winds of the northeastern Adriatic coast from Croatia to Trieste, Italy. Other

downslope winds which have been studied are the bora near Novorossiysk on the Black

Sea's northeastern coast, the "mistral" of Mediterranean France (Pettre, 1982), bora-

like winds at Novaya Zemlya in the Russian Arctic, and outflow winds in the Salt and

Bols fjords of northern Norway; as well as bora-like winds reported near Lake Baykal,

Crimean Peninsula, coast of Sea of Okhotsk, Central Sardinia, and Bulgaria (Jureec

(1981), Yoshino (1976b)).

The most intensely observed and studied wind of this type is the bora on the north-

eastern Adriatic coast. This coastline is topographically somewhat similar to the British

Columbian coastline, as a mountain range (the Dinaric Alps) near the coast separates the

coastal zone from an elevated inland plateau. One significant difference is the Adriatic

coast lacks long, narrow, steep sided fjords which dissect British Columbia's coastline.

Bora winds can occur at any time of the year but, as in British Columbia, they are

strongest in winter when they are associated with an arctic outbreak (Jureec, 1981).

This occurs when a strong anticyclone lies over eastern Europe, often in conjunction

with a cyclonic circulation in the Mediterranean. In this situation, a pressure gradient

is directed across the Dinaric Alps and allows arctic air to move across Hungary where

the Dinaric Alps partially block the flow. Arctic air then deepens and eventually spills

through passes onto the coast (Jureec (1981), Yoshino (1976b), Smith (1985)).

Of the studies conducted by the Yugoslav and Japanese researchers, only one was

based on a specially collected data set (Yoshimura, Nakamura and Yoshino, 1976). The

rest of the studies relied on routinely collected data or non- meteorological indicators
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such as wind shaped trees (Yoshino et al., 1976).

The following summarizes salient features of bora winds in Croatia:

• strongest winds occur during winter and at night (Jureec, 1981)

• generally 10 "bora days" occur per month each winter (Yoshino, 1972)

• most bora winds last 12 to 20 hours but can last as long as 10 days (Yoshino, 1969)

• anticyclonic bora winds affect a localized area, but a cyclonic bora has widespread

strong winds (Jureec, 1981)

• bora winds are strongest at coastal stations except for the very highest mountain

stations (Yoshimura, 1976)

• wind velocities greater than 30 knots are frequent in winter (Yoshino, 1969)

• the strongest bora wind reported was a gust to 95 knots in February 1929 at Trieste

(Yoshino, 1975)

• a stable layer usually exists at mountain top level — 1500 to 2000 m above sea

level (Yoshino, 1976a)

• bora wind velocity increases as the stability of the air increases (Yoshimura, Naka-

mura and Yoshino, 1976)

• maximum bora depths are 2000 to 3000 m (Jureec, 1981)

• at the onset of strong bora winds, temperatures often rise and then fall (Yoshimura,

Nakamura and Yoshino, 1976)

• bora winds are usually cold (Yoshino, 1976a)



Chapter 2. Gap winds around the world — a review of the literature^20

• there have been frequent observations of fan wall clouds, lee wave and rotor clouds

over the mountain tops during bora events

Novorssiysk on the Black Sea (Yoshino, 1975), averages 54 bora days per year with

winds often reaching 45 knots and occasionally 60 knots. At Salt Fjord Norway, sim-

ilar winds have been observed, with Mook (1962) noting the wind speed was directly

proportional to the pressure gradient. Many known features of British Columbia's out-

flow winds are similar to those observed in bora-like winds in other parts of the world.

Bora-like winds are possible where a mountain range separates two contrasting airmasses.

Although bora-like winds are commonly observed, there has been no detailed study of

the flow structure or its temporal and spatial variability – in any environment which

remotely resembles a British Columbian fjord.

2.4 Theoretical work on severe downslope winds

Theoretical work related to gap winds has studied periodically occurring windstorms in

the lee of the Colorado Front Range Mountains. Although a concensus is forming in the

literature (Atkinson (1981), Smith (1987)) that various winds which occur downstream

from major mountain barriers are all members of the mountain lee wave family and can

be described by hydraulic shallow water theory, there are significant differences between

gap winds and lee slope windstorms:

• Most observations of lee slope windstorms indicate strong, uniform flow aloft which

result in large amplitude stationary lee waves. These lee waves have horizontal

wavelengths of 50 to 100 km and propagate vertically until reaching a critical level

where breaking occurs. Conversely, outflow wind, is essentially a low level flow. It

is forced by large low level horizontal pressure gradients created when a mountain

barrier partially blocks cold inland arctic air from reaching the coast. The presence
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of large amplitude lee waves accompanying gap wind has not been observed (Mass

and Albright, 1985).

• Previous North American west coast gap wind studies, (Overland and Walter

(1981), Mass and Albright (1985), and Macklin, Lackmann and Gray (1988)) indi-

cate strong winds persist over relatively long horizontal distances. Strong lee winds

observed in Colorado however, have small horizontal length scales which is related

to their lee wave forcing.

• Previous lee slope wind studies have considered the flow to be 2-dimensional — the

flow of air over an infinitely wide mountain barrier. Conversely, outflow wind is

fundamentally 3-dimensional as it originates through mesoscale gaps in mountain

barriers and is modulated and controlled by valleys and inlets through which the

air flows.

Despite these differences, many controlling factors considered important for lee slope

winds are also felt important for outflow. These are: large scale sea level pressure gra-

dients across the mountain barrier, moderate flow normal to the barrier at mountain

crest level, and a stable layer near mountain crest level upstream of the barrier. Noting

these similarities and differences, a brief review of previous downslope wind studies will

be made.

Three mechanisms have been proposed to account for strong lee slope wind devel-

opment. The first mechanism, based on hydraulic theory, was first proposed by Long

(1954), and used by Houghton and Kasahara (1968), Houghton and Isaacson (1968),

and Arakawa (1968,1969). The theory proposed by Smith (1985) is similar, except the

atmosphere is presumed to have constant stratification rather than layers separated by

a density interface. The Smith (1985) work was extended by Smith and Sun (1987) to
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incorporate Long's model. The flow of air over a mountain is modelled by fluid flow-

ing over a barrier using shallow water equations. Strong winds occur on the lee slope

when the fluid (air) goes from subcritical flow upstream, to supercritical flow over the

mountain, becoming subcritical again downstream as kinetic energy dissipates in a tur-

bulent hydraulic jump. When applied to the atmosphere, the main weaknesses of this

theory are that it doesn't allow continuous stratification, or vertical propagation of en-

ergy above either the free surface or rigid lid upper boundary condition. However this

theory is attractive because of its simplicity, and its apparent inclusion of important fea-

tures observed in downslope windstorms. Work by Durran (1986), suggests that vertical

propagation of energy plays only a minor role in strong lee slope wind development which

appears to be the case for gap wind, but is a departure from other lee slope wind theories.

A strong inversion typically present over arctic air in an outflow event, resembles the step

change in density represented by water in the shallow water equations, indicating that

this theory may be applicable to gap winds.

The second mechanism thought to account for Colorado downslope windstorms (Klemp

and Lilly, 1975) is the amplification of linear vertically propagating gravity waves, by

waves reflected off the tropopause (or some other layer where the Scorer parameter,

(Scorer, 1949) changes rapidly). The wave amplitude is determined by the superposition

of these upward and downward propagating modes and will depend upon whether or

not the atmosphere is "tuned" to constructive interference. As this theory is linear, its

applicability to large amplitude waves has not been determined (Durran, 1986).

The third mechanism proposed (Clark and Peltier (1977,1984), Peltier and Clark

(1979, 1983)), suggests large amplitude waves and downslope winds occur after a devel-

oping wave breaks. The area of wave breaking creates a critical layer with strong mixing

and wind reversal. This self-induced critical layer traps and reflects upward propagat-

ing waves resulting in resonance and strong surface winds. A comprehensive review of
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downslope winds can be found in Durran (1990).

Due to the differences between gap winds produced on the West Coast of North

America and lee slope windstorms in Colorado, the applicability of lee slope wind storm

theories to outflow wind phenomenon is unknown. In particular, the presence of large

amplitude lee waves during outflow events has not been observed. Rather, previous

studies, (Overland and Walter (1981), Mass and Albright (1985), and Reed (1981)), have

found an approximate ageostrophic balance between pressure gradient and inertia.

2.5 Numerical modelling studies

Most numerical model work has been involved in simulating lee slope windstorms in

the Colorado Front Range Mountains, (Clark and Peltier (1977,1984), Peltier and Clark

(1979, 1983), Klemp and Lilly (1975, 1978), Lilly and Klemp (1979), Durran (1986),

Klemp and Durran (1987), Durran and Klemp (1983, 1987), and others). The subset

concerned with modelling outflow-like winds is fairly small.

2.5.1 Numerical modelling of the bora

Klemp and Durran (1987), performed a series of 2-dimensional numerical simulations of

the Croatian bora using idealized topography and initial and boundary conditions. They

performed a number of sensitivity analyses to determine how well shallow water theory

could represent the bora, finding that wave overturning within the cold air was responsible

for strong lee slope flow, and that it resembled hydraulic flow produced both by shallow

water theory and by their simulations in which wave overturning was suppressed. Klemp

and Durran (1987) also found strong lee slope response even when the flow was not

initially forced. In one simulation, the model was initialized with cold air on the inland

side of the mountains and no wind. Thus, horizontal thermal inhomogeneity created
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the pressure gradients which generated the flow. Their results agreed quite well with

observations. By comparing the assumed fundamental mechanisms behind severe lee

slope winds in the Croatian bora and the Colorado lee slope windstorms, Klemp and

Durran (1987) postulate that despite flow differences, the mechanisms producing the

strong wind are fundamentally the same. This supports the notion that the essentials,

if not the details of severe lee slope winds may be embodied in simple hydraulic theory

(despite its simplifications and limitations).



Chapter 3

Observational program

3.1 Introduction

To better understand outflow characteristics in Howe Sound, a field measurement pro-

gram was mounted from October 1987 until April 1988. Nine surface-based stations

were installed. The location of these stations, and those of other agencies, are shown in

figure 3.1. Each station recorded hourly values of wind speed and direction and temper-

ature; some stations also recorded surface pressure. Additionally, a series of 18 upper air

soundings were made during several outflow events.

The station locations were chosen with the following goals in mind:

• to maximize horizontal flow structure information.

• to sample the entire Howe Sound region, from the mountain pass at Whistler, to

the mouth of the fjord.

• to sample the wind across and along the fjord.

• to locate anemometers where they were exposed to outflow winds, and where their

measurements were representative of winds in the area.

This last goal was often difficult to attain, given the nature of the terrain. Islands, while

being useful anemometer sites, also pose problems by perturbing the flow.

The data averaging time was another factor considered in planning the observational

program. If data are averaged over too long a time interval, details of temporal variation

25
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will be lost. On the other hand, if data are averaged over a very short time interval prac-

tical problems arise: data must be downloaded more frequently and will be voluminous.

More frequent data retrieval was not feasible as several of the sites (RAG, DEF, FIN)

were inaccessible except by boat, hovercraft or air. As a compromise, an averaging time

of one hour was chosen which also matched the observation frequency of other agencies.

Since the time scale of a typical gap wind event is a few days, this observing frequency

was felt sufficient to resolve important temporal variations. The standard deviation of

speed and direction were retained so that not all of the higher frequency wind information

was lost.

3.1.1 Geographic Setting

Outflowing air originates on British Columbia's interior plateau northeast of the Coast

Mountains. During its path to the coast, relatively dense cold air spills over lower moun-

tain passes and is channelled by valleys. Thus, the topographic setting — width, depth,

and roughness of valleys, and elevation of passes — is important in determining outflow

characteristics.

Twenty kilometres northwest of Vancouver British Columbia, is a glacial valley which

dissects the Coast Mountains (figure 3.1 and 3.2). The "wet" part of the valley is a fjord

named Howe Sound. Shaped like a twisted 2-dimensional funnel, the fjord's "cone" (20

km across) opens south-southwestwards onto the Strait of Georgia, and its "tube" (5

km wide) points north-northeast, ending at the town of Squamish. Coast mountains on

either side of Howe Sound, rise steeply to 1200 - 2000 m above sea level, over horizontal

distances of about 5 km. The funnel "cone" contains many small islands. A perspective

representation of Howe Sound's topography underlies the schematic illustration of gap

winds in figure 1.1.

Entering the head ("tube") of Howe Sound at the town of Squamish, is the Squamish
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River which divides 10 km north of the town. The western fork retains the name

"Squamish River", and is in a comparatively broad, low elevation valley. The valley

ends abruptly 50 km to the north-northwest without becoming a mountain pass. A trib-

utary of the Squamish River, the Elaho, continues on to the northwest and eventually

crosses the Coast Mountains, but at a high elevation of 900 m. The eastern fork, the

Cheakamus River, has a valley which is more rugged and at higher elevation in its lower

reaches than the Squamish River valley. The Cheakamus valley gradually rises to a sig-

nificant mountain pass (Whistler) at 640 m elevation, about 50 km north-northeast of the

fork. On either side of each of these valleys, mountains of the Coast range rise sharply

to elevations in excess of 2200 m.

George Vancouver, who became the first European to visit Howe Sound during his

explorations in June 1792 (Vancouver, 1798), described it as follows:

"Quitting point Atkinson and proceeding up the sound ... we made a rapid

progress, by the assistance of a fresh southerly gale, attended with dark

gloomy weather that greatly added to the dreary prospect of the surrounding

country. The low fertile shores we had been accustomed to see, though lately

with some interruption, here no longer existed: their place was now occupied

by the base of the stupendous snowy barrier, thinly wooded and rising from

the sea abruptly to the clouds; from whose frigid summit, the dissolving snow

in foaming torrents rushed down the sides and chasms of its rugged surface,

exhibiting altogether a sublime, though gloomy spectacle, which animated

nature seemed to have deserted ...

... We had scarcely finished our examinations when the wind became exces-

sively boisterous from the southward attended with heavy squalls and torrents

of rain.



Chapter 3. Observational program^ 28

... About nine o'clock (we) landed for the night near the west point of entrance

into the sound, which I distinguished by the name of Howe's Sound in honor

of Admiral Earl Howe."

The Howe Sound/Squamish/Whistler area (hereafter referred to as the Howe Sound

region) is the most populated and heavily used fjord in British Columbia. The town of

Squamish is a major transportation centre where containers are unloaded from ships

for railway transport eastwards. There are two major pulp and paper mills on the

western shores of Howe Sound, one at Wood Fibre 7 km southwest of Squamish, and

the other at Port Mellon further south (figure 3.2). As a consequence, tugboats towing

log booms are common. The waters of Howe Sound are used extensively for recreation,

by boaters, windsurfers, scuba divers, and commercial and recreational fishermen. The

mountains, especially along eastern Howe Sound and near the Cheakamus valley, contain

many parks and recreational areas used extensively all year by hikers and campers from

nearby Vancouver. Whistler and Blackcomb mountains at the town of Whistler (figure

3.2), are world renowned ski facilities.

Although outflow winds occur through most valleys dissecting the coastal mountain

chain of western North America, the Howe Sound region was chosen for this detailed

study because:

• gap winds occur with a fairly high frequency and strength.

• anemometers can be placed where they are well exposed and fairly representative

of wind in the surrounding area.

• it is accessible for instrument deployment and maintenance, and downloading of

data as well as for vertical profile sampling.
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• Howe Sound is relatively heavily used and populated, increasing the usefulness of

this study.

• it is fairly typical of other British Columbia fjords facilitating possible extrapolation

of results.

• several surface weather stations are already in place and supplement data from

those deployed for this study.

The main disadvantage in using the Howe Sound region is that the frequency and strength

of outflow events are reduced in comparison to northern fjords.
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Figure 3.1: Topography of Howe-Sound region, showing meteorological stations used in
the study. Solid contour is the coastline. Dashed contours are at 300, 900 and 1800 m
elevation. Abbreviations can be found in the Glossary.
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Figure 3.2: Location map of Howe-Sound region.
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3.2 Surface observations

Surface observations were made at the stations shown in figure 3.1 during the course of

the field program. Table 3.2 lists the types of measurements recorded at each station.

University of British Columbia (UBC) and B. C. Ministry of the Environment (MOE)

data were one hour averages (except pressure which was instantaneous). Atmospheric

Environment Service (AES) and B. C. Ministry of Transportation and Highways (MTH)

data were recorded each hour, but averaged over a shorter time. Wind measurements at

most stations were made at 10 m above ground level, except where indicated below. To

obtain representative wind measurements, sites were selected where the influence of near

field surface roughness elements (trees, rocks, hills etc.) was minimized. However, this

was not always possible.

The surface data were from four agencies:

• AES — provided data from Alta Lake (ALT), Squamish Airport (SQA), Pam Rocks

(PAM) and Point Atkinson (ATK). ALT and SQA are staffed 13 hours daily. PAM

is an automatic buoy transmitting 24 hourly observations daily. During this field

program, PAM data were intermittent. ALT, SQA and PAM gave hourly obser-

vations of wind, temperature, dew-point temperature, surface pressure, visibility,

cloud and weather. ATK, a Canadian Coast Guard manned lighthouse, provided

wind observations every three hours. It is closed for the 01:00 PST observation

time (09:00 UTC). Wind sensors at ALT, SQA and ATK are mounted at 10 in

above ground level. PAM's wind sensor is about 1.5 m above sea level. The wind

data from these stations are a two minute average ending at the observation time.

The largest wind speed variation greater than 5 knots above the average, for the

period ten minutes prior to the observation time, is reported as a gust speed.
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station agency elevation W ' T TD 1^P comments
# obs. / day

Alta L.^(ALT) AES 658 m 13 13 13 24 closed at night
Squamish A.^(SQA) AES 52 m 13 13 13 13 heavy trees
Pam Rocks^(PAM) AES 0 m 24 24 24 24 buoy
Pt. Atkinson^(ATK) AES 9 m 7 — — — 3 hourly
Squamish Town (SQT) MOE 3 m 24 24 — 24 roof of bldg.
Langdale^(LAN) MOE 12 m 24 24 — 24 Ferry gantry
Deeks Peak^(DEE) MTH 1280 m 24 24 — —
Mt. Harvey^(HAR) MTH 1560 m 24 24 — —
Mt. Strachan^(STR) MTH 1420 m 24 24 — —
Alberta Cr.^(ALB) MTH 670 m 24 24 — —
Daisy L.^(DAI) UBC 380 m 24 24 — — on dam
Squamish R.^(SQR) UBC 34 m 24 24 — 24 in swamp
Watts Pt.^(WAT) UBC 260 m 24 24 — — on^wave tower
Defence I.^(DEF) UBC 3 m 24 24 — —
Brunswick Pt.^(BRU) UBC 18 m 24 24 — — side of slope
Port Mellon^(MEL) UBC 3 m 24 24 — 24
Finisterre I.^(FIN) UBC 21 m 24 24 — —
Lookout Pt.^(LOO) UBC 4.6 m 24 24 — 24
Ragged I.^(RAG) UBC 12 m 24 24 — —

Table 3.1: Summary of surface station data during field season, October 1987 to April
1988. See glossary for abbreviations.

• MOE — provided Hourly averaged wind and temperature data for automatic sta-

tions at Squamish townsite (SQT) and Langdale (LAN). The SQT wind obser-

vations are taken from a 5 m mast mounted on a 2 story provincial government

building in the town of Squamish. The anemometer height is about 15 in above

ground. The LAN wind observations are from a 13.7 m mast mounted on top of

a 12 in gantry at the B.C. Ferry terminal, for a total instrument height of 25.7 in

ASL. The wind data are one hour averages.
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• MTH — provided data for Deeks Peak (DEE), Mount Harvey (HAR), Mount Stra-

chan (STR) and Alberta Creek (ALB), located on ridges along the east shore of

Howe Sound. All are automatic stations with hourly averaged observations of wind

and temperature at 10 m AGL.

• UBC — installed nine stations for the purposes of this study: Daisy Lake (DAI),

Squamish River (SQR), Watts Point (WAT), Defence Island (DEF), Brunswick

Point (BRU), Port Mellon (MEL), Finisterre Island (FIN), Lookout Point (LOO),

and Ragged Island (RAG). All wind measurements, except LOO and WAT were

at 10 m AGL. The LOO station used a 6 m mast. The WAT wind sensor was

mounted at 15 m AGL on a pole extending 1.8 m from the side of a B.C. Telephone

Company Microwave tower. The DAI 10 m mast was mounted at the base of the

Daisy Lake Dam. Thus the total instrument elevation above the dam was 6.75 m.

All wind data are one hour averages.

3.2.1 Summary of surface wind data

The wind data for the period of the field program are summarized by wind rose diagrams,

in figure 3.3. These diagrams are representations of the frequency of wind occurrence

by direction, in various wind speed classes. Frequency is the radial coordinate in 10%

increments. The "arms" of the rose point in the direction from which the wind is coming.

The speed class is indicated by the thickness of the "arm" — increasing thickness means

higher speed. Speed classes are in increments of 2 m s -1 from 0 to 20 m s'. It should be

emphasized these are not long-term wind roses, but the results of just one winter season.

The exception is Mount Strachan which is a summary of wind data from the winters of

1985/86 and 1986/87, and does not include the field season.

Several interesting features can be noted from the wind roses. In Squamish and
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Cheakamus river valleys, north of Howe Sound, surface winds are frequently light and

mostly bidirectional. This bidirectionality is a consequence of topographic channelling.

Light winds are partially a consequence of greater surface roughness when compared with

surface roughness over the sea to the south. Near Squamish, topographically induced

bidirectionality is again apparent. Here, the frequency of stronger winds, particularly

from the northern to eastern quadrants, is much greater. This indicates the importance

of gap wind events in the winter time wind climatology (at least for this year). Bidi-

rectionality is less apparent at Defence Island, as the fjord widens so that topographic

channelling is decreased. The wind roses from stations in western Howe Sound, Port Mel-

lon and Langdale, show bidirectionality and a high frequency of northerly light winds.

Both of these wind roses also show a large frequency of light northwesterly winds, due

to katabatic drainage flow down the western slopes of Howe Sound. The Pam Rocks

and Finisterre Island wind roses, show bidirectionality and a high frequency of strong

northerly winds indicating the relative importance of gap winds here. The wind rose for

Ragged Island, in the less topographically constrained southern end (mouth) of Howe

Sound, is not bidirectional, but shows a high frequency of northeasterly winds. Mount

Strachan on a mountain ridge along the eastern side of Howe Sound and above the to-

pographic channelling, has a wind rose showing frequent strong easterly winds, as does

Point Atkinson which is "around the corner" from the mouth of Howe Sound.
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Figure 3.3: Wind rose diagrams for October 1987 until April 1988. Concentric rings are
frequency in 10 % increments.
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3.3 Vertical profiles

While the surface network described in the previous chapter gave a reasonable picture of

the horizontal details of surface wind flow, it said nothing about the vertical structure

of wind and temperature. Consequently, during gap wind events, vertical soundings of

wind, temperature and moisture were made from the Squamish River delta at the head

of Howe Sound, just south of the town of Squamish (figure 3.2). This was accomplished

using an AIRsondeTM system which consisted of the following components:

• a helium balloon which carried the instrument package aloft.

• an AIRsondeTM instrument package which included: an electronic aneroid barome-

ter, a "dry" thermistor, a "wet" thermistor (for dry- and wet- bulb temperature),

and a radio transmitter to send this information to the ground station. These in-

struments were contained in a styrofoam case shaped like a propeller. The whole

package rotated as it ascended, ventilating the temperature sensors located at the

ends of the propeller "blades".

• the AIRsondeTM ground station which received and decoded the radio signal from

the AIRsondeTM, placing the data on cassette tape.

• the meteorological theodolite used to visually track the balloon and instrument

package.

In total, eighteen AIRsondeTM flights were made during four gap wind events. The date of

each flight superimposed on a plot of the down-channel component of the maximum daily

wind at Watts Point (WAT) shown in figure 3.4, indicates that most of the significant

gap wind events were sampled.

The altitude of AIRsondeTM observations was determined by converting the pressure

measured by the barometer, to a height using the hydrostatic equation. The mean
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horizontal wind between two levels was found by locating the balloon at two times,

subtracting the two horizontal locations to find a distance, and then dividing by the

time interval to find the velocity. The balloon location was found by combining the

elevation and azimuth angles from a theodolite with the balloon elevation from the on-

board barometer. The expected accuracy of theodolite derived wind velocity, AU, is equal

to the square root of 2 times the error in horizontal location divided by the observing

time interval:

AU = ./2-AX
AT (3.1)

AX can be found as a function of the balloon elevation angle, 0, the balloon altitude, H,

and the error in estimating the balloon elevation angle, AO, by simple trignometry as:

AX = 
H tan AO

This results in the following expression for the expected error in theodolite / barometer

derived wind speed measurements:

AU = 
H tan AO

AT sin 2 0
(3.3)

Since the balloon is carried downwind from the theodolite location, errors in theodolite

azimuth angle do not contribute significantly to computed wind velocity errors and were

left out of the error analysis. For values of H below 2000 m, using typical values of 0 (30°)

and a pessimistic AO of .5° (the smallest resolvable angle increment on the theodolite used

was .1°) the maximum estimated wind velocity error is 2.5 m s -1 . If a more optimistic

AO value of .2° is used, the maximum wind velocity error below 2000 m is 1.0 m

sin 2 0
(3.2)

3.3.1 Summary of vertical profile data

Composite vertical profiles of wind and potential temperature (0) from the three cases

represented by groups of solid triangles in figure 3.4 are shown in figures 3.5, 3.6, and
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Figure 3.4: Down channel component of the Daily maximum wind at Watts Point (WAT)
and AlRsonde flights during the field season. Times of AlRsonde flights are indicated
by triangles. AlRsonde flights represented by solid triangles are included in composite
profiles.

3.7. In each of these figures, four profiles of 0 are plotted, and 500 in layer mean u and

v wind components averaged over all four flights are shown. The dashed crosses indicate

± 1 standard deviation from the mean wind. The wind representation is a hodograph:

the wind at the indicated level "blows" from the centre of the hodograph to the plotted

point.

All three composite hodographs show a northeasterly wind maximum below 1250

in, winds decreasing above this level, and usually increasing again above 2250 in but

from another direction. Case 1, January 30-31, (figure 3.5) is examined in more detail

through the rest of the thesis. This hodograph shows peak northeasterly winds in the

500 — 1000 m layer (labelled 750 in figure 3.5a) which decrease to near zero, and then

increase and become northwesterly above 2250 m. A similar pattern is shown in the
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hodograph for case 2, February 23 — 24 (figure 3.6a), except that winds above 1750 m

become light southeasterly. The case 3, March 15 — 16 (figure 3.7), hodograph also shows

relatively strong northeasterly winds below 1750 m which increase above 2250 m, from

a northeasterly direction.

The composite potential temperature profiles all show evidence of a neutral or less

stable layer below 1000 m, and indicate another neutral or less stable layer between about

1200 and 2200 m. The neutral layer below 1000 m is mechanically well mixed, whereas

the top of the elevated less stable layer indicates the upper boundary of the outflowing

cold air from the interior. This is confirmed by the hodographs. The strongest outflowing

winds in each case are located below about 1000 m, and the winds below about 2200

m are distinct from those above, having different directions and speeds. The separation

of the two near neutral or less stable layers seems to be due to nocturnal radiational

cooling of the surface, the effects of which are mixed by mechanical turbulence only into

the lowest 1000 m. This separation is much less distinct in the afternoon soundings (see

figures 3.5b and 3.7b), where surface radiational cooling is offset by solar radiation which

heats the surface resulting in thermal / mechanical mixing penetrating the full depth of

the outflowing air.

The potential temperature profile for case 1 (figure 3.5b) shows a lower, nearly neu-

trally stratified layer (below about 1000 m) which cools with time. This diurnal cooling

is due to nocturnal radiant energy losses at the surface, but could also be attributed

to increased advection of cold air from the interior source region, or katabatic drainage

down the fjord sides (which is also driven by nocturnal radiational cooling of the sur-

face). The lower layer is surmounted by a stable layer which underlies another less stable

layer extending to about 2500 m. The upper and lower near neutral layers are almost

indistinct in the late afternoon sounding. The vertical profiles of potential temperature

for case 2 (figure 3.6b), show very little change over time. Since all soundings were made
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in the early morning (eliminating diurnal effects), little change in cold air advection is

indicated. The potential temperature profiles indicate a layer of relatively low stability

below 800 m, and another between 1200 and 2000 m. These would be connected by

convective thermal mixing in the afternoon to form one deep layer. The case 3 potential

temperature profiles (figure 3.7b) show an initially neutral layer below 2600 m in the late

afternoon. Overnight the bottom of this layer cools while the upper part warms, and it

decreases in height to about 2000 m, with a distinct layer below 1000 m forming. The

diurnal behaviour is similar to that observed in the case 1 vertical profiles (figure 3.5).

This confirms the hypothesis that two less stable layers observed on most profiles become

one during daytime due to convective mixing from instability caused by solar radiation

absorbed by the surface, and are separated again at night due to surface radiant energy

losses which cool the layer below 1000 m.
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Figure 3.5: Composite of AlRsonde observed profiles of a) wind, and b) potential tem-
perature at Squamish town for case 1 (January). Winds are 500 m averages. Flight times
are: January 30 1988 16:10 and 23:30 PST; and January 31 1988 6:00 and 9:30 PST. The
dashed crosses indicate +1 standard deviation from the mean wind.



0
O
O

o>
0
O
O

6:50 PST Feb. 23, 1988
8:30 PST Feb. 23, 1988
7:40 PST Feb. 24, 1988
9:50 PST Feb. 24, 1988

   

Chapter 3. Observational program^ 43

a)
C

E
00

0

nso

       

...

          

-10^-5
^

0^5^10

U component (m/s)

a)

b

275 280 285 290 295 300 305

Potential Temperature (K)

Figure 3.6: Composite of AIRsonde observed profiles of a) wind, and b) potential tem-
perature at Squamish town for case 2 (February). Winds are 500 m averages. Flight
times are: February 23 1988 6:50 and 8:30 PST; and February 24 1988 7:40 and 9:50
PST. The dashed crosses indicate +1 standard deviation from the mean wind.
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Figure 3.7: Composite of AlRsonde observed profiles of a) wind, and b) potential tem-
perature at Squamish town for case 3 (March). Winds are 500 m averages. Flight times
are: March 15 1988 17:30 PST; and March 31 1988 0:15, 7:15 and 10:55 PST. The dashed
crosses indicate *1 standard deviation from the mean wind.
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3.4 Synoptic observations for the case studied

The two previous sections described and summarized mesoscale surface and AIRsondeTM

observations made during the course of the field program. Synoptic scale features form

the meteorological backdrop in which mesoscale outflow winds develop. This section will

describe the synoptic scale observations for the event studied in detail in the rest of the

thesis — January 30 to February 2, 1988. Detailed mesoscale observations for this event

are described in chapter 5 where they are compared to numerical model results.

3.4.1 Synoptic scale features

The synoptic setting for January 30 to February 2 is typical of moderate gap wind

events along the west coast of North America. A ridge at 50 kPa (figures 3.8a - 3.10a)

builds offshore, increasing its amplitude, while a deep 50 kPa trough in the interior

intensifies. This configuration aloft results in north to northeasterly airflow and cold

air advection over the coastal zone. Associated with this pattern aloft, a large area

of surface high pressure forms to the east of the upper level ridge over Alaska, Yukon

and Northern British Columbia (figure 3.8b). Surface radiational cooling in this high

pressure zone helps to further decrease the temperature, increasing the air density and

surface pressure. As the upper level ridge (figures 3.8a to 3.10a ) increases in amplitude

to the north and moves eastward, the surface high pressure zone moves southward in the

interior of British Columbia (figures 3.8b to 3.10b). Cold low level air associated with

the surface high pressure area is partially trapped over the interior plateau by the Coast

Mountains, allowing the large surface pressure gradient (figure 3.10b) to form across the

Coast Mountains. An arctic front located in a surface trough of low pressure separates

the leading edge of cold arctic air associated with the area of high surface pressure, from

the warmer air which it is displacing. The passage of this front marks the onset of outflow
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wind through the fjords dissecting the Coast Mountains.

In a study of a much stronger outflow wind episode, Jackson (1993) found an initially

similar synoptic scale setting. However in that case, a 50 kPa low like that seen in figure

3.8a, continued to deepen and move south of Vancouver Island, placing the region in

northeasterly flow aloft, resulting in much stronger gap winds. In the present case, the

upper level low propagated to the east (rather than southwards down the coast), hence

significant northeasterly flow aloft never developed over the coastal zone, and the gap

wind strength through the fjords was less.
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a)

b)

Figure 3.8: a) 50 kPa chart for January 29, 1988 04:00 PST. b) Sea level pressure chart
for .January 29, 1988 10:00 PST. For a), heights are in metres. For b) pressure is in
millibars (1 mb = .1 kPa).
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a)

b)

 

Figure 3.9: a) 50 kPa chart for January 30, 1988 04:00 PST. b) Sea level pressure chart
for January 30, 1988 10:00 PST. For a), heights are in metres. For b) pressure is in
millibars (1 mb = .1 kPa).
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a)

b)

 

Figure 3.10: a) 50 kPa chart for January 31, 1988 04:00 PST. b) Sea level pressure chart
for January 31, 1988 10:00 PST. For a), heights are in metres. For b) pressure is in
millibars (1 mb = .1 kPa).
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3.5 Summary of observational program

The observational program, comprising continuously recorded hourly surface observations

at several stations, and vertical profiles at select times during gap wind events, was able

to help answer only some of the important questions about gap winds sought in this

work. This is discussed further in chapter 5 in relation to model validation. The field

program itself however was a qualified success. There were very little data lost from

the surface network, and nearly all of the gap wind events during the program were

sampled with AlRsondesTM. The wind and temperature data seemed reliable, however the

barometric data from the stations with electronic aneroid barometers appeared unreliable.

AIRsondeTM wind measurements made by visually tracking the balloon were prone to

error, and difficult to make at night.

There were no strong gap wind events during the field season, so that a moderate

event was chosen for analysis and modelling. The spatial resolution of data, as well

as the temporal resolution of vertical data made analysis of detailed flow structure (for

example hydraulic effects discussed later) impossible. There were not enough gap wind

events sampled to be able to use observations to answer questions about interactions

between the flow and external boundary conditions. However, despite these difficulties,

the observations provide the most detailed analysis to date of gap winds in Howe Sound,

and are very useful for model validation.



Chapter 4

Numerical modelling: RAMS strategy and configuration

4.1 Introduction

Environmental fluid dynamics are inherently non-linear. As such the only way of re-

alistically modelling detailed environmental flows (except in a few idealized cases), is

with a numerical model (or possibly a physical scale model). Such a model consists of

a set of differential equations — the Navier Stokes equations (or close approximations to

them), which due to their non-linearity, must be solved numerically. This can be done by

defining variables on a rectangular grid (in one, two or three dimensions), using variables

at neighbouring space locations to give spatial derivatives, and using variables at neigh-

bouring time locations to give temporal derivatives allowing the system to be stepped

forward in time.

Using a 3-dimensional numerical model to examine detailed flow structure can be

extremely informative, since vertical and horizontal model resolution is typically much

greater than that of an observational network. In this study, the application of a 3-

dimensional mesoscale numerical model provides detailed information about gap wind.

This information would otherwise be impossible to obtain without the prohibitively ex-

pensive use of aircraft. Model output, because it represents a dynamically balanced

realization of the flow in which all the important terms of the primitive equations are

defined, allows important forces to be diagnosed by reconstructing terms in the primi-

tive equations. Because a numerical model represents nature by a computer code, it is
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possible to perform numerical "experiments" with it, which cannot be done in nature.

These experiments, or sensitivity tests, can be performed by varying initial and bound-

ary conditions and noting changes in the flow which ensue. Because of computational

constraints, this was not done with the full 3-dimensional numerical model in the present

study. Rather, a simpler model was used for sensitivity experiments, which are described

in chapter 7.

Models can give useful information, but they must first be validated by compari-

son with observations, or possibly with an analytic solution to an ideal linearized case.

Conclusions based on poor modelling results are dubious. A model may not produce a

realistic simulation for several reasons:

• incomplete or inaccurate parameterization of sub grid scale effects

• errors or inadequacies in the numerical schemes used in the model to solve the

spatial and temporal differential equations

• coding errors in the model

• user errors resulting from incorrect application of the model

• incorrectly specified boundary or initial conditions

• non-optimal choices of model parameters and options

To validate the model, the episode (described in section 3.4) for which surface and

AIRsondeTM observations are available was chosen for simulation. This is the first time a

mesoscale numerical model, incorporating actual topography and observations as initial

and boundary conditions, has been applied to this class of atmospheric flow. Technical

obstacles, stemming from the large range of atmospheric and topographic horizontal

length scales which are important for gap winds, make realistic simulations difficult.
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Gap winds are mesoscale phenomena since they occur through, and are enclosed by,

narrow gaps in mountain barriers. Evidence from numerical and analytical modelling

(chapters 5 and 7) indicates that internal structure of gap flow is governed by small scale

hydraulics which are intimately linked to small scale topography. However, gap winds

occur because the fjords are relatively long, providing a path for air to flow through a

much larger scale mountain range. The atmospheric precursors (boundary conditions)

to a gap wind event, occur at synoptic scales in the atmosphere – scales of hundreds to

thousands of kilometres. Thus there are three horizontal scales of importance:

• valley width of order 1-10 km

• valley length (mountain width) of order 100 km

• synoptic scale atmospheric boundary conditions of order 1000 km

This range of scales presents a problem for a numerical model. To resolve small scale

features of the flow, grid spacing (distance between adjacent nodes in the model grid)

must be small. To contain and model the atmospheric, and to a lesser extent topographic,

boundary conditions of the flow, the horizontal domain must be large. This implies a

large number of grid points and a small time-step which is computationally expensive.

These technical difficulties are surmounted by using a nested model – one which has

grids with fine resolution (small horizontal grid spacing, domain size, and consequently

time step) nested within coarse resolution grids (larger horizontal grid spacing, domain

size and time step). For this study, a model with four nested grids is used. Another

way these difficulties are overcome, is by effectively "nesting" the largest model grid

into a much larger scale (hemispheric) forecast model (Canadian Meteorological Centre

Finite Element Model — CMC FEM), and allowing the time dependent lateral boundary

conditions of the mesoscale model to be "nudged" to match those of the larger scale

model.
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The 3-dimensional, mesoscale numerical model capable of gap wind simulations, and

chosen for this study is the Colorado State University Regional Atmospheric Modelling

System (CSU RAMS). RAMS was applied to the case described in section 3.4 for which

observational data from the field program were available. For a description of RAMS

refer to appendix A.

4.1.1 Modelling strategy

RAMS was used to simulate a moderate gap wind event for which surface and AIRsondeTM

data are available because:

• the data can be used to validate the model and assess its applicability for this class

of wind flow by comparing model output with observations

• once validated, the model output can be used to describe detailed features of gap

wind flow

• validated model output can be used to find the forces important in gap wind flow

• model output can suggest simpler models (analytic or numerical) which would be

easier to interpret and apply to forecast and analyse gap wind events

Implicit in the above progression is the assumption that successful model validation at

the scale of the observing network (stations are 10's of kilometres apart) leads to realistic

results on the smaller scales contained in the model (1.25 km horizontal spacing on grid

4). Because the atmosphere is a non-linear system, it could be argued that this would not

be the case for simplistic, linear models. However, RAMS is not a simple, linear model.

RAMS is a 3D quasi-Boussinesq model incorporating the important non-linearities of

atmospheric flows, so that validation at a slightly larger scale should indicate a degree of

realism at the scale of the model resolution.
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The event chosen for simulation had the strongest surface winds of any during the

field program for which AIRsondeTM vertical soundings were available. It is a moderate

gap wind event — there were no strong events during the course of the field program. In

the years following the field program, there have been a few extreme events, which could

have been chosen for simulation (Jackson, 1993). However in those events, the surface

network and AIRsondeTM data were not available for model verification, so the present

case, for which verification data were available, was chosen. In future studies, it would

be worthwhile to simulate an extreme event.

The simulation was started several hours before the onset of outflow, and continued

for a total of 40 hours, which was less than the life span of the outflow event. It was

able to contain the onset of the event, but not the termination, which is a more gradual

feature. This was due primarily to a limitation in the computer resources available.

4.2 RAMS configuration

RAMS is a very versatile mesoscale model. It is capable of operating in two or three

dimensions; in one or several nested grids; in hydrostatic or non-hydrostatic mode; and

with or without topography, to mention just a few of the possible options. In this

chapter the RAMS configuration used for this study will be described. A more detailed

description of the model, and of the parameters used in this simulation is provided in

appendix A.

4.2.1 Model parameters

The important parameters and options of RAMS used in these simulations are listed

below:
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non-hydrostatic; horizontally variable initial conditions and time dependent lateral bound-

ary conditions; moisture as a passive tracer (no clouds, cloud forming or precipitation

processes - gap winds are dry); rigid lid upper boundary condition (no other choice possi-

ble with horizontally variable fields and non-hydrostatic equations); solar and terrestrial

radiation permitted on all grids (computed every 540 seconds); semi-implicit acoustic

model; second order leapfrog (horizontal) advection and second order forward (vertical)

advection; five grid levels in the soil ranging down to 1 m below the surface; surface

roughness length of 1 m over land (dominant vegetation type is coniferous forest with

rocky terrain giving high form drag)and computed from wind speed over water.

4.2.2 Grids and nesting

All grids in the model use the Arakawa type C grid stagger. Four grids were nested to

bring the grid spacing from 60 km (required to efficiently resolve the synoptic scale) to

1.25 km (required to effectively resolve the fjord topography). Four are necessary because

grid size ratios between neighboring grids greater than 4:1 can result in problems with

wave and energy reflection at the grid boundaries (Walko, 1988).

The RAMS nesting scheme implements two-way interaction as described by Clark

and Farley (1984). Briefly, at the boundaries of a fine grid, values are interpolated from

the coarse grid in which it is nested, whereas in the grid interior, fine mesh values are

averaged to replace the coarse mesh value which they surround. The grid spacing, number

of grid points, total size, and time step of each of the four grids used in this simulation

are shown in table 4.1. The location and horizontal extent of each grid is shown in figure

4.1.

Grid 1, with a horizontal extent of 1440 by 1740 km is just large enough to contain

the synoptic atmospheric boundary conditions to gap wind flow. The grid spacing of 60

km is able to resolve ocean, Coast Mountains, Interior Plateau and Rocky Mountains (see
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grid AX (km) Nx Size W-E (km) Ny Size N-S (km) AT sec
1 60 25 1440 30 1740 90
2 20 26 500 35 680 45
3 5 42 205 46 225 15
4 1.25 38 46.25 58 71.25 5

Table 4.1: Grid structure of RAMS

figure 4.2). Topographically, the valleys dissecting the Coast Mountains are unresolved,

so that gap winds are not modelled.

Grid 2, encompasses an area of 500 by 680 km, and is not large enough to contain the

synoptic scale atmospheric forcing. At 20 km grid spacing, it can only crudely resolve

major valleys dissecting the Coast Mountains. Gap winds are not adequately represented

on this grid (see figure 4.3)

Grid 3, extends 205 by 225 km horizontally. The 5 km grid spacing can resolve the

larger scale features of major valleys - see figure 4.4. Gap winds can be resolved on grid

3, although not in great detail.

Grid 4, with a horizontal extent of 46.25 by 71.25 km, must rely on intergrid commu-

nication from coarser grids at its lateral boundaries for synoptic scale information. The

1.25 km grid spacing (see figure 4.5) is sufficient to resolve the major terrain features of

Howe Sound, and can represent gap winds in some detail.

Vertically, all grids had the same 30 levels, with vertical grid spacing starting at 100

m at the surface, and stretching by a factor of 1.15 for each successive level above the

surface to a maximum separation of 1000 m. This results in vertical levels at the following

elevations (in metres) for thermodynamic points (where variables other than velocity are

defined) in the grid stagger:
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0, 100, 215, 347.25, 499.338, 674.238,

875.373, 1106.679, 1372.680, 1678.581, 2030.367, 2434.921,

2900.159, 3435.183, 4050.460, 4758.029, 5571.733, 6507.493,

7507.493, 8507.493, 9507.493, 10507.493, 11507.493, 12507.493,

13507.493, 14507.493, 15507.493, 16507.493, 17507.493, 18507.493.

These levels are for grid points with a surface elevation of 0 m, for other grid points,

the terrain following or "sigma-Z" coordinate scheme (Gal-Chen and Somerville, 1975)

transforms the vertical elevation according to the following formula:

(z — zs )* = H(
(H — z3)

) (4.1)

where z* is the height of a particular grid point in the terrain following coordinate system;

z s is terrain elevation at that grid point; z is the untransformed vertical coordinate; and

H is the height of the model top at which the z* coordinate surface becomes horizontal

(ie. 18507.493 m in this case).

4.2.3 Initial data and boundary conditions

RAMS initial fields are horizontally variable (as opposed to horizontally homogeneous).

Thus initial gradients are allowed to vary horizontally across the domain. This is an

important feature of RAMS, allowing it to provide realistic pre-gap wind initial condi-

tions. The data used to initialize (and provide lateral boundary conditions for) RAMS

grid 1 were interpolated from the 0 hour prognosis of the CMC FEM. This dataset incor-

porates real data (surface data, aircraft observations, radiosonde profiles, satellite data,

etc.) with previous CMC FEM runs to produce a dynamically balanced dataset. This is

preferred over straight interpolation of real data, as there is less likelihood of the initial

and boundary data producing errors (spurious waves for example) in the simulation.
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As well as allowing horizontally variable initial conditions, RAMS permits time-

dependent lateral boundary conditions. This means that fields on the lateral boundary

of grid 1 are nudged (Davies, 1976) toward the time interpolated values obtained from

CMC FEM output. The CMC FEM data used for this purpose were at 6 hour intervals.

The nudging procedure is weighted so that a weight of 1.0 means at that grid point, the

CMC FEM data are matched; a weight of 0.0 means the CMC FEM data are ignored

and the RAMS modelled field is accepted completely; and a weight between 0.0 and

1.0 means there is some balance between the CMC FEM data and the RAMS modelled

field. The nudging was applied 12 grid points from the edges of grid 1 with the following

weights:

0.8,^0.8,^0.8,^0.8,^0.8,^0.7,^0.7,^0.6,^0.5,^0.5,^0.3,^0.2.

The number and value of weights used was large. It was found in test runs with small

weights that RAMS had difficulty accurately simulating the large scale features on grid 1

— there were spurious gradients (in perturbation pressure and vertical velocity) created

in areas where nudging ended. Because of the grid communication scheme (where fine

mesh values overwrite the corresponding coarse mesh values, except at the edge of the

fine mesh), the use of large weights across grid 1 results in the direct effects of the nudging

being felt on the lateral boundaries of grid 2, and not at all directly on grid 4.

Interpolation of CMC FEM data to RAMS initial fields

The CMC FEM data were obtained at 2° latitude by 2° longitude spacing at the following

11 pressure levels (kPa):

100, 85, 70, 50, 40, 30, 25, 20,^15,^10, 5.

The following were specified at each of these levels on the horizontal grid: U wind compo-

nent, V wind component, potential temperature, geopotential height, and mixing ratio.
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Additionally, over the ocean, sea surface temperature was provided.

To create a RAMS initial field, CMC FEM data were first vertically interpolated

onto 40 isentropic levels with the horizontal spacing still the original 2° latitude by 2°

longitude. The terrain elevation was found for each horizontal location by interpolation

from a 0.5° latitude by 0.5° longitude terrain dataset obtained from NCAR. The final

step was to horizontally interpolate all of the fields (including terrain) to model grid 1,

creating RAMS initial fields.

4.2.4 Terrain

Due to the importance of interaction between small scale topography and the atmo-

sphere for gap wind flows, representation of topography in the model which resolves the

important small scale topographic features was critical. One problem with the data in-

terpolation procedure described above is the terrain goes from a resolution of .5° to 2°

(matching the CMC FEM data spacing). It is then interpolated to the 60 km resolution

of grid 1. Usually in the RAMS initialization procedure, terrain for other grids is then

interpolated from grid 1 terrain. This results in terrain on all grids having an effective

accuracy of 2°. In order to circumvent this problem, and achieve the best possible ter-

rain representation on all grids, high resolution terrain data were inserted at run time

for grids 2, 3, and 4. Grid interaction meant that special care had to be taken to adjust

terrain elevations on all grids. On the boundaries of a fine grid, the meteorological fields

are interpolated from the next coarser grid. This means the terrain on the boundaries

of a fine grid must also be interpolated from the coarse grid. The fields in the interior

of a coarse grid which overlays a fine grid are replaced by averages of the surrounding

fine grid field values. This means the terrain in a coarse grid interior which overlays a

fine grid must be the average of the terrain elevations of the surrounding fine grid points.

If these adjustments are not made, dynamic imbalances in the model result, causing
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spurious results and model "blow-up". To avoid this, a terrain adjustment procedure

was followed to adjust the prepared terrain data files making them acceptable to RAMS'

nesting scheme.

Terrain preparation

The terrain for grid 1 of the model was obtained as previously described, from a .5°

dataset interpolated to 2° and then to 60 km (the spacing on grid 1). The terrain data

for the other grids were obtained from an Energy Mines and Resources 1 km dataset.

These data were interpolated (using a 2D cubic spline) to 1.25 km, and averaged using

a 25 point (5 X 5) binomial filter to 5 km, and 20 km. The raw 1.25 km, 5 km, and 20

km, terrain files were then filtered using a 2D fast Fourier transform to place the data in

wavelength domain where all wavelengths less than 4 AX (5 km for grid 4) were removed

using a ramp filter. An inverse fast Fourier transform then placed the data back in the

space domain. These files were then adjusted according to the procedure outlined in the

previous section to allow the grid nest interaction to function properly. The resulting

contoured model terrain can be seen in figures 4.2 to 4.5 for grids 1 to 4 respectively.

Tests using other averaging / smoothing / filtering schemes were made, however the

model was quite sensitive to the way in which the terrain is smoothed. In particular, if

there is much variation at wavelengths less that 20X, then numerical errors grow, ruining

the simulation.



Chapter 4. Numerical modelling: RAMS strategy and configuration^62

Figure 4.1: Location and grid spacing of the four RAMS grids used.
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Figure 4.2: RAMS grid 1 after smoothing and adjustment. Contour interval is 100 in.
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Figure 4.3: RAMS grid 2 after smoothing and adjustment. Contour interval is 100 in.
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Figure 4.4: RAMS grid 3 after smoothing and adjustment. Contour interval is 100 m.
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Figure 4.5: RAMS grid 4 after smoothing and adjustment. Contour interval is 100 in.



Chapter 5

Numerical modelling: RAMS results

The synoptic context of the case chosen for simulation using RAMS was described in

section 3.4. This chapter provides a mesoscale description of the event while comparing

observed data with RAMS output.

Several test runs were made (starting from run A), prior to the run presented here. It

was found that modelled flow evolution was sensitive to the way in which the terrain was

averaged, the amount of nudging applied to the time varying lateral boundary conditions

on grid 1, and the time of day at which the run was initialized. The model runs from

A to Y were incremental improvements in the simulation as errors were eliminated,

better methods of terrain averaging and smoothing were developed, and different ways

of applying lateral boundary conditions were tried. Most of the earlier runs were of short

duration.

The run described here, (run X), was initialized on grids 1 and 2 starting at 04:00 PST

January 30, 1988. After one hour of simulation, grid 3 was added. After a further hour

of simulation, grid 4 was added. The model output presented is from hour 10 to hour

40 of the simulation (January 30, 14:00 PST to February 1, 20:00 PST). The simulation

ended at hour 40. The model output were saved at 15 minute intervals, however results

are shown at 3 hour intervals.

Most earlier runs were initialized 12 hours later than the initialization of run X (ie. at

16:00 PST January 30, 1988 rather than at 04:00 PST). The runs initialized at this later

time in some cases had better flow representation, especially in the southern part of Howe

67
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Sound, but were unable to simulate the flow reasonably for more than 10 hours. This is

thought to be related to initialization of fields on fine grids in complex terrain. In the

process of initializing fine grids, fields are interpolated from the next coarser grid onto the

fine grid. This may result in small errors in the fine grid initial fields (due to differences

in terrain elevation between grids) which can subsequently grow and contaminate the

simulation. By starting a simulation at the beginning of nightfall (in the earlier runs for

example), the model is in a cooling mode with a trend towards increasing atmospheric

stability. Any errors near the ground would therefore be unable to dissipate by turbulent

mixing and possibly grow during the simulation. There was evidence in support of this

hypothesis from several earlier runs, which showed a tendency to pool unrealistically cold

air in topographic bowls, especially on grid 3. This resulted in pockets of very stable

air which continued cooling and could not be penetrated by the ambient airflow. This

problem did not occur when the model was initialized at 0400 PST. By starting the

simulation in the early morning hours, it is expected that errors of this type, arising

from the interpolation of fields onto finer grids will be "mixed out" by turbulence as

parameterized solar radiation heats the model ground.

Comparisons of modelled versus actual data are both qualitative and quantitative,

encompassing visual comparisons of time-series, vertical profiles, and horizontal plots as

well as statistical analyses of surface wind and temperature means, standard deviations,

root mean square deviations and an index of agreement. The purpose of comparison is

to show whether or not RAMS is able to produce a reasonable simulation of a gap wind

case, and to validate the use of model output for more in depth analysis of gap wind flow.

In depth analysis of RAMS output includes the presentation and discussion of vertical

cross sections of wind and potential temperature, and horizontal Froude number plots.
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5.1 Comparison of RAMS output with observations

Output from RAMS is compared with surface and AIRsondeTM observations for the

January 30, to February 2, 1988 event. Directly comparing actual data with model output

must be carefully considered, since they represent two different kinds of data. Surface

observations are hourly averages of wind and temperature at a point 10 m above ground.

Near-field local influences on the wind in particular are critically important (although site

selection criteria tried to minimize this). RAMS wind (to which the surface observations

are compared) is the instantaneous wind in a box which is 100 m high by 1.25 km on

each side. Thus the terrain resolution is only 1.25 km (it has been filtered so that actual

resolution is even coarser). Consequently, near-field local influences on the wind are not

incorporated.

AIRsondeTM observations are a vertically tilted atmospheric profile since the helium

balloon is advected downwind as it lifts the instrument package. With an average ascent

rate of 1000 m in 300 seconds, this corresponds to a downwind shift of about 1 to 3

horizontal grid points (depending on the wind speed) per 1000 m of ascent. AIRsondeTM

observed temperatures are instantaneous, and winds are layer averages. The RAMS

output to which this is compared is layer averages of wind and temperature in one

vertical column near the balloon release point. This horizontal shift in the AIRsondeTM

profile is likely to make little difference, especially since largest displacements will occur

at highest elevations where the wind is relatively constant and uninfluenced by terrain.

5.1.1 Quantitative evaluation of model performance

RAMS surface wind and temperature fields are compared with observed data using sta-

tistical measures recommended by Willmott (Willmott, 1981; Willmott, 1982; Willmott

et al., 1985), and applied by Steyn and McKendry (1988) and Ulrickson and Mass (1990).
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Willmott suggests the following parameters be used for quantitative evaluation of model

performance:

• Observed and modelled means and standard deviations;

• Total, systematic, and unsystematic root mean squared differences (RMSD, RMSD S ,

RMSDu) between observed and modelled fields. These are defined as (Willmott et

al., 1985):

RMSD =

RMSDS =

RMSDU =

^N ^N^I • 5

E wilPi - oi ri E w i

^

i=i^i=i
^N ^N^1 ' 5

E wilPi - oi l2/ E w i

^

i.i^i=i
^[N ^,,^N^I • 5

EwilPi — PiriEwi^L :1^i.i

(5.1)

(5.2)

(5.3)

where P, is the predicted and 0, is the observed value; N is the number of stations;

Pi is the ordinary least squares estimate of P (P, = a + b0, where a, b are the inter-

cept and slope); w i represents the areal weight for each station, and is proportional

to the fraction of the total area that station represents.

• The Index of Agreement, d, (d 2 in Willmott et al. (1985)) which is defined as:

N
d = 1 — RMSD 2/ [E wi(lPi — 01+10i — 01) 21^(5.4)

where O is the weighted mean of the elements contained in 0:

N^N
O = E wioi/ E w i^(5.5)

i=i

in the application of these statistics to wind, 0 and P are considered as vectors,

and the appropriate vector arithmetic is used.

Areal weights for each station are found using the Thiessen polygon technique (Thiessen,

1911). Only 12 stations with continuous hourly records in the southern 3/4 of the domain
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ALC BRU DEE DEF FIN HAR LAN LOO MEL RAG SQT WAT
8 12 8 22 15 10 19 22 30 16 25 20

Table 5.1: Stations and areal weights used in statistical evaluation of RAMS simulation.

were used for statistical evaluations. Stations in the northern part of the domain either

didn't have continuous records (SQA) or were not well enough situated for representative

wind measurements (SQR), so were not included. The stations and their weights are

shown in table 5.1, and the locations can be found in figure 3.1.

According to the interpretations of Willmott, total RMSD represents the total differ-

ence between model and observations. The systematic component (RMSD s ) represents

model linear bias, whereas the unsystematic component (RMSD u ) represents model pre-

cision. The Index of Agreement, d (a dimensionless number), is a measure of the relative

error of the model, with a range of 0.0 (for no agreement) to 1.0 (for perfect agreement).

Figures 5.1a-c show observed and modelled direction, speed, and standard deviation

of wind for 31 hours of simulation, averaged over the twelve stations listed in table 5.1.

Simulated directions are slightly more easterly than observed in the first part of the

simulation. Average simulated wind speeds show an increasing trend which is not seen in

the observations. Modelled winds are less than observed until 11:00, January 31, when

they become similar to observed speeds. They become greater than observed wind speeds

near the simulation end. The observed standard deviation of wind velocity is greater than

modelled by about 2 m s' during most of the simulation. This is likely due to sub-grid

scale effects upon the observed wind unresolved in the model. Figures 5.2a and b show

wind RMSD and Index of Agreement. Until about 11:00 January 31, the RMSD is near 6

s -1 , most of which is systematic, due to the difference between observed and modelled

means shown in figure 5.1b. The Index of Agreement lies between 0.5 and 0.6 during this
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Direction Speed Std. Dev. RMSD RMSDS RMSDu d
(°N) (m s-1) (m s-i) (m s-i) (m s-i) (m s-i) (_)

observed 42.3 6.1 3.7 6.3 5.2 3.5 .59
modelled 60.8 4.9 2.3

Table 5.2: RAMS modelled and observed wind evaluation statistics spatially averaged
over all stations and over the 31 hours of simulation.

time. Between 11:00 and 13:00 on January 31, when observed and modelled mean wind

speeds are similar, the systematic RMSD becomes small with the total RMSD mainly

comprised of the unsystematic component. The Index of Agreement at this time peaks

at 0.83. The RMSD becomes larger again after this time, as the systematic component

again becomes large when average modelled winds become greater than observed. The

averages of wind, standard deviation, RMSD, and Index of Agreement over the entire

simulation are shown in table 5.2. The RMSD's are large compared to the mean wind

speed, partly because they are found using observed and modelled wind as vectors (not

just as speed values).

Similarly, the modelled and observed temperatures averaged over twelve stations, are

compared for the 31 hours of simulation. Averages and standard deviations of observed

and modelled temperature are shown in figures 5.3a-b. Modelled temperatures start and

end somewhat cooler than observed, but show a similar trend. Observed and modelled

standard deviations are virtually identical. Figure 5.4a presents the total, with the

systematic and unsystematic components of Root Mean Squared Deviation (RMSD) for

temperature. The total RMSD, comprised mostly of the unsystematic part, representing

random deviations, is fairly constant at between 1.5 and 3 K. However, between 11:00

and 13:00, January 31, (the times when the wind field simulation is most accurate) the

systematic RMSD becomes very small and the total RMSD also decreases. The Index

of Agreement for temperature during the course of the simulation, remains high (greater
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Figure 5.1: Time series of observed and modelled: a) wind direction, b) wind speed, and
c) standard deviation of wind speed; averaged over 12 stations at each time during the
simulation.
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Figure 5.2: Comparison of observed and modelled wind as time series of a) total, sys-
tematic, and unsystematic components of the Root Mean Squared Differences; and b)
the Index of Agreement.
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than 0.8). Averages of temperature, standard deviation, RMSD and index of agreement

over all stations for the whole 31 hours of simulation are shown in table 5.3.

As Willmott provides little guidance on values of d which represent "good" or "poor"

simulations, the above statistics are compared to those found in other mesoscale simula-

tions — Steyn and McKendry (1988) (hereafter SM88) and Ulrickson and Mass (1990)

(hereafter UM90). Both SM88 and UM90 applied a hydrostatic predecessor to RAMS

(described in Mahrer and Pielke (1977a), Mahrer and Pielke (1977b), Mahrer and Pielke

(1978), McNider and Pielke (1981)), to simulate summertime seabreeze circulations in

the complex terrain of Vancouver (SM88), and Los Angeles (UM90). While thermally

forced seabreezes occurring under light synoptic conditions are considerably different from

gap winds, there were no more similar simulations with appropriate evaluation statistics,

available for comparison. While the SM88 and UM90 simulations are in complex terrain,

the winds are not as severly constrained by topography as gap winds in Howe Sound.

Given these considerations, statements about the relative veracity of the different models

are not valid. However, at least the RAMS evaluation results can be placed in some

context.

SM88 used identical statistics to evaluate wind and temperature fields, except they did

not apply different spatial weights to the observations, and used data from 24 stations, as

opposed to 12 stations used here. Their domain was about twice as large as the portion

of the RAMS grid 4 terrain validated here however. SM88 had a wind field Index of

Agreement, d which ranged between .41 and .61, with a mean value of .51 over 24 hours of

simulation. RAMS run X, over 31 hours of simulation had d for wind ranging between .42

and .83, with a mean of .59. The SM88 temperature field Index of Agreement, d, ranged

between .11 and .74, with a mean of .34. RAMS run X had a mean d for temperature of

.88, with a range of .75 to .96. UM90 also used the Willmott recommended statistics to

evaluate the simulated windfield. They found d ranging between .4 and .75 (but did not



cv • Lk
ao,

ots

AA A ° °Rg -

0^observed
A^modelled

-@e
0 0 a

co

Chapter 5. Numerical modelling. RAMS results^ 76

report a mean value). They did not evaluate temperature in their simulation.

Despite difficulties in making direct comparisons, the RAMS gap wind simulation per-

forms statistically better than SM88 and UM90 mesoscale seabreeze simulations. There

are problems with the RAMS simulation, especially in the southern part of the domain

for much of the time which will be discussed subsequently, however the relatively good

statistical evaluation lends confidence to further interpretations of model output.
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Figure 5.3: Time series of observed and modelled: a) temperature, b) standard deviation
of temperature; averaged over 12 stations at each time during the simulation.
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Figure 5.4: Comparison of observed and modelled temperature as time series of a) total,
systematic, and unsystematic components of the Root Mean Squared Differences; and b)
the Index of Agreement.

Temperature Std. Dev. RMSD RMSDS RMSD d
(°C) (°C) (°C) (°C) (°C) (-)

observed -1.3 3.4 2.3 1.5 1.7 .88
modelled -2.3 3.4

Table 5.3: RAMS modelled and observed temperature evaluation statistics spatially av-
eraged over all stations and over the 31 hours of simulation.
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5.1.2 Qualitative evaluation — time series

Time series of temperature and down-channel wind components were constructed from

the actual surface observations, and from RAMS model output. These are shown from

figure 5.5 to figure 5.10. The general conclusion to be drawn from these comparisons

is that RAMS seems to simulate the flow (and temperature) best, both in magnitude

and time response, in the northern and middle part of the region (figures 5.5, 5.6, 5.7a),

however the simulation is not nearly as good in the south (figures 5.7b and 5.8a).

In the northern and middle parts of the domain, observations and model output show

down-channel winds increasing and temperatures dropping in the afternoon and evening

of January 30. This trend continues until the afternoon of January 31 when winds begin

decreasing and temperatures begin increasing at most stations. RAMS, in most places

doesn't simulate the decrease in wind speed at the end of the simulation particularly

well, tending to maintain the same speed or increase it slightly. Timing of the gap wind

onset, especially in middle of the domain is quite good (see figures 5.6b and 5.7a). The

ten hours of simulation prior to those shown in figures 5.5 to 5.10, had light winds.

Observations in the southern part of the domain do not compare favourably with

RAMS model output (see figures figure 5.7b and 5.8a). Observed winds here are strongest,

whereas modelled winds are weak. Reasons for this are discussed in more detail subse-

quently.
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Figure 5.5: Time series of surface observations and RAMS model output for Squamish
Airport (SQA) and Squamish Town (SQT)
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Figure 5.6: Time series of surface observations and RAMS model output for Watts Point
(WAT) and Defence Island (DEF)
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Figure 5.7: Time series of surface observations and RAMS model output for Brunswick
Point (BRU) and Finisterre Island (FIN)
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Figure 5.8: Time series of surface observations and RAMS model output for Lookout
Point (L00) and Ragged Island (RAG)
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Figure 5.9: Time series of surface observations and RAMS model output for Port Mellon
(MEL) and Langdale (LAN)
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Figure 5.10: Time series of surface observations and RAMS model output for Mount
Harvey (HAR) and Deeks Peak (DEE)
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5.1.3 Qualitative evaluation — vertical profiles

Figures 5.11 to 5.14 show observed and modelled hodographs and vertical profiles of

potential temperature at Squamish. The potential temperature profiles are quite close

to those observed, both in value and shape. An elevated stable layer below about 2800

m above ground marks the top of outflowing air. A lower, mechanically mixed neutral

layer near the surface about 1000 m deep is the region of strongest flow. Both observed

and modelled hodographs show different speeds and directions below the stable layer

than above it. Winds are stronger and more northeasterly in the outflowing layer. In

the last vertical sounding shown, figure 5.14, the vertical profile shape is similar, however

observed temperatures are several degrees cooler near the surface.
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Figure 5.11: a) AIRsonde observed profile at Squamish town, 16:00 PST January 30
1988; b) RAMS generated vertical profile at same time and location as a)
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Figure 5.12: a) AIRsonde observed profile at Squamish town, 23:30 PST January 30
1988; b) RAMS generated vertical profile at same time and location as a)
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Figure 5.13: a) AlRsonde observed profile at Squamish town, 6:00 PST January 31 1988;
b) RAMS generated vertical profile at same time and location as a)
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5.1.4 Qualitative evaluation — surface winds

Figures 5.15 to figure 5.17 show modelled winds as vectors from the second model level at

3 hour intervals during the course of the simulation. These can be interpreted as averages

over the 1.25 km by 1.25 km by 100 in high first grid in the model. Only one quarter of

the model grid points are shown so that vector tails are 2.5 km apart. Observed surface

winds are superimposed in bold with the vector heads terminating in a •, on the vector

plots of modelled winds.

The modelled winds in 5.15a, show light flow everywhere before the onset of gap

winds. As time progresses, down-channel wind speeds increase until the flow becomes

fully developed through the fjord (figures 5.16 and 5.17). Observations suggest the flow is

somewhat lighter than simulated in the north, and considerably stronger than simulated

in the south. This can only partially be explained by near-field influences of surrounding

topographic and roughness elements on the observations.

The general horizontal pattern of gap flow increasing down the fjord from north to

south matches observations and the conceptual model of gap winds in Howe Sound.

Acceleration along the channel observed near the simulation end, is also verified by ob-

servation and theory. The simulation's horizontal wind field, while not exactly matching

observations (especially in the south early in the simulation), seems to capture the main

flow features of the gap wind event. RAMS shows an initial pulse of gap wind devel-

oping by January 31, 23:00 PST (figure 5.15d), decreasing slightly after that, and then

increasing and becoming fully developed after January 31, 11:00 PST (figure 5.16d).

As made apparent by the time series comparison, the simulation was quite successful

in northern and central parts of Howe Sound, but there were simulation problems in the

south. The vector plots give a clearer picture of the possible reasons for the differences.

Initially, easterly flow across the southern part of the domain in the model was much
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stronger than indicated by observations. The core of strong modelled northeasterly winds

in southern Howe Sound in figures 5.15 and 5.16 is more northeasterly than observed, with

the axis cutting diagonally across Gambier Island to the western side of Bowen Island,

rather than being confined to the main channel between Bowen Island and the eastern

wall as observations, particularly from Finisterre Island (FIN), suggest (see figure 3.2 for

locations). This is likely due to stronger than observed modelled easterly winds south of

Howe Sound, and at elevation over Howe Sound. This would result in enhanced transfer of

easterly momentum downward into the outflowing air in Howe Sound, deflecting the core

of strong winds into a northeasterly rather than a northerly orientation. Grid 3 (the 5 km

grid in which grid 4 is nested), level 3 (layer between 100 and 215 in) winds, (not shown)

clearly show the strong modelled winds across the south of the domain originating in the

Fraser valley. In figure 5.17 the model's easterly winds across the south have decreased

and modelled gap wind flow in the south more closely resembles flow observed 12 to 18

hours before (see figures figure 5.7b and 5.8a for example). Enhanced modelled easterly

outflow from the Fraser River valley would also lead to an increased cold air height at the

mouth of Howe Sound. According to hydraulic theory, which will be discussed in more

detail in chapter 7, this also would result in decreased gap winds near and upstream of

the mouth of Howe Sound.

It appears the reason modelled flow is stronger and more easterly than observed

across the south is related to terrain resolution, particularly of the Fraser valley in its

path through the coast mountain barrier (referred to as the Fraser Canyon). The Fraser

Canyon is resolved but not fully contained on grid 3 (figure 4.4), but is partially resolved

on grid 2 (figure 4.3) where it is the only passage through the Coast Mountain barrier that

is resolved. This means low level air on grid 2 can only flow out the Fraser valley. Since

grid 2 provides boundary conditions to grid 3 and grid 3 provides boundary conditions to

grid 4 via the grid interaction scheme, this would result in a spuriously large amount of air
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flowing out of the Fraser Valley. Attempts were made to solve this problem by increasing

the horizontal extent of grid :3, both northwards (so the Howe Sound - Cheakamus

valley could be fully resolved from the coast to the interior plateau), and eastwards (so

the Fraser valley could be better resolved). Although this did result in an improved

simulation compared to earlier runs where grid 3 was of a smaller horizontal extent, the

problem was not completely solved. To eliminate this problem entirely, grid 3 would

likely need a horizontal extent the size of grid 2, resulting in prohibitively large computer

memory and cpu time requirements. Since this problem only appears after several hours

of simulation, it is difficult (ie. computationally expensive) to find the minimum size of

grid 3 required by making tests using successively larger grid :3 sizes.

5.1.5 Summary of simulation problems

As discussed previously, there were two major problems thought to contribute to simu-

lation errors.

• The first was related to the simulation start time and initialization of fine grids in

complex terrain. When the simulation was started at 16:00 PST, the model was in

a cooling and stabilizing phase, and initially small, near surface temperature errors

due to the initialization of fine grids grew with time. This problem disappeared

when the model was initialized at 4:00 PST instead.

• The second problem, which wasn't satisfactorily resolved, is the lighter and more

easterly than observed gap wind across the south of the domain. This seems to be

related to terrain representation and resolution in the model. The Fraser Canyon

is the only cross mountain channel resolved on grid 2 resulting in too much gap

flow from the Fraser valley. Grid 3 was enlarged to better resolve other valleys as
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Figure 5.15: Surface winds at 3 hour intervals: a) January 30 14:00 PST; b) January
30 17:00 PST; c) January 30 20:00 PST; d) January 30 23:00 PST. Observed winds are
indicated in bold with vectors that terminate in a •. The spacing between vector tails
represents 16 in s-1.
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a)^ b)

c)^ d)

Figure 5.16: Surface winds at 3 hour intervals: a) January 31 02:00 PST; b) January
31 05:00 PST; c) January 31 08:00 PST; d) January 31 11:00 PST. Observed winds are
indicated in bold with vectors that terminate in a •. The spacing between vector tails
represents 16 in s-1.
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a)^ b)

Figure 5.17: Surface winds at 3 hour intervals: a) January 31 14:00 PST; b) January 31
17:00 PST; c) January 31 20:00 PST. Observed winds are indicated in bold with vectors
that terminate in a •. The spacing between vector tails represents 16 m
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well as the Fraser Canyon, but this was only partially successful, and limited by

computing resources available.

Some features of an earlier run (run R, not shown), in which these errors had not yet

developed, are worth mentioning. Run R, was initialized at 16:00, January 31 1988, 12

hours after run X. Consequently, the first problem described in the preceding paragraph,

led to serious simulation errors after about 10 hours of simulation. These errors (too

cold near the ground) however occurred on grid 3, quite a distance from the region of

interest and did not seem to influence the simulation on grid 4 before this time. The

second problem (too much airflow through the Fraser Canyon), which occurred after 6 to

8 hours of simulation, had not yet developed. Consequently, there is a period of time from

hour 3 (after the model had properly initialized on all grids) to hour 7 (before the errors

had time to develop) in the run R simulation, when simulated flow is closer to observed

in the domain south near a time of maximum outflow. At this time, run X which was

started 12 hours before, showed weak winds in the south due to the second problem,

above. Despite an improved flow representation in the domain south, the overall wind

verification for the entire domain did not show improvement over run X.

Despite these problems with flow representation in the south for part of the simulation,

RAMS produced a gap wind simulation which qualitatively resembled observations over

the rest of the domain. A statistical assessment of model performance showed that the

RAMS gap wind simulation was as good or better than other mesoscale wind simulations

which were available for comparison.

5.2 Analysis of model output

A very useful application of numerical model output, especially in situations where (gen-

erally expensive or impossible to obtain) complete data coverage is unavailable, is to use
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model output to provide a detailed analysis. In this study, while a reasonably dense

surface observation network was in place, the density and frequency of vertical sounding

information was sparse. To extend observations and gain further insight into flow details,

horizontal and vertical cross sections will next be presented and discussed.

5.2.1 Horizontal cross sections

Figures 5.18 to 5.20 are vector representations of run X winds from grid 4 in vertical level

4, at 3 hour intervals from January 30 1400 PST to January 31 17:00 PST. Level 4 of the

model represents the layer between 215 and 347 m AGL, in terrain following coordinates.

Superimposed on four of these plots are winds from the nearest AIRsondeTM time and

elevation. These figures can be compared with figures 5.15 to 5.17 which show winds

in the first hundred metres of the atmosphere. One should note however, that vector

size is scaled differently in the two sets of figures - the lower layer wind has a maximum

vector size (equal to the distance between the starting points of two adjacent vectors) of

16 m s -1 , while level 4 winds have a maximum vector size of 20 m s -1 . The two sets of

figures are similar, with initially light flow on January 30 14:00 developing into a pulse

of stronger gap flow by 23:00 (figure 5.15d and 5.18d), decreasing slightly after that, and

then increasing again and becoming fully developed after January 31 11:00 PST. The

winds on level 3 are also strong and easterly across the south, which seems to inhibit

strong wind development there and divert it diagonally across Gambier and Bowen Island

rather than down the main channel on the east side of the Sound.
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a) b)

c)^ d)

Figure 5.18: RAMS level 4 (279 m) winds at 3 hour intervals: a) January 30 14:00 PST;
January 30 17:00 PST; c) January 30 20:00 PST; d) January 30 23:00 PST. The

spacing between grid points indicates 20 m
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a)^ b)

c)
^

d)

Figure 5.19: RAMS level 4 (279 m) winds at 3 hour intervals: a) January 31 02:00 PST;
b) January 31 05:00 PST; c) January 31 08:00 PST; d) January 31 11:00 PST. The
spacing between grid points indicates 20 m .
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a) b)

Figure 5.20: RAMS level 4 (279 m) winds at 3 hour intervals: a) January 31 14:00 PST;
January 31 17:00 PST; c) January 31 20:00 PST. The spacing between grid points

indicates 20 m
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5.2.2 Vertical cross sections

Vertical cross sections of potential temperature and down-channel component of wind

have been prepared in valley-following coordinates. The valley-following coordinate sys-

tem follows the main channel centre along the eastern side of Howe Sound. The model

data used are from grid points which lie closest to the main channel axis. Interpolation

of data between grid points to more closely follow the channel centre line seemed unnec-

essary given the density of model data points on grid 4. The exact path chosen for the

main channel is indicated by the heavy solid line in figure 5.21. In the along channel vs.

z (elevation) plane, wind nearly parallels isentropes (contours of potential temperature).

This gives important flow information — whether it is descending or ascending, and

whether layers are becoming thinner or thicker. The isentropes also give atmospheric

vertical stratification and stability information.

Figures 5.22 to 5.32 show vertical cross sections of the down-channel and vertical

components of wind as vectors, superimposed on contours of potential temperature at

three hour intervals, for the lowest 2.6 km of the model domain (the first 13 levels of the

model). The wind vector angle from the horizontal (but not the vector magnitude) is

scaled to match the vertical exaggeration of the plots. Below the vertical cross sections

are line plots of Froude number along the down-channel axis. The Froude number is

calculated from RAMS output, and will be described later. At most times one can note

a clearly marked layer below 1.5 km elevation where air is less stable, and down-channel

wind component is larger than above this elevation. As the simulation progresses, struc-

ture in the layer below 1.2 km elevation becomes more distinct, and a core of outflowing

air begins to form (figure 5.24). By January 30 23:00 PST (figure 5.25), a distinct jet of

outflowing air bounded by the descending 273 K isentrope with maximum down-channel

speeds of more than 10 in s -1 has formed below 1 km elevation. At this time, layers of
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Figure 5.21: Rams grid 4 contoured terrain with heavy solid line indicating the channel
centre line used in down-channel vertical profiles. The dashed line indicates the down
core direction used in some vertical profiles.
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increased stability also observed in the vertical profile (figure 5.12) are apparent above

1 km elevation. At the termination of this jet (near the down-channel (y) coordinate of

between -150 and -160 km in figure 5.25), a zone of rapid deceleration and wind rever-

sal is co-located with ascending isentropes. This resembles a hydraulic transition from

subcritical to supercritical flow (in the zone of descending isentropes), which becomes

subcritical again at a hydraulic jump (in the zone of ascending isentropes). While hy-

draulic theory is most commonly applied to two layer flow problems involving liquids

such as water in a channel, enough apparent similarity exists between numerical model

output and the flow of water in a channel, to suggest than application of hydraulic theory

to this class of phenomenon would yield useful results. In fact hydraulic theory which has

been previously used to account'for related severe downslope windstorms (Long, 1954),

is presently enjoying a resurgence in popularity (Durran, 1986). This will be discussed

in more detail in the following section describing the Froude number analysis, and in

chapter 7.

After January 30 23:00 PST, the flow intensity becomes somewhat less, and then

increases once again reaching a maximum by January 31 11:00 PST (figure 5.29), with

a core speed of more than 15 m s -1 at about 200 m elevation. At this time, there is a

second descending layer which has formed to the north with down-channel winds of more

than 11 m s -1 . This feature continues to develop at 14:00 PST (figure 5.30), becoming

the dominant feature by 17:00 PST (figure 5.31), and apparently propagating across the

entire domain by the end of the simulation at 20:00 PST as shown in figure 5.32.

Above 1.5 km elevation, the winds are no longer strongly channelled by topography,

so that the valley following coordinate system is not an appropriate frame of reference.

Because of this, small changes in the wind direction can result in changes in the down

channel wind component which are not representative of wind speed changes. This

accounts, at least in part, for the large variation in the down channel wind component
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Figure 5.22: Vertical Cross section oriented along the main channel of Howe Sound for
January 30 14:00 PST. The down-channel wind component as a vector superimposed on
contours of potential temperature, is above a plot of the Froude number.
The horizontal spacing between vector tails represents 11 m s'. Vertical exaggeration
is 10X.
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Figure 5.23: Vertical Cross section oriented along the main channel of Howe Sound for
January 30 17:00 PST. The down-channel wind component as a vector superimposed on
contours of potential temperature, is above a plot of the Froude number.
The horizontal spacing between vector tails represents 11 m s -1 . Vertical exaggeration
is 10X.
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Figure 5.24: Vertical Cross section oriented along the main channel of Howe Sound for
January 30 20:00 PST. The down-channel wind component as a vector superimposed on
contours of potential temperature, is above a plot of the Froude number. The horizontal
spacing between vector tails represents 11 m s -1 . Vertical exaggeration is 10X.
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Figure 5.25: Vertical Cross section oriented along the main channel of Howe Sound for
January 30 23:00 PST. The down-channel wind component as a vector superimposed on
contours of potential temperature, is above a plot of the Froude number. The horizontal
spacing between vector tails represents 11 m s -1 . Vertical exaggeration is 10X.
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Figure 5.26: Vertical Cross section oriented along the main channel of Howe Sound for
January 31 02:00 PST. The down-channel wind component as a vector superimposed on
contours of potential temperature, is above a plot of the Froude number. The horizontal
spacing between vector tails represents 11 m s -1 . Vertical exaggeration is 10X.
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Figure 5.27: Vertical Cross section oriented along the main channel of Howe Sound for
January 31 05:00 PST. The down-channel wind component as a vector superimposed on
contours of potential temperature, is above a plot of the Froude number. The horizontal
spacing between vector tails represents 11 m s -1 . Vertical exaggeration is 10X.
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Figure 5.28: Vertical Cross section oriented along the main channel of Howe Sound for
January 31 08:00 PST. The down-channel wind component as a vector superimposed on
contours of potential temperature, is above a plot of the Froude number. The horizontal
spacing between vector tails represents 11 m s -1 . Vertical exaggeration is 10X.
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Figure 5.29: Vertical Cross section oriented along the main channel of Howe Sound for
January 31 11:00 PST. The down-channel wind component as a vector superimposed on
contours of potential temperature, is above a plot of the Froude number. The horizontal
spacing between vector tails represents 11 m s'. Vertical exaggeration is 10X.
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Figure 5.30: Vertical Cross section oriented along the main channel of Howe Sound for
January 31 14:00 PST. The down-channel wind component as a vector superimposed on
contours of potential temperature, is above a plot of the Froude number. The horizontal
spacing between vector tails represents 11 m s -1 . Vertical exaggeration is 10X.
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Figure 5.31: Vertical Cross section oriented along the main channel of Howe Sound for
January 31 17:00 PST. The down-channel wind component as a vector superimposed on
contours of potential temperature, is above a plot of the Froude number. The horizontal
spacing between vector tails represents 11 m s-1 . Vertical exaggeration is 10X.
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Figure 5.32: Vertical Cross section oriented along the main channel of Howe Sound for
January 31 20:00 PST. The down-channel wind component as a vector superimposed on
contours of potential temperature, is above a plot of the Froude number. The horizontal
spacing between vector tails represents 11 m s'. Vertical exaggeration is 10X.
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above this elevation, which can be seen in the vertical cross sections

Since the core of strong winds, in this simulation, is not directly along the main

channel in the southern part of the domain, vertical profiles of potential temperature

and down core wind component were computed and contoured for January 30, 23:00 PST

(figure 5.33) and January 31, 11:00 PST (figure 5.34). In this case "down core" is the

same as down-channel except in the south where the core cuts diagonally across Gambier

and Bowen Islands. The "down core" path is shown by the heavy dashed line in figure

5.21. The figures showing the "down core" wind and temperature profiles are very similar

to "down channel" plots of the same time, except as expected the zone of strong winds

extends further south.

-170.00^-160.00^-150.00^-140.00^-130.00^-120.00^-110.00^-100.

y 1km)

Figure 5.33: Vertical Cross section oriented along the core of strongest winds for January
30 23:00 PST. Down-channel wind component as a vector superimposed on contours of
potential temperature. The horizontal spacing between vector tails represents 11 m
Vertical exaggeration is 10X.

Another interesting feature which can be seen in the vertical cross sections is a marked
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-170.00^-160.00^-150.00^-140.00^-130.00^-120.00^-110.00^-100.

y (km)

Figure 5.34: Vertical Cross section oriented along the core of strongest winds for January
31 11:00 PST. Down-channel wind component as a vector superimposed on contours of
potential temperature. The horizontal spacing between vector tails represents 11 in s'.
Vertical exaggeration is 10X.

diurnal change in the structure and character of outflowing air. During the night, noctur-

nal surface cooling and consequent atmospheric stabilization near the ground, possibly

combined with hydraulic effects discussed in the following section, results in a decrease in

the depth of the mechanically mixed surface-based neutral layer to about 800 m elevation

(see figures 5.24 to 5.29). As solar radiation heats the ground during the day, convection

mixes the low level momentum to a greater depth increasing the depth of the surface

based neutral layer to about 1200 m (figures 5.30 to 5.31).

5.2.3 Froude number analysis

Because there are indications that gap wind flow in Howe Sound is similar to the hydraulic

flow of water in a channel, Froude numbers from RAMS output were computed and

plotted. The Froude number is dimensionless and defined as the ratio of fluid speed to
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the speed of a gravity wave traveling on the fluid interface. In the water analogy, the fluid

speed is the current, and the gravity wave speed is that of a long surface water wave. In

gap winds, the fluid speed is the mean wind speed in the layer of outflowing air, and the

gravity wave speed is that of a gravity wave traveling along the "interface" defined by the

stable layer which surmounts the outflowing air. An assumption is made that this stable

layer can be approximated by a step change in temperature, which is the simplest way

of treating the problem. By referring to figures 5.24 to 5.29 a distinct stable layer can

be seen. A more complete treatment would consider the air as a continuously stratified

fluid (Smith, 1985; Smith and Sun, 1987) rather than a fluid of two distinct layers.

The Froude number is defined as:

F =V 
'h^(5.6)g

where: F is the Froude number; U is the mean speed of outflowing air; g' is the effective

or reduced gravity defined by:

OTOP OBOT
g^ X g^ (5.7)

OBOT

g is gravitational acceleration, 9.8 m s -2 ; °Top is the potential temperature at the top

of the stable layer; OgoT is the average potential temperature in the lower (outflowing)

layer; h is the height of the outflowing layer and is the layer over which U is averaged.

To compute h from RAMS output, it is found as the height from the ground to the

inflection point in the 0 vs. Z profile (ie. maximum in 70-d2e - which is where the slope

of 0 vs. z changes most rapidly) where potential temperature begins increasing with

height. This leads to an arbitrary definition of Froude number which forces a two layer

structure on a continuously stratified fluid. This definition of Froude number is used in

hydraulic modelling discussed in chapter 7. It is expected that there will be error in these

automatically computed Froude numbers, so that they should be interpreted and used

as an index only.
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Flows with Froude number less than 1.0 have gravity wave speed greater than the

fluid speed and are termed subcritical. In this case information (disturbances in the flow)

can propagate both up and downstream as gravity waves. Flows with Froude number

greater than 1.0 have fluid speed greater than gravity wave speed and are supercritical.

In this case information can only propagate downstream. Flows with Froude numbers

equal to 1.0 are critical. In this case the gravity wave speed equals the fluid speed. The

flow has markedly different characteristics depending upon whether it is sub- super- or

critical. In particular, according to hydraulic theory discussed in more detail in chapter

7, strongest gap winds will be associated with a supercritical flow regime. Plots of Froude

number are shown below the vertical cross sections in figures 5.22 - 5.32. Horizontal plots

of Froude numbers are computed and displayed at three hour intervals in figures 5.35 to

5.37. In these figures, areas with Froude number greater than .5 are enclosed by a dashed

line, whereas areas which are supercritical are shaded. Light cross-hatched areas have

Froude numbers between 1.0 and 2.0, whereas heavy cross-hatched areas have Froude

numbers greater than 2.0.

Initially (figure 5.35a-c) only some areas over high terrain are supercritical. However

as the gap flow develops (figure 5.35d) patches of supercritical flow, north of Squamish,

and downstream of Gambier and Bowen Island begin to form. There is then a decrease in

the extent of supercritical flow in Howe Sound around January 31, 2:00 to 5:00 PST except

for the flow across the southern part of the Sound which is due to the too-strong easterly

flow from the Fraser valley. Corresponding to the increase in gap wind flow apparent in

figures 5.16d — 5.17 and figures 5.29 — 5.32, there is an increase in the supercritical

area oriented along the main channel and diagonally across Gambier and Bowen Islands

after January 30, 23:00 PST (shown in figures 5.36d and 5.37). This corresponds to

the area of strong gap wind flow shown in figure 5.16d and 5.17. In comparing Froude

number plots with the vertical cross section plots in shown in figures 5.22 to 5.32 it can
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a)^ b)

Froude number from RAMS - January 30. 1400 PST Froude number from RAMS - January 30. 1700 PST

Froude number from RAILS - January 30. 2000 PST Froude number from RAMS - January 30. 2300 PST

Figure 5.35: Froude number at 3 hour intervals: a) January 30 14:00 PST; b) January
30 17:00 PST c) January 30 20:00 PST; d) January 30 23:00 PST.
Dashed line encloses regions with Froude number greater than .5. Light cross hatched
areas have Froude numbers between 1.0 and 2.0. Heavy cross hatched areas have Froude
numbers greater than 2.0.
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a)^ b)
Froude number from RAMS - January 31. 0200 PST Froude number from RAMS - January 31. 0500 PST

d)
Froude number from RAMS - January 31. 0500 PST Froude number from RAMS - January 31. 1100 PST

Figure 5.36: Froude number at 3 hour intervals: a) January 31 2:00 PST; b) January 31
5:00 PST; c) January 31 8:00 PST; d) January 31 11:00 PST.
Shading as in figure 5.35.
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a)^ b)
Froude number from RAMS - January 31, 1400 PST Froude number from RAMS - January 31, 1700 PST

c)

Froude number from RAMS - January 31,2000 PST

Figure 5.37: Froude number at 3 hour intervals: a) January 31 14:00 PST; b) January
31 17:00 PST; c) January 31 20:00 PST.
Shading as in figure 5.35.
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be seen that zones of supercritical flow correspond to regions of descending isentropes

and accelerating flow in the vertical cross sections. This is expected from the definition

of Froude number. High Froude numbers across the south of many of these figures are

from strong easterly flow originating in the Fraser valley, and not related to Howe Sound

gap wind.

The Froude number analysis of RAMS output shown in figures 5.35 to 5.37 and

discussed above, indicates a close relationship between gap wind intensity and the Froude

number. This lends support to the notion that the essence of gap winds may be contained

in hydraulic theory, which is a great simplification to the 3D quasi-Boussinesq system

modelled by RAMS.



Chapter 5. Numerical modelling: RAMS results^ 123

5.3 Summary of numerical modelling results

This chapter has quantitatively and qualitatively compared observations with RAMS

model output for the case under consideration. The results show that RAMS is capable

of producing a plausible gap wind simulation which matches conceptual theory and to

a somewhat lesser extent, observations. Modelled surface temperature over the entire

domain, and wind in the northern and central part of the domain are most similar

to observations both in magnitude and temporal trend. Modelled vertical profiles of

potential temperature and wind at Squamish, were very close to observations. Problems

with simulated wind in the south were thought to be due to inadequate resolution of major

valleys and fjords (except the Fraser valley) on grid 2. This resulted in a concentration of

outflow through the grid 2 Fraser valley and consequently via the grid interaction scheme,

stronger than observed modelled easterly wind across the southern grid 4 domain. This

gave modelled winds a larger than observed easterly component and accounts for the poor

comparison with observations for part of the simulation in this region. The increased

modelled gap wind depth which would result from enhanced cold air flow through the

Fraser valley, could also account (from hydraulic theory) for lighter than observed winds

near the mouth of Howe Sound.

Following the evaluation of performance, further analysis of RAMS output was car-

ried out to extend observations particularly in the vertical, to improve understanding

of gap winds. Vertical cross sections of wind and potential temperature showed three

clearly marked layers: the first, a zone of strongest gap wind flow below about 1 km with

neutral stability due to mechanical mixing; the second, a zone of less strong gap wind

and increased stability from about 1 to 2.5 km ; and the third, ambient air above 2.5

km, a stable zone uninfluenced by the gap flow below. Vertical cross sections indicated a

possible analogy between gap winds, and the hydraulic flow of water in a channel. This
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led to discussion of horizontal contours of Froude number computed from RAMS output.

Froude numbers showed areas of supercritical flow located in zones of strongest gap winds

which develop downwind of major obstacles (such as Gambier Island) and channel con-

strictions. This agrees well with hydraulic theory and will be discussed more in chapter

7. The RAMS modelling has also illustrated the technical difficulties in simulating a real

flow of this kind which spans several topographic and atmospheric scales — all of which

must be resolved. For this kind of simulation, accurate (but appropriately smoothed)

representation of the fine scale topography, including all fjords and passes is critical.
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5.4 RAMS momentum balance

Numerical models such as RAMS which solve a major subset of the full Navier-Stokes

equations (ie. the quasi-Boussinesq equations), produce dynamically balanced synthetic

"data" at very high spatial and temporal resolution. If a model produces credible simu-

lations of a phenomenon, the synthetic data can be used in lieu of real data to provide

a more complete analysis and understanding of the phenomenon, as has been done with

RAMS model output. In addition, the model can be used to extract the forces which

make up the individual components of the momentum equation. It is these forces which

act to accelerate or decelerate wind, and hence account for its spatial and temporal vari-

ation. This chapter will describe and discuss the down- and cross-channel components of

the momentum tendency in a valley-following vertical slice. A partial motivation for this

is to aid creation and justification of simpler models, by indicating the relative impor-

tance of the various forces and by providing an indication of which of them can therefore

be ignored.

5.4.1 Results

The RAMS momentum equation (equation A.8) which is described in more detail in

appendix A, is reproduced here,
1^2

a poui p000 &bur'
at^a Ox7

3^ 4

ADV(po u i )+ poTURB(ui)+

( 00
0' + 

1.61ry — rT)ai3 Eij3fui

6
5

This equation gives the momentum tendency, as found in the model, and has six compo-

nents. The components are the:
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1. total momentum tendency, (the acceleration) which is a consequence of the other

tendencies or forces.

2. tendency due to pressure gradient force.

3. tendency due to advection of momentum.

4. tendency due to parameterized sub-grid scale turbulent diffusion.

5. tendency of vertical velocity due to buoyancy.

6. tendency due to Coriolis acceleration.

The horizontal down- and cross- channel components of the above tendencies (except 5,

which is for vertical velocity), were found in a vertical slice which followed the axis of the

main channel in Howe Sound. This was done by transforming the horizontal components

from Cartesian (east, north) components to down- and cross-channel components. The

location of this valley-following slice is shown in figure 5.21, and was the same used to

display vertical cross sections of other RAMS fields in section 5.2.2. The down-channel

direction is defined as tangent to the valley-following vertical slice, while the cross-channel

direction is perpendicular. The time selected was January 31 at 11:00 PST, which is near

the time when RAMS surface wind field was found to agree best with observations (see

figure 5.2). Thirty-six time steps of the model were made (for a total of 180 seconds),

at each of which the five tendencies were extracted. The tendencies shown are averages

of these thirty-six values. The use of average values was not strictly required as the

tendencies changed little over time, so that use of any one set of the thirty-six would

have given a similar result.

Figure 5.38 is a vertical plot of the down-channel wind and momentum tendency

components at the horizontal location of -143.875 km. Total velocity tendency which
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is relatively small, is the sum of the other tendencies. The most important term is

pressure gradient force which is balanced primarily by advection, and at low levels also

by diffusion (friction). These three terms were found to be dominant in other vertical

tendency profiles as well (not shown). Figure 5.39 is a vertical plot of down-channel wind

0^5^10^15^20^-.01^-.005^0.0^.005^.01

DC wind (m/s)
^

DC wind tendency (m/s^2)

Figure 5.38: Vertical plot of down-channel (DC) wind speed and momentum tendencies
for January 31 11:00 PST, at the horizontal location -143.875 km.
pgf - tendency due to pressure gradient force; adv - tendency due to advection; dif -
tendency due to parameterized turbulent diffusion; tot - the actual total tendency due
to all of the others; cor - tendency due to Coriolis effect.

and absolute value of the down-channel momentum tendencies, horizontally averaged over

the slice. Because some tendencies, most notably pressure gradient force and advection,

fluctuate greatly on either side of zero in the horizontal, averaging the actual values
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results in partial cancellation which under represent their relative importance. This is

corrected by looking at average absolute values of tendencies in order to get a picture

of the relative importance of each. The dominant terms, especially near the surface are

pressure gradient, advection and diffusion. The importance of diffusion decreases above

1000 m, becoming first similar in magnitude to, and eventually smaller than, the Coriolis

and acceleration term. Figure 5.40, showing the cross-channel wind and absolute value

of the cross-channel momentum tendencies, gives a similar picture. Pressure gradient,

advection and diffusion are the dominant forces in the gap wind below about 1000 m

elevation. The Coriolis force becomes equal in magnitude to advection and pressure

gradient above 2500 m, while diffusion tends to zero. This is expected since the frictional

drag exerted by the surface (the dominant source of diffusion in the model) decreases

away from it.

Figure 5.41 is a horizontal plot of down-channel wind and tendencies, vertically av-

eraged below 679 m and not including the first level. The first level is excluded, as it is

set equal to level 2 in the model formulation. Clearly pressure gradient force, balanced

by advection and to a lesser extent diffusion, are most important. Coriolis force and the

total tendency are much smaller by comparison. There are large horizontal fluctuations

in pressure gradient force and advection tendencies, with one being a mirror image of the

other. Areas where the wind speed is increasing down the channel are marked by positive

pressure gradient force tendencies, and by negative advection tendencies. The pressure

gradient force is acting to increase the speed down the channel, explicitly resulting in a

negative advection tendency. Figure 5.42 which is a horizontal plot of cross-channel wind

and tendencies vertically averaged below 679 m, gives a similar picture. Diffusion be-

comes an important force when the winds are strong. The large fluctuations in pressure

gradient force indicate that this force is not solely the result of a steady synoptic pressure

gradient, but that hydraulic pressure gradients due to fluctuating gap wind depth are
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0^2^4^6^8^10 12

DC wind (m/s)

0.0^0.001^0.002^0.003^0.004

abs DC wind tendency (m/(s*s))

Figure 5.39: Vertical plot of horizontally averaged down-channel (DC) wind speed and
absolute value of down-channel momentum tendencies for January 31 11:00 PST.
Legend is the same as in figure 5.38.
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Figure 5.40: Vertical plot of horizontally averaged cross-channel (CC) wind speed and
absolute value of cross-channel momentum tendencies for January 31 11:00 PST.
Legend is the same as in figure 5.38.
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important. In summary, pressure gradient force, balanced by advection, and to a lesser

extent, by diffusion, are the dominant forces in this gap wind simulation.

-170^-160^-150^-140^-130^-120^-110^-100

Distance along channel S - N (km)

-170^-160^-150^-140^-130^-120^-110^-100

Distance along channel S - N (km)

Figure 5.41: Horizontal plot of down-channel velocity and down-channel momentum
tendency, vertically averaged below 679 m for January 31 11:00 PST.
Legend is the same as in figure 5.38.

5.4.2 Implications

The important forces for gap winds simulated by RAMS, are pressure gradient, advection,

and to a lesser extent, parameterized turbulent diffusion. The influence of Coriolis force

On down-channel momentum tendency is, as expected, small. The flow was in near steady

state, so the total tendency also was small.

These findings can be used to aid creation of simpler models. Such models should, at

a minimum, contain the pressure gradient force, and advection. Turbulent diffusion or
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-170^-160^-150^-140^-130^-120^-110^-100
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Figure 5.42: Horizontal plot of cross-channel velocity and cross-channel momentum ten-
dency, vertically averaged below 679 m for January 31 11:00 PST.
Legend is the same as in figure 5.38.



Chapter 5. Numerical modelling: RAMS results^ 133

friction, while of lesser importance, could also be included. Pressure gradients are due

to horizontal variation in pressure at a constant elevation. Pressure varies horizontally

because the weight of the atmosphere above a horizontal plane changes. This is due

to horizontal variations in air density, caused mainly by temperature variations. In

searching for simpler models of gap wind flow, two approaches will be taken. The first,

expanded upon in chapter 6, is to consider gap wind flow of constant depth, so that

horizontal pressure gradient at the surface is due to different atmospheric weights above

the gap wind (ie. the pressure gradients are synoptically imposed). The second, and

more realistic, described in chapter 7 is to allow synoptically imposed pressure gradients,

but also to permit the depth of gap wind flow to vary, which also results in horizontal

pressure gradients, and is analogous to hydraulic channel flow.



Chapter 6

Simple analytic models

The use of a full 3-dimensional mesoscale model for diagnosis and forecasting gap winds

routinely is not practical. This is because a 3D mesoscale model capable of realistically

simulating such an event, would take too long to execute on even the fastest computers

presently available. In addition, the technical expertise required to use such a model

would make implementation in a.forecast office difficult. Thus it would be useful to find

simpler models to simulate the flow. While simple models will not be capable of producing

detailed comprehensive simulations, they may be able to provide enough information to

be useful. Overland and Walter (1981), Reed (1981), and Mass and Albright (1985) made

successful use of the Bernoulli equation to explain strong gap, and downslope-like winds.

Toward this, the first step is the elucidation and testing of the simplest analytic

models possible. When considering the flow of air in a channel such as Howe Sound, it

is possible to derive very simple analytic relations to describe the wind, by eliminating

"small" terms from the momentum equation and either ignoring or finding a suitable

parameterization for surface friction. In this chapter, two such models are developed and

compared to observations and RAMS simulation output. The usefulness and applicability

of these models are discussed. This provides impetus to the development of a more

comprehensive model in chapter 7.

134
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6.1 Theory

This section presents the momentum equation and make several simplifications to it in

order to apply it to wind flow in a channel of constant elevation. The derivation follows

that of Jones (1985), except that here an analytic solution for the wind speed is found,

whereas Jones used numerical methods. The momentum equation in vector notation is:

dI7 VP — 1 dr^ fk x V dz+ --
dt^p^p

3
1^2^ 4

(6.1)

where: 17 is the vector wind, t is time, p is air density, P is pressure, f is the Coriolis

parameter, k is a unit vector directed upwards, and T is the eddy stress. In this equation:

term 1 is the Lagrangian acceleration (ie. the acceleration following the flow); term 2 is

the pressure gradient force, term 3 is the Coriolis force, and term 4 is friction. In order

to simplify this equation the following assumptions will be made:

• The channel is straight, and aligned along the x direction.

• Term 3, the Coriolis term can be ignored. As the wind is topographically con-

strained by the channel, geostrophic adjustment is inhibited. This is supported by

the fact that velocity tendency due to the Coriolis effect was found to be small in

the chapter 5.4 force balance analysis (see figures 5.38 — 5.42).

• The friction term (4) can be parameterized using a drag coefficient parameterization

after Deardorff (1972).

The surface stress, 7, = pu* can be set equal to CDu 2 , where CD is a drag coefficient

and u is the 10 m wind speed. According to Deardorff (1972), if h is the height of the

Planetary Boundary Layer (in this case the neutral layer of gap wind flow), and r = 0
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at z h, then the friction term, 4, can be approximated:

1 dr —1 Ts —CDU2 (6.2)
p dz^p h

which assumes the drag is exerted throughout the boundary layer. Under neutral and

stable conditions, 6.2 is a poor approximation because the stress doesn't increase linearly

with height. Deardorff (1972) modified this equation to incorporate stability:

1 dr —Cu 2

p dz^h
C = cCD c = 1 for unstable conditions

c = 2.8 for neutral and stable conditions

Therefore equation 6.1 can be simplified to:

du^d ( u2 1^Cu2
dt^dx k 2^h

—1 dP
where = --

p dx

The balance between pressure gradient, friction and acceleration represents a geotriptic

wind. Implicit in the formulation is that u in the friction term, which is meant to be a 10

m wind, is the same as u in the acceleration term, which is an average speed over depth

h. If friction is neglected altogether, the result is a form of the Bernoulli equation:

du d (u 2 ) —1 dP
dt^p dx^ (6.5)

which can be integrated to give:

U2 UO2 AP
=^—^ (6.6)

where u 0 is the initial speed, AP is the pressure difference between the end point and

the initial point, and u is the Lagrangian velocity. For u 0 = 0 this reduces to:

—2APu=
p

(6.3)

(6.4)

(6.7)
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This result describes the flow neglecting rotation, friction and changes in elevation and

will be called the "Bernoulli" model. Incorporating friction, equation 6.4 can be solved

analytically. This is done by substituting 0 = 12 into 6.4 which results in:2

dc4,^2C
dx^h

which has a solution:
u 2^rah^-2Cx

= = 2C + Ae h

One can find A, by letting u u0 at x 0, resulting in:

9^-2Cx
U =^0,6 --)e h^ (6.10)

C^C

which is the "Friction" model. For u0 = 0 this simplifies to:

h /^-2Cx
u=^h (6.11)

after a long time in a long channel, this reduces to:

u= C (6.12)

which represents the upper boundary of steady state speed.

To see that the above solution reduces to the Bernoulli equation in the limit as C^0,

one can rewrite the Bernoulli equation (equation 6.7) in terms of the horizontal pressure

gradient as:

u = V2yx^ (6.13)

The Friction model (equation 6.11)is:

(6.8)

(6.9)

L. — e h
-2Cx

U (6.14)
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which in the limit as C ---* 0 is indeterminate (= 96 ). To resolve this, L'hospital's rule is

applied:
-2Cx

h

u 2 =^
- e

-2C x 
HMG litc 

lirn u 2^h71^dCC-40 OldCeC h )

u 2
^2x

h

(6.15)

(6.16)

(6.17)

 

u = V2qx (6.18)

which is the same as the Bernoulli result.

The Friction model (equations 6.10 and 6.11) is visually depicted in figure 6.1 showing

wind speed as a function of distance down-channel and boundary layer height over drag

coefficient, h/C, for a pressure gradient of .005 Pa The Friction model neglects

Earth's rotation, pressure gradients resulting from channel elevation changes, and changes

in outflow depth. The effects of varying channel cross section - width constrictions and

expansions - are also not included in the formulation. This model represents a balance

between friction, an externally imposed pressure gradient, and acceleration.

6.2 Results - comparison with observations and RAMS output

In order to assess the two simple analytic models - Bernoulli and Friction - comparisons

with observations and RAMS output will be made for four times during the episode. The

times chosen span the RAMS simulation at six hour intervals. They are (PST): January

30, 23:00; January 31, 05:00; January 31, 11:00; and January 31, 17:00. The stations used

for comparison from north to south are: Squamish Airport (SQA), Squamish townsite

(SQT), Watts Point (WAT), Defence Island (DEF), Brunswick Point (BRIJ), Finisterre

Island (FIN), and Lookout Point (LOO).

The Friction and Bernoulli models have modest input data requirements. The Bernoulli
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Figure 6.1: Visualization of Friction model. Wind speed along channel is represented
on the vertical axis as a function of distance down channel and boundary layer height
divided by drag coefficient (h / C). A pressure gradient of .005 Pa m -1 (5 mb / 100 km)
is used.

model only needs a horizontal pressure gradient (change in pressure between two points),

and a down-channel wind speed at the channel head. In addition to these, the Friction

model needs an estimate of boundary layer height (h), and drag coefficient (C).

There was some difficulty in estimating the horizontal pressure gradient at specific

times. A mean pressure gradient found from a synoptic weather map central to all four

times gave a value of .004 Pa m'. The pressure gradient found by using the reduced sea

level pressure at SQR and LOO, was between .002 and .003 Pa m -1 , while that found

using SQT and LOO gave values between .0083 and .0092 Pa m -1 . The higher pressures
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observed at SQT could be due in part to the presence of a deeper layer of cold air over SQT

than SQR. A simple hydrostatic calculation indicates that a 4 ° temperature difference

over a depth of 1000 m could account for this, however the surface temperatures are

slightly colder at SQR. It was found that the calibration of the electronic barometers used

at these stations changed between the beginning and end of the field season. The pressure

data were subsequently found using a linearly variable calibration, which assumes the

barometer calibration changed gradually and at a constant rate over the field season.

This may not be the case, and could at least account in part for the difference. Because

of this uncertainty, results using both values of horizontal pressure gradient at each time

are shown. The starting down-channel wind speeds were found from the average of winds

at Squamish Airport and Daisy Lake. The initial velocity and pressure gradients used

are shown in table 7.3.

The boundary layer height, h, was found by inspecting the vertical profiles in figure

3.5 and lie between 500 and 900 m. A mean value of 800 in was chosen as appropriate.

The drag coefficient, C, is more difficult to estimate, in part because it is smaller over

water than over land. Garratt (1977) in a review of drag coefficients over oceans and

continents, suggested the following be used for neutral flow over water:

C = .51 x 10 -306 (6.19)

where u is the 10 m wind speed. This results in a value of .0015 for winds of 10 m s'and

assumes that wave action is fully developed. This is not the case during gap wind events

when sea state is fetch limited, so actual drag coefficients over water would be less. Over

land, form drag due to uneven topography, as well as frictional drag are important. An

average value suggested over land is C = .01 which corresponds to a roughness length,

z0 of .2 m (Garratt, 1977). A value of C higher than .01 over land could be appropriate

in Howe Sound due to the rugged terrain and aerodynamically rough vegetation.
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An appropriate drag coefficient for Howe Sound is likely somewhere between the values

for land and water (between .001 and .01), since the sides of the fjord are aerodynamically

rough land, while the bottom is relatively smooth water interspersed with frictionally

rough islands. Drag coefficients are formulated for 10 m winds, while the wind speed

used is a layer average. Thus, drag coefficient values should be less, since layer mean

wind speed is greater than the 10 m wind. These estimates result in h / C values possibly

ranging from 5 — 90 x 104 , with a value of 10 5 being chosen as most appropriate.

Figures 6.2 and 6.3 compare observed down channel wind speeds with those calculated

from the RAMS simulation, Bernoulli model, and Friction model. In these figures and in

subsequent similar figures, the flow is from right to left (north to south) and the horizontal

coordinate matches that of RAMS vertical cross section plots. Two lines are plotted for

each model, one for output from the pressure gradient between Squamish River (SQR)

and Lookout Point (LOO), and the other for output from the pressure gradient between

Squamish Town (SQT) and LOO.

The Bernoulli model, which should represent the upper bound of wind speed, is higher

than observed everywhere, and much higher than observed in the large pressure gradient

scenario. It shows a monotonic increase in speed along the channel. The Friction model,

which also shows a monotonic increase and mostly higher than observed wind speeds, is

closer to observations than the Bernoulli model due to the inclusion of friction. The lower

pressure gradient scenario (based on pressure differences between SQR and LOO), best

matches the observations. Neither model is able to represent decreases in wind speed

along the channel. Inclusion of variable drag coefficients over land and water would have

resulted in slightly flatter curves from the starting point at horizontal coordinate -100

to -126 (over land) in figures 6.2 and 6.3, producing a somewhat better agreement with

observations.
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Figure 6.2: Comparison of observed down-channel winds with winds calculated from:
RAMS simulation; Friction model; and the Bernoulli equation for January 30 23:00 and
January 31 05:00.
The boundary layer height divided by drag coefficient (h / C) value for the friction
calculation is 10 5 . The line labelled "obs" is observed data; "RAMS" is RAMS model
output; the prefix "F-" is output from the Friction model; the prefix "B - " is output based
on the Bernoulli model; the suffix "SQR" means the SQR — LOO pressure gradient was
used; and the suffix "SQT" means the SQT — LOO pressure gradient was used.
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Figure 6.3: Comparison of observed down-channel winds with winds calculated from:
RAMS simulation; Friction model; and the Bernoulli equation for January 31 11:00 and
January 31 17:00.
Legend as in figure 6.2.
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6.3 Discussion

Two simple models of wind flow in a channel have been presented which result from

simplifications to the momentum equation. The Bernoulli model is the balance between

horizontal pressure gradient and acceleration, while the Friction model also includes

friction. Neither model explicitly includes horizontal pressure gradients resulting from

variable gap wind depth or channel base elevation, or horizontal variations in channel

cross section. Both models show a monotonic increase in wind speed, and winds mostly

stronger than observed.

These models would be most applicable in constant elevation channels of relatively

uniform cross section, where hydraulic effects, such as transitions between subcritical

and supercritical flow, do not occur. The minimal ability of these models to accurately

represent gap winds in Howe Sound (with both accelerating and decelerating winds along

the channel), implies that they do not fit the traditional gap wind classification. In

fact, Howe Sound gap winds violate several assumptions implicit in these models. The

model described in chapter 7 will relax the most limiting assumptions to include pressure

gradients resulting from changes in channel elevation and gap wind depth, to incorporate

variations in channel cross section along the fjord, and therefore to implicitly include the

hydraulic effects which were observed in the RAMS simulation.



Chapter 7

Hydraulic channel flow: an analog to gap wind

One goal of this research is to find models of gap wind flow which are both computa-

tionally and conceptually simpler than 3-dimensional mesoscale numerical models. In-

vestigations using simple analytic models with fixed boundary layer heights and channel

base elevations (chapter 6) point out their inadequacy in representing anything but hy-

draulically subcritical, monotonically increasing, down-channel flow. Since gap winds are

a low level flow of dense air, constrained horizontally by fjord walls, and vertically by an

inversion, they would seem to resemble the flow of water in a channel. Moreover, results

from numerical modelling show similarities between gap wind flow and hydraulic flow

(chapter 5): descending, supercritical flow in zones of strong wind; sharply ascending

flow where wind rapidly becomes light and subcritical. For these reasons, it seems that

hydraulic channel flow theory is a potentially useful analog to gap wind flow.

This chapter will describe basic hydraulic theory and extend it to include synoptic

pressure gradients and friction. The model thus created will then be applied to airflow in

rectangular and realistic channels, and compared with observations. Finally, the model

will be used to test the sensitivity of gap wind to initial and boundary conditions.

7.1 Hydraulic theory

Hydraulic theory has been used extensively for many years (often in a civil engineering

context) to study the flow of water in open channels. The developments described in this

section follow closely those which can be found in classical hydraulics textbooks, such

145
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as Henderson (1966), except that here gravity (g) is replaced by effective (or reduced)

gravity (g') to account for the different densities of water and air; a different formulation

for friction is used; and an externally imposed synoptic pressure gradient is included

(something which is clearly of minor importance when considering the flow of water).

Simplified atmospheric applications of hydraulics (which only considered inviscid flow

through rectangular channels and no synoptic pressure gradient) can be found in the

strong katabatic wind theory of Ball (1956) which has been applied by Arakawa (1968),

and Pettre (1982) to strong wind flow in valleys. Pettre (1982) studied the "Mistral" —

a low level flow similar to gap wind which occurs through the RhOne valley in France.

He applied hydraulic theory for a rectangular channel of constant elevation with no

external pressure gradient or friction, and used it to interpret wind observations along

the valley. He found that observed strong flow occurred downwind of the major horizontal

contraction in the valley, which was in agreement with hydraulic theory. A sharp decrease

in wind speed near the end of the valley was attributed to a hydraulic jump. Aircraft

observations of wind and potential temperature corroborated the hydraulic interpretation

of the winds. Pettre (1982) provides a precedent for the application of hydraulic theory

to phenomena like gap wind. The assumptions implicit in the extension of hydraulics to

gap wind, will be discussed after the theory is developed.

Consider two layer incompressible channel flow with the upper, less dense (p2 ) fluid

at rest, while the lower moving fluid of higher density (p i ) is relatively shallow (height h).

Assume flow in the lower layer is parallel to the ground and constant in the cross-channel

and vertical directions, so it varies only in the down-channel direction. This is meant to

be analogous to gap winds' lower, nearly neutral layer of strongest winds surmounted by

a stable layer. Further assume the hydrostatic approximation holds, and the time and

length scales are sufficiently small that Earth's rotation can be ignored. Let the channel

be aligned along the x direction with the configuration and variables shown in figure 7.1,
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and assume the flow is steady-state (it- = 0). The steady-state assumption is supported

by RAMS results in which the total velocity tendency was shown to be small (section

5.4).

With these assumptions, the momentum equation is:

du^,dh^,de 1 dP 1 dr
dx +9 dx +g dx^dx^dz °
1^2^3^4^5

(7.1)

where u is down-channel speed; h is thickness of the lower layer; P is large scale pressure

at the top of the layer; e is the channel elevation; T is the eddy stress; g' (p1pip2) x g =

(92 - 9i ) x g is reduced gravity; and p is air density. In equation 7.1: term 1 is velocity

advection; term 2, is a horizontal pressure gradient force due to a gradient in the thickness

of the dense air; term 3, is a horizontal pressure gradient force due to changes in valley

bottom elevation; term 4, is an external pressure gradient force imposed at the top of the

system (alternately referred to as a "synoptic pressure gradient"); and term 5, is friction.

The equation of continuity in the outflowing air is:

Q = uA = uhb = constant

_ Q dQ 0
dx^dx

where A is channel cross sectional area, b is mean width, and Q is total discharge which

is conserved along the channel.

If one divides equation 7.1 by g', and uses continuity to replace u by g the resulting

equation is:
^Q 2  dA dh de^1 dP^1 dr

—^0
9' A3 dx + dx + dx + gip dx g' p dz

where, by the chain rule:
dA d(hb) -dh^db
dx^dx^dx + - dx

(7.2)

(7.3)

(7.4)

(7.5)
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Figure 7.1: Definition sketch for airflow in a channel.

If one defines the channel slope, So as positive "down hill", then cd-t- = —So . If the external

pressure gradient is defined as a "slope", Sp, and made positive for decreasing pressure
dPalong x, then —gi

1
 p —dz. = —Sp. The momentum equation can now be written:

hQ 2 d7)^1 
dz
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= Sp + So + 
g'A 3 dx g'p

—g'A3 dx
(7.6)

The Froude number as before is defined as:

F =  ^ (7.7)
fg'h
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If friction is parameterized as in chapter 6, then the momentum equation can finally be

written:
dh^P h dr)

(1 — F2)—
dx =Sp + So^b dx 

C F2 (7.8)

This equation lies at the heart of the hydraulic model. It is similar to standard hy-

draulics treatments (for example Henderson (1966)) except that gravity has been replaced

by reduced gravity, an external pressure gradient is included, and friction is parameter-

ized as discussed in chapter 6. Despite its apparent simplicity, the equation can describe a

variety of complex flow situations. It incorporates pressure gradients which are externally

imposed, pressure gradients due to changing channel elevation, and pressure gradients

due to changing boundary layer depth. It can incorporate friction, and channels of vari-

able cross section. This equation relaxes many of the most limiting assumptions of the

analytic models described in chapter 6. This will be discussed further in section 7.2.

As discussed in chapter 5, Froude number determines the flow regime: if the Froude

number is less than 1, flow is subcritical; if the Froude number is greater than 1, flow

is supercritical; and if it is equal to 1, flow is critical. Since the Froude number is the

ratio of fluid speed to wave speed, supercritical flow means that fluid travels faster than

gravity waves on the fluid interface. Therefore, in supercritical flow, fluid disturbances

can only propagate downstream — no "information" can propagate upstream, so that it is

controlled by upstream conditions. Supercritical flow is directly analogous to supersonic

flow in gases with Mach number greater than 1. In subcritical flow which is controlled

by downstream conditions, information can propagate both up and downstream.

7.1.1 Hydraulic flow regimes

Equation 7.8 permits solutions of different characteristics depending upon whether the

flow is sub- or supercritical, and the sign of the right hand side of the equation (ie.
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the steepness of the channel and pressure slope compared to friction and the amount of

horizontal contraction). At each location along the fjord, it is possible to find the critical

depth, h,, the depth at which the flow at that location would be critical (F = 1). This is

found by setting the Froude number to 1 in equation 7.7 and solving for h c . For channels

of rectangular cross section, this is simply h, = 13/ -112 (after Henderson (1966)). Forg' A 2

non-rectangular channels, this will in general have to be found iteratively since A is a

non-constant function of h. The critical speed can also be defined as the speed when the

flow is critical: ti c = which can be found directly once h, is known.

If the flow depth is below the critical depth, then the speed will be greater than the

critical speed and the flow will be supercritical with a Froude number greater than 1,

and vice-versa for subcritical flow. It is the occurrence of supercritical flow which creates

the strongest winds in a channel.

In channels of constant slope and cross section it is possible to define a flow state called

uniform flow (Henderson, 1966), in which state the fluid thickness is constant = 0),

and the pressure and channel slope terms are exactly balanced by friction (since with

constant cross section the contraction term — F2 h cil;^•in equation 7.8 is zero):dx

SP+So=CF 2 (7.9)

Uniform flow could really only exist for long channels of uniform slope, roughness and

cross section. The flow in such a channel would asymptotically tend toward uniform flow.

It can be seen that if the channel is horizontal (S0 = 0), and since Sp = lig7 (with the

pressure gradient force, = _ip r. as in chapter 6), the condition of uniform flow reduces

to

u
^i1 h

C

which is the same as equation 6.12 and was the result found in the friction model after

the flow had evolved over a long time (as t --+ oo). Uniform flow will have a certain

(7.10)



Chapter 7. Hydraulic channel flow: an analog to gap wind^ 151

depth, Ito , called the uniform depth, that can be determined for a given location by

solving equation 7.9, which in general must be solved iteratively. Locations where the

total slope, ST (= Sp + S0 ), is zero or negative, have undefined uniform depths. Even

though gap wind flow in natural channels is probably never uniform, (the channel cross

section varies so the contraction term on the right hand side of equation 7.8 is non-zero)

the concept of uniform flow along with that of critical flow, is useful in understanding

possible hydraulic flow regimes in channels where variations in cross section are negligible.

Situations where the total slope, ST, is greater than the friction term for critical flow,

must have supercritical uniform flow and therefore a uniform height, It o , less than the

critical height, II,. Such slopes are called "steep". Situations where the total slope, ST,

is less than the friction term for critical flow, must have subcritical uniform flow and

therefore a uniform height, h o , greater than the critical height, h.,. Such slopes are called

"mild". If the total slope equals the friction term for critical flow, then the flow is critical,

and the slope is called "critical". Flows with total slopes that are horizontal, or adverse

cannot have uniform flow (since friction and opposing slopes would eventually decrease

the wind speed to zero, giving infinite uniform height)(Henderson, 1966).

It is difficult to apply equation 7.8 where the flow crosses transitions between sub-

and supercritical, since several of the terms become zero, making large or infinite. An

additional complication is that equation 7.8 does not incorporate the loss of momentum

and energy which occurs in a turbulent hydraulic jump. This will be treated later by

considering conservation of momentum.

The concept of controls is a very important one in hydraulic theory. A control is a

channel feature that fixes the flow in its locality. A control can act to force subcritical

flow upstream and supercritical flow downstream, when flow becomes critical at the

control. A control is the only location where the flow can transit from subcritical to

supercritical. The reverse transition, however, from supercritical to subcritical, which
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occurs as a hydraulic jump does not in general occur at a control, although its location

is determined by a control further downstream (Henderson, 1966).

Whether or not a feature will act as a control, depends on both the boundary condi-

tions (pressure slope, terrain slope, amount of horizontal contraction, and friction), and

the flow itself (discharge, speed and depth). Under certain flow conditions a feature may

act as a control while under other conditions it will not. If a feature acts as a control, then

the right hand side of equation 7.8 will change signs from negative to positive. This can

occur when the slope changes from "mild" to "steep", or near the location of maximum

horizontal contraction. The reverse change, from positive to negative, may result in a

hydraulic jump, although this will usually occur further downstream. A fixed boundary

layer height at the channel terminus, like a reservoir, acts as a control on upstream flow.

Figure 7.2 shows schematic examples of gap wind through the above features in flow

situations where they do and do not act as controls. In river channel hydraulics other

features such as weirs, flumes and sluice gates may also act as controls.
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Figure 7.2: Longitudinal profiles of channel flow height through various features that: do
act as controls; don't act as controls because the flow is too slow and deep (subcritical);
and don't act as controls because the flow is too fast and shallow (supercritical)



Chapter 7. Hydraulic channel flow: an analog to gap wind^ 154

7.1.2 The energy equation

The momentum equation gives considerable qualitative channel flow information, and

could also be used in a numerical integration to find it quantitatively. The traditional

approach in hydraulics however is to use an integrated form of the momentum equation.

This is a statement of conservation of energy and a form of the Bernoulli equation. The

energy equation can be found by starting with the equation of momentum (equation 7.1),

dividing it by g' and making the substitution for the friction term of equation 6.3 and

the pressure slope defined before, resulting in:

u du dh de^Cue
+ + — P ^ =0g' dx dx dx^g'h

This equation is now integrated along x:

(7.11)

20 (

u
h e) = (Sp — CF 2 )Ax^(7.12)

where the left hand side is the change in total energy along x (the change in "head"), and

the right hand side contains the factors causing the total energy to change (friction, and

external pressure gradient). The over bar denotes an average over the horizontal interval

Ax. This equation is the one used in the "step method" to be discussed later to find the

flow between control points. The first two terms on the left hand side of equation 7.12

define the flow "specific energy":
u

E = 2— + h^ (7.13)
2g'

That this equation is actually a cubic in h, can be easily seen in the case of a rectangular

channel where Q uhb with b the width. If u 2 is replaced by h+ 2/7 , then the result is

h3 — Eh 2 + 29 2b2 = 0. This equation has generally three roots, of which one is negative and

can be ignored. The two positive roots represent different values of h at which the flow

can have the same specific energy. This can be seen in figure 7.3 which depicts h versus
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E for a particular discharge and width. Flows through valleys of varying cross section

are represented by a family of such curves. The two heights possible for a given discharge

are called "alternate" heights. The smaller h value is for supercritical flow, while the

larger is for subcritical flow. At the minimum in E, there is only one positive root, at the

critical height, It,. A similar analysis could be used for non-rectangular channels, except

that in general the roots must be found iteratively.

Figure 7.3: Schematic illustration of h versus specific energy for a particular flow condi-
tion (after Henderson (1966)).

7.1.3 The hydraulic jump

When flow transits from super- to subcritical in a hydraulic jump, there is considerable

energy loss due to turbulence. This energy loss is not represented on the right hand

side of equation 7.12, so the equation breaks down and cannot be used to find the flow.

Instead, a technique utilizing conservation of momentum principles can be used on either

side of a hydraulic jump (Henderson, 1966).
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Consider the slab of air containing a hydraulic jump in the channel depicted in figure

7.4. Ignoring the frictional drag of the channel which is a minor term compared to the

P2

hydraulic jump

FH1
P1

FH2

Figure 7.4: Forces acting on a slab of air on either side of a hydraulic jump

energy lost in the hydraulic jump, the change in momentum across the slab must equal

the difference in hydrostatic forces acting on each face of the slab:

A(Q Pu) = Q Pu2 — Q Pui (7.14)

= FH -- FH2 (7.15)

where F H is the hydrostatic force acting on the face of each end of the slab. The hy-

drostatic thrust is equal to the mean pressure due to the weight of air times the cross

sectional area:

F H = (7.16)

where h is the height of the centroid of cross sectional area A. If the slab under consid-

eration was large, we would also need to consider an addition to the hydrostatic thrust

by externally imposed pressure gradients and an additional force due to the mass of the

slab on a slope. However, we are only interested in the case when the length of the

slab is small — just large enough to contain the jump, which in the present treatment is

considered to be vertical. Additionally we assume that the pressure on top of the cold

air layer is the same on either side of the jump. Equating the change in momentum to
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the difference in forces, after some manipulation results in the following:

Q2^Q2

g l A2^g'Ai
^+ A2h2 ^ + Alhi) = 0 (7.17)

This equation can be solved iteratively for the two heights on either side of the jump (h 1

and h 2 ), which are called "conjugate heights". For rectangular channels it can be solved

directly, leading to the well known hydraulic jump equation (Henderson, 1966):

2-47 =^+ 8F? - 1)

where F1 is the upstream Froude number.

(7.18)

7.2 The hydraulic model

With an equation for conservation of energy (equation 7.12) which is applicable on ei-

ther side of a transition from sub- to supercritical flow, and conservation of momentum

(equation 7.17) which is applicable on either side of a transition from super- to subcritical

flow, it is possible to construct a model describing the flow of a relatively dense fluid (in

this case cold air) underlying less dense fluid (in this case warm air) in a channel. The

equations and definitions used are repeated here for clarity.

The energy equation:

h e) (Sp — CF 2 )0x

The hydraulic jump equation:

Q2^

g/A1

Q2

g f
^ + A2h2 ^ +^) 0
A2 

where:

SP - —dP = the externally imposed pressure gradient (expressed as a slope)g p dx

C = a frictional drag coefficient

(7.19)

(7.20)
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F = ^ = the Froude number
-Vg'h

h = the height of fluid (gap wind) above ground level

e. = the elevation of the valley floor above some datum

Q = uA = uhb the total discharge of fluid (gap wind), which is assumed to be conserved

along the channel

u = the mean velocity in the fluid (depth averaged gap wind speed)

— ^ x g — (82B 01) x g = reduced gravity

p = the fluid (air) density

A = the cross sectional area, which is a function of x and h

= h= the mean channel width

The input data required to solve the above equations are:

• Q, the discharge of outflowing air.

• a tabulation of cross sectional area, A, for various heights at various horizontal

locations along the channel

• e, the elevation of the channel floor at various horizontal locations along the channel

• 01 , 02 , the potential temperature of the lower and upper air layers

• the externally imposed horizontal pressure gradient along the channel

• C, drag coefficient values at horizontal locations along the channel

• h f , the height of gap wind at the end of the channel

The model described by the above equations relaxes the most limiting assumptions

of the analytic models described in chapter 6 by including parameters such as: varying

channel elevation and cross section; externally imposed pressure gradients; friction; and
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variations in the height of gap wind. There remain however, a number of assumptions

implicit in the hydraulic model itself, as well in its extension to gap winds. The hydraulic

model (even as applied to water) is only valid where the flow is steady in time, gradually

varying in space, 1-dimensional, and on slopes which are not too steep. Thus transient

phenomena such as waves are not incorporated. Flows which are rapidly varied in space

such as hydraulic jumps and drops, are constructed by the superposition of gradually

varying sections.

The extension of hydraulics to gap wind adds other assumptions. The gap wind should

bear some resemblance to water — a clearly marked lower, more dense layer surmounted by

a definite inversion. The hydraulic model does not incorporate entrainment of air from

above, or any other interactions with overlying air (other than an externally imposed

pressure gradient) such as transport of momentum. This could be a problem in cases

where lower level air is not clearly of different density than the air above. Velocity in

the hydraulic model is a layer mean velocity which is assumed to be constant across

the entire channel (1-dimensional). In fact, as observations and RAMS simulations have

shown, velocity is not constant across the channel, with certain regions having greatly

enhanced flow. This can be the case in river channels as well, and its affect on the height

profile incorporated by multiplying the velocity head term (--u2 ) in the energy equation by2.9 1

a velocity coefficient, a, which varies between 1.1 and 2.0, according to Hoggan (1989).

This correction was felt to be small and of unknown validity for gap wind, so was not

used. In any case the correction only applies to the fluid depth, not its velocity. It is

assumed that energy losses due to channel sinuosity are negligible. There are empirical

ways to account for this in river hydraulics, but these were not tried.
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7.2.1 Method of solution — hydmod

The energy equation is solved over finite steps, in an upstream direction (usually) for

subcritical flow, and in a downstream direction (always) for supercritical flow. This is

called the "step method" in classical hydraulics. The equation is always solved in reaches

betwecn control points, with a complete solution for the entire fjord being comprised of

the superposition of solutions over individual reaches. For subcritical flow, the influence

of downstream control points can extend upstream through other control points as far as

necessary. Likewise, supercritical flow resulting from an upstream control point, can ex-

tend downstream through other control points if necessary. The hydraulic jump equation

is used to determine the location of a hydraulic jump in reaches where there is supercrit-

ical flow from an upstream control point, and subcritical flow from a downstream control

point. In the model it is possible for subcritical flow from a downstream control point

to extend "influence" upstream far enough to "drown" an upstream control point which

created supercritical flow, resulting in no supercritical flow, and no hydraulic jump. A

flow diagram of the model created as part of this work to solve these equations, called

hydmod, is shown in figure 7.5.

The terrain data (C, e, and A at 100 m intervals of h from the ground to 2000 m

above ground) are input along the valley at regular intervals (every 2500 in in this case).

Since the input intervals are too coarse to solve the energy equation accurately, data

are interpolated horizontally using cubic splines to the much higher resolution (62.5 m)

model spacing. At high resolution horizontal locations, cubic splines are computed for

cross sectional area (A) as a function of height, giving A at any height for any horizontal

location along the fjord. Once initial data have been input and interpolated to the

model resolution, the model: computes critical and uniform flow at all points; finds all

potential control points; computes sub- and supercritical flow up and downstream from
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each potential control point assuming critical flow at the control point; solves the actual

flow (which may or may not become critical at any control point); and finally outputs /

plots the results. The model is coded in FORTRAN 77, while the plotting and analysis

module is in S+.

It was necessary to make a few somewhat arbitrary assumptions in creating the hy-

draulic model. Hydmod uses the initial height and speed of gap wind only to compute

the discharge. Uniform height and speed are used as the actual initial conditions. This is

because incorrect specification of height and speed could create initial conditions which

are physically unrealistic resulting in an incorrect simulation. For example if the specified

initial conditions made the flow subcritical and deeper than the uniform height, then the

flow depth would increase in height as though the flow were into a "reservoir". The cross

sectional area above 2000 m, or above the highest terrain in each cross section, is assumed

to be rectangular. This can be justified by considering that if the gap flow reaches this

height, then it is probably flowing over the mountains on either side of the fjord as well,

so the air itself provides a kind of lateral boundary. None of the simulations made had

flow depths as great as this.
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Figure 7.5: Simplified flow chart for hydrnod.
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7.3 Results

Hydmod is used to simulate gap winds in both a "realistic" representation of the Howe

Sound fjord, and in an idealized rectangular channel with one horizontal contraction.

The purpose of tests using a rectangular channel are to check the model's veracity, and

to elucidate the role of various initial and boundary conditions.

Hydmod can test the sensitivity of the flow to various parameters. The external pa-

rameters which can be tested are: synoptic pressure gradient; height and speed of gap

wind at the start of the channel (ie. variations in discharge); height of gap wind at the

channel exit; and effective gravity, which is a function of the difference in potential tem-

perature between the upper and lower layers. In addition the effect of internal parameters

can be tested: the frictional roughness of the fjord; and the configuration of the channel

itself. In order to test the sensitivity of the flow to various parameters, most probable

values, and the likely range of each must be specified. This is straightforward for some

parameters, and more difficult for others.

The average observed value of synoptic pressure gradient is 0.004 Pa m -1 from the

sea level pressure analysis shown in figure 3.10b and will be used as the most probable

value, while a likely range would be from 0.0 to 0.02 Pa m -1 . The observed average gap

wind initial height value of 800 m will be used as the most probable value, while a likely

range would be from 150 to 1500 m. These values will also be used for gap wind height at

the channel exit. An average observed gap wind speed at the head of the fjord of 5 in s -1

will be used as the most probable value, while a range of 1 m s -1 to 15 in s -1 is chosen as

most likely. An estimated drag coefficient value of 0.01 (chapter 6) will be used as most

probable, with a range of 0.001 - 0.02 chosen as likely. The average observed potential

temperature in the gap wind layer of 267 K will be used as the most probable values.

The likely range in potential temperature difference between upper and lower levels is
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1 to 20 K. The maximum value of 20 K is from observations of a very severe gap wind

event by Jackson (1993). The most probable value chosen for the potential temperature

of the upper layer in the rectangular channel tests is in the middle of this range — 277 K.

The most probable input values and likely range used for the rectangular channel tests

are summarized in table 7.1.

In the plots which follow, a force balance analysis of the hydraulic model output has

been carried out. To facilitate comparison with RAMS, the hydmod force balance has

been made as compatible as possible with that of the RAMS simulation. The forces are

defined as follows, by multiplying equation 7.1 by —1:

du ,dh ,de 1 dP 1 dr—u— -g - - 
g dx dx — 

—

dz --= 0 (7.21)
dx dx   
1 2 3 4 5

where the terms are velocity tendencies caused by: 1 - advection; 2 - pressure gradient

due to changing height; 3 - pressure gradient due to changing channel elevation; 4 -

external pressure gradient; and 5 - friction. A direct comparison of forces is difficult for

several reasons. It is difficult to separate the horizontal pressure gradient term in RAMS

into elevation, gap wind height, and external pressure gradient components. The RAMS

force balance analysis was a vertical average in the fixed layer below 679 m, whereas the

hydmod forces pertain to the entire gap wind layer. Also, in hydmod the Coriolis force is

not represented, and the total tendency is zero by definition.

Sensitivity tests are carried out for both the rectangular and realistic channel in the

following way. All input parameters are held constant at the most likely value, except one

which is varied through the probable range in ten increments. The results are summarized

in plots of maximum and mean gap wind versus the input parameter which was varied

so that sensitivity of the wind to that parameter can be assessed.
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Input Variable most likely value probable range
ho

initial height
800 m 150 - 1500 m

h f
ending height

800 m 150 - 1500 m

uo
initial speed

5 m s' 1- 15 m s -1

dp
cls

pressure gradient
0.004 Pa m -1 0.0 - .02 Pa m-1

01

lower pot. temp.
267 K 267 K

02
upper pot. temp.

277 K 268 - 287 K

C
drag coefficient

.01 .001 - .02

Table 7.1: Values used in hydmod runs and sensitivity tests for the rectangular channel.

7.3.1 Rectangular channel

The rectangular channel used to test the model and help assess the importance of initial

and boundary conditions is 50 km in length and 5 km in width. In the centre of the

channel there is a width contraction to 3 km. The channel is horizontal, although the

effect of varying external pressure gradients is like "tilting" it. The effect of the horizontal

width contraction is similar to that of a terrain elevation maxima which is effectively a

vertical contraction.

Figures 7.6 and 7.7 show flow height, speed, Froude number, and force balance com-

ponents along the channel for a hydmod simulation with the most likely input data

parameters (flow is from right to left). The incoming subcritical flow speed increases

and height decreases as it nears the contraction where the flow transits to supercriti-

cal. Downstream of the contraction, the flow is supercritical for a short distance before
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transiting to subcritical in a hydraulic jump. The subcritical flow downstream of the con-

traction is determined and controlled by the gap wind depth at the end of the channel.

The peak wind speed is located in the supercritical zone immediately downstream of the

contraction. The shape of the Froude number (figure 7.7a) and wind speed plots (7.6b)

are similar and opposite in character to the gap wind height plot (7.6a). This follows

directly from the definition of Froude number. In this (figure 7.7b) and subsequent force

balance analysis plots, lines labelled "advection" and "friction" are components of accel-

erations due to advection and friction. The lines labelled "pgf elevation", "pgf height",

and "pgf external" represent components of acceleration from horizontal pressure gra-

dient forces due to: channel elevation changes, gap wind height changes and externally

imposed pressure gradients, respectively. The force balance analysis plot (7.7b) clearly

shows the largest forces within the contraction are the pressure gradient force due to

horizontal gradient of gap wind height, and advection which opposes it. Friction and the

external pressure gradient force are smaller. The main force balance is between height

pressure gradient and the external pressure gradient in subcritical flow away from the

contraction. This agrees qualitatively with the RAMS force balance analysis presented in

chapter 5.4 which showed the main balance was between pressure gradient and advection.

The sign and character of the hydmod forces near the contraction are qualitatively similar

to the RAMS forces shown in figure 5.41 between -120 and -160 km for example. In the

RAMS force balance, the zone of increasing wind has positive velocity tendency due to

pressure gradient, which is partially balanced by a negative advection velocity tendency,

and vice versa in the zone of decreasing wind. This is similar to the force pattern in figure

7.7b near, and downstream of the contraction. The magnitude of the hydmod forces are

however considerably larger than the RAMS forces.
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Figure 7.6: Gap wind flow for rectangular channel with "most likely" input parameters.
a) Height of gap wind; b) Gap wind speed.

Sensitivity tests

Figures 7.8 to 7.13 show the sensitivity of mean and maximum wind speed to h o (initial

gap wind height), hf (gap wind height at end of channel), u o (initial wind speed), `,17 -

(external pressure gradient), g' (effective gravity - by varying the potential temperature

of the upper layer over a 20° range), and C (drag coefficient).
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Figure 7.7: Cap wind flow for rectangular channel with "most likely" input parameters.
a) Froude number; b) Force balance components.
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Figure 7.8: Sensitivity of mean and maximum gap wind speed to changes in h o (initial
gap wind height) for a rectangular channel with one contraction.
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Figure 7.9: Sensitivity of mean and maximum gap wind speed to changes in h f (gap
wind height at end of channel) for a rectangular channel with one contraction.
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Figure 7.10: Sensitivity of mean and maximum gap wind speed to changes in u 0 (initial
wind speed) for a rectangular channel with one contraction.
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Figure 7.11: Sensitivity of mean and maximum gap wind speed to changes in 2 (external
pressure gradient) for a rectangular channel with one contraction.
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Figure 7.12: Sensitivity of mean and maximum gap wind speed to changes in g' (effective
gravity) for a rectangular channel with one contraction.
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Figure 7.13: Sensitivity of mean and maximum gap wind speed to changes in C (drag
coefficient) for a rectangular channel with one contraction.
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The results show that increases in It o , 110 , and di lead to increased gap wind speed -

this will be called positive sensitivity. Increases in h 1, and C lead to decreased gap wind

speed - this will be called negative sensitivity. Increases in g', first increase and then

decrease the maximum wind speed (ie. there is an optimum g'), while the mean wind

speed shows a slight, but steady decrease.

The sensitivity of flow speed to It o (figure 7.8) and u0 (figure 7.10) shows similar

positive sensitivity and will be grouped together for discussion. The maximum flow speed

has the greatest sensitivity - the largest increase across the range - to these variables.

Three distinct regions of flow can be noted from the maximum wind speed curves in

each of figures 7.8 and 7.10. The first zone, at low values of /t o and tio , has subcritical

flow throughout the channel. Typical flow characteristics from this regime are depicted

in figures 7.14 and 7.15 which are for /t o of 300 m. The flow everywhere is subcritical,

with maximum speed at the channel contraction. The force components show a balance,

mainly between the external pressure gradient force and the height pressure gradient

force. Since the RAMS force balance analysis doesn't differentiate between the various

pressure gradient components of the force balance, this would correspond to a small

pressure gradient term - between -100 and -120, and -155 and -170 km in figure 5.41.

Advection becomes important near the contraction and gap wind height increases along

the channel.

The second distinct flow regime in the sensitivity of wind to h o and u0 is when

critical flow begins. This is indicated in figures 7.8 and 7.10 by a very rapid increase in

maximum wind speed. Figures 7.6 and 7.7, which depict the flow for the "most likely"

input parameters, show this mixed flow transition.

The third sensitivity regime occurs with large h o and uo , where the flow speed in-

creases at a rate similar to the subcritical regime. Here, the extent of supercritical flow
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is increasing and the various flow features resemble figures 7.6 and 7.7 except the super-

critical flow downstream of the contraction is of greater extent.
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Figure 7.14: Gap wind flow for rectangular channel showing subcritical regime, with
h o = 300 m. a) Height of gap wind; b) Gap wind speed.

The flow speed sensitivity to dc-L=. (external pressure gradient, figure 7.11) is positive

and similar to that for h0 and u0 . Again, there are three distinct regimes, the low speed

regime where the flow in everywhere subcritical, a middle regime of rapidly increasing

maximum flow where the flow is starting to become supercritical near the contraction,

and a regime for large values of 'ff-, where the extent of supercritical flow is increasing.

In the third regime, supercritical flow exists as an initial condition at the start of the

channel, transits to subcritical in a hydraulic jump upstream of the contraction, transits
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Figure 7.15: Gap wind flow for rectangular channel showing subcritical regime, with
ho = 300 m. a) Froude number; b) Force balance components.

to supercritical at the contraction, and then jumps back to subcritical further downstream

under the controlling influence of the fixed gap wind height at the channel end. This can

be seen in figures 7.16 and 7.17 which are for d(-1-:- of 0.013 Pa m -1 . In the RAMS force

balance, figure 5.41, friction is an important component in the zone of strong supercritical

flow (near location -145 km), however it is less than or equal to the advection term. The

plots for maximum-dc-E- of 0.02 (figures 7.18 and 7.19), show supercritical flow throughout

the channel, except near the end where the flow jumps to subcritical due to the end of

channel control. In the supercritical flow created by the large externally imposed pressure

gradient, the primary force balance (figure 7.19b) is between external pressure gradient
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and friction. Advection and height pressure gradients are smaller, but become important

near the contraction.
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Figure 7.16: Gap wind flow for rectangular channel showing predominantly supercritical
regime, with LE = 0.013 Pa m -1 . a) Height of gap wind; b) Gap wind speed.

The sensitivity of gap wind to h f is opposite to that of /to . Increasing values of Iv

mean that subcritical flow controlled by the the end point height is able to propagate

further upstream, resulting in decreased flow speeds in the channel. Once again, there are

three flow regimes apparent in figure 7.9. The first, for low values of hf have relatively

high wind speeds. Here, the height of the gap wind at the channel end is too low to act as

a control so that no influence is exerted upstream. The second flow regime with h f of 450

to 1050 m, is where the end point is able to act as a control on the flow. This is similar
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Figure 7.17: Gap wind flow for rectangular channel showing predominantly supercritical
regime, with r .= 0.013 Pa m -1 . a) Froude number; b) Force balance components.

to the simulation with the "most likely" input parameters shown in figures 7.6 and 7.7.

The third regime, for large values of h f, is one in which the downstream control is able to

completely "drown" the flow upstream, forcing slow, subcritical flow throughout. This

is shown in figures 7.20 and 7.21 which are for h f of 1050 m.

The sensitivity of the flow speed to increasing C (drag coefficient) is also negative

with increasing drag coefficient resulting in decreasing wind speed (figure 7.13) as would

be expected. However the sensitivity is not large compared to most of the other param-

eters. Indeed the curve is quite flat for values of C larger than 0.003. This is because

the frictional term in the force balance is typically of minor importance compared with
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Figure 7.18: Gap wind flow for rectangular channel showing entirely supercritical regime,
with ( 3 = 0.02 Pa^a) Height of gap wind; b) Gap wind speed.

dx

changes in gap wind height, external pressure gradient, and advection. In the case of

predominantly supercritical flow, the sensitivity would be much more negative (as it is

for small C values), because the force balance is primarily between friction and external

pressure gradient. Initially high flow speeds for low values of C (0.001), are due to prop-

agation of supercritical flow through the contraction which jump to subcritical further

downstream in response to the upstream influence of h f. This is shown in figures 7.22 and

7.23. Larger drag coefficients result in critical flow at the contraction, with subcritical

flow extending upstream and supercritical flow downstream.

The sensitivity of gap wind flow to g' (effective gravity) shown in figure 7.12 is mixed.
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Figure 7.19: Gap wind flow for rectangular channel showing entirely supercritical regime,
with`f-' 0.02 Pa m -1 . a) Fronde number; b) Force balance components.clx

/

The mean flow speed declines as g' increases while the maximum speed first increases and

then declines. The initial flow, for low values of g' is nearly everywhere supercritical. This

flow state is shown in figures 7.24 and 7.25. Supercritical flow can exist for relatively

small wind speeds with low g' because of the inverse relationship between g' and the

Froude number. As for the case of supercritical flow with large dc-t', the force analysis

(figure 7.25b) shows the main balance is between friction and external pressure gradient,

and that changes in height are only important near the contraction. A difference between

the two situations (large 11,-/ ' , and small g') is the force component magnitudes are much

smaller for small g', resembling RAMS force balance component magnitudes. Because
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Figure 7.20: Gap wind flow for rectangular channel showing influence of downstream
control on flow, with hf = 1050 m. a) Height of gap wind; b) Gap wind speed.

the force balance is between external pressure gradient and friction in these situations,

the friction model of chapter 6 would be an appropriate simple model to apply. This

is expected since under these conditions, the pressure gradient resulting from variations

in gap wind height which is fundamental to hydraulic flow, will be small compared to

other forces. Values of g' in the middle of the probable range result in a mixed flow

regime similar to the "most likely" flow shown in figures 7.6 and 7.7 with supercritical

flow downstream of the contraction and subcritical flow upstream. The effect of this is to

increase the peak wind, but decrease the mean wind - the flow becomes more variable.

As g' is further increased the flow becomes subcritical everywhere, resulting in decreased
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Figure 7.21: Gap wind flow for rectangular channel showing influence of downstream
control on flow, with h f = 1050 m. a) Froude number; b) Force balance components.

peak wind speeds and somewhat decreased mean wind speeds. This flow regime is shown

in figures 7.26 and 7.27. Simulations for small values of g' may not be valid due to

violation of basic assumptions in the extension of hydraulics to gap winds.
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Figure 7.22: Gap wind flow for rectangular channel showing effect of small frictional
drag, with C = 0.001. a) Height of gap wind; b) Gap wind speed.
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Figure 7.23: Gap wind flow for rectangular channel showing effect of small frictional
drag, with C = 0.001. a) Froude number; b) Force balance components.
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Figure 7.24: Gap wind flow for rectangular channel showing effect of small effective
gravity due to a difference in potential temperature between the layers of 1° C. a) Height
of gap wind; b) Gap wind speed.
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Figure 7.25: Gap wind flow for rectangular channel showing effect of small effective
gravity due to a difference in potential temperature between the layers of 1° C. a) Froude
number; b) Force balance components.
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Figure 7.26: Gap wind flow for rectangular channel showing effect of large effective gravity
due to a difference in potential temperature between the layers of 19° C. a) Height of
gap wind; b) Gap wind speed.
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Figure 7.27: Gap wind flow for rectangular channel showing effect of large effective
gravity due to a difference in potential temperature between the layers of 19° C. a)
Froude number; b) Force balance components.
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7.3.2 Howe Sound — realistic and modified channel

Results from rectangular channel simulations are useful to clearly show the effects of

varying external parameters, and to better understand atmospheric application of hy-

draulic theory. They will serve as a benchmark for comparison with the results from

channels of more realistic, geometry. Such a channel has been constructed, as mentioned

previously, by taking cross sections perpendicular to the channel orientation at 2500 m

intervals from Squamish Airport (SQA) near the head, to Lookout Point (LOO) at the

mouth of Howe Sound. The cross section locations are shown in figure 7.28 and the

area data are summarized in tables B.1 and B.2 in appendix B which tabulate the cross

sectional area below the given height in 100 m intervals from 0 to 2000 m, at each of the

21 locations (0 km is SQA, 50 km is LOO).

One problem with using actual terrain cross section data without modification stems

from limitations inherent in the hydraulic model. Hydmod is 1-dimensional. It allows

variation in the flow only in the along-channel direction, and presumes that flow in the

lower layer is constant in the vertical and cross-channel directions. Observations and

RAMS simulation results (figure 5.16) indicate the flow is not constant in the cross-

channel direction, especially where the channel widens. Rather, observations suggest the

significant flow is constrained by topography to the main channel along the eastern side

of Howe Sound, with more stagnant flow elsewhere. Tests using the unmodified terrain

cross section data shown in tables B.1 and B.2, which will be presented subsequently,

show simulated gap winds too slow and shallow where the channel widens. To circumvent

this problem, a modified channel was created by connecting the main ridge lines of Anvil,

Gambier, and Bowen Islands with a vertical "wall". The location of this unique numerical

"geomorphic formation", as well as the position and orientation of cross sections are

shown in figure 7.28. The cross sectional areas at each location and height for the
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modified channel, are shown in tables B.3 and B.4.

Hydmod will be compared with actual data and RAMS model output. To simplify

comparison with RAMS output, as in chapter 6, plots will be made with horizontal

orientation and scale corresponding to that of the RAMS simulation. The numbers along

the top of each plot correspond to the cross section number in figure 7.28. Hydmod

output for the "most likely" values of input parameters for the (unmodified) realistic

channel are shown in figures 7.29 - 7.30. The "most likely" input parameters are slightly

different than for the rectangular channel simulations and are given in table 7.2. The

main difference is the "most likely" value for g' was reduced to correspond to a potential

temperature difference of 5° C, h f was reduced to 600 m, and the drag coefficient, C, was

set to 0.02 over land and 0.005 over water. This was so the base configuration for the

modified and realistic channels would more closely match observations. The potential

temperature difference of 5° C, depending to some extent upon how it is measured, is

closer to what is found from the AIRsondeTM profiles than the 10° C difference used in the

rectangular channel tests which was chosen because it lay in the middle of the probable

range. Drag coefficient values are chosen following arguments outlined in chapter 6. Such

a large value of C over land was chosen because the aerodynamically rough coniferous

forest is combined with high form drag due to rough terrain. The value of C over water

is also large because it must include the effects of aerodynamically rough sidewalls. A

value for hf was difficult to estimate, as there were no data available on which to base

this. The RAMS h f is thought to be too large for reasons discussed in chapter 5 — a

factor which contributed to poor RAMS results in the southern part of Howe Sound. For

this reason an h f value of 600 m was chosen as smaller than those estimated from RAMS

vertical cross section plots (800 - 1200 in) in figures 5.22 to 5.32. The probable range of

these variables, used in sensitivity tests remains the same.

Initially subcritical flow in figures 7.29 and 7.30 becomes supercritical in a hydraulic



Chapter 7. Hydraulic channel flow: an analog to gap wind^ 189

Figure 7.28: Topography of Howe-Sound region, showing locations of cross sections and
of artificial "wall" along western side used to reduce channel width.
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Input Variable most likely value probable range
ho

initial height
800 m 150 - 1500 m

h f
ending height

600 m 150 - 1500 in

uo
initial speed

5 m s -1 1.5 - 15 m s -1

dp
dx

pressure gradient
0.004 Pa m -1 0.0 - .02 Pa m -1

01
lower pot. temp.

267 K 267 K

02
upper pot. temp.

272 K 268 - 287 K

C
drag coefficient

.02 land; .01 water .001 - .02

Table 7.2: Values used in hydmod runs and sensitivity tests for modified channel.

drop near the horizontal coordinate of -126.5 km between SQT and WAT. This location

corresponds to the horizontal contraction at 12.5 km in the cross section data of tables

B.1 and B.2. The supercritical flow then reverts to subcritical in a hydraulic jump near

-147 km as a result of subcritical flow upstream of the fixed gap wind depth at the channel

terminus (mouth of Howe Sound). The simulated winds in the wide southern part of the

channel are less than usually observed since the flow expands to fill the channel.

Simulation results for the "most likely" parameter values in the "modified channel"

are given in figures 7.31 and 7.32. These results, as for the unmodified channel, show flow

which is controlled by the contraction at -126.5 km (12.5 km in tables B.3 and B.4). The

modified channel, however also has a control point at -142.5 km (32.5 km in the table)

which is the contraction between Anvil Island and BRU. This seems closer to observed

gap wind patterns which show strong winds downstream of this second contraction.

(See for example the down-channel wind time series for Finisterre Island - figure 5.7b.)
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During the hydmod simulations, between 8 and 16 potential control points were found,

however only horizontal contractions at these two points were significant enough to act

as controls. A comparison of the hydmod force balance for the "most likely" reduced

channel conditions (figure 7.32) with the RAMS force balance (figure 5.41) is qualitatively

similar to the comparison of the rectangular channel forces with RAMS forces. Zones of

increasing winds are marked by large tendencies due to pressure gradients (primarily from

horizontal gradients in gap wind height in the hydmod case), which are mostly balanced

by advection. Friction becomes an important force in the areas of fast supercritical flow.
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Figure 7.29: Gap wind flow for "realistic channel" using "most likely" input parameters.
a) Height of gap wind; b) Gap wind speed.

Hydmod simulations using the modified channel geometry will now be compared with
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Figure 7.30: Gap wind flow for "realistic channel" using "most likely" input parameters.
a) Froude number; b) Force balance components.

observations and RAMS model output at the four times which were used in chapter 6 to

test the simple analytic models. In order to do this it is necessary to choose appropriate

values of Ito , hf , uo, g', and the drag coefficient C. C is estimated over land to be .02,

and .005 over water (see chapter 6 and the preceeding paragraphs for a discussion of this).

As discussed in chapter 6, there was difficulty estimating the external pressure gradient

at specific times because of conflicting pressure data. As a consequence, results using two

estimates of external pressure gradient at each time are shown. Effective gravity, g' (due

to a potential temperature difference between the two air layers), is difficult to estimate

because the air, while showing distinct layers, is nevertheless continuously stratified. It

a)

b)
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Figure 7.31: Gap wind flow for "modified channel" using "most likely" input parameters.
a) Height of gap wind; b) Gap wind speed.

is set at values corresponding to a potential temperature difference of 3 or 4 °C which are

estimated from AIRsondeTM profiles. h0 and u0 are estimated from AIRsondeTM profiles,

leaving only h f unobserved and unestimated. There is no easy solution to this problem,

so h f has been simply set to 600 m for reasons outlined previously. Higher values of h f

were found to degrade the flow representation near the channel terminus.

Table 7.3 gives the input parameters used as input to hydmod for the four times

simulated. Figures 7.33 — 7.36 compare hydmod gap winds with observations and RAMS

simulation values. The comparison being made is between modelled volume averaged

wind (hydmod) and observed 10 m wind at a point so that one would expect hydmod winds
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Figure 7.32: Gap wind flow for "modified channel" using "most likely" input parameters.
a) Froude number; b) Force balance components.

to be somewhat stronger than observed. Hydmod shows some success at replicating the

observed gap wind flow at these times. The surface wind observations for the most part

lie between the high and low external pressure gradient gap wind curves. In particular,

hydmod simulates both the lowest wind speeds near the start of the channel (which is

expected since this is near where the initial conditions are applied), and the highest

wind speeds in supercritical flow near the end of the channel. It is also able to model

the observed decrease in wind near the channel exit, which in hydmod is due to the

"backwater" effect of fixed gap wind height at the exit. The hydmod simulation (compared

to observations) is qualitatively inferior to the RAMS simulation in the northern half of

a)

b)
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the channel, but superior to RAMS in the southern half where the RAMS simulation had

difficulties.
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Figure 7.33: Comparison of hydmod output for two pressure gradient possibilities with
observations and RAMS output for January 30, 23:00 PST.
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Distance along channel S - N (km)

Figure 7.34: Comparison of hydmod output for two pressure gradient possibilities with
observations and RAMS output for January 31, 05:00 PST.

Sensitivity tests

As for the rectangular channel, sensitivity tests have been carried out on the modified

realistic, channel. The input data and probable range are summarized in table 7.2. The

results for the modified channel, which are qualititatively the same as for the rectangular
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Figure 7.35: Comparison of hydmod output for two pressure gradient possibilities with
observations and RAMS output for January 31, 11:00 PST.
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Figure 7.36: Comparison of hydmod output for two pressure gradient possibilities with
observations and RAMS output for January 31, 17:00 PST.

and realistic channels, are shown in figures 7.37 to 7.42. The main difference between

the sensitivities in the modified and rectangular channel tests is in the magnitude of

the maximum wind sensitivity (ie. the change in maximum wind over the parameter

range) which is greater for the rectangular channel tests. This is mostly due to the

smaller potential temperature difference (g') used in the modified channel sensitivity

tests which, as noted previously, tends to reduce the variability of the flow.
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Parameter
Jan 30,
23:00

Jan 31,
05:00

Jan 31,
11:00

Jan 31,
17:00

initial height - h o (m) 1000 900 900 800
ending height - hf (m) 600 600 600 600
initial speed - uo (m s -1 ) 5 8 7 7
pressure gradient - '2
SQR-LOO (Pa m -1 )

0.002 0.0025 0.0029 0.003

pressure gradient - sii:,
SQT-LOO (Pa m -1 )

0.0086 0.0083 0.0083 0.0092

lower pot. temp. - 0 1 (K) 267 267 267 267
upper pot. temp. - 0 2 (K) 270 271 271 270
drag coefficient - C .02 over land and .005 over water

Table 7.3: Values of parameters used in hydmod simulations. Times are PST.

Figure 7.37: Sensitivity of mean and maximum gap wind speed to changes in h o (initial
gap wind height) for modified channel.
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Figure 7.38: Sensitivity of mean and maximum gap wind speed to changes in /i f (gap
wind height at end of channel) for modified channel.

2
^

4
^

6
^

8
^

10
^

12
^

14

u0 (m/s)

Figure 7.39: Sensitivity of mean and maximum gap wind speed to changes in u0 (initial
wind speed) for modified channel.
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Figure 7.40: Sensitivity of mean and maximum gap wind speed to changes in 2 (external
pressure gradient) for modified channel.
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Figure 7.41: Sensitivity of mean and maximum gap wind speed to changes in g' (effective
gravity) for modified channel.
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Figure 7.42: Sensitivity of mean and maximum gap wind speed to changes in C (drag
coefficient) for modified channel.
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7.4 Discussion and summary

Open channel hydraulic flow has been proposed as a possible analog to gap wind. This

has been prompted by perceived similarities: gap winds are the flow of cold, dense low-

level air horizontally constrained by a channel, which resembles the flow of water in a

river, with the density difference across the inversion representing the water surface.

There are, however a number of limitations intrinsic in the hydraulic analog and its

extension to gap wind, which may cause problems. Because hydmod is 1-dimensional

with constant flow in the vertical and cross-channel directions, it is unable to correctly

simulate gap wind where the channel widens unless the actual flow widens as well. In

such a situation, observations suggest a stagnant zone of air forms, and that gap wind

is constrained by smaller topographic features to the eastern channel of Howe Sound.

In order to achieve realistic flow results in this part of Howe Sound, it was necessary to

reduce the horizontal extent of gap winds by modifying the cross sections to include a

vertical "wall" along the topographic ridge lines of Anvil, Gambier, and Bowen Islands.

Gap wind, while showing indications of two layer structure, is nevertheless contin-

uously stratified, and so not completely represented by two dissimilar airmasses with a

step density change between them. This results in practical problems in specifying an

appropriate effective gravity (g'), as well as potential fundamental problems because the

dynamics of the interface are not modelled. In particular, entrainment of air from above

(or of air from slopes along the channel) is not included in hydmod. This limitation could

be circumvented in future work by implementing the theory of Smith and Sun (1987)

which allows layers of constant stratification.

Another problem related to the practical application of hydmod is that not all the

input data required for initialization are directly available from routine data. The most

difficult parameters to specify are the gap wind height at the channel start and end (Ito
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and hi ). If this model were being used in a routine forecast setting, these would have to

be estimated from nearby radiosonde data, or from numerical weather prediction model

output.

Despite these limitations, hydmod is able to simulate the main features of gap wind

and its variation along a channel with some accuracy. This implies the essence of gap

wind is contained in the simple physics of hydraulic theory. The qualitative application

of hydraulic theory is instructive to understand spatial gap wind patterns indicating

where to expect strong gap wind. In situations where the flow is light and everywhere

subcritical, the strongest wind can be found at the location of a horizontal contraction.

When the flow is very strong and supercritical everywhere, the speed will be a minimum

at contractions. The most striking result is when the flow becomes critical at a control

point: the gap wind height decreases and wind speed increases in a zone of very fast

supercritical flow which forms downstream. The fast supercritical flow transits suddenly

to slow subcritical flow in a turbulent hydraulic jump. These zones of strong gap wind

can be inferred both from observations of surface wind and RAMS vertical cross section

output which depict descending isentropes in zones of accelerating wind, and ascending

isentropes in zones of decreasing wind.

The hydraulic model force analysis indicated flow regimes when the simpler analytic

models developed and discussed in chapter 6 would be applicable. For subcritical flow,

away from contractions, the primary force balance is between the pressure gradient due

to gap wind height variations, and the external pressure gradient. For supercritical flow,

away from contractions, the primary force balance is between friction and external pres-

sure gradient, implying the "friction" model of chapter 6 is applicable in this situation.

For flow near a contraction, the primary balance is between advection and pressure gra-

dient due to height variations.

Sensitivity tests indicated the importance of various initial and boundary conditions
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to gap wind speed. Maximum and mean flow speed was positively sensitive to initial gap

wind height, initial wind speed, and externally imposed pressure gradient. Maximum and

mean wind speeds were negatively sensitive to gap wind height at the channel terminus,

and drag coefficient. The response of mean wind speed to increased effective gravity was

slightly negative. The response of maximum wind speed to increased effective gravity was

positive for small and moderately large values of g', reaching an optimum and becoming

slightly negative at large values of g'. Thus the effect of increased effective gravity over

most of the likely range was to increase gap wind variability (increase the wind maximum,

but decrease the mean).

Hydmod was only tested for one case at four times. To be more certain of the model's

applicability, a test involving several cases should be made in the future. This would not

only test the model, but allow values of some of the more poorly known parameters to

be empirically determined.



Chapter 8

Summary of conclusions

This chapter summarizes and synthesizes findings of observation analysis, and various

modelling approaches. The questions and objectives for the thesis given in chapter 1

are restated and resolved as far as possible. The significance of this work, along with

recommendations and future work are mentioned.

8.1 Questions answered

Characteristics of gap winds — internal dynamics

horizontal outflow structure:

• Where does the maximum wind speed occur?

Since virtually all biological (including human) activity occurs at the surface, the hori-

zontal distribution of surface wind has important implications, especially when the wind

is strong and potentially damaging. Therefore, this question has been of prime concern

in all parts of the thesis, from analysis of data to RAMS and hydraulic modelling. The

observational network, despite its sparseness was able to give an indication of zones of

maximum wind speed. RAMS output had excellent horizontal resolution, but had accu-

racy problems in the southern part of the domain. Hydraulic modelling gave the simplest

realistic representation of gap flow, and clearly indicated where zones of maximum wind

would occur, based on the flow regime and topography.

204
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The observations suggest (figures 5.15 to 5.17) the axis of strongest gap wind is along

the eastern main channel of Howe Sound. The precise wind maximum location along

this axis, cannot be pin-pointed from observations due to station sparseness, however for

this case, the strongest winds were observed at Finisterre Island, Defence Island, and

Brunswick Point (figures 5.7 and 5.6).

RAMS output which shows the wind field in more detail, also indicates a narrow

zone of strong flow, the axis of which however passes through the middle of Howe Sound

instead of along the eastern edge for reasons discussed in chapter 5. Within this axis,

zones of strongest flow are found around the horizontal coordinate of -150 and -130 km in

figures 5.22 to 5.32 which are near Brunswick Point and Watts Point respectively. These

locations are also quite close to relative maximum horizontal channel contractions.

Both observations and RAMS output are in accord with hydraulic modelling results

which predict that zones of strongest wind should be at locations of horizontal contrac-

tions for subcritical flow, and downstream of these contractions for flow which becomes

supercritical at them. Froude numbers determined from RAMS output seem to con-

firm this pattern - in figures 5.35b, c, d, and 5.36a a zone of supercritical flow develops

downstream of the horizontal contraction near Watts Point, as well as downstream of

Brunswick Point.

• How do changes in internal boundary conditions (topography, valley slope, rough-

ness, and width) affect the flow?

These questions can be best answered by hydraulic modelling and sensitivity tests. The

effect of valley slope is like that of external pressure gradient - see equation 7.8 where it

is apparent the two have an equivalent effect. Therefore the hydmod sensitivity test in

which the external pressure gradient varied is also applicable to valley floor slope so that

increasing slope will increase gap wind speeds. (The equivalent range in slope shown in
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figure 7.40 is 0 to 1.) In the case of fjords such as Howe Sound however, the only location

where the valley floor can have a downward slope is over land, where enhanced frictional

retardation tends to counteract the effect of slope. Hydmod sensitivity tests showed the

effect of increasing roughness (drag coefficient) is to decrease gap wind as expected. The

force balance analysis of RAMS output has indicated that friction (diffusion) is the third

most important force, after pressure gradient and advection. A force analysis of hydmod

output shows that friction is only a large term when the flow is fast and supercritical. This

is confirmed by sensitivity tests which indicate only supercritical flow has strong negative

sensitivity (figure 7.42). Valley width determines locations of horizontal constrictions

which play a key role in determining the location of wind maxima. If one were to adjust

the width of valleys, the hydraUlic analog indicates the narrower the contraction, the

greater likelihood that it will act as a control resulting in supercritical flow downstream.

Therefore one would expect, if all else were equal, a stronger gap wind response in valleys

which have a greater degree of contraction.

• What are the effects of obstacles such as islands, on outflow winds?

The effects of islands are three-fold. First, they act to increase surface friction, because

they are aerodynamically much rougher than the ocean which surrounds them. Second,

hydraulically they can act as controls on the flow in the same way as horizontal channel

contractions. If flow is forced over an island, it can become critical at the peak of

the island, and supercritical on the downwind side, resulting in decreased wind speeds

upwind, and increased winds downwind. This can be seen in the RAMS Fronde number

plots in figures 5.35 - 5.37, downwind of Gambier Island. Finally, they can deflect air

through channels, creating channel contractions and hydraulic control points. This third

effect was utilized in hydraulic modelling when the channel horizontal extent was reduced

to obtain more accurate simulation results.
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• How does flow vary temporally / diurnally? Are there wave-like (periodic in space

or time) fluctuations?

Airflow in valleys under light synoptic conditions frequently exhibits thermally driven

mountain — valley circulation: during the day there is light up-valley flow (anabatic),

while at night there is light down-valley drainage flow (katabatic). While gap winds

do not occur under light synoptic conditions, it is possible these thermally driven local

flows could modulate, or be superimposed on gap wind flow. Observations show (figures

5.5 to 5.10) that strong gap winds began at most stations in the early evening — at the

time when, under light synoptic conditions, an anabatic wind would be ending, and a

katabatic wind starting. The wind at the two southern-most stations, Finisterre Island

and Lookout Point (figures 5.7b and 5.8a) show an afternoon decrease in gap wind —

when one would expect up-valley anabatic flow, under light synoptic conditions. Other

stations do not show a speed decrease. The decrease in gap wind speed near the end of the

channel, could also be due to increased boundary layer height during the daytime near the

channel terminus which, according to hydraulic model results, causes greatly decreased

gap wind speed near the end of channel. This follows from the negative sensitivity of gap

flow to h f seen in figures 7.9 and 7.38.

All stations however show diurnal variation in temperature. If the higher daytime

temperatures are completely mixed in the gap wind layer, which is reasonable given

that this layer is mixed by mechanical turbulence and of neutral stability according to

AIRsondeTM data, then this would result in a decrease in effective gravity (g') during

the daytime, and an increase at night. According to the hydmod sensitivity tests, the

maximum wind is usually positively sensitive to g' (the maximum wind decreases for very

large values of g'), while the mean wind is slightly negatively sensitive. The result of

diurnal temperature variations then, from a hydraulic perspective, would be an increase
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in maximum gap winds just before dawn, and a decrease during the day, which is in

agreement with qualitative mountain / valley flow considerations.

Gap winds are the flow of stratified air over rough terrain. Therefore, it is reasonable

to suppose that gravity waves could be generated. Wave-like fluctuations at time scales

less than a few hours, are not observable in the data. Output from RAMS were only

saved at 15 minute intervals, so that fluctuations with time scales less that an hour or so

are not resolvable at a point in RAMS output. However with horizontal resolution of 1.25

kin, gravity wave features with wavelengths larger that 5 km or so should be observable in

RAMS fields at a given time. Since airflow closely follows isentropes, it is expected that

gravity waves would be visible as wavy features in potential temperature cross sections

(figures 5.22 to 5.32). While these cross sections do clearly show larger scale wave like

features related to hydraulic transitions from subcritical to supercritical flow, there is no

clear indication of smaller scale gravity wave features, either near the surface, or along

the density interface marking the top of gap winds. It is however possible that these

features exist, but at scales too small to be resolved. A complete treatment of questions

concerning internal gravity waves, which will not be done here, could follow the work

of Scorer (1949), in which trapped internal gravity wave are explained as resulting from

vertical variations in the Brunt-Vaisala frequency.

vertical outflow structure:

• What is the depth of outflowing air, and how does it vary along a fjord?

The gap wind depth at Squamish Town can be found from AIRsondeTM observations

at four times during the event. RAMS output, which agrees well with AIRsondeTM

data, gives temperature and wind structure at 1.25 km horizontal and approximately

100 m vertical resolution over the entire domain. Hydmod output gives an analysis of

gap wind depth and layer averaged speed along the main channel axis. The gap wind
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depth at Squamish was observed to be 800 to 1000 m (figures 5.11 to 5.14). RAMS

vertical cross sections of potential temperature along the main channel (figures 5.22 to

5.32) indicate that gap wind depth varies in a manner consistent with hydraulic theory

during the course of the event. In particular, zones of decreasing gap wind height are

associated with subcritical flow approaching channel contractions, or possibly with a

transition to strong supercritical flow. Zones of increasing height are associated with

subcritical channel expansions, and possibly with hydraulic jumps in transitions from fast

supercritical to slow subcritical flow. The depth from the hydmod "most likely" simulation

for the modified channel (figure 7.31) varies between 200 and 1000 m. Typical height

variations from RAMS vertical cross section plots of wind and potential temperature

(figures 5.22 to 5.32) are between approximately 200 and 1200 m.

• Where is the vertical speed maximum? How does the height of the speed maximum

vary along the fjord?

Hydmod, which computes layer mean wind speed, cannot give any information about

vertical variations in gap wind speed. AIRsondeTM observations from Squamish Town

(figures 5.11 to 5.14) show peak winds usually near the top of the gap wind layer — at

319, 955, 718, 887 in. The peak gap wind for January 30, 16:00 PST (figure 5.11) at

319 m is the exception, being considerably below the top of the boundary layer. RAMS

vertical cross sections (figures 5.22 to 5.32) also show an increase in gap wind speed away

from the surface and place the peak speed in the center of the boundary layer.

• What is the vertical temperature structure? Does an inversion mark the top of the

outflowing air?

Both AIRsondeTM observations and RAMS output show the lower gap wind layer is

approximately neutral, presumably due to mechanical turbulent mixing. This layer is
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surmounted by a stably stratified layer. The stably stratified layer usually includes an

inversion or near isothermal layer which is confirmed by both AIRsondeTM observations

and RAMS output.

• Is it possible to extrapolate results from the study of one fjord to others? Is it

possible to separate the phenomena from their internal boundary conditions?

In order to completely answer this question, observations of gap wind depth and speed

would have to be made in other fjords, and then used to test the findings of this work. If

the dynamics of gap flow can be represented by a simple hydraulic analogy, then hydmod

could be applied to other fjords. The qualitative relationships between topography, gap

wind height, and speed which follow from the hydraulic analogy, would also apply in other

channels. However, the probable range of input parameters may differ. In particular, for

fjords further north, one would expect potentially larger external pressure gradients and

effective gravity.

Reaction of flow to external boundary conditions

The major external parameters which, based on previous studies of related wind flows,

were thought to control and influence outflow are: direction and magnitude of horizontal

surface pressure gradient; temperature contrast between the cold air inland and warmer

maritime air on the coast; geostrophic wind velocity at mountain top level; depth of cold

air in interior (height of inversion); vertical wind profile - presence of critical layers and

regions of wind reversal.

The assessment of these parameters and their importance for gap wind is made by

using hydmod to perform sensitivity tests.

• Are these the important external parameters for gap winds?
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Hydmod sensitivity tests have been made on all of the above parameters except

geostrophic wind velocity at mountain top level, which however could be thought of

as being related to the external pressure gradient; and the vertical wind profile which

cannot be represented in the hydraulic model. The gap wind flow was found to be

sensitive to each of the parameters (see the discussion in chapter 7).

• What is the relative importance of each?

It was found the flow was positively sensitive to external pressure gradient, and the

depth and speed of gap wind at the channel start. The difference in temperature between

the cold air inland and warm coastal air is related to effective gravity, and also to the

external pressure gradient. Gap flow was found to become more variable with increasing

temperature contrast (effective gravity): the mean speed decreased while the maximum

speed increased, until an optimum value of effective gravity was reached after which the

maximum speed also decreased.

• Are there other important external parameters?

Hydraulic modelling showed the importance of the boundary layer height at the chan-

nel terminus (mouth of Howe Sound) in determining winds near the end of the channel.

It was found that increased terminus boundary layer heights resulted in decreased wind

speed. This is likened to the rising level of a lake "backing up" a river flowing into it.

• Are there threshold values which these parameters must exceed for the flow to begin

or to be maintained?

The hydraulic analog indicates that for the flow to begin, there must be down-channel

flow at the channel head (otherwise there would be a negative discharge) which means

the external pressure gradient should be directed down-channel. For strong winds, the
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flow must become critical at some point in the channel. This will first occur when the

right hand side of equation 7.8 is zero, which is near the point of maximum horizontal

or vertical contraction. The height and speed of critical flow can be found by iteratively

solving equation 7.7, and will depend on the topography at the point of maximum con-

traction, as well as on the discharge. Whether or not critical flow will be achieved at

the maximum contraction point will depend mainly on whether uniform height is below

or above critical height. For a given discharge this will depend on external pressure

gradient, drag coefficient and topography at the control point. If the channel terminus

boundary layer height is large enough, it could extend influence upstream to "drown out"

the control point.

• How do external forcing parameters affect flow characteristics?

• Which parameters are most important?

Hydraulic modelling indicates that increasing external pressure gradient and discharge

(initial wind speed, and height), result in increased wind speeds. Increasing surface fric-

tion and end channel boundary layer height, result in decreased gap wind strength.

Increasing effective gravity (difference in potential temperature between the lower and

upper layer), results in increased variability in the flow — higher wind speeds for su-

percritical flow (until an optimum effective gravity is reached), but lower speeds for

subcritical flow. The flow is most sensitive to discharge, external pressure gradient, and

end channel boundary layer height. Only fast, supercritical flow showed strong sensitivity

to surface friction.

8.2 Significance

Several contributions have been made.
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• This work provided the first reasonably detailed surface, and vertical sounding data

of gap winds in a British Columbia fjord.

• The study used a 3-dimensional numerical model to simulate a real gap wind event.

The modelling utilized real topography and input data and was able to provide a

plausible simulation. The work highlighted the difficulty in applying a mesoscale

model to phenomena which span many topographic and atmospheric scales, and

pointed out the importance of resolving major topographic features. The model

was very sensitive to the way in which topography was smoothed and represented,

with the best simulations resulting when the topography was filtered so that all

topographic variations with wavelength less than four times the horizontal spacing

were removed. Despite some limitations in the RAMS simulation, the flow was

adequately represented over much of the domain. The high resolution of RAMS

output in 3-dimensions, indicated a close resemblance between gap wind and open

channel hydraulic flow. This prompted the creation and application of a simple

model based on river channel hydraulics to simulate gap winds.

• A hydraulic model of gap wind was created in which classical hydraulic theory was

extended to include external pressure gradients. The hydraulic model contained the

essential features of gap flow when compared to observations and RAMS output.

By applying the ideas of hydraulics, qualitative information on the location of zones

of maximum wind speed under various flow conditions can be found for any fjord

in gap wind conditions.

• As there is starting to be a consensus in the literature that downslope winds are

also fundamentally similar to hydraulic flow (Durran, 1986, 1990; Smith 1985), this

points out the dynamic similarity between what are traditionally termed "downs-

lope winds", and the Squamish or gap wind described in this thesis. Previous
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studies of gap winds in nearby locations (Overland and Walter (1981) for example)

have not explicitly found hydraulic effects.

8.3 Recommendations and future work

• A simulation using a 3-dimensional mesoscale model, like RAMS, should be made

of a severe gap wind event to confirm the conclusions and inferences drawn from

simulations of the present moderate event are applicable to stronger events as well.

Such a simulation should include an expanded grid 3 and grid 4, so that topographic

channels are better resolved, to improve simulation accuracy in the southern part

of the domain.

• Hydmod should be tested and implemented as an analysis / forecast tool for me-

teorologists forecasting winds in channels under gap wind conditions. It could be

used with current data to analyze wind conditions at locations between observing

stations. It could also be used with forecast data to provide a wind forecast in a

channel. The computational requirements of the model are slight, so that it will

run quickly on any modern computer. The topographic data needed for the model

are easily obtained from a topographic map. The meteorological data required for

the model could be obtained from a combination of surface observations and nu-

merical weather prediction model output. With hydmod in routine use, some of the

more poorly known parameters could be "tuned" to improve simulation results by

comparing model output with observations, and the usefulness of the model as a

forecast tool evaluated.

• Hydmod could be extended to include two layers of constant stratification (rather

than two neutral layers separated by a step change in temperature), after the

theoretical work of Smith and Sun (1987) for downslope winds. The new model
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would then need to be tested and compared both with observations and the present

model.



Appendix A

RAMS description

In writing this description, extensive use has been made of notes prepared by Morran

(1988) which were based on Tremback et al. (1986). CSU RAMS (Colorado State Univer-

sity Regional Atmospheric Modeling System) represents the merging of three numerical

models. These were a non-hydrostatic cloud model (Tripoli and Cotton, 1982), and two

hydrostatic mesoscale models (Mahrer and Pielke, 1977a; Tremback, Tripoli and Cotton,

1985). RAMS has been written in a modular fashion with many options possible. The

code is written in non-standard FORTRAN 77 which requires the use of a special prepro-

cessor to convert it to standard fortran and enables the use of extended features. Some

of the non-standard features that the preprocessor allows are:

• use of more structured loops avoiding statement numbers

• use of activation characters in the first column of a line to activate conditional

compilation of that line

• global inclusion of COMMON blocks and PARAMETER statements in chosen mod-

ules

A.1 Model formulation

RAMS is non-hydrostatic, elastic, uses the quasi-Boussinesq approximation (Dutton and

Fichtl, 1969), a terrain following vertical coordinate, and is integrated using a semi-

implicit "time-split" numerical technique.

216
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Some of the options and features available in RAMS (bold face are those used in

this study) are: (from Morran (1988), Tremback et al. (1986))

1. Horizontal coordinate:

• Standard Cartesian.

• Latitude / longitude.

2. Vertical coordinate:

• Standard Cartesian.

• Sigma-z. The vertical coordinate is terrain following and transformed ac-

cording to: (Gal-Chen and Somerville, 1975)

(z — zs )
z* = H( 

(H — zs)
)^ (A.1)

where z* is the height of a particular grid point in the terrain following coordi-

nate system; z3 is terrain elevation at that grid point; z is the untransformed

vertical coordinate; and H is the height of the model top at which the z*

coordinate surface becomes horizontal (ie. 18507.493 metres in this case).

After Clark (1977), this vertical coordinate transform, leads to the following

transformations of derivatives of some quantity A:

where a is given by

aA
a

Oahu A
(A.2)

(A.3)

=ax i

a(x,y) = 1

)(^)ae.;

z,(x, y)^az
Oz*

and the tensor b 1j is

1 0 la -8—"Lax (^— 1 ) \

1;3 = 0 1 1^z*
a ay^H

(A.4)
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which then results in the following transformed velocity components

= u

V* = V

u ab13 v ab23 w)
1
-a-

(A.5)

(A.6)

(A.7)

3. Basic equations:

• Non-hydrostatic time-split compressible (Tripoli and Cotton, 1980) with

a semi-implicit scheme for the small time step. The non-hydrostatic

model was chosen because on grid 4, terrain steepness and small grid spac-

ing violates assumptions implicit in the hydrostatic assumption. A non-

hydrostatic model permits fast moving sound waves which normally means

that the time step must be small so that the Courant-Friedrichs-Lewy (CFL)

stability criterion is not violated. This means that waves or flow features

must travel no further than one grid distance per time step (otherwise the

model would be numerically unstable). For computational efficiency, the time-

split semi-implicit scheme of Klemp and Wilhelmson (1978) is used. This in-

volves stepping the "acoustic terms", (those which contain sound waves) at a

smaller time-step than the more slowly varying terms of interest. The quasi-

Boussinesq approximation is used to separate the the high frequency variable

of density from the Navier-Stokes predictive equations. The quasi-Boussinesq

approximation differs from the fully Boussinesq approximation in that elas-

ticity is permitted and the base state varies with height. The result of this is

that in the formulation of model equations, when the terms are decomposed

into base state plus perturbation quantities plus sub-grid scale perturbations,

quantities which are ratios of perturbation to base state are ignored, except
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when multiplied by gravity.

The model momentum equation in tensor notation is (Tripoli and Cotton,

1982):

1^2

aPoui^poeo aabtsir'
at^a ax?

3^ 4

ADV(POUz) PoTURB(Ui)

( Oo
0'

1.61r, — rT)6i3+Ei 33f uz
6

5

(A.8)

where: quantities subscripted "0" are fixed reference state variables; primed

quantities (') are model resolvable perturbations from the reference state; u,

is velocity; x: is the transformed coordinate; p is density; 0 is potential tem-

perature; r is the Exner function which replaces pressure and is defined as:

where Cp is the specific heat capacity at constant pressure for dry air, P is total

atmospheric pressure; P100 is 100 KPa, and R is the gas constant for dry air;

ADV is the advection operator; TURB is the turbulence operator described

below; 71, and r„ are the total and vapour mixing ratios; 6, 3 is the Kronecker

delta function; and f is the Coriolis parameter. In equation A.8, term 1 is the

momentum tendency (acceleration); term 2 the pressure gradient force; term

3 the momentum advection; term 4 the sub-grid scale friction; term 5 the

vertical acceleration due to buoyancy; and term 6 the Coriolis acceleration.

The advection operator for a variable A is defined as:

1
ADv(poA)=-_-_ —(-c-)[-a-.—zi (a177kpou A) A a4 (Pou )]^(A.10)
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which is the difference between a mass flux divergence term and a momentum

divergence term. The turbulence operator is:

1 „̂
TURB(A)^( a ) a

a
x .[alr'

k
 (A"uj )]^(A.11)

k

where a double prime (") denotes perturbations at a scale smaller than those

which are resolved in the model (ie. sub-grid scale perturbations). In addition

to the momentum equations, there are equations for Exner function tendency

(Klemp and Wilhelmson, 1978):

Or'^1 R 7ro a
^02) = 0^(A.12)

at^a Cy p000ax abisp00

and a thermodynamic energy equation:

apoeii ADv(poeio+ po TURB (Oil) + poS(Oit)at (A.13)

where O i/ is the ice-liquid water potential temperature which is conserved over

all phase changes (equivalent to potential temperature in this case because

phase changes weren't allowed), and S is a source or sink operator for O ii

which would be due only to radiational diabatic heating. There is also a mass

continuity equation for water substance which will not be shown.

Equations A.8,A.12, A.13, and the mass continuity equation for water are a

complete set of time dependent equations.

• Hydrostatic incompressible or compressible (Tremback, Tripoli and Cotton,

1985).

4. Dimensionality: 1, 2 or 3 dimensions.

5. Grid Structure:
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• Arakawa-C grid stagger. This staggers variables on a grid so that velocity

components are defined at different locations than the rest of the variables,

and results in increased finite difference accuracy, especially for the pressure

field. If T, representing the thermodynamic variables is located at the grid

intersections, then U (east-west velocity) is located half a grid distance to the

east and west of T; V (north-south velocity) is located half a grid distance to

the north and south of T; and W (vertical velocity) is located half a grid point

above and below T. This is illustrated in figure A.l.

T ^ U ^ T ^ U ^ T

V
^

V^V

T ^ U ^ T ^ U ^ T

V
^

V^V

T ^ U ^ T ^ U ^ T

Figure A.l: Arakawa type C grid stagger used in the model.
T represents location of thermodynamic variables; U east-west velocity; V north-south

velocity; and W (not shown, but located half a grid distance above and below T)
vertical velocity.

• unlimited number of nested grids and levels of nesting (4 nested grids used).

6. Finite differencing:
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• time split - leapfrog on long time step (for slowly varying, non-

acoustic terms on the right hand side of equations A.8 and A.12),

forward-backward on small time-step (for acoustic terms on left

hand side of equations A.8 and A.12) (Tripoli and Cotton, 1980),2nd or

4th order flux conservative advection.

• forward-backward time split, 2nd or 6th order flux conservative (Tremback et

al., 1987).

7. Turbulence closure:

• Smagorinsky-type eddy viscosity Smagorinsky (1963) with Ri depen-

dence. The sub-grid scale dissipation is down gradient with eddy viscos-

ity coefficients dependent upon length scale, deformation, and Brunt-Vaisala

frequency. The vertical scale length is buoyancy adjusted according to the

Richardson number (Ri).

• Level 2.5 type closure using eddy viscosity as a function of a prognostic tur-

bulent kinetic energy.

• O'Brien profile function in a convective boundary layer (Mahrer and Pielke,

1977a); local exchange coefficient in a stable boundary layer (McNider, 1981).

8. Condensation:

• Grid points fully saturated or unsaturated.

• No condensation. The case simulated was dry and cloudless. Water vapour

was therefore carried in the model only as a passive tracer.

9. Cloud microphysics:
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• Warm rain conversion and accretion of cloud water to raindrops, evaporation

and sedimentation (Tripoli and Cotton, 1980).

• In addition to the above: specified nucleation of ice crystals, conversion nu-

cleation and accretion of graupel, growth of ice crystals, evaporation, melting

and sedimentation (Cotton et al., 1982).

• In addition to the above: predicted nucleation and sink of crystal concentra-

tion, conversion and growth of aggregates, melting, evaporation and sedimen-

tation.

• No precipitation processes. The case simulated was observed to be dry

and cloudless, hence precipitation processes were not included in order to save

computer time.

10. Radiation:

• Shortwave radiation model including molecular scattering, absorption of clear

air (Yamamoto, 1962), ozone absorption and reflectance (Lacis and Hansen,

1974), transmittance and absorptance of a cloud layer (Stephens, 1978), clear-

cloudy mixed layer approach (Stephens, 1977).

• Shortwave radiation model described by Mahrer and Pielke (1977a)

which includes the effects of forward Rayleigh scattering (Atwater

and Brown, 1974), absorption by water vapour (McDonald, 1960), and

terrain slope (Kondrat'yev, 1969).

• Longwave radiation model including emissivity of a clear atmosphere (Rodgers,

1967), emissivity of cloud layer (Stephens, 1978), and emissivity of a "clear

and cloudy" mixed layer (Herman and Goody, 1976).
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• Longwave radiation model described by Mahrer and Pielke (1977a) in-

cluding emissivities of water vapour (Jacobs, Pandolfo and Atwater,

1974) and carbon dioxide (Kondrat'yev, 1969) and the computation-

ally efficient technique of Sasamori (1972).

• No radiation.

11. Lower Boundary:

• Specified surface temperature and moisture function or specified surface fluxes

coupled with constant flux layer condition based on similarity theory (Manton

and Cotton, 1977).

• Surface layer temperature and moisture fluxes are diagnosed as a function of

the ground surface energy balance (Mahrer and Pielke, 1977a). The energy

balance includes longwave and shortwave radiative fluxes, latent and sensible

heat fluxes, and conduction from below the surface. To include the latter

effect, a multilevel prognostic soil temperature model is computed.

• As above, but modified to be applied prognostically rather than

diagnostically and increase computational efficiency. (Tremback and

Kessler, 1985).

12. Upper boundary conditions:

• Rigid lid. This is the only boundary condition that can be used in this

version of RAMS with variable initial conditions. The flow feature of interest

is shallow relative to the vertical extent of the model so that problems with

top boundary conditions should be minimized.

• Rayleigh friction layer.
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• Prognostic surface pressure (hydrostatic only).

• Material surface top. (hydrostatic only) (Mahrer and Pielke, 1977a)

• Gravity wave radiation condition (Klemp and Durran, 1983).

13. Lateral boundary conditions:

• Klemp and Wilhelmson (1978) radiative boundary condition.

• Orlanski (1976) radiative boundary condition.

• Klemp and Lilly (1978) radiative boundary condition.

• Any of the above coupled with the "mesoscale compensation region" described

by Tripoli and Cotton (1982) with fixed conditions at the boundary.

• Sponge boundary condition of Perkey and Kreitzberg (1976) when large scale

data are available. This includes a viscous region and the introduction of large

scale fields into the model computations near the lateral boundaries.

• Lateral boundaries which are "nudged" toward specified larger scale

fields, following Davies (1976). The fields at the boundaries are from

a larger scale model run (CMC FEM).

14. Initialization

• Horizontally homogeneous.

• Horizontally homogeneous but with variations to force cloud initiation.

• Variable initialization with large scale data obtained from a larger

model (CMC FEM), possibly enhanced by vertical soundings. The large

scale data is objectively analysed on isentropic surfaces and inter-

polated to the model grid.
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Hydmod data

ht (m) 100 200 300 400 500 600 700 800 900 1000
x (km)

0.0 .1375 .5375 1.075 1.713 2.450 3.300 4.175 5.063 6.013 7.050
2.5 .2250 .4875 .8750 1.550 2.300 3.138 4.063 5.050 6.113 7.288
5.0 .3250 .8875 1.550 2.425 3.488 4.675 5.900 7.175 8.525 9.963
7.5 .2750 .7750 1.425 2.088 2.813 3.588 4.413 5.288 6.213 7.188
10.0 .4125 .8625 1.350 , 1.875 2.463 3.188 4.038 4.963 5.925 6.913
12.5 .2125 .4750 .7750 1.100 1.463 1.888 2.388 2.963 3.613 4.375
15.0 .3500 .7375 1.163 1.638 2.138 2.675 3.250 3.875 4.550 5.275
17.5 .3500 .7375 1.250 1.838 2.650 3.575 4.575 5.625 6.738 7.963
20.0 .4125 .9375 1.563 2.238 2.975 3.763 4.600 5.525 6.575 7.663
22.5 .2750 .6625 1.088 1.550 2.063 2.625 3.225 3.863 4.538 5.325
25.0 .3500 .7625 1.250 1.838 2.563 3.325 4.138 4.988 5.863 6.788
27.5 .4875 1.063 1.788 2.588 3.425 4.300 5.225 6.175 7.175 8.213
20.0 .8500 1.850 2.950 4.100 5.350 6.738 8.150 9.600 11.09 12.65
32.5 1.000 2.075 3.338 4.750 6.363 8.225 10.25 12.34 14.51 16.75
35.0 1.175 2.638 4.163 5.763 7.525 9.488 11.51 13.59 15.71 17.92
37.5 1.100 2.413 4.025 5.850 7.800 9.900 12.07 14.40 16.80 19.25
40.0 1.100 2.700 4.563 6.538 8.625 10.80 13.00 15.24 17.51 19.81
42.5 1.563 3.463 5.413 7.438 9.538 11.71 13.96 16.30 18.72 21.19
45.0 1.900 4.075 6.463 8.863 11.27 13.70 16.14 18.61 21.10 23.60
47.5 1.375 2.975 4.775 6.775 8.825 10.94 13.11 15.41 17.79 20.17
50.0 1.000 2.800 4.838 7.038 9.338 11.71 14.14 16.56 18.99 21.41

Table B.1: Cross sectional areas below the given height, along the "real" channel. Heights
are from 100 to 1000 m. Area is x10 6 m3 .
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ht (m) 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000
x (km)

0.0 8.288 9.600 10.99 12.51 14.24 16.01 17.84 19.69 21.59 23.49
2.5 8.525 9.800 11.15 12.59 14.06 15.59 17.14 18.70 20.27 21.85
5.0 11.44 12.96 14.54 16.19 17.84 19.49 21.14 22.79 24.44 26.09
7.5 8.275 9.488 10.71 11.94 13.16 14.39 15.61 16.84 18.06 19.29
10.0 7.938 9.038 10.41 11.82 13.29 14.76 16.25 17.75 19.25 20.75
12.5 5.200 6.088 7.075 8.225 9.488 10.80 12.17 13.57 15.00 16.42
15.0 6.050 6.850 7.713 8.688 9.763 10.84 11.91 12.99 14.06 15.14
17.5 9.263 10.64 12.09 13.56 15.04 16.51 17.99 19.46 20.94 22.41
20.0 8.813 9.988 11.16 12.34 13.51 14.69 15.86 17.04 18.21 19.39
22.5 6.225 7.175 8.175 9.238 10.34 11.44 12.54 13.64 14.74 15.84
25.0 7.775 8.813 9.950 11.20 12.55 13.90 15.25 16.60 17.95 19.30
27.5 9.288 10.45 11.66 12.90 14.15 15.40 16.65 17.90 19.15 20.40
20.0 14.27 15.96 17.67 19.40 21.15 22.90 24.65 26.40 28.15 29.90
32.5 19.05 21.42 23.80 26.25 28.80 31.37 33.97 36.57 39.17 41.77
35.0 20.16 22.41 24.72 27.11 29.56 32.04 34.54 37.04 39.54 42.04
37.5 21.75 24.27 26.81 29.37 31.97 34.61 37.26 39.91 42.56 45.21
40.0 22.19 24.62 27.09 29.56 32.05 34.55 37.05 39.55 42.05 44.55
42.5 23.67 26.17 28.69 31.22 33.77 36.32 38.87 41.42 43.97 46.52
45.0 26.12 28.67 31.22 33.77 36.32 38.87 41.42 43.97 46.52 49.07
47.5 22.57 25.00 27.42 29.85 32.27 34.70 37.12 39.55 41.97 44.40
50.0 23.84 26.26 28.69 31.11 33.54 35.96 38.39 40.81 43.24 45.66

Table B.2: Cross sectional areas below the given height, along the "real" channel. Heights
are from 1100 to 2000 m. Area is x10 6 m 3 .
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ht (m) 100 200 300 400 500 600 700 800 900 1000
x (km)

0.0 .1375 .5375 1.075 1.713 2.450 3.300 4.175 5.063 6.013 7.050
2.5 .2250 .4875 .8750 1.550 2.300 3.138 4.063 5.050 6.113 7.288
5.0 .3250 .8875 1.550 2.425 3.488 4.675 5.900 7.175 8.525 9.963
7.5 .2750 .7750 1.425 2.088 2.813 3.588 4.413 5.288 6.213 7.188
10.0 .4125 .8625 1.350 1.875 2.463 3.188 4.038 4.963 5.925 6.913
12.5 .2125 .4750 .7750 1.100 1.463 1.888 2.388 2.963 3.613 4.375
15.0 .3500 .7375 1.163 1.638 2.138 2.675 3.250 3.875 4.550 5.275
17.5 .3500 .7375 1.250 1.838 2.650 3.575 4.575 5.625 6.738 7.963
20.0 .4125 .9375 1.563 2.238 2.975 3.763 4.600 5.525 6.575 7.663
22.5 .2750 .6625 1.088 1.550 2.063 2.625 3.225 3.863 4.538 5.325
25.0 .3500 .7625 1.250 1.838 2.563 3.325 4.138 4.988 5.863 6.788
27.5 .4125 .9125 1.438 2.013 2.600 3.213 3.850 4.513 5.188 5.900
20.0 .4625 .9625 1.488 2.038 2.600 3.175 3.775 4.400 5.050 5.738
32.5 .2500 .5250 .8250 1.150 1.525 2.000 2.500 3.025 3.563 4.138
35.0 .5750 1.175 1.800 2.450 3.113 3.788 4.488 5.213 5.963 6.725
37.5 .7125 1.525 2.425 3.350 4.300 5.275 6.275 7.300 8.350 9.438
40.0 .6000 1.275 2.038 2.863 3.763 4.713 5.688 6.688 7.700 8.738
42.5 .8625 1.775 2.725 3.688 4.663 5.663 6.688 7.725 8.775 9.850
45.0 .9250 1.875 2.838 3.813 4.800 5.800 6.825 7.875 8.950 10.04
47.5 .5500 1.188 1.950 2.850 3.775 4.725 5.688 6.688 7.713 8.750
50.0 .4250 1.125 1.950 2.900 3.938 5.013 6.138 7.263 8.388 9.513

Table B.3: Cross sectional areas below the given height, along the modified channel.
Heights are from 100 to 1000 m. Area is x10 6 m3 .



Appendix B. Hydmod data^ 229

ht (m) 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000
x (km)

0.0 8.288 9.600 10.99 12.51 14.24 16.01 17.84 19.69 21.59 23.49
2.5 8.525 9.800 11.15 12.59 14.06 15.59 17.14 18.70 20.27 21.85
5.0 11.44 12.96 14.54 16.19 17.84 19.49 21.14 22.79 24.44 26.09
7.5 8.275 9.488 10.71 11.94 13.16 14.39 15.61 16.84 18.06 19.29
10.0 7.938 9.038 10.41 11.82 13.29 14.76 16.25 17.75 19.25 20.75
12.5 5.200 6.088 7.075 8.225 9.488 10.80 12.17 13.57 15.00 16.42
15.0 6.050 6.850 7.713' 8.688 9.763 10.84 11.91 12.99 14.06 15.14
17.5 9.263 10.64 12.09 13.56 15.04 16.51 17.99 19.46 20.94 22.41
20.0 8.813 9.988 11.16 12.34 13.51 14.69 15.86 17.04 18.21 19.39
22.5 6.225 7.175 8.175 9.238 10.34 11.44 12.54 13.64 14.74 15.84
25.0 7.775 8.813 9.950 11.20 12.55 13.90 15.25 16.60 17.95 19.30
27.5 6.625 7.375 8.125 8.875 9.625 10.38 11.12 11.87 12.62 13.37
20.0 6.438 7.163 7.900 8.650 9.425 10.20 10.97 11.75 12.52 13.30
32.5 4.738 5.363 6.013 6.688 7.463 8.263 9.088 9.913 10.74 11.56
35.0 7.500 8.300 9.175 10.13 11.12 12.15 13.20 14.25 15.30 16.35
37.5 10.59 11.76 12.95 14.17 15.42 16.71 18.01 19.31 20.61 21.91
40.0 9.788 10.85 11.94 13.04 14.14 15.24 16.34 17.44 18.54 19.64
42.5 10.96 12.09 13.22 14.39 15.56 16.74 17.91 19.09 20.26 21.44
45.0 11.14 12.26 13.39 14.51 15.64 16.76 17.89 19.01 20.14 21.26
47.5 9.800 10.87 11.95 13.02 14.10 15.17 16.25 17.32 18.40 19.47
50.0 10.64 11.76 12.89 14.01 15.14 16.26 17.39 18.51 19.64 20.76

Table B.4: Cross sectional areas below the given height, along the modified channel.
Heights are from 1100 to 2000 m. Area is x10 6 m 3 .



Glossary

AIRsondeTM instrument package which, when attached to a helium balloon, can give

atmospheric vertical sounding information (dry and wet bulb temperature, and

pressure)

CMC FEM Canadian Meteorological Centre Finite Element Model — a numerical

model of the atmosphere used for weather forcasting

RAMS Colorado State University Regional Atmospheric Modeling System — a state

of the art mesoscale numerical model developed by several researchers over several

years at Colorado State University.

AES Atmospheric Environment Service — Canadian Government Department respon-

sible for the provision of weather services (among other things)

MOE British Columbia Ministry of the Environment

MTH British Columbia Ministry of Transportation and Highways

UBC University of British Columbia

T Temperature

W Wind

TD Dew point temperature

P Pressure

ASL Above sea level

RMSD Root mean square difference
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UTC Coordinated Universal Time

PST Pacific Standard Time

ATK Point Atkinson lighthouse manned weather station (AES)

ALT Alta Lake (Whistler) manned weather station (AES)

PAM Pam Rocks automatic weather station (AES)

SQA Squamish Airport manned weather station (AES)

SQT Squamish Townsite automatic weather station (MOE)

LAN Langdale automatic weather station (MOE)

DEE Deeks Peak automatic weather station (MTH)

HAR Mount Harvey automatic weather station (MTH)

STR Mount Strachan automatic weather station (MTH)

ALB Alberta Creek automatic weather station (MTH)

DAI Daisy Lake automatic weather station (UBC)

SQR Squamish River automatic weather station (UBC)

WAT Watts Point automatic weather station (UBC)

DEF Defence Island automatic weather station (UBC)

BRU Brunswick Point automatic weather station (UBC)

MEL Port Mellon automatic weather station (UBC)
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FIN Finisterre Island automatic weather station (UBC)

LOO Lookout Point automatic weather station (UBC)

RAG Ragged Island automatic weather station (UBC)
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