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INTENSITY STUDIES IN THE INFRARED SPECTRA OF 
SULFUR DIOXIDE AND CARBON DISULFIDE 

A B S T R A C T 

The intensity of an'infrared absorption band is determined by the change in 
the electric dipole moment of - the molecule which accompanies the transition from 
the ground state to the excited ...vibrational state. Where .the geometry of the mole­
cule and its potential function are known, measured intensities may be used to 
calculate the moment changes associated with particular distortions of the molecule. 
Information on the internal redistribution of charge in a chemical bond when the 
bond is deformed can then be deduced if certain assumptions hold. 

Measurements have been made on the. integrated absorption coefficients of the 
three fundamental vibration-rotation bands of sulfur dioxide vapor. In contrast to 
previously reported values of these intensities, they yield a value of the molecular 
dipole moment which agress with the static dipole moment determined by other 
methods. The magnitudes of the moment changes found from the intensities are 

a 
not consistent with the assumptions used in calculating them, indicating that the 
molecular model commonly used is . not adequate. The discrepancies have been 
discussed in terms of the possible contributions of unshared electrons. 

The frequencies, shapes, and intensities of infrared absorption bands differ 
markedly in the liquid and solid states from their values in the vapor state, due to 
the effects of collisions and intermolecular forces. Observations of these effects 
have been made for some absorption bands of sulfur dioxide and carbon disulfide. 
The results are not consistent with the predictions of the theory of dielectric polar­
ization, nor with expectations based on simple collision theory. Such studies appear 
to offer a promising approach to information on intermolecular forces. 
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ABSTRACT 

Measurements have been made of the integrated absorption co­

efficients of the three fundamental vibration-rotation bands of sulfur 

dioxide vapor. In contrast to previously reported values of these in­

tensities, the molecular dipole moment calculated from them differs widely 

from the static dipole moment determined by other methods. The magnitudes 

of the bond moment derivatives are not in agreement with simple molecular 

models, indicating that infrared intensities are sensitive to the details 

of the electrical charge redistribution accompanying molecular distortions. 

The possible role of unshared electrons is discussed. 

Observations on the shapes, frequencies, bandwidths, and in­

tensities of some absorption bands of sulfur dioxide and carbon disul­

fide in condensed phases are reported and discussed in terms of the 

information they may give on intermolecular interactions. 
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INTENSITY STUDIES IN THE INFRARED SPECTRA OF 
SULFUR DIOXIDE AND CARBON DISULFIDE 

CHAPTER I 

INTRODUCTION 

The intensity of an infrared absorption band is determined by 
the change in the electric dipole moment of the absorbing molecule which 
accompanies the transition between the initial and final energy states. 

In recent years there has been much interest in using measured 
infrared intensities to calculate the elecjtric moment changes associated 
with absorption bands, and in attempting to relate these quantities to the 
internal structure and chemical behavior of molecules. Early efforts in 
this direction were hampered by the instability and low resolution of 
infrared spectrometers, by the absence of suitable computational procedures 
for treating polyatomic molecules, and by the scarcity of data on the 
potential functions of polyatomic molecules. These three deficiencies 
have been met with increasing success since about 19̂ 7, beginning with the 
publication of computational methods by Wilson (70), and of techniques for 
overcoming the effects of finite resolving power by .Wilson-.- and Wells (71). 
The historical development of intensity measurements up to 1954 has been 
reviewed by Vincent-Geisse (61, 62). Potential constants for polyatomic 
molecules are now being supplied by a combination of methods to which the 
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microwave spectrum is an important recent addition (52, 45). 

The status of attempts to relate infrared intensities to the 
internal structure of molecules is somewhat uncertain. Hornig and 
McKean (26) have examined critically all the published data of this kind 
up to the end of 1°54» and have pointed out the many inconsistencies and 
errors which may arise. It seems clear from their conclusions that the 
sensitivity of infrared intensities to the details of the internal charge 
distribution in a molecule gives considerable importance to intensity 
measurements as a tool in the study of molecules. 

A further field of application for infrared intensities arises 
from the above considerations. The bulk properties of matter are derived 
from the intermolecular interactions, so that much interest attaches to 
the study of the perturbation of a molecule by its neighbors. It is 
reasonable to expect that the observed changes in intensity between mole­
cules in the low-pressure gas phase and the high-pressure or condensed 
phases will give considerable information about intermolecular inter­
actions. The excellent studies by such groups as those associated with 
Welsh (65, 64, 65), West (66, 67), and Ketelaar (20, 21, 24, 51) indic­
ate the directions which are open for investigation in this connection. 

The work to be reported in this thesis consists of two parts: 
(a) a contribution to the study of internal molecular structures, by way 
of measurements of the absolute intensities of the vibration-rotation 
bands of gaseous sulfur dioxide; (b) a contribution to the study of 
intermolecular forces, by way of observations on the spectrum of sulfur 
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dioxide in the liquid and solid phases, and on solutions of carbon di­
sulfide and sulfur dioxide in organic solvents. 



CHAPTER I I 

THEORETICAL CONSIDERATIONS 

I n o rder to p rov ide n o t a t i o n and d e f i n i t i o n s needed i n d i s ­

c u s s i n g the r e s u l t s , t h i s s e c t i o n summarizes the r e l e v a n t assumptions 

and equat ions u n d e r l y i n g the measurements and the computations made from 

them. The b u l k o f the m a t e r i a l i s drawn from s tandard t e x t s (76, 81) and 

r ecen t l i t e r a t u r e , 

1 The I n t e n s i t i e s of V i b r a t i o n - R o t a t i o n Bands 

When a spectrometer of i n f i n i t e r e s o l v i n g power i s s e t a t 

f requency l) , i t records the i n t e n s i t y I , t r a n s m i t t e d through an ab­

s o r p t i o n c e l l o f l e n g t h 6. c o n t a i n i n g a c o n c e n t r a t i o n C o f abso rb ing 

m o l e c u l e s . Lamber t ' s law then def ines the a b s o r p t i o n c o e f f i c i e n t k^ as 

where I c i s the i n t e n s i t y passed by the empty c e l l . The i n t e g r a l of the 

a b s o r p t i o n c o e f f i c i e n t ac ross the whole f requency range of the i ^ f t 

a b s o r p t i o n band i s c a l l e d the i n t e g r a t e d a b s o r p t i o n c o e f f i c i e n t o r ab­

s o l u t e i n t e n s i t y of the band, denoted by 

Ai = / k v di) = 1 / A J° M (1) 
' B a n d ° * •'Band 1 

Thi s q u a n t i t y may be r e l a t e d to the sum over a l l the a l lowed r o t a t i o n a l 

t r a n s i t i o n s i n a v i b r a t i o n - r o t a t i o n band of the E i n s t e i n t r a n s i t i o n 

p r o b a b i l i t y f o r a b s o r p t i o n , wh ich can i n t u r n be expressed i n terms o f 



the matrix elements of the total molecular dipole moment between the 

i n i t i a l and final vibrational energy levels. It is necessary to assume 

that the vibrational and rotational energies are of different orders of 

magnitude and thus separable, and that the vibrational wavefunctions of 

both in i t i a l and final states can be written as the product of simple 

harmonic oscillator wavefunctions, one for each normal mode of vibration. 

The result, for a non-degenerate fundamental of the type v̂ . * v£ • 1, 

where 

N: = number of molecules per cc 

c = velocity of light 

V = frequency in sec""1. 

The normal vibrations of a molecule define a set of "normal 

coordinates0^, in terms of which each fundamental is a function of a 

single coordinate only. If the dipole moment components are expanded in 

terms of these coordinates, 

k=l 
y ^ x =JLLX + Z Z x ' °Jc + higher terms (4) 

and the assumption is made that the higher terms are small, then Equation 

(2) may be written 

f k,d^= fJM-Y o) 

since Equation (5) essentially defines the change in the cartesian 
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component of the molecular dipole moment between the vibrationless 

groundstate (initial) and the final state in which the vibrational dis­

tortion is specified by the normal coordinate 0^, i.e., ^^x/^Qk. The 

observed intensities thus yield directly the changes in the total mole­

cular dipole moment produced by small distortions from the equilibrium 

configuration in the manner specified by Q̂ , The fact that overtones 

appear with measurable intensity in the spectra of most molecules in­

dicates that not a l l the assumptions underlying Equation (5) can be valid. 

Crawford and Dinsmore (17) have shown that mechanical and electrical an-

harmonicity in the potential function should have only minor effects on 

the intensities of fundamentals, but there is some doubt concerning the 

conditions under which the multipole moments corresponding to the higher 

terms in Equation (4) can be safely neglected (26). 

The information given by Equation (5) is not very useful unless 

relations can be found which allow the magnitude and direction of the 

total moment change to be apportioned over the various stretching and 

bending motions of the chemical bonds in the molecule. If the molecule 

has symmetry, i t is fairly easy to resolve the moment change parallel and 

perpendicular to the symmetry axis, but any detailed interpretation re­

quires that the form of the distortion corresponding to Qk be accurately 

known. This means that the potential energy of the molecule must be 

known under a l l possible distortions. Use of the measured frequencies in 

the secular equation is not sufficient for this purpose since there are, 

in general, fewer frequencies than there are force constants to be 

determined, so that additional data on the force constants must be sought 

through other methods. Once these have been determined, the matrix 



methods developed by Wilson (81) may be used to extend the interpretation 

of the intensities. 

The usual procedure is to choose a set of 5N - 6 "symmetry 

coordinates", Ŝ , in terms of simple bond stretching and bending motions, 

so combined that each symmetry coordinate belongs to one of the symmetry 

species of the point group of the molecule. These may then be related to 

the normal coordinates by a linear transformation 

The evaluation of the coefficients ( L ~ 1 ) k i requires knowledge of the 

masses, force constants, and geometry of the molecule. The calculation 

has been carried out for the sulfur dioxide molecule in Appendix I of 

this thesis. 

Since 

the intensities are now related to the symmetry coordinates. 

Further interpretation in terms of deformation of individual 

bonds requires further assumptions. Those most generally employed are: 

(a) a change in length, dr, of a valence bond produces a moment 

change • dr directed along the bond, being eval­

uated for the equilibrium configuration. 

(b) a change, d©, in a bond angle © produces a moment change 

*d© perpendicular to the bond. Here^*g is the "bond 

moment" in the equilibrium configuration, which in this 
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treatment should be identical with the "static bond dipole 

moment" derived from other methods. 

(c) the bond moments are additive, their vector sum being the 

molecular dipole moment. 

(d) the bond moments are independent, so that a moment change in 

one bond does not influence the moment in any other bond. 

Such assumptions clearly refer to a molecular model in which 

each atom carries a fixed charge, and moment changes are considered to 

arise solely from the mechanical displacement of these charges as the 

molecule is distorted. The status of these assumptions will be discussed 

in connection with the results in Chapter V. 

The sulfur dioxide molecule was chosen for study on several 

grounds. It is a non-linear triatomic molecule with an axis of symmetry, 

and consequently has three non-degenerate fundamental vibrations, two 

belonging to the totally symmetric species and one to the antisymmetric 

species. A l l three are infrared active, and lie within the frequency 

ranges accessible to the prisms which were available for use. At the 

time this work was undertaken, no results had been published on the infra­

red intensities, but excellent geometry and potential constants had been 

made available (55, 52, 45). The molecule was therefore attractive in 

terms of a study of bond moments, particularly with reference to reported 

differences in the moment derivatives obtained from vibrations of differ­

ent symmetry (19, 50, 59, 60). The additional fact that its melting 

point (-72°C) and boiling point (-10°C) made a l l three phases accessible 

with relatively simple apparatus suggested its suitability for studies of 

intermolecular effects. Very similar arguments governed the choice of 



carbon disulfide as a second molecule for study, together with the 

observation that the temperature range in which CS2 is a liquid (-110°C 

to 46°G), is unusually great for a non-polar molecule of moderate 

molecular weight. 

In the case of sulfur dioxide, the assumptions (a) to (d) above 

lead easily to simple relations permitting the calculation of the bond 

moments, and their derivatives with respect to the sulfur-oxygen inter­

atomic distance. The symmetry coordinates are conveniently chosen to be 

51 = 2"1/2 ( A r x + A r 2) 

5 2 = r AG (8) 

S 5 = 2"1/2 ( A r i - ATZ) 

where r is the equilibrium S - 0 distance, 

A © is the change in the 0 - S - 0 angle, and 

Ar^ and A r 2 are the displacements of the oxygen atoms along the 

direction of the two S: - 0 bonds. 

These definitions lead to the following relations: 

cos e/2 2s7 w 

sin 

d r ~ sin e/2 v ' 



10 

2 The Influence of Finite Resolving Power on  

The Measurement of Infrared Intensities 

The low dispersion of prism spectrographs and the low signal 

strengths obtainable with available combinations of sources and detectors 

in infrared spectrometers limit the spectral s l i t widths which may be 

employed to values of from 5 to 50 cm"* in most wavelength regions. 

Rotational line widths at low pressures are generally much less than 

1 cm"1, and the total width of a vibration-rotation band is of the order 

of 100 cm~* in most cases. The mechanical s l i t width, w, is generally 

wide enough that diffraction effects are negligible, and the distribution 

of transmission over frequencies on either side of the nominal frequency 

setting, j)'i, is approximately triangular (40). The spectral s l i t width, 

s, may be computed from the dispersion and geometry of the particular in­

strument for any value of w. 

In consequence of this finite resolving power, the spectrometer 

does not record the true transmittance l / l 0 at a frequency but an 

apparent transmittance 

T_ _ JaM-fW* . f(j/.a).di/ , , 
T 0

 _ J S(i0 • f(^,s) diJ ^1Z) 

where S(l>) is the intensity distribution of the source, 

f(j>,s) is the s l i t transmission function, and 

the integration is over a l l frequencies accepted by the s l i t when 

the spectrometer is set at i) ̂  • 

If the observed transmission curve of a sample is recorded and 

the apparent integrated absorption coefficient B: is calculated according 
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to 

B = ij fjn.h ^ (15) 
the quantity B Jwill differ from A of equation (1) sometimes by a very 

large factor. It is necessary to choose conditions so that S(i^) and 

e-kf.G£ a r e both nearly constant over the spectral s l i t width i f BMs to 

approach A , This means that the spectral regions occupied by the 

absorption bands of atmospheric water vapor and CO2 must be avoided unless 

these substances can be removed from the optical path, and that only very 

weak absorption bands will be closely followed by the spectrometer. 

Extensive discussion of these problems has been carried out, particularly 

by Neilsen, Thornton, and Dale (4o), Ramsay (47), and most recently by 

Benedict, Herman, Moore, and Silverman (6), and Howard, Burch, and 

Williams (27). 

In consequence of this effect of finite s l i t widths, the most 

generally accepted procedures for obtaining A involve an extrapolation to 

zero absorption, either by way of measurements on a series of diminishing 

cell lengths as in the method of Bburgin (10), or on a series of diminish­

ing concentrations of the absorbing molecule as in the method of Wilson 

and Wells (71). When the band measured has rotational fins structure, k̂ , 

is a rapidly varying function of 0 within the spectral s l i t width, and the 

departures of T/T0 from l / l 0 are large. The extrapolation curve is found 

to be steep and non-linear under these conditions. For this reason, i t 

is a primary requirement of the extrapolation methods that sufficient 

pressure of a non-absorbing foreign gas be added to samples of absorbing 

gas in order to broaden the rotational lines until they merge into a 
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fair l y smooth envelope. When this is done, a plot of 
J T 

against the equivalent path length of the absorbing gas is a straight 

line through the origin in the region of low partial pressures, tending 

to slope off at higher partial pressures (see, for example, Callomon, 

McKean, and Thompson (14)). The limiting slope of this curve at the 

origin gives A, the true integrated absorption coefficient," independent 

of the spectral s l i t width. Alternatively, the intercept at zero path 

length of a plot of B"'versus path length will yield A directly. It is 

common to employ both plots in order to achieve the best smoothing of the 

experimental data, in view of the inherently large errors of measurement 

at very weak absorption. 

While in principle an extrapolation to zero absorption is just 

as necessary in measuring bands in the liquid phase as in the gas phase, 

the absence of the rotational fine structure generally means that the 

apparent integrated absorption coefficient lies within 5% of the true 

value for spectral s l i t widths less than 0.6|? of the bandwidth at half-

maximum absorbance. This criterion and the extension of extrapolation 

methods to liquid phase measurements have been established by Ramsay (47). 

$ Intensities of Infrared Bands in Condensed Phases 

In high pressure gases or condensed phases the collision 

frequency becomes comparable to or greater than the rotational frequencies, 

so that i t is doubtful whether any significance attaches to the idea of 

quantized rotational states. It is observed that the rotational branches 

of vibration-rotation bands disappear, being replaced by an envelope 

which approximates to a Lorentz curve around a central frequency which is 
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displaced from the central frequency in the gas phase by a few percent 

(47). Intensity changes are known to occur (21, 66) but l i t t l e quan­

titative information is available (44) except on intensities in various 

solvents (22, 4, 29, 55). 

Tlie only theoretical discussions of intensities in the liquid 

phase appear to be those based on the theory of dielectric polarization 

as developed by Lorentz (78), Debye (74), Onsager (4l), and others (15, 

75)• It i s assumed that, whatever other specific interactions may occur 

between a molecule and its neighbors, any electric moment in the molecule 

will impose a field on neighboring molecules which will polarize them, 

and the resulting induced moments will impose a"reaction field on the 

original molecule which will B e r v e to modify its internal fields. 

Kirkwood, Bauer, and Magat (5) have given an expression for the frequency 

shifts to be expected on this model, which has been considered to provide 

a reasonable base-line such that shifts greater than those predicted are 

taken to indicate specific interactions, such as hydrogen bonding (22, 29, 

67). OJaako (15) has given the following relation for the ratio of the 

intensity A^ of an absorption band of the solute in a dilute solution 

to the intensity Ag of the same band in the gas phase, 

where n is the refractive index of the solvent at the frequency of the 

absorption band, and the relation is intended to hold for dilute solu­

tions only. More recently, Polo and Wilson (44) have given a relation of 

identical form in which A4̂  is now the intensity in the pure liquid of a 

band whose gas phase intensity is Ag, and n is the refractive index of 
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the liquid. The expression is shown to result from either the Debye or 

the Onsager models of dielectric polarization, and is stated in their 

paper to be not strictly applicable to solutions, and to be the same 

irrespective of whether or not the molecule has a permanent dipole moment. 

There appears to be some discrepancy between these two presentations. It 

is not easy to see how the Polo and Wilson relation is to be applied, 

since the condition £ - n^ requires that both £ and n be defined at the 

same frequency, and n is a rapidly varying function of frequency in the 

region of an absorption band. 

The assumptions which underlie the several formulations of the 

theory of dielectric polarization have been discussed by Brown (75)» a*id 

they are such as to offer l i t t l e hope that the detailed influence of 

neighboring molecules on the electric charge distribution in an absorbing 

molecule will be well described in terms of what are essentially macro­

scopic concepts. 

The very great influences of adjacent molecular structure on 

the infrared intensities associated with various structural groups in 

molecules which have been reported (4, 26, 72) emphasize the sensitivity 

of the infrared intensity to the details of the molecular charge dis­

tribution. This suggests that the effects of the much weaker inter-

molecular forces may s t i l l be observably great, and that they will yield 

useful information on these forces, particularly where the interactions 

are strongly dependent on the mutual orientations. 

Since in the present work variation of temperature has been 

used as the means of varying the intermolecular interaction, two comments 
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are in order on the influence of temperature on infrared absorption 

bands in liquids. The f i r s t is that, in the absence of intermolecular 

interactions other than collisions, the bandwidth would be expected to 

vary with temperature while the integrated area (transition probability) 

remained unaltered. If the bandwidth is taken to be proportional to 

collision frequency, i t should vary as the square root of the absolute 

temperature. Assuming a Lorentz contour for the band, its peak height 

should be inversely proportional to the temperature. Departures from 

this pattern of behavior should be indicative of departures from the 

"rigid non-interacting spheres" model of the liquid state, and should 

thus be measures of intermolecular interaction. The second comment is 

that although the observed intensity in the frequency region of a 

fundamental may contain significant contributions from "hot-bands" 

(absorption transitions in which the lower state is not the ground state) 

variation of temperature should not influence the integrated band area 

since decreased hot-band contributions at lower temperatures would be 

exactly compensated by increased fundamental absorption, provided that 

a l l transitions involved have equal probabilities. While the latter con­

dition may not be accurately fulfilled in a l l cases, departures from i t 

imply a degree of charge redistribution which is quite unlikely in the 

low-energy vibrational states of most molecules. It should be noted, 

however, that where the hot-band and fundamental frequencies differ 

slightly, the band shape should vary with temperature. 



CHAPTER III 

EXPERIMENTAL PROCEDURES 

The majority of spectra were recorded using a Perkin Elmer 
Model 21 Spectrophotometer. In this instrument radiation from a Nernst 
glower is passed in a double-beam arrangement through sample and refer­
ence cells, and is chopped at 1J cycles per second so that in alternate 
half-cycles radiation passing each cell falls on the entrance slit of a 
prism spectrometer. The thermocouple detector is connected through a 
narrow band amplifier, synchronous detector, and 60 cycle servo system 
to a linear wedge aperture which moves across the reference beam to match 
its intensity with that of the sample beam. A pen, mechanically coupled 
to the intensity wedge, records optical density on a suitable semiloga-
rithmic paper while the spectrometer scans linearly in wavenumber by 
means of a motor-driven cam system. Rocksalt and potassium bromide prisms 
were used in the appropriate frequency regions. 

1 Vapor Samples of Sulfur Dioxide 

(a) Gas Handling Procedure 

The absorption cells used for gaseous samples were 10.0 cm in 
length and were fitted with windows of rocksalt, potassium bromide, or 
silver chloride as required. Cell bodies of glass were used for most of 
the work, since metal cells showed adsorption effects. 

The vacuum system used for filling the absorption cells is 
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shown in Figure 1. Pressures greater than 4o mm Hg were read from an 

open-end mercury manometer to an accuracy of - 0.5 mm or better. 

Pressures less than 40 mm Hg were read from a differential oil manometer. 

The density of the gauge fluid was determined gravimetrically to be 

1.050 gm/cc at 20°C. Readings from this gauge should be accurate to 

* 0.05 mm Hg. 

The sulfur dioxide used was obtained from the Matheson Chemical 

Company, the advertised purity being 99.7%. It was found to contain a 

few percent of a gas not condensable at the temperature of liquid oxygen, 

and the liquid condensed directly from the cylinder had a pronounced 

yellow color. The sulfur dioxide was therefore purified by one or more 

vacuum distillations. The vapor from a sample which had undergone a 

single distillation was subjected to mass spectrometric analysis which 

showed a purity greater than 99% 

The sulfur dioxide was frozen out under vacuum with liquid 

oxygen. The absorption cells were pumped out and were tested for leakage 

and desorption of vapors before each filling,by means of the differential 

manometer. The desired pressure of vapor was obtained by opening the 

stopcock A, checking that there was no detectable rise in pressure, then 

slowly warming the liquid until the desired manometer readings were 

approximated. Stopcock A was then closed, and the manometer was checked 

until steady readings for several minutes indicated that temperature and 

adsorption equilibria obtained. The cell stopcock was then closed, and 

the remainder of the system re-evacuated. With stopcocks A and B5 closed, 

dried nitrogen gas was admitted at C in a moderate stream. When the 

nitrogen pressure exceeded the pressure of vapor in the cell by several 



Figure 1. Gas handling apparatus. 
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centimeters of mercury, the cell stopcock was opened and the pressure 

was allowed to rise steadily, the cell stopcock being closed as the 

desired total pressure was reached. In this way no opportunity for loss 

of vapor from the cell was permitted, at the expense of about 10 mm 

accuracy in the nitrogen pressure determination. 

The need for drying the premium-grade nitrogen was demonstrated 

in the course of attempts to use a Perkin Elmer one-meter path length 

absorption cell in order to extend the intensity measurements to lower 

partial pressures. The band intensities were found to decrease rapidly 

with time after cell f i l l i n g . The rate of decrease was greatly reduced 

when the nitrogen was dried by passage through a glass helix in liquid 

oxygen. A long copper helix at room temperature was used to avoid large 

temperature error in the added nitrogen. The sample temperature was 

taken to be the room temperature which was close to 25°C for a l l runs. 

(b) Effects of Adsorption and Incomplete Mixing 

Tests in which the spectrum of a sample was recorded at several 

times from ten minutes to more than six hours after f i l l i n g showed that 

the SO2 concentration remained constant with time in glass-bodied cells, 

while some cells having brass or cast aluminum bodies showed serious and 

prolonged adsorption effects. Results obtained with cells showing 

adsorption were discarded.. 

Incomplete mixing of the absorbing gas with the broadening gas 

has been found by Penner and Weber (42) to be an important source of error 

in high pressure studies. In a number of tests in which Teflon chips 

were placed in the cell, and the spectrum was recorded before and after 
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vigorous agitation, no suggestion of incomplete mixing was ever indicated. 

The tests were conducted at total pressures of one and three atmospheres, 

(c) The Accuracy of the Partial Pressures 

The accuracy of the manometric pressure determinations was con­

firmed by quantitative chemical analysis of the contents of the absorption 

cell after the spectrum had been run. Gas from the absorption cell was 

drawn slowly, at reduced pressure, through two glass traps, in series, 

cooled by liquid oxygen, until several cell volumes of gas had been 

flushed through the cell and there was no residual absorption by i)^. 

While cold the traps were charged with 15 ml of ammoniacal hydrogen 

peroxide. They were then warmed slowly to room temperature with constant 

agitation. These solutions were then analyzed for sulfur as BaS04 by 

standard gravimetric procedure (80). The results are given in Table I, 

TABLE I 

Comparison of Partial Pressures of Sulfur Dioxide  
Determined from Gauge Readings and from 

Gravimetric Analysis of BaS04 

Pressure of S02 
mm Hg  

by Gauge 8.29 12.4 20.4 20.7 

by BaSOij. 8.56 I2.96 18.9 19.7 

% Difference -5.2 -4.5 +7.9 *5.0 

The efficiency of the traps is indicated by the fact that 97.5% 

and 98.2% of the SO2 was found in the f i r s t trap for the 12.4 and 20.4 mm 
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samples respectively. It may be concluded that the partial pressures 

read from the oil manometer are free of systematic error to within about 

2%, though the scatter of the analytical results does not permit any 

given pressure to be assigned within better than 5%« 

(d) Determination of Integrated Absorption 

The samples were run with a scanning speed of about 10 minutes 

per 100 wavenumbers, which permitted a high degree of filtering against 

random noise with sufficient gain to keep the pen response much faster 

than the rate of change of intensity. The noise in the trace was less 

than 1/4% transmission. 

The areas under the absorption curves were calculated by 

Simpson's Rule, using an interval small with respect to the half-inten­

sity width of the bands. The sums of the odd and even ordinates generally 

agreed to better than 0.1%, and in no case did they disagree by more than 

2%, from which i t may be concluded that the integration procedure is not 

significantly in error. Moreover, this procedure should give an estimate 

of the area which is biased in the same sense, as the recorded area is 

biased by the effect of the finite resolution of the spectrometer. The 

error from both sources should vanish in the extrapolation to zero 

absorption. 

Background corrections were applied from the recorded spectrum 

of the absorption cell f i l l e d with dry nitrogen. A reference cell of the 

same length and window materials, f i l l e d with dry nitrogen, was used in 

the reference beam so that the background corrections for \) 5 and )) \ were 

very small. The frequency range of V2 extended beyond the optimum 
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working limit of the KBr optics so that higher noise, sluggish response, 

and greater background were met with in the low frequency t a i l of the 

band, This was met by integrating in the region of high instrument per­

formance and estimating the contribution of the low frequency t a i l 

(approximately 7%) by symmetry from the high frequency t a i l . 

Corrections for stray radiation were made wherever the stray 

radiation was found to exceed \% though the error from this source should 

also vanish because of the extrapolation procedure. 

The reproducibility of the instrument in runs on the same 

sample, or in runs on cells f i l l e d to the same partial pressure was better 

than 2%. usually about 0.5%. 

The overall accuracy of the measured band areas varies with the 

band measured, but no grounds were found for believing that they could be 

in error by more than 5%» 

2 Liquid and Solid Samples 

For studies at room temperature, the sealed liquid absorption 

cells were of conventional design with amalgamated lead spacers. For 

work at low temperatures, a spring-loaded cell assembly was designed to 

ensure that the cell thickness would be that of the spacer at a l l 

temperatures, and to maintain constant stress on the cell windows. 

. A major difficulty in the design of absorption cells for infra­

red work is the scarcity of materials having good mechanical properties 

and chemical resistance in combination with optical transmission over the 

desired frequency ranges. For work with sulfur dioxide the alkali 
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halides, especially KBr, have poor chemical resistance. Materials such 

as periclase and arsenic trisulfide transmit only \)^ of S02 well, and 

IJ2 not at a l l . Thus, silver chloride is the window material of choice, 

but its mechanical properties served to defeat a l l attempts to construct 

and preserve a uniform cell having a known thickness of between one and 

three microns. These thicknesses were found to be necessary for intensity 

measurements on liquid SO2 bands in spite of the reported data of Maybury, 

Gordon, and Katz (55). One cell constructed had an apparent thickness of 

1.5 microns when calibrated using V^ of CS.5, but was later shown to be 

non-uniform to a serious extent. A uniform cell having a cellophane 

spacer I6.6y«. thick by interference fringes wasl.the best compromise ob-

tained in the available time. Since this work was completed, Adams and 

Katz (1) have published results on a variable-space silver chloride cell 

which can be used at 5 microns thickness. Their success was made possible 

by the choice of a small aperture to reduce the effects of plastic flow 

of the windows, a choice forbidden to us by the geometry of the cooling 

arrangements. 

For very intense absorption in the frequency region 4000 to 

1200 cm"* by substances liquid at room temperature, a special cell was 

constructed which is illustrated in Figure 2. It is essentially a small 

Fahry-Perot interferometer, having periclasevwindows selected for optical 

flatness to * 0.1 microns, one of which is channelled at the edges of the 

region traversed by the light beam. These features were found to be 

essential in the construction of cells thinner than about 5 microns. Such 

thin cells require very flat windows i f their uniformity is to f a l l within 

limits which will permit accurate intensity measurements; the required 



SPECTROGRAPH MICROCELL LENS RIBBON FILAMENT 
LAMP 

1 EVAPORATED GOLD. 6 "0" RING 
2 Pb AMALGAM. 7 PRESSURE RING 

3 MgO PERICLASE OPTICAL FLATS 8 LEVELLING SCREW 
4 POLYETHYLENE 9 RETAINING RING 
5 RUBBER RING 10 TEFLON PLUGS 

F i g - 2 Microcell and arrangement for thickness 
calibration 
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limits were computed by integrating Lambert's law over various non-uniform 
cell-thickness profiles. The channelling is needed to ensure that the 
region of the cell first filled by the capillary film is the portion in 
the beam, so that air bubbles are not trapped in this zone. The spacers 
used were films of gold, evaporated onto the windows. The exclusion of 
tiny dust particles from between the plates presented a major problem in 
assembly, which was met with fair success by removal of individual 
particles under a microscope, then holding the two clean surfaces together 
by means of the surface tension of a film of a very clean volatile solvent 
during assembly. The diameter of the periclase optical flats available 
was only 16 mm, so that the cell had to be mounted at the first focus of 
the source, system inside the spectrometer housing, a condition which de­
manded thorough sealing of tte>cell and prevented cooling of the cell 
below room temperature. The assembled cell was adjusted to parallelism 
by examining the Edser-Butler fringes in a medium quartz spectrograph 
with the cell in front of the slit, as shown in Figure 2, and use of the 
levelling screws. The pattern of parallel fringes obtained was photo­
graphed for selected areas of the cell, and the thickness and uniformity 
of the cell were computed from the photographs. The gaskets required for 
sealing caused the thickness to be slightly unstable with time and 
sensitive to rough handling. Results were accepted from this cell only 
when the fringe patterns before and after absorption measurements 
established that no changes had occurred. 

The microcell just described was used at thicknesses of 2.59 

and 2.44 microns (<T = i 0.11 from 10 observations), to determine the 
integrated absorption coefficient for the jA> band of liquid CS2, given 
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in the following chapter, and for some other bands in water, D20, and 

methanol which will not be reported on the grounds that they have l i t t l e 

relation to the rest of the work discussed, and were not very extensive. 

S t i l l thinner cells were needed, since the peak optical densities often 

exceeded 1.0, but the fringe patterns for thinner cells are too diffuse 

for accurate thickness determinations. Where high peak absorption was 

met, a neutral f i l t e r of wire mesh having an optical density of 0.68 was 

used in the reference beam to bring the peak absorption to a level where 

the intensity wedge has better accuracy. Slit width and amplifier gain 

were selected t 0 make use of the f i l t e r possible, i f required, without 

loss of response. 

Cooling of cells below room temperature was done using a simple 

cold box similar to that described by Bernstein (8). It consisted of a 

Lucite box, insulated with Styrofoam, having double windows for the en­

trance and exit of the beam. The space between the windows was continu­

ously evacuated and heating coils were wrapped on the mountings of the 

outer windows to avoid condensation. Cooling was done-by rapidly flowing 

air (1 to 5 //min), which was dried in a series of large diameter traps 

and cooled by passage through a copper helix in liquid oxygen before 

entering the box. Temperatures could be maintained down to -Q0°C. The 

cooling air served to remove any vapor of the sample from the optical 

path. In order to compensate for reflection and absorption losses and 

for defocussing of the beam, a similar uncooled box was placed in the 

reference beam. This box was swept with dried air to equalize atmos­

pheric absorptions in the two beams. The great thickness of window 

material made the angular position of the windows in the beams quite 
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critical in maintaining the alignment of the beams. 

Samples of liquid sulfur dioxide were purified as outlined in 

Section 1 (a) of this chapter. Carbon disulfide was purified by two 

fractional distillations through a three-foot glass-packed vacuum-

jacketed column at atmospheric pressure with a reflux ratio of 10 to 1, 

at a rate of 100 cc/hr, the mid-50% of each pass being retained. It was 

stored in the dark, being subject to slow photochemical discoloration. 



CHAPTER IV 

RESULTS 

1 Gas Phase Intensities for S02 

Table II gives the partial pressures of sulfur dioxide and the 

corresponding band areas observed with a 10.0 cm path and with dry-

nitrogen added to a total pressure of 760 mm. The integrated absorption 

coefficients Â  (see p. 4), were obtained from these data in two ways. 

The slope at the origin of a plot of band area against partial 

pressure was obtained by drawing a line of best f i t through the points 

by visual estimation. The lines were sufficiently close to linear in the 

region of low partial pressures to permit the tangent at the origin to be 

drawn with confidence. The experimental points and the tangent lines 

drawn from them are shown as Figures 5» 4, and 5, for J ^ , j/>» a n < * ^ 5 

respectively. The relation of the experimental points to these tangent 

lines indicates that-.while small departures from complete pressure broad­

ening were observed at the higher partial pressures, the broadening at 

lower pressures was essentially complete (14). This conclusion is sup­

ported by the measurements shown in Table III, which show the effect of 

increasing the total pressure on the band areas observed with a fixed par­

t i a l pressure of sulfur dioxide in a 5*94 cm glass-walled absorption cell. 

The error due to incomplete pressure broadening at a total pressure of 

one atmosphere is certainly less than 2% for the partial pressures used 

here. 
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TABLE II 

Partial Pressures, Band Areas, and Apparent Integrated  
Absorption Coefficients for the Fundamentals of  

Sulfur Dioxide 

1A 2/5 

p Area B P Area B P Area Bi 

60.5 52.6 2.11 62.8 55.8 2.24 14.7 56.7 1.51 
:25.8 12.4 2.04 29.1 17.9 2.41 12.4 46.5 1.46 
20.7 11.55 2.14 28.4 17.2 2.58 12.12 45.9 1.49 
20.4 11.25 2.16 21.4 14.05 2.57 9.61 56.1 1.47 
14.7 7.79 2.08 16.9 10.7 2.48 8.29 52.4 1.55 
12.40 6.67 2.11 15.4 8.57 2.42 6.75 27.5 1.60 
12.12 6.72 2.17 10.2 6.65 2.55 5.10 20.8 1.60 
9.61 5.00 2.04 7.05 5.11 2.85 4.88 20.9 1.68 
8.29 4.42 2.09 4.82 2.89 2.55 4.88 20.8 1.67 
6.75 5.84 2.24 4.57 17.9 1.61 
6.60 5.61 2.14 4.52 17.5 1.59 
5.01 2.70 2.12 5.49 15.0 1.69 
4.57 2.48 2.22 2.62 11.57 1.70 
4.52 2.44 2.22 2.07 9.29 1.76 
5.49 1.88 2.12 1.60 7.25 1.77 
1.60 0.85 2.08 0.88 5.85 1.71 

Units of p are mm Hg. 

Units of Area are (cm - 1/2.505). 

Units of B?are K>5 litres moles"! cm"2 at 25°C. 
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Figure 3. Limiting-slope extrapolation for V, of sulfur dioxide. The 
slope of the dashed line corresponds to the intensity reported 
by Eggers, Hisatsune, and Van Alten. 



Figure A. Limiting-slope extrapolation for i)L of sulfur dioxide. The 
slope of the dashed line corresponds to the intensity reported 
by Eggers, Hiaatsune, and Van Alien. 



Figure 5. Limiting-slope extrapolation for V3 of sulfur dioxide. The slope of the dashed line 
corresponds to the intensity reported by Eggers, Hisatsune and Van Alten. 
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TABLE III 

Variation of Band Area with Total Pressure 
at Constant Partial Pressure of Sulfur Dioxide 

I>1 
p 

P = 295 P = 760 P = 2500 P = 295 P = 760 P = 2500 

16.07 22.77 25.54 25.54 5.49 5.52 5.54 

9-85 15.15 15.02 

5.57 8.56 8.56 

Units of p and P are mm Hg. 

Units of band area are (cm"V2.505) • 
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The " limiting slope extrapolation" just described has the dis­

advantage of giving too great weight to the points near the origin where 

the experimental accuracy is lowest. An alternative procedure is to cal­

culate the apparent integrated absorption coefficient, B:, (see p. 11), and 

plot B3against the partial pressure. This procedure gives a clearer in­

dication of the overall accuracy of the measurements, but tends to place 

too much emphasis on the trend of points at higher partial pressures. In 

consequence of this, the values of the true integrated absorption adopted 

on the basis of these measurements were obtained in the following way. 

Values of B3 were calculated for various points lying on the best-fit lines 

of the limiting slope extrapolation curves, and used to determine the form 

of the curves to be expected in the plots of B? versus p, Figure 6. The 

best-fit lines were then redrawn on both plots, and the procedure repeated 

until both extrapolations gave the same values for the Â , and optimum 

fitting of the experimental points. This smoothing procedure should dis­

tribute the weight reasonably well over a l l points. The above procedures 

were adopted where i t was shown that least-squares fitting of polynomials 

did not provide a reasonable, consistent pattern for treating a l l three 

fundamentals. In the least-squares procedure, the weight attached to the 

points at higher partial pressures makes the limiting slope at the origin 

quite sensitive to the number and order of the higher terms included in 

the polynomial. These difficulties can be avoided where sufficiently high 

broadening pressures can be used, but are replaced by difficulties of 

technique (42, 65, 21), which led to the choice of conditions used in 

these measurements. 

The integrated absorption coefficients obtained, corrected to 
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Figure 6. Apparent integrated absorption coefficients of the sulfur dioxide 
fundamentals as a function of partial pressure, at 25°C and a 
total pressure of 7 6 0 mm. 
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standard temperature and pressure, are presented in Table TV, together 

with an estimate, based on the scatter of the plots of B versus p, of 

the limits of uncertainty in their determination from the present data. 

During the time that this work was in progress, a paper was 

published by Eggers, Hisatsune, and Van Alten (19) containing the results 

of measurements on the band intensities of sulfur dioxide. Their results, 

which are included in Table IV and are indicated on Figures 5t »̂ a n < * 5 

by dashed lines, differ from those reported here by a factor considerably 

in excess of the estimated error in either investigation. This disagree­

ment is discussed at the beginning of the next chapter. 

The derivatives of the total molecular dipole moment with res­

pect to the symmetry coordinates ( d/Uj #Si), were calculated as outlined 

in Chapter II and Appendix I, and are presented in Table V together with 

the corresponding values given by Eggers, Hisatsune, and Van Alten (19)• 

The assumptions concerning the additivity of bond moments and 

Equations 9> 10, and 11 which follow from them were applied to give values 

for the dipole moments of the S - 0 bonds in sulfur dioxide and for their 

derivatives with respect to the interatomic distance. These results are 

included in Table V. 

2 Liquid and Solid Phase Studies 

Attempts to obtain the spectrum of liquid and solid sulfur di­

oxide in films of sufficient thinness and uniformity to permit quan­

titative intensity measurements met with a very limited degree of 

success. In spite of this, the results are of some interest and are 
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TABLE IV 

Comparison of Integrated Absorption Coefficients  
and Moment Derivatives for SO2 from EHA* 

and from This Work 

Band 

cm-1 

A x 10~ 1 0 sec - 1 cm-1 at S.T.P. ^ Q k x 10 1 0 esu Band 

cm-1 EHA This Work EHA This Work 

1151 226 517 ± 8 i 49.1 - 58.1 

1)2 519 257 576 ± 20 i 52.5 + 65.6 

I 5 6 I 1606 2560 + 70 ± 150.8 + 165.2 

* EHA refers to Eggers, Hisatsune and Tan Alten, 
J. Phys. Chem. 5_£, H24 (1955). 
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T A B L E : V 

Moments Calculated for Sulfur Dioxide 

Moment 
Relative Signs of 
9«/?Ql and *U/^Q2 ERA This Work 

^/PSi same 
different: ± 1.445 

+ 5.62 
+ U69 

same 
different 

• 1.45 
+ 1.55 

± 1.80 
• 1.88 

* 5 . H + 6.44 

(from Vi and ^2) 
same 

different 
+ 4.27r i 2.05 

± 5.09 
+ 2.58 

•^(f rom and 
same: 

different 
+ 2.46 
+ 2.56b 

• 2.98 
± 5.12 

(from ^3) 
+ 4.17 * 5.27 

Nbtei 1. Values of go are in Debyes; a l l others are 
esu x 10 a 0. 

2. ERA refers to Eggers, Hisatsune, and Van Alten, 
J. Phys. Chem. 5_£, 1124 (1955). The values 
shown are not those of the original paper but 
have been recalculated from their intensity 
values, after correction of two of the 
formulae of their paper. 
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presented here together with observations on the spectrum of carbon di­

sulfide in the pure liquid phase and in solutions in organic solvents. 

The band parameters which may be studied in investigations of this type 

are the frequencies of maximum absorption, the shapes of bands, the widths 

of the bands, and their integrated absorption coefficients. 

(a) Frequencies and Shapes 

The frequencies of maximum absorption observed for the samples 

studied in this work are presented in Table VI, together with corres­

ponding observations by other workers. Sample spectra are reproduced in 

Figure 7. In the gas phase the centres of the parallel bands l)^ and 

]) 2 are readily identified, while the origin of the perpendicular band 

j^j must be obtained from the analysis of high resolution data and is 

thus not specified in this work. In the pure liquid phase, the present 

measurements pertain to temperatures below -50°C, while those of Maybury, 

Gordon, and Katz (55) were made at room temperature. The agreement is 

probably within the combined errors of calibration for j)'j_ and l)2, but 

our estimate of the centre of gravity of the l)-^ band lies about 5 cm-1 

below the figure of 1558 cm"1 given by them. 

The frequencies recorded in this work for frozen S02 at -80°C 

differ considerably from those listed by Wiener and Nixon (69) for S02 

at -180°C. Moreover the band shapes differ extensively between these two 

studies, a fact which may indicate a difference in the crystalline form 

of the samples studied. It appears possible to choose the frequencies 

from their published curves in a different manner from those listed by 

them, but not in such a way as to remove the disagreement between the two 
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TABLE VI 

Frequencies of SO2 Bands in cm-1 

Band Gas Liquid 
Solution 

10% in CHCI3 Solid 
This Work SNF This Work MGK This Work This Work WN. 

1)1 1151 1151.58 1145 1148 1145 1145 1147 
1142 

1)2 520 517.69 524 525 
540 
525 

552 
521 

1561.76 
1555 
1550 
1515 

1558 1558 
1550 
1556 
1510 

1550 
1516 
1508 

SNF refers to Shelton, Nielsen, and Fletcher, J. Chem. Phys. 
21 , 2178 (1955). 

MGK refers to Maybury, Gordon, and Katz, J. Chem. Phys. 
g l , 1277 (1955). 

WN refers to Wiener and Nixon, J. Chem. Phys. 25_, 175 (1956). 



Figure 7. Spectrum of sulfur dioxide in condensed phases. 
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sets of data. It is possible for reflection phenomena in the polycrystal-

line films studied to distort the band contour recorded, but in both their 

work and ours the absence of strong scattering at frequencies far from 

the band centres was taken as indicating that the contours recorded 

corresponded to the true absorption envelope. The spacings of the various 

components in this study do not f i t the interpretation of Wiener and 

Nixon in terms of combinations of l)-^ and \Jj with lattice frequencies. 

When a 10% solution of SO2 in CHOI3 was examined, the frequency 

found for was the same as in pure liquid S 0 £ . For \J^. on the other 

hand, the frequency in the solution appeared to be about 5 cm"1 higher 

than the estimated band centre for the pure liquid, while the triplet 

structure found in the pure liquid was absent in the solution. 

Very similar observations resulted from measurements on some 

bands of carbon disulfide in the pure liquid, and in solution in 

chloroform or carbon tetrachloride. Observations were made at room tem­

perature, and at temperatures down to -50°C, on the asymmetric stretching 

frequency ])and on the combination band (iJj + l^.) of the asymmetric 

and symmetric stretching frequencies. Sample spectra are given in 

Figure 8, and the frequencies recorded are presented in Table VII. 

The multicomponent structure found for in the pure liquid 

showed no temperature coefficient in the range investigated. On dilution 

of the CS2 with chloroform or carbon tetrachloride, the structure changed 

progressively with the concentration in the manner indicated by Figure 8 , 

and Table VII. It should be emphasized that the cell thickness was 

chosen for each strength of solution in order to keep the peak heights and 
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Figure 8. Absorption bands of carbon disulfide in the pure liquid and in 
solution. 
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TABLE VII 

Frequencies of CS2 Bands in CHOI3 Solutions 

% CS2 100 50 20 4 0.4 

1570 ± 5 1570 
1555 ± 5 1555 1555? 

1 1550 + 5 1555 1555 • 1555? 
vz, region 1520 1520 • 1521 

1516 ± 3 1̂ 16 1515 1515 1515 
1505 + 5 1505 1505 1505 1505 
1495 + 5 1495 1500 1500 
1470 + 5 1470 1470 1470 

(V5
 + 1̂1) 
region 

2190 + 5 
216? + 2 
2150 + 5 

2190? 
2175 
2165? 
2150? 

Notes: 1. Frequencies of maximum absorption are underlined. 

2. The error values given with the frequencies for pure 
OS2 are the uncertainties in locating the peaks or 
shoulders rather than errors of calibration. 

5. The frequencies quoted for pure CS2 and for the 20% 
solution were measured at 25°C and -50°C. The other 
solutions were studied at 25°C only. 

4. Solutions in COI4 gave contours for l)which were 
indistinguishable from those observed for chloroform 
solutions of the same mole fraction. 
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band areas roughly constant, so that the disappearance of components from 

the structure is due to real changes in relative intensity and not to 

instrumental causes. This circumstance also argues strongly against the 

suspicion that the apparent structure in the peaks arises from some in­

fluence of the atmospheric water bands in this region on the performance 

of the double-beam instrument. 

The resolving power available in the region of the (-^j + 

combination band in liquid CS2 did not permit resolution of detailed 

structure, but rough values of components could be estimated from the in­

flections in the band envelope. The absence of interfering atmospheric 

bands in this spectral .region further removes any suspicion that the band 

structures are spurious. 

(b) Bandwidths 

The strength of the peak absorptions in the sulfur dioxide 

spectra prevented measurement of the bandwidths in the pure liquid, but 

i t is quite certain that the bands were much narrower in the 10% solution 

in chloroform than in the pure liquid. The spectra for j/± and lJj of 

SO2 also appear to indicate a narrowing of the bands at lower temperatures. 

The more definite results obtained for a r e plotted in Figure 9 which 

indicates a linear decrease of the bandwidth at half maximum intensity with 

decreasing temperature. 

In contrast to this result, no significant narrowing was ob­

served for the j) j band of CS2 as the temperature was lowered from 25°C 

to -50°C, either for the pure liquid or for solutions of 20% or 2% CS2 in 

chloroform. 
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Dilution of 0S 2 with CHClz, produced changes in the bandwidth of 

the absorptions in both the Pj and the ( p^ + l)-^) regions. Results for 

Pj, corrected for the effects of finite s l i t width, are presented in 

Figure 10. The bandwidth of pj at half maximum intensity is seen to vary 

in a closely linear fashion with the mole fraction of CS2 over a range 

from 4 7 cm"* in the pure liquid to less than 10 cm"* in dilute solution. 

A few observations on solutions of CS2 in CCI4 gave bandwidths indis­

tinguishable from those in CHClz, solutions of the same mole fraction. 

The variation in bandwidth was less marked for (J/^ + P\)t which ranged 

from 2 9 cm"* in the pure liquid to 20 cm~l in a 20% solution. 

(c) Intensities 

It was not possible to measure the true integrated absorption 

coefficients for 0^ and l)-^ of pure liquid sulfur dioxide. In the 

spectra obtained, the percent transmission at both peaks was s t i l l zero 

when a neutral density f i l t e r of wire mesh (optical density 0.68) was 

placed in the reference beam. This observation made possible a measure 

of a lower limit for the integrated absorption coefficient for p-^. since 

the peak optical density must have been greater than 2 . 5 . The result ob­

tained was 2.9 x mole"* cm~2, so that the intensity of P-^ in the 

liquid was not less than 1 . 54 times the gas phase intensity in corres­

ponding units. The formulas based on the Lorentz-Onsager treatment of di­

electric polarization, which have been advanced by Chako ( 1 5 ) a n < i Rolo and 

Wilson ( 4 4 ) , predict a value of 1.26 for this ratio. A similar calculation 

for P3 gave the lower limit in the liquid phase as roughly 1/2 the gas 

phase value, but the true intensity was probably much greater than this. 
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The intensity of 0-^ of S02 in a 10% solution in chloroform was 

determined to lie between 5»9 x 

and 6.9 x 103-4 mole"1 cm"2, the un­

certainty arising from the contribution of the neighboring chloroform 

band to the absorption in the region of l)^. This places the ratio Ajt/Ag 

for the solution between the limits 1.5 and 2.7, as compared with 1.28 

predicted on the basis of the Polo and Wilson formula. 

Serious doubt attaches to the measurements made on 2 2̂ ot S02 

in view of the discovery that the cell was far from uniform in thickness. 

However, the internal consistency of the results as evidenced by the 

approximate agreement of the liquid and vapor phase intensities justifies 

their presentation. Figures 9 and 11 respectively present the variation 

of the apparent bandwidth and the apparent integrated absorption coef­

ficient with temperature. Since the same absorption cell showed no sig­

nificant temperature coefficient when fi l l e d with 0S2, i t seems that the 

only possible source of this large temperature variation other than a real 

effect would be the presence in each t r i a l of a vapor bubble in the cell 

which contracted on cooling. The effective cell thickness, evaluated 

using bands of known intensity, was l.JO microns. When this value was 

applied to the band area at 25°G obtained by extrapolation, the integrated 

absorption coefficient obtained was roughly 5 . 5 x mole"! cm"2, 

which is about 1.4 times the gas phase intensity of j/^* a f i g u r e very 

similar to that found for This ratio would rise to 4.2 near the 

freezing point i f the observed temperature coefficient was real. 

The intensities of the three fundamentals of S02 a l l decreased 

dramatically when the liquid froze. The intensity changes were quanti­

tatively reversed on melting. The behavior of l)j appeared to differ from 
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that of 02 in that very extensive wings of somewhat irregular contour 

developed on both sides of the central absorption. It is not certain 

whether such wings developed on j/j_, but from the symmetry of the wings 

on l ^ j i t seems likely that they did not. The f i r s t explanation which 

suggests itself is scattering by the polycrystalline film, but the absence 

of any significant increase in scattering at frequencies far from the band 

centres suggests that these wings are properly considered as regions of 

absorption. On this assumption, the integrated absorption coefficient was 

evaluated over a frequency region from 1520 to 920 cm~* which includes 

both p*. and //]_, the value obtained being 6.55 x io5 /. mole"* cm"2. A 

separate integration for l) ^ on the further assumption that the wing 

absorption was due entirely to l)j gave 5*9 x 10 2 jL mole"* cm"2, in which 

case ])^ would be 5*96 x lo5 ,£. mole""l cm~2 by difference. The ratios of 

the solid to the gas phase intensities on this basis are then 0.18 for l) ^ 

and 0.54 for j/j. This ratio for the total absorption by i)-^ and \\ is 

0.52. 

The intensity decrease on freezing for the bending vibration, 

1̂ 2, was found to be 44%. Acceptance of the measured integrated ab­

sorption coefficient as correct at 4.9 x 10^ Jl. mole"* cm"2 for 1^2 of 

frozen SO2 would give the intensity of this vibration in the solid as 

5«2 times the gas phase value. 

The measured intensities for lJ^ of CS<i> in the liquid phase 

present another anomalous situation. The integrated absorption coef­

ficients for 0^ in pure liquid CS2 and in solution in CHClx, or COI4 are 

plotted in Figure 12 as a function of the mole fraction of CS2. Correc­

tions for the effect of finite s l i t width have been applied by the methods 
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of Ramsay (47), ignoring the departures from Lorentz shape on the ground 

that they are of second-order importance. 

Ro really significant variation of intensity with concentration 

can be inferred from Figure 12, though such variation might have been 

expected on the basis of the shape changes described above. The scatter 

is much greater than would be anticipated from the estimated errors in 

cell thickness, concentration, and area measurement, but is within the 

limits usually reported for this type of measurement. The gas phase in­

tensity reported by Robinson (49) and by McKean, Callomon, and Thompson 

(56) is indicated by a horizontal line in Figure 12, while the intensity 

variation predicted on the theories of Ohako (15) and Polo and Wilson (44) 

is indicated by the upper sloped line. The measured values f a l l well 

below the predicted ones, and seem to f a l l below the gas phase value, at 

least in the pure liquid. 

Only a few measurements were made for other bands of CS2. The 

gas phase intensity for ( iJ-^ + p-jj was obtained at four values of the 

partial pressure between 1.27 mm and 127 mm, and the Rvalues were found 

to be constant within 10% over this range, indicating effectively zero 

slope for the B.: extrapolation. Thus Ag was found to be (1.01 ± .05) x 

lO? jt. mole - 1 cm-2. For pure liquid CS2, A^ was found to be I.58 x 10^ 

X» mole - 1 cm"*2. The ratio of these values, 1.57, agrees within the 10% 

uncertainty in this ratio with the figure 1.47 predicted from the Polo 

and Wilson formula. 



CHAPTER V 

DISCUSSION 

1 The Absolute Intensities of the Sulfur  
Dioxide Fundamentals in the Vapor Phase 

It will be noted that the intensities of the fundamentals of 

sulfur dioxide measured in this work differ from those reported by 

Eggers, Hisatsune, and Van Alten ( 19) , being greater by 40, 45, and 60% 

for i ^ , |X>» a n <* respectively. This disagreement has been discussed 

with Professor Eggers. The determination of band areas in the present 

work involved no replotting of data, and was less affected by instrument 

noise, so that the factor of personal judgment referred to in their paper 

Was minimized here. The greater broadening pressures used in their work 

gave a truly linear variation of band area with partial pressure in the 

range of partial pressures used. Although the present work was conducted 

at much lower broadening pressures, the longer cell length permitted the 

use of much lower partial pressures so that adequate broadening was in 

fact achieved. Evidence obtained here (Table III) and elsewhere (14, 65) 

indicates that any inadequacy in the broadening should yield low values 

for the intensities, whereas our results are higher than those obtained 

by Eggers' group. The effects of incomplete mixing and adsorption were 

eliminated in both studies. 

Thus a decision between the two sets of intensities rests upon 

the accuracy of the determination of the concentration of sulfur dioxide 
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in the absorption ce l l . In their work, refrigerant grade SO2 was drawn 

directly from the can into the cell, and the mass spectrometric analysis 

was calibrated in terms of samples similarly prepared. Their analysis 

was thus a reliable test of adsorption loss, but was not necessarily an 

absolute measure of the SO2 concentration. The non-condensable gas found 

in our cylinder of reagent grade SO2 suggests a possible source of error 

in their analysis of nitrogen-S02 mixtures. Our purification procedure, 

quantitative recovery of the complete sample, and gravimetric determination 

of quantity should provide the more accurate determination of the SO2 

concentration, a conclusion to which Professor Eggers has subscribed. A 

further point in favor of the present results is that the curves of 

Figures 5, 4, and 5 a H P a ss through the origin, whereas the values 

reported by Eggers et. a l . f a i l to conform to this essential requirement. 

2 Bond Moments in Sulfur Dioxide 

It was pointed out in Chapter II that the interpretation of 

infrared intensities in terms of bond moments involves a considerable 

number of assumptions, not a l l of which are above suspicion. It must, 

therefore, be borne in mind that the ^/9Q,\r of Table IV are conditioned 

by the assumption that higher multipole moments and anharmonicity in the 

potential function are unimportant. In turn, the of Table V are 

conditioned by the selected form of the potential function and the em­

pirical accuracy of the force constants, bond angle, and interatomic dis­

tance. The discussion which follows assumes that the '2/HJefa\ are free of 

bias from these sources, and that only the later assumptions concerning 

bond moment additivity are under test. 
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It is seen in Table V/ that, the dipole moment to be associated 

with the S - O'bond in S0>> on the basis of the measured intensity of /V̂  

and P2 i s * 2.98 Debye i f the signs of ^-/^Qi and O/c/J^ are the same, 

or + 5»12 Debye i f they are different. The corresponding values for the 

total dipole moment of SOjs are then + 3.60 and ± 5»l4 Debye respectively. 

If the assumptions behind these calculations are correct at least in the 

present case, one of these alternatives should agree with the total 

moment of 1.59 Debye obtained from the pure rotational spectrum (16) and 

from dielectric constant measurements (75)• 

The value of depends almost entirely on the intensity of 

alone. The ])^ data shows the greatest scatter of the three bands 

measured; the standard deviation about the least squares line is 4.5%. 

Thus a fair estimate of the standard error in determiningy^-from these 

data is - 2.5%. It is therefore quite definite that the "dipole moment"' 

calculated from the infrared intensities on the assumptions of the fixed-

charge model is not the same quantity as the "static molecular dipole 

moment" measured by the other methods referred to above. 

The failure of the fixed-charge model is further emphasized by 

a comparison of its other predictions with the results of Table V. A\ 

molecular orbital treatment of S O 2 by Moffitt (59) assigns formal charges 

of + 0.48 electrons to the sulfur atom and - 0.24 electrons to each 

oxygen. This charge distribution is consistent with the observed static 

dipole moment. Thus on the assumptions of the fixed-charge model we 

should find not only agreement of the JLL values, but we should find 

^So/^ r *° b e °»24 electrons or about 1.0 x 10"*^ esu independent of the 

symmetry class of the normal vibration. None of the alternatives of 
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Table V/ are in good agreement with this prediction. The signs of the 

derivatives may also be considered. Moffitt's formal charges give the 

positive sign foryiC±n the coordinate systems used here, and predict the 

positive sign for and the negative sign for ^ / 2 s 2 , so that the 

signs of V̂<?Q]_ and ty/do^ should also be taken as being different. 

This choice, however, leads to large disagreement of the value of ^QQ/^T 

from and i / 2 with that from In studies on other molecules con­

clusions as to signs and magnitudes of derivatives have occasionally been 

based on the consistency argument that the magnitudes calculated from 

vibrations of different symmetry ought to agree. The accumulated evidence 

presented by Hornig and McKean (26) calls this procedure into question; 

the present evidence demonstrates that the procedure is inconsistent with 

the hypothesis used in the calculations. 

The overall conclusion from these findings is that the amount 

of charge redistributed in the molecular distortions of sulfur dioxide is 

much greater than the formal charges of the equilibrium distribution. 

This suggests that the concepts of rehybridization, orbital following, 

and the contributions of unshared electrons which Hornig and McKean have 

applied successfully in NHj and HON are needed for a discussion of the 

S 0 2 intensities. 

It has been shown that unshared pairs can make large contribu­

tions to the static moments (of the order of 1 Debye unit), and that they 

are very easily polarized (56). The molecular orbital calculations of 

Moffitt for sulfur dioxide and related compounds show that the sulfur 

unshared electrons occupy orbitals which are directed approximately 
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tetrahedrally with respect to the S - 0 bonds, and,are pulled towards 

the oxygen atoms. Thus the unshared pair moment in the equilibrium con­

figuration opposes the S- 0 bond moment. It is found that the configura­

tions of the sulfones, IlpSÔ , are nearly tetrahedral while the - 0 bond 

order is almost unaltered from its value in S O 2 , and the dipole moment 

increases from 1.59 Debyes in SO*? to more than k Debyes for dialkyl 

sulfones. 

If we assume that the lone pair orbitals follow the motions of 

the oxygen atoms but otherwise retain the concepts of the fixed-charge 

model, qualitative consistency can be given to the signs and relative 

magnitudes of the moment derivatives in sulfur dioxide. Thus the lone 

pair moment, ordinarily in opposition to the bond moment but reduced in 

its effect by displacement of the lone pair orbitals towards the oxygens, 

would further decrease as the S - 0 bonds stretched slightly leading to 

an augmented positive change in^u- for distortions of type S\, Similarly, 

the opposition of the lone pair moment to the bond moment would increase 

for increases in the bond angle leading to an augmented negative value-

of V̂<?S:2. Distortions according to S~j would cause both bond and lone 

pair moment changes in the same direction leading to large positive 

values of 

These suggestions should not be taken too seriously since they 

represent a gross oversimplification of the effects of molecular distort 

tion. The consistency which they appear to give to' the infrared data, and 

the success of similar arguments for NHj and HON, call attention to the 

importance of unshared pairs in problems of molecular structure and to 
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the need for further investigation on both the empirical and theoretical 

behavior of these electrons. The pronounced sensitivity of infrared 

intensities to the details of the molecular charge distribution emphasizes 

their application as a tool in the study of molecular structure. 

J Frequencies, Bandwidths, and Intensities  
in the Liquid and Solid Phases 

The results obtained on spectra in the liquid and solid phases 

present many interesting features. Unfortunately the scope of the ex­

perimental work is too limited to provide a solid basis for the inter­

pretation of these features. The rather speculative discussion of these 

results which follows is intended primarily to suggest some directions 

which might be taken in future work. 

The liquid-phase band contours found for the fundamentals of SO2 

were closely Lorentzian for the symmetric vibrations jJ-^ and 1)2. * n 

agreement with well-recognized concepts of the collision broadening of 

the vibrational levels, the rotational structure being suppressed by 

collision frequencies in excess of the rotation frequencies (47). In 

contrast, the asymmetric vibration, P^, showed a triplet structure which 

corresponded, not to the perpendicular band structure of the gas phase, 

but to the triplet structure observed in the solid at temperatures near 

the melting point. There was no obvious temperature coefficient found for 

the relative intensities in this structure. The similar, though more com­

plex, structure found in the analogous vibration ( jj^) of also showed 

no temperature coefficient beyond that expected from thermal contraction 

of the liquid over a 75°C range. At least some of the components of the 

latter peak appear to correspond to frequencies observed in the Raman 
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spectrum of frozen CS2. Both triplet structures referred to disappeared 

or were modified in chloroform solutions. 

None of the three SO2 vibrations showed a significant frequency 

shift on freezing, though the previously reported shifts (downward for 

l)\ and /ij, upward for J/̂ ) from the gas frequencies were confirmed in 

the liquid. However, large decreases in intensity of. a l l three bands 

occurred on freezing, and several weak sidebands appeared. 

The f i r s t idea suggested by these observations is that the trip­

let structure in jAj of SO2 found in both the solid and liquid states, 

but disappearing in solution, represents the resonance splitting of os­

cillators coupled by the crystalline field of the solid, as discussed by 

many authors including Hornig (25). and Wiener and Nixon (69). The work 

of these authors indicates that only should show such splitting, 

which is what is observed i f the other weak sidebands in the regions of 

])'2 and \)\ are assumed to arise from second order or spurious causes. 

This hypothesis accounts for two components of the structure, though 

i t is not certain which two. If the third component is assumed to arise 

from "free" molecules, then i t is presumably the central component at 

about 1556 cm-!, since i t is this frequency which remains in the solution. 

Whatever the proper identity of these components, their assignment as 

characteristic of the solid lattice seems unavoidable. The overall weak­

ness of the bands in the solid state, together with the observed persis­

tence of the triplet structure at temperatures JO degrees or more above 

the melting point suggest that a marked degree of essentially crystalline 

structure exists in the liquid at these temperatures. If by analogy i t 

is assumed that the multicomponent structure of iJ^ of CS2 is 
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characteristic of the solid lattice (there is some slight support for 

this from Raman studies (JO, 54, 5̂0), then the persistence of crystalline 

structure is truly remarkable in liquid CS2, since no temperature change 

greater than 10% was observed between -50°C and 25°C. 

The idea that liquids possess regions of local order comparable 

to that of the solid lattice is supported by evidence from X-ray diffrac­

tion (57) and light scattering (25). If i t is assumed that the lattice 

stabilization energy is large with respect to kT, only a very small pro­

portion of collisions will occur at energies sufficient to remove a mole­

cule from, or to split, a "crystallite". For equilibrium to hold i t is 

necessary that an equally small proportion of collisions should lead to 

growth of crystallites, and since the fraction of collisions energetic­

ally favorable to crystallization is large by the assumption already made, 

the "accommodation coefficient" must be much less than unity. This con­

dition would be satisfied i f a narrowly defined orientation were required 

for a molecule approaching a crystallite in order that the lattice sta­

bilization energy be realized. While such concepts are a familiar part 

of discussions of crystallization phenomena (75) "the majority of calcul­

ations on intermolecular forces treat the intermolecular potential func­

tion as spherically symmetric or ellipsoidal. The general inadequacy of 

such calculations in accounting for the properties of matter (77) in­

dicates the need for more refined information on intermolecular forces. 

The argument advanced above suggests that infrared studies of temperature 

changes and phase transitions may be valuable avenues of approach to 

such information. 

The results of the present work on frequencies and intensities 
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in the liquid phase are not well accounted for by the essentially macro­

scopic approach of theories of dielectric polarization. These theories, 

which were discussed briefly in Chapter II, predict that a l l frequencies 

of a molecule should decrease and a l l band intensities should increase 

when the phase change from gas to liquid occurs. The fact that the 

frequency of \)^ of SO2 increases is in itself sufficient to indicate 

that the macroscopic approach is unlikely to lead to an adequate under­

standing of molecular interactions. Upward shifts in frequency have been 

reported by other workers (9, 76). The measured liquid intensities for 

jjj of CS2 appear to be significantly below the predictions of the di­

electric polarization theories, while the intensities of //]_ and l)^ of 

SO2 in chloroform solution and p-y in the pure liquid appear to be sig­

nificantly greater than predicted. The data of Whiffen (68) on the in­

tensity of the Gl - CI stretching vibration of chloroform in various 

solvents did not correlate well with the Chako formula. While these few 

results by no means serve to define the limits of application of the 

approach through the theory of dielectric polarization, i t does not seem 

likely that this approach will be any more adequate for the problem of 

intensities than i t is for frequencies (22, 51)• 

Finally, the measured bandwidths in this work indicate a 

potentially valuable field of study. The more than four-fold reduction 

in the bandwidth of l/j of CS<i> on going from the pure liquid to dilute 

solutions show that this particular vibration is more strongly influenced 

by collisions between like molecules than between unlike molecules. This 

is supported by a kinetic theory estimate of the collision frequency 

which is higher by about 50% for a CS2 molecule in essentially pure 
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chloroform than in pure CS2. Moreover, if collision frequency were the 
principal determinant of bandwidth, the width should vary as the square 
root of the absolute temperature; our data for pure CS2 and 2% solution 
in CHCI3, though of marginal accuracy, do not support so large a tem­
perature coefficient. 

It should be noted that Brown (12) has extrapolated this kinetic 
theory approach to bandwidth to predict that the integrated absorption 
coefficient should vary with temperature for a Lorentz band. The argument 
on which he bases this conclusion appears to be in error. Starting from 
the Lorentz-type equation given by Ramsay (47), 

Brown assumes that "a" is a constant, independent of temperature, while 
"b", defined by the relation 

2b = 

is taken on kinetic theory grounds (see p. 15) to vary as T*/̂ . He then 
performs the integration 

JL\o_ As, / a /?a 2*a 

from which he concludes that the integrated area must vary as T~*/̂ . The 
point of fallacy here is that the quantity "a" is defined by this in­
tegration, and in the theory of collision broadening (78, 18, 4o) is 
shown to consist of the integrated area times b/rr . Thus the assumption 
that "a" is temperature invariant is completely unwarranted. The only 
defensible a priori assumption is that the transition probability (and 
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thus the integrated absorption coefficient) is not temperature dependent, 

and to regard departures from this behavior as evidence for the temper­

ature dependence of the intermolecular forces. 

The linear form observed for the dependence of bandwidth on 

mole fraction requires comment. If the band contour observed in a solu­

tion were the sum of contributions from molecules subject to perturbation 

by a single nearest neighbor of like species and from molecules similarly-

perturbed by a neighbor of unlike species, i t is easily shown that the 

dependence of bandwidth on mole fraction would not be linear in form. An 

alternative hypothesis leading to a linear form is that the bandwidth is 

determined by some intensive property of the solution, for which refrac­

tive index might be suggested in a macroscopic view, or the average elec­

tric field at the absorbing molecule due to a l l the other molecules in a 

microscopic view. The latter concept is akin to the London dispersion-

force model (77)• It is not impossible to account for the linear form 

of the bandwidth-concentration curve in terms of the "crystallite" model 

discussed in connection with the frequencies, but several assumptions are 

required concerning which no evidence is available. Thus the only proper 

conclusions from the measurements on CSg solutions, and the corroborative 

observations on SO2 solutions, are that they are consistent with the 

usual chemical rule-of-thumb (52) that interactions are stronger between 

like than between unlike molecules, and that bandwidth variations with 

concentration and temperature merit more detailed investigation. 
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SUMMARY' 

Measurements have been made of the absolute intensities of the 

three fundamental vibration-rotation bands of sulfur dioxide vapor. The 

measurements are different from previously published values and are 

shown to be preferable to them. The measured intensities thus provide 

the best standard yet available against which to test theories of infra­

red intensities and molecular charge distribution. The molecular model 

employed almost exclusively up to the present time has been shown to be 

inadequate for the interpretation of the sulfur dioxide intensities, the 

effective oscillating charges being considerably larger than the formal 

charges of the equilibrium configuration. The involvement of unshared 

electrons in both the equilibrium and distorted charge distributions is 

strongly suggested by the results obtained. 

Observations of limited scope on the shapes, frequencies, 

widths, and intensities of absorption bands in the solid and liquid states 

at various temperatures have shown that the predictions of the theory of 

dielectric polarization do not appear to provide an adequate description 

of the spectral changes accompanying a change of phase. Variation of 

bandwidth with concentration was demonstrated for solutions of OS2 and 

S'Qg in organic solvents, and variations of bandwidth and intensity with 

temperature was observed in some cases but not in others. Both the latter 

findings are opposed to the hypothesis that collision frequency is the 

major determinant of bandwidth in the liquid state. Frequency structures 
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observed in the liquid state appeared to correspond to those observed in 

the solid state, suggesting that further studies might yield information 

on the degree of order present in liquids. 

Note Added in Proof 

It has been brought to my attention that results confirming the 

findings of this thesis for the sulfur dioxide vapor intensities have 

been obtained independently by J. Morcillo and J. Herranz (An. Real. Soc. 

Esp. Fis. Quim. 5_2A, 207, 217 (1956)). This journal is not yet available 

to us, but their results have been given in "Spectroscopia Molecular" 

Vol. 6, p. 9, February 1957. They are, in the same units as those of 

Table IV, p. 5 7 : 

Ai = 550 + 20 

A 2 = 560 + 50 

Aj = 2640 + 80. 

The values for A 2 and Aj agree within the limits of the errors in either 

investigation, while the A]_ values differ by the sum of the errors 

quoted. In view of the order of accuracy obtained in most studies of 

this kind, the agreement must be regarded as very satisfactory. 
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APPENDIX I 

NORMAL COORDINATE! TREATMENT FOR SULFUR DIOXIDE 

The principles and methods involved in relating the vibrational 
motions of a molecule to any desired set of internal coordinates have 
been summarized by Wilson, Decius, and Cross (81). Their notation has 
been used in what follows. The application of these methods to the 
sulfur dioxide molecule.has been carried out by Eggers, Hisatsune, and 
Van Alten ( 1 9 ) • The treatment below includes some details omitted from 
these publications and points out some problems which arise in the 
solution. 

1 General Relations 

We proceed on the basis that all equations contained in 
Molecular Vibrations by Wilson, Decius, and Cross are available. It is 
there shown (Appendix VIII) that if L is the matrix of coefficients 
which transform any set of internal coordinates represented by the column 
matrix S_ into the column matrix of the normal coordinates, Q, according 
to 

S=LQ (1) 
then the matrix L"1 of coefficients for the inverse transformation 

Q = IT1S (2) 

may be obtained as follows. 



70 

The normal coordinates are defined to be such that the kinetic 
energy T and the potential energy V are given in diagonal form (no cross-
products between coordinates), 

2V = Q+A Q (5) 

2T = Qf E Q (4) 

where the dot refers to the time derivative, the dagger indicates the 
transpose conjugate, E is the unit matrix, and A is the diagonal matrix 
whose elements are "X-^ = htfty^ w h e r e ^s -the frequency of the normal 
vibration in which the distortion is specified by the normal coordinate 
Qfc. The 0/s may thus be described as mass-weighted displacement co­
ordinates . 

It is also shown there that the potential and kinetic energies 
are related to the internal coordinates S by the relations 

2V = SfF ,S (5) 

2T = I^G"1! (6) 

In these expressions F_ is the matrix of the force constants, the con­
struction of which is discussed below, and G~* is the "inverse G matrix" 
for which Equation (6) is essentially the defining equation, and which 
is constructed from the atomic masses and geometry of the molecule. 

Combining (1) with (5) and (6) we have 

2V = Q+L+F L Q (7) 

2T = Q̂ I+G"1!, Q (8) 
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Comparison with (5) and (4) gives 

L fFL= A (9) 

tf G_1L = E (10) 

Equation (10) may be solved to give L = G(L~1)t which may be substituted 
in Equation ( 9 ) ; multiplication by (L"1)* then gives 

F G (IT 1) + = (L/^fA (11) 

As will be seen below, this equation may be used to obtain the ratios of 
the coefficients which coefficients are just the quantities ^C^/PS^ 
required in Equation (7) of Chapter II. In order to fix the values of 
these coefficients a second condition is required. This may be obtained 
from either (9) or ( 1 0 ) . Since the elements of the G matrix are more 
accurately known than those of the F matrix, the latter course has been 
preferred here. From (10) we obtain 

I f ll ( J f
 lf = E (12) 

There is moreover a condition of compatibility on the set of 
linear equations defined by Equation (11) , which is that 

|FG - EA| = 0 (15) 

This is one form of the secular equation of the molecule, from which the 
frequencies may be calculated if the F matrix is known. More usually 
the frequencies are measured and the force constants, which in general 
outnumber the frequencies, are adjusted to give agreement between the 
observed frequencies and those calculated from Equation ( 1 5 ) . 
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2 Application to Sulfur Dioxide 

The potential function for the sulfur dioxide molecule may be 
written in its most general quadratic form as 

2V = f r O r j 2 + Ar 2
2) + f 0 r 2 ^ 2 + 2f r rA r i4r 2 

+ 2f r Q r(Ar 1 + Ar2) A© (14) 

Here Ar^ and Ar 2 are changes in the S - 0 bond length, r is the equilib­
rium bond length, and A© is the change in the 0 - S - 0 bond angle. If 
the symmetry coordinates of Equation (8 ) , Chapter II are substituted 
into (5), comparison with (14) shows that the P matrix has the form 

F = 

f + f x r A r r 
/2f r Q 

0 

V2f. r© 
ce 

0 

0 

f r - f r r 

(15) 

The force constants have been evaluated by Polo and Wilson (4j) and 
Kivelson (52) using combined infrared and microwave data. They are* 

f r : = 10.006 m 

*Vr = 0.0256 

*Ve = O.I89 

f e = 0.7955 

(16) 

The G matrix has been given by Polo and Wilson (45). After 
adjusting for the choice of S2 = rAe rather than S 2 = AB as in their 
work, the G matrix is 
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G = 
^ + (1 + cos G)yUJ -V2 sin eyUg 0 

->T2 sin G/fe 2^, + (1 - cos 9)/Q 0 
^ + (1 - cos e)/^ 

(17) ' 

in which^j and js^ are the reciprocal masses of the oxygen and sulfur atoms 
respectively. Using the molecular constants as given by Kivelson (52), 

U Q = — * — amu"1 and Lu = — \ — amu~* 
A ° 16.00 ^ 51.98 

r = 1.4521 A and © = 119.55° 
1 angstrom = 10~8 cm 
1 amu"*1 = 6.025 x 10 2 5 gm"1 

Substitution of these values gives the product matrix FG in the form 

FG = 
4.6728 -1.9758 0 
-0.05778 0.98171 0 

0 0 6.566 
(18) 

where the units of (FG).^, are 102^ sec - 2. From the observed frequencies 
with >vk = 41?2 V^2 we find 

A = 
4.708 
0 
0 

0 
0.9572 

0 

0 
0 

6.581 
(19) 

where the units of ^ are also 102® sec"2. If we now apply the com­
patibility condition of Equation (15), we find that the determinant 

FG - EAJ j- 0 
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so that the force constants and frequencies used are not strictly com­
patible. However they are very nearly so, and the discrepancies have only 
a small effect oh the liyj^ . 

The ratios of the coefficients Lj^ may be obtained by expansion 
of Equation (11) to give the following relations 

L U W 1 2 ( F G) 22- A l 
-TT; = - — = = n:i (20) 
L12 F G11 ~ *1 F G21 

L-21 (TO) 12 ( F G ) 2 2 - A 2 

—_ _ _ _ = n 2 (21) 
L~t FG -X FGol 22 11 2 21 

Expansion of Equation (12) then gives the relations 

( L ^ ) - 2 = + 2n1G12 + G 2 2 (22) 

(L ^ ) " 2 = n 2
2G n • 2n2G12 • G^ (25) 

(L-l)- 2 = ff5J (24) 

Alternative values of n̂  and n2 are obtained from (20) and (21). 
These values would be identical if condition (1J) were exactly satisfied. 
In fact the difference is of relatively small importance; moreover, error 
can be minimized by choosing the values of n which involve predominantly 
the best known terms of the F matrix, F^ and F 2 2. Applying this criterion 
we obtain from :(20). to (24) inclusive, 
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Lii = i 0.457 x IO"11 gml/2 

L12 = + 0.00708 x lO~ Ugm l / 2 

L21 = ± 0.155 x 1 0 " 1 1 gm1/2 (25) 

L22 * ± 0.288 x 1 0 " 1 1 gm1/2 

L33 = + 0.590 x IO"11 gm1/2 

These values agree with those given by Eggers, Hisatsune and Van Alten 
(19). The ambiguities of sign are readily removed on physical grounds, 
since Q]_ must be predominantly S\ and so forth, so that all the co­
efficients are positive except I<12» The units (gm*/2) of the coefficients 
are consistent with the requirements of Equation (2), since they convert 
the displacement Coordinates (units in cm) to the mass-weighted dis­
placement coordinates Qjj (units in gm̂ /̂ cm). 



APPENDIX II 

SPURIOUS MAXIMA IN COMPENSATED SPECTRA OF SOLUTIONS 

It is general practice in double-beam infrared spectroscopy 
to remove solvent bands from the recorded spectrum of the solution by 
placing in the reference beam a thickness of pure solvent equivalent to 
that present in the sample beam. In the course of some studies on 
simultaneous vibrational transitions in liquid mixtures, it was noted 
that exact compensation was difficult to achieve since spurious maxima 
and minima appeared in the trace in the region of the compensated solvent 
bands. These "residual curves" occur because of small differences of the 
frequency, bandwidth, and intensity of an absorption band in the solution 
from their values in the pure solvent. Since a major object of the 
present work was to obtain information on just such effects as an indica­
tion of intermolecular forces, some attention was given to the problem of 
using these residual curves for this purpose. The final result was not 
promising, so that there is no point in reproducing here the many formulae 
which were derived and tested. A qualitative discussion of the approach 
made will suffice to outline the essential features of the problem. 

The equation of the residual curve may be written down in terms 
of the equations of the absorption bands in the pure solvent and in the 
solution and the fact that the double-beam instrument records the ratio 
of the transmissions in the two beams. Many bands in the liquid phase 
have been found to be symmetrical and to conform to the Lorentz band 
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shape as modified by the effects of finite slit width (47) or to a 
Gaussian shape (48), over most of the central region of the band. If one 
or other of these forms is adopted, a definite form for a band can be 
written in terms of three parameters - the frequency, the halfwidth, and 
either the peak height or the integrated area of the band. The equation 
for the residual curve thus contains six parameters. For example, 
suppose the Lorentz formula is taken for the band shape 

jLflo_ a _ 
I = <V- 4)2 + * 2 

where ])Q is the central frequency, 2b is the bandwidth at half maximum 
intensity, and a = b 2Jn(l 0/l),, is a measure of the band intensity. 
Then if in solution the frequency changes from \)Q to (j/>0 + '0» band­
width changes from b to £b, and the intensity changes from a to ota, the 
equation of the residual curve becomes, putting ( V- }S0) = S 

* T r j ^ ^ J B J - o ^ W j ' / 
and the condition for a maximum or a minimum in the residual curve at a 
frequency $ m ie 

Consideration of relative magnitudes in the first equation shows that the 
controlling terms are (1 - U) and ( g . 2 -°<). Since both £ and < are nearly 
unity in most practical problems, and since they must be determined 
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experimentally, there is little hope for getting accurate values of any 
one of o£ , £ , or nf from points on the residual curve, with or without 
measured values of the other two. Some experimental tests were made on 
solutions of CHQl̂  in CS2, which confirmed the difficulty of properly 
extracting the information inherent in the residual curve. Attempts to 
calculate the frequency shift Y by solution of the quadratic in the 
second equation bore little relation to the measured shift. 

If applications should arise where °(. and £ could be considered 
as unity with high accuracy, then the further condition rf^-C Sm leads 
to an approximate relation 

which is easily shown to be valid within 5% for i K. b/j^or within 0.5% 

for <i <" b/6. Under these conditions it can be demonstrated that frequency 
shifts of 0.15 cm"! n̂ bands having a halfwidth of about 10 cm"1 should be 
measurable to about 25% accuracy. It is doubtful whether shifts of 2 cm"! 
can be measured with this accuracy by direct measurement using commercial 
spectrometers. 

The residual curves just discussed had not been mentioned in 
the literature at the time these calculations were carried out. Since 
that time Greinacher, Luttke, and Mecke (22) have described them, and have 
claimed for them great usefulness in measuring small frequency shifts. 
Their method of calculation was not given, and a search of the literature 
did not reveal any subsequent publication. The observations and calcula­
tions of the present work make it obvious that several difficulties stand 
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in the way of extracting the very detailed information present in the 
residual curves. In the first place, the occurrence of Lorentz or 
Gaussian band shapes is by no means universal (6); asymmetry and shape 
changes with concentration are quite common. The demonstrated sensitivity 
of the residual curve to all three band parameters, together with the 
ordinary limits of measurement and the fact that all three parameters 
tend to be concentration-dependent, greatly prejudice the accuracy of 
determinations, even where the band is truly symmetrical. This is not to 
say that these difficulties cannot be overcome; residual curves may yet 
prove a useful source of information in spectrometric studies. 


