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Abstract i i 

Abstract 

The microwave charge conductivity of the high temperature superconducting cuprate 
YBa2Cu306+x for currents flowing parallel to the ab oriented ( C u C ^ ) 2 - planes has 
been investigated experimentally at two particular oxygen concentrations x: Ortho-
II ordered YBa2Cu30 6 .5 (underdoped, T c = 60 K) and Y B a 2 C u 3 06.993 (overdoped, 
Tc = 88 K). Measurements were performed by several members of the University 
of British Columbia Superconductivity Laboratory using a nonresonant broadband 
(0.3 —> 22.5 GHz) bolometry technique and six different microwave cavity perturba­
tion experiments operating at discrete frequencies (1.14, 2.25, 2.99, 13.4, 22.7 and 
75.4 GHz). The data were then analyzed within a phenomenological electronic band-
structure approach. The observation of sharp spectral features at low temperatures 
and the successful tracking of spectral weight as it is transferred between superfluid 
and normal fluid both indicate that the materials studied herein are clean (relatively 
defect-free) <i-wave superconductors with well defined quasiparticles. However, an 
anomalous amount of quasiparticle oscillator strength survives to low temperatures 
for both of the oxygen concentrations studied. It is demonstrated that this so called 
'residual oscillator strength' cannot be explained by the presence of dilute Coulomb 
defects in the crystalline lattice. 
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Chapter 1 

New Physics and the Cuprates 

Superconductivity is a macroscopic quantum phenomenon characterized by perfect 
charge conduction at D C and the expulsion of an applied magnetic field via the 
Meissner effect [1]. These properties generally arise from an effective electron-electron 
pairing interaction that can occur in condensed matter systems under the right cir­
cumstances and the subsequent establishment of phase coherence between electron 
pairs. While the mechanism of superconductivity is reasonably well understood in 
the elemental superconductors (Al , Pb, Sn and others) and some metallic compounds 
(VaSi and MgB2, for example), the cuprate superconductors (such as YBa2Cu306+x 
and Bi2Sr2CaCu208+x) have yet to yield all of their secrets. Thus the cuprates have 
been, and still are, the subject of an intense search for novel physics in condensed 
matter systems. 

1.1 Doping the Mott Insulator 
The principal feature that is common amongst all of the cuprate superconductors 
is the presence of quasi-2-dimensional ( C u 0 2 ) 2 _ planes separated by layers of other 
oxides. These latter layers maintain overall charge neutrality of a given structure 
and can have an important role to play in controlling charge doping. However, the 
( C u 0 2 ) 2 _ layers appear to be the stage upon which all of the interesting electronic 
drama occurs. Within the undoped parent compounds, for example YBa2Cu30"6, the 
( C u C ^ ) 2 - layers consist of C u 2 + ions situated on an approximately square lattice with 
intervening O 2 - ions, as depicted in Fig. 1.1. A single unpaired electron resides in 
each Cu 3d x2_ y2 orbital while the O 2pXtViZ orbitals are filled. The large cr-type over­
lap between the Cu 3dx2_y2 and 0 2pX ; 2 / orbitals mediates electron hopping between 
copper sites, thus allowing for electronic motion. However, these hopping events are 
known to be inhibited by on-site Coulomb repulsion at the Cu sites which discour­
ages double occupancy of the 3d x2_ y2 orbital. Given these few details, one can write 
a relatively simple expression for the electronic Hamiltonian which is known as the 
Hubbard Model [2]: 

n = ~teff ( 4** , + clcia) + V-f 5> - l ) 2 . . . (1.1) 
<i,j>,<r i 

where c\a (cia) creates (annihilates) an electron of spin a at site i and n, = c\^c^+c\^Ci[ 
is the electron number operator at site i. Eq.1.1 contains terms summing over nearest 
neighbour Cu-Cu hopping (as denoted by < i,j >) and Cu on-site Coulomb repulsion 
at each site i proportional to the occupancy of the 3dx2_y2 orbital at that site. 
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Figure 1.1: The ( C u C ^ ) 2 - plane, the key electronic structure of the cuprate supercon­
ductors. The Cu-3dx2_y2 and 0-2pXtV orbitals are drawn schematically in 
blue and amber, respectively, with the xy plane orientated as indicated. 
0-2pz orbitals are not shown. 
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The parameters i e / / and Ueff represent the effective nearest neighbour Cu-Cu 
hopping energy and effective Cu on-site Coulomb repulsion, respectively. This ex­
pression can contain next nearest neighbour couplings and so forth (...) which have 
been omitted here for the sake of simplicity. In the limit tejf » Ueff the physics in 
Eq. 1.1 will be governed by the hopping term and one can neglect the on-site Coulomb 
repulsion term. In this case, a (Cu02) 2~ plane would appear to be a lattice of metal 
atoms with one weakly bound valence electron per site, which naturally gives rise 
to the metallic behaviour of a half filled band [3]. However, detailed calculations [4] 
and experimental evidence [5] indicate that, at least in the case of undoped ( C u C ^ ) 2 -

planes, that the cuprates satisfy the opposite limit, i e / / <S Ueff- While the exact mag­
nitudes of both teff and Ueff are matters of significant debate [6], the consequences 
for charge transport seem to be universally agreed upon: 

1. The balance between on-site Coulomb repulsion and electron kinetic energy 
inevitably lead to localization of single electrons on C u 2 + sites, thus rendering 
the undoped ( C u C ^ ) 2 - layer insulating. 

2. Virtual hopping between C u 2 + sites via the 0 2pXtV orbitals leads to an effec­
tive antiferromagnetic superexchange coupling [7], thereby inducing long range 
ordering of the electronic spins. 

Based upon the above information, it has been suggested by many that in the 
limit teff <C Ueff and close to half-filling (1 electron per C u 2 + site) that the low 
energy physics of Eq.1.1 can be expressed in terms of the t-J Hamiltonian [2]: 

H « -teff ^ (c\aCja + c)aCia) + Jeff (St • Sj - j) (1.2) 
<ij>,<r <i,j> 

where teff is the effective hopping introduced in Eq. 1.1 and J e / / ~ U2

e^/Ueff > 0 is 
the effective nearest neighbour antiferromagnetic exchange energy between spins Si 
and Sj at sites i and j, respectively. In deriving Eq.1.2 from Eq. 1.1 one casts away 
all wavefunctions involving doubly occupied sites (rij = 2) for they possess an energy 
~ Ueff greater than the presumed true groundstate energy. Therefore, in the case 
of an undoped ( C u C ^ ) 2 - plane the first term in Eq.1.2 can only give rise to virtual 
transitions (second order processes of the form c^Cj^c^Cia) and n^n, = 1 (constant) 
for all pairs of nearest neighbours. 

Given that the parent compounds of the cuprate superconductors are all antifer­
romagnetic insulators due to strong correlations between both electronic charge and 
spin, it is not obvious how the above story should change upon removing a small 
fraction (8 < 5%) of the solitary electrons from C u 2 + sites, thus producing holes. 
While this ought to allow charge to hop unhindered to adjacent unoccupied sites 
(due to the absence of on-site Coulomb repulsion), an intrepid electron must contend 
with nearest neighbour antiferromagnetic exchange correlations (see Fig. 1.2). The 
tradeoff between kinetic energy of the new found charge degrees of freedom and the 
potential energy cost due to restrictions on the spin degrees of freedom ultimately 
leads to complex behaviour that has yet to be described in a satisfactory manner. 
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Figure 1.2: The motion of a single hole doped into an antiferromagnetic square lattice. 
Hopping of an electron (kinetic energy —teff) into the hole allows charge 
to move in the plane, but its motion is frustrated by the system's attempt 
to maintain long range antiferromagnetic order (potential energy J e / / ) . 

Despite the complexity at low hole doping (S < 5%), it appears that the (CuO^) 2 -

planes behave in a much more comprehensible manner at higher doping (5% < S < 
30%), at least from the humble perspective of an experimentalist, for they become 
superconducting. This is a very significant shift in paradigms: At low doping the 
physics is governed by strong correlations that put the spin and charge degrees of 
freedom at odds, which suggests that whole electrons (comprised of spin h/2 and 
charge e) are not the natural low energy objects in the system. On the other hand, 
superconductivity is generally recognized as a Fermi liquid state in which electronic 
correlations are sufficiently weak that they only result in perturbative renormaliza-
tions of single particle properties [8]. Therefore, something substantial occurs as a 
function of S between the antiferromagnetic insulator at S —• 0 and the first whispers 
of superconductivity near 6 ~ 5%. 

1.2 Brief Survey of the Cuprate Phase Diagram 
In the quest for definitive answers to the cuprate puzzle, many have presented argu­
ments based upon trends in the doping-temperature (S-T) phase diagram. There is 
an astounding variety of such diagrams available in the literature; however from an 
experimentalist's perspective they can, for the most part, be summarized as shown 
below in Fig. 1.3: 

Here A F I and SC denote antiferromagnetic insulator and superconductor, respec­
tively. Wi th increasing temperatures one encounters second order phase transitions 
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underdoped | overdoped 

Figure 1.3: A experimentalist's schematic view of the cuprate S-T phase diagram. An­
tiferromagnetic insulator (AFI) and superconductivity (SC) are distinct 
groundstates with transitions at T/v and Tc, respectively. The pseudogap 
phase (PG) has either a transition or a dynamical crossover at T*. A 
possible Fermi Liquid (FL) state exists at high doping with a crossover 
at temperature TF to an unconventional or strange metal state. 

from either state at the Neel transition TN and the superconducting transition Tc-
To get a sense of scale, Tffax ~ 500 K and T£ax ~ 100 K for a typical cuprate. In 
addition, there is a so called pseudogap phase (PG) observable for 5 < 0.2 at interme­
diate temperatures, as evidenced by the partial development of a gap in many spectral 
properties (such as the depression of the optical conductivity at low frequency) be­
low a temperature T* [9]. Note that at 6 — 0 these systems can be described as a 
conventional insulating Heisenberg antiferromagnets with a Neel transition and no 
signature of the pseudogap. It is not known whether T* is a true phase transition or 
is a crossover temperature whose magnitude may very well depend upon the nature of 
one's experimental probe [5]. Furthermore, it is a matter of speculation whether T* 
has any relation to Tc- This last point has proven to be a key issue in the study of the 
cuprates and will be elaborated upon in due course. Finally, it should be noted that 
the region near T — 0 between the loss of antiferromagnetism and the onset of super­
conductivity at Sci is terra incognita. This region of the cuprate phase diagram has 
proven difficult to access experimentally and observations have suggested everything 
from fluctuating antiferromagnetism [10], fluctuating superconducting correlations to 
fluctuating charge stripes. It is not clear whether this region is part of the pseudogap 
phase or some (as of yet) unidentified electronic state. 

At intermediate and high temperatures one encounters a phase that has been la­
belled as (Strange?) Metal, with the term '(Strange?)' indicating that while some 
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properties appear metallic-like they are nonetheless difficult to reconcile with con­
ventional Fermi Liquid theory. Perhaps most ubiquitous is the anomalous linearity 
of the in-plane resistivity, pab(T) oc T, over a broad temperature window, typically 
extending from the superconducting transition TC to temperatures well beyond 300 K 
in optimally doped YBa 2 Cu 3 06+x [H]- A second peculiar observation is that the Hall 
angle varies quadratically with temperature over a comparable temperature range, 
9H(T) oc T 2 [12]. However, neither of these observations alone truly qualify the 
suggestion that this phase is 'Strange'. Rather, it is the recognition of an appar­
ent disconnect of the transport scattering rate l / r t r oc T from the Hall relaxation 
rate l/rH oc T 2 that clearly indicates that the fundamental charge carrying objects 
in these materials are not electrons in the conventional sense [13]. However, the 
'Strangeness' does seem to subside at high doping S where the cuprates show more 
conventional Fermi Liquid-like (FL) behaviour. The presumed crossover temperature 
from the F L to the (Strange?) Metal state has been denoted as TF in Fig. 1.3. 

Figure 1.3 also displays labels for two commonly used terms in the study of the 
cuprates: overdoped and underdoped. The nomenclature is directly related to the 
variation of the superconducting transition temperature TC as a function of doping S. 
Typically, TC is maximized at SQ ~ 0.2 and falls off to zero at <50 ± 0.1. 

To progress beyond the few details suggested in Fig. 1.3, one must ascribe micro­
scopic physics to each of the experimentally observed phases. In particular, identi­
fication of the pseudogap phase has proven to be the distinguishing feature among 
many theoretical approaches to the cuprate phase diagram [14]. While the gamut of 
cuprate theories is too numerous to explore in great detail herein, it can be argued 
that three general approaches to the S-T phase diagram deserve particular attention. 

1.2.1 Speculation I - The Role of Quantum Criticality 
One general scenario that can be encountered in the literature assumes that T* is 
a bone fide phase transition that is reduced to zero temperature at some critical 
doping, SQCP, known as a quantum critical point (QCP). Furthermore, a second phase 
transition, which this author has denoted as TF, is frequently invoked as well and it 
covers the doping S > SQCP- Within this picture the entire cuprate phase diagram 
can be described as thermal fluctuations away from the physics at T = 0, which 
is inherently quantum in nature. Regions to the left and right of SQCP are distinct 
quantum groundstates with the phase transition at SQCP driven purely by quantum 
critical fluctuations. Depending upon the strength of these fluctuations, the system 
may very well choose an alternate ground state in the vicinity of SQCP; the hope here 
being d-wave superconductivity. These features are in agreement with the picture 
of Emery and Kivelson in which T* is attributed to the onset of microscopic phase 
separation into fluctuating quasi-1-dimensional Luttinger liquid 'stripes' separating 
antiferromagnetic domains [15]. 
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underdoped | overdoped 

6C\ ^QCP <5c2 
Hole Doping (6) 

Figure 1.4: The plausible role of quantum criticality in the cuprate S-T phase dia­
gram. T* is regarded as a true phase transition which is terminated at a 
critical doping SQCp- Superconductivity is supported only in the vicinity 

Independent of these theoretical pictures, phase diagrams suggestive of supercon­
ductivity existing in the vicinity of a Q C P have been experimentally determined for 
a number of heavy fermion systems [16]. Though there may be significant leaps be­
tween the physics of the cuprates and the heavy fermions, a phase diagram akin to 
that in Fig. 1.4 cannot be ruled out by experimental observations at this time. 

1.2.2 Speculation II: Slave Bosons and Their Kin 
A particularly intriguing approach to solving the cuprate conundrum invokes the 
concept of spin-charge separation. As mentioned previously, the spin and charge 
degrees of freedom appear to be at odds in the doped antiferromagnetic insulator, 
therefore it may be salient to redefine the natural excitations of the doped ( C u C ^ ) 2 -

plane as a (charge e, spin 0) boson (creation operator denoted as b\) and a (charge 
0, spin 1/2) fermion (creation operator denoted as ipai)- Together these two objects 
form an electron c^,: 

One then attempts to diagonalize the effective low energy Hamiltonian Eq. 1.2 in 
terms of these so called holons and spinons using Eq. 1.3. While this approach can 
lead to exact results in one dimension [17], the case for spin-charge separation in two 
dimensions has not been proven. Nonetheless, this approach has a venerable history 
and significant gains have been made in recent years [18-20]. 

of St QCP-

(1.3) 
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Figure 1.5: Spin-charge separation and the 6-T phase diagram. Superconductivity 
depends upon the condensation of the spin degrees of freedom (PG phase) 
being concomitant with condensation of the charge degrees of freedom 
(BEC) . 

A caricature of a typical slave-boson phase diagram is shown in Fig. 1.5. While T* 
once again denotes a phase transition, the key difference between Fig. 1.4 and Fig. 1.5 
is the relation between T* and Tc. In the latter case the superconducting phase is 
entirely enveloped by T*. Typically T* and TBEC are associated with the fermionic 
and bosonic degrees of freedom, respectively. For example, in the 5(7(2) picture of 
Lee [19], the pseudogap is attributed to long range ordering of the staggered flux 
phase in which singlet pairing between spinons is established along each C u 2 + - C u 2 + 

bond. On the other hand, TBEC represents Bose-Einstein condensation (BEC) of two 
species of chargons (completely vacant and doubly occupied C u 2 + sites). The union 
of the two condensates is then conjectured to produce a Fermi liquid condensate 
(superconductivity). While the connection between the staggered flux phase and d-
wave superconductivity may seem tenuous, Lee et al. argue that the wavefunctions of 
the two states have considerable overlap and therefore have comparable groundstate 
energies [21]. In contrast to the Q C P picture in which superconductivity exists near 
a phase transition between two distinct groundstates, slave boson pictures suggest 
that superconductivity exists in the same region of the phase diagram as a single 
alternate groundstate. However, the alternate groundstate is presumed to have a 
slightly higher energy for <5cl < 8 < Sc2 and yields to d-wave superconductivity. 

file:///Quanturn
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1.2.3 Speculation III: Superconductivity as a Sovereign 
State 

The theoretical pictures discussed thus far share a common philosophy in that they are 
primarily designed to explain the S-T phase diagram at low doping and then consider 
the d-wave superconducting state almost as an afterthought. Indeed, there are many 
theorists who wish that superconductivity could be suppressed in experiments so as 
to reveal the 'true'groundstate at higher doping. However, the experimental evidence 
obtained thus far suggests that the superconducting state in the cuprates is very 
robust and its low temperature properties are similar to those of a Fermi liquid. 
Therefore, a reasonable approach to studying the cuprate phase diagram would be 
to take the d-wave superconducting state as the true groundstate and then describe 
nearby regions of the phase diagram perturbatively. There is then no need to invoke 
a phase transition at T* - rather it is viewed as a crossover. 

underdoped i overdoped 

<5cl ôpt SC2 
Hole Doping (6) 

Figure 1.6: Perturbatively describing the cuprate S-T phase diagram around the su­
perconducting state. The P G phase is viewed as a disordered supercon­
ductor which has nonzero superfluid density but lacks long range corre­
lations. 

This approach is presently being championed by the QED-3 theory of Franz and 
Tesanovig [22] and others [23]. Within this theory the transition at Tc is governed 
by disordering of the 2-dimensional superfluid phase via thermally excited vortex-
antivortex pairs. The pseudogap phase then has finite superfluid density but lacks 
long range phase coherence. As such, this latter phase is not a new electronic state 
of matter. Interestingly, Herbut et al. claim that one obtains long wavelength spin 
density waves at low doping, which can be interpreted as antiferromagnetism [23]. 
However, QED-3 does not contain an explanation why Tc is reduced to zero at higher 
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doping SC2, nor does it explain how Cooper pairing is actually mediated. Nonetheless, 
this theory has been singled out here because it represents a very different philosophy 
which states that the physics of the cuprates can at least be described using standard 
many body techniques. The key to understanding the cuprates is then to be found 
in the details of the superconducting state, as opposed to the Q C P and slave boson 
pictures that stress the importance of alternate electronic states of matter that reside 
in the same region of the 5 — T phase diagram as superconductivity. 

1.3 Connecting to Experiments in the 
Superconducting State 

Given the variety of theoretical approaches to studying the cuprate phase diagram, 
there follows an equally numerous pantheon of predictions concerning the low temper­
ature behaviour within the superconducting state. While all of the models discussed 
herein recognize that the observed rf-wave superconducting state must behave similar 
to a Fermi liquid condensate, both scenarios I and II (Figs. 1.4 and 1.5) suggest that 
superconductivity has some built-in frailty in that the system would rather become an 
alternate electronic state of matter if provoked. Therefore, if the superconductivity 
were to be supressed, then the alternate groundstate(s) of the system must produce 
some observable consequences. This is very much the philosophy behind experiments 
performed upon cuprate superconductors in high magnetic fields (exceeding Hc\) for 
the superfluid density is driven to zero at the centre of a magnetic vortex. Within the 
vortex core it is anticipated that superconductivity gives way to the 'normal' state 
[1] - whatever it may be. 

Similarly, one can argue that the details of how thermal excitations out of the 
rf-wave superconducting condensate (quasiparticles) interact with crystalline defects 
ought to show some signature of the underlying groundstate since these are localized 
sites where the mean field behaviour (superconductivity) is disrupted. While defects 
such as impurities, atomic disorder, twinning and so forth are generally viewed as 
undesirable in research quality materials, the reader is reminded that defects con­
trol many of the experimental observables in groundbreaking experiments such as 
Fourier Transform Scanning Tunnelling Spectroscopy (FT-STS) [24]. Furthermore, 
crystalline defects ultimately dominate the low temperature limits of basic physical 
properties such as thermal conductivity [25] and charge conductivity [26], and their 
effects are unavoidable at some level. 

1.4 Scope of Thesis 
Given the wealth of information obtained recently on the real space electronic density 
near defects in a d-w&ve superconductor [24], it should now be possible to ask very 
detailed questions about how defects interact with the surrounding electronic system. 
This thesis is an attempt to address this very issue. It will be assumed that the 
superconducting state of the cuprates is a well defined Fermi liquid state and the 
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consequences of including elastic scattering of quasiparticles from static defects will 
be investigated. It will then be possible to answer the following key question: are 
there any significant inconsistencies between the Fermi liquid theory and experimental 
microwave (charge) conductivity data? 

The first order of business will be to introduce the cuprate of choice for this study, 
YBa 2 Cu306+ x . Next, since the author will be playing the role of Devil's advocate 
(by assuming a priori that the Fermi liquid picture is entirely correct), it will be 
necessary to review some basic electronic band structure calculations as pertaining 
to YBa2Cu306+ x- The qualitative arguments developed therein will then be applied 
to experimental data on YBa2Cu306.5 (Tc = 56 K, underdoped) and YBa2Cu3C-6.993 
(Tc — 89 K, overdoped) to identify important features, such as the contribution to 
charge conduction from the (CuO^) 2 - planes. The thesis then culminates in the 
calculation of the microwave conductivity at low temperatures using realistic model 
parameters suited to describe YBa2Cu30"6.5 and YBa2Cu30"6.993. The effects of includ­
ing defects on the ( C u C ^ ) 2 - planes are included via self-consistent renormalizations 
of the d-wave quasiparticle propagators. Results from scanning tunnelling microscopy 
(STM) experiments on cuprate superconductors are reviewed and details concerning 
cation substitution at C u 2 + sites in the (CuO^) 2 - plane discussed. It is ultimately 
shown that the Fermi liquid picture does work remarkably well, however the defect re­
quired to successfully model the low temperature quasiparticle conductivity remains 
elusive. It is suggested that the novel physics that may arise from the breakdown 
of superconductivity near nonmagnetic defects in the ( C u O ^ ) 2 - planes could provide 
the missing details. 
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Chapter 2 

The Electronic Structure of 
Y B a 2 C u 3 0 6 + x 

2.1 I n t r o d u c i n g YBSL2CUSOQ+X 

There is an astounding variety of cuprate superconductors [27] and each seems to 
hold its particular advantages for different experimental probes. For example, the 
lanthanum compound La x Sr i_ x Cu04 has often been the choice for neutron scattering 
[28] due to the availability of large (> 1 cm2) samples. The bismuth compounds such 
as Bi2Sr2CaCu208+i are the choice for surface sensitive probes such as S T M [24, 29] 
and A R P E S [30] since they cleave easily parallel to the ( C u 0 2 ) 2 - planes and there are 
no surface states at the cleavage plane. In the case of microwave spectroscopy [31] the 
choice of materials is driven by the need for electronic homogeneity. Furthermore, the 
microwave techniques presented herein are most readily applied to materials whose 
electrical properties are not too anisotropic. YBa 2 Cu30"6+x has proven to be the best 
option thus far since it is known to be robust against cation substitution during crystal 
growth and there are stoichiometric dopant oxygen concentrations (YBa 2 Cu307 and 
Y 2Ba4CueOi3) which can be coerced into ordered phases [32, 33]. 

The unit cell of fully oxygenated Y B a 2 C u 3 0 7 is shown in Fig.2.1. Note that this 
material has two ( C u 0 2 ) 2 _ a6-oriented planes separated by the Y 3 + ion. Furthermore, 
there is a single layer of 6-oriented CuO chains per unit cell. Copper atoms in the 
latter layer are coordinated directly above the in-plane C u 2 + sites and they are bonded 
to a common oxygen atom in the a6-oriented BaO layer. This last point is critical in 
any discussion of doping the (Cu0 2 ) 2 ~ planes. 

2.2 H o l e D o p i n g i n Y B a 2 C u 3 0 6 + x 

A simple counting of formal valencies in YBa 2 Cu307 points to an immediate problem 
- if one assumes that the ionized states are Y 3 + , B a 2 + , C u 2 + and 0 2 ~ , then the unit 
cell depicted in Fig. 2.1 would appear to be charged. However, the system avoids 
this problem by generating mobile holes (electron vacancies) on C u 2 + sites; in the 
case of YBa 2 Cu307 this produces a mean ionization state of C u ^ 7 / 3 ^ + . The additional 
+1/3 charge doping per copper atom is divided between both the CuO chains and 
( C u 0 2 ) 2 _ planes, thus rendering both of these components electrically conductive. 

Away from full oxygenation (0 < x < 1) it is known that oxygen vacancies are 
found on the CuO chain layer, thus resulting in segments of CuO chain of finite length 
being terminated with copper atoms in the C u 1 + ionization state. By this means the 
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Figure 2.1: The unit cell of fully oxygenated Y B a 2 C u 3 0 7 . Unit lattice 
tors (a,b,c) are oriented as indicated with dimensions (a,b,c) 
(3.8227,3.8872,11.68) A. Image provided by D. Peets [34] 
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additional charge doping per Cu is eventually reduced to zero in the undoped parent 
compound Y B a 2 C u 3 0 6 (x = 0). Thus Y B a 2 C u 3 0 6 + x can be hole doped over a broad 
range without introducing electronic disorder directly into the (CUOI)2~ planes. How­
ever, the presence of the conductive 6-oriented CuO chains does complicate matters 
to some degree, for one cannot assume a monotonic correspondence between oxygen 
content x and hole doping per unit Cu on the planes 8. This has been known for quite 
some time, but was spectacularly demonstrated in recent experiments by Hosseini et 
al. in which Tc of a sample of YBa 2Cu306.3 evolved from 0 to approximately 20 K 
as a function of sample annealing time [35]. These measurements were made by first 
randomizing the positions of chain oxygen such that there were very few segments 
of contiguous CuO chains. As the sample annealed, mobile oxygen atoms eventually 
self organized into longer chain segments that were able to mediate charge doping on 
the (Cu0 2 ) 2 ~ planes. Figure 2.2 summarizes the important details of charge doping 
in Y B a 2 C u 3 0 6 + x -

CuO chain 

BaO • 

(Cu0 2) 2 plane 

r \ » r \ 
- • 

A 

Cu 

Cu 

2+ 

1 + O O vacancy 

2+ 
Ba (projected) 

Figure 2.2: Hole doping mechanism in Y B a 2 C u 3 0 6 + x . A cross section of a single 
(Cu0 2 ) 2 ~ plane, BaO layer and CuO chain are shown. Contiguous chain 
segments (top left) require the extraction of excess negative charge from 
nearby C u sites to doubly ionize every oxygen atom. A n isolated oxygen 
in the chain layer (top right) is able to remove one electron from each of 
its neighbouring Cu atoms and has no need to dope the plane. Chain Cu 
with no neighbouring O are singly ionized. 
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2.3 Oxygen Ordering in Y B a 2 C u 3 0 6 + x 

While oxygenation of YBa2Cu306+ x is a 'clean' mechanism for doping the (Cu0 2 ) 2 ~ 
planes, it is inherently inhomogeneous. As depicted in Fig. 2.2, it is conceivable that 
there will be a higher probability of finding a dopant hole directly under contiguous 
CuO chain segments than elsewhere. Therefore, it is conceivable that mobile holes 
in plane layers may view chain ends as scattering potentials. One way to minimize 
this concern would be to order the oxygen vacancies in the chain layer into a periodic 
structure - this would at least make the hole doping of the planes uniform on a meso-
scopic scale. Data from samples of two such ordered phases will be presented in this 
thesis: overdoped Ortho-I ordered (all chains full) YBa2Cu306.993 and underdoped 
Ortho-II ordered (alternating chains full) YBa2Cus06.5 • Both of these compositions 
are (at least approximately) stoichiometric and can be coerced into a periodic array. 
Figure 2.3 depicts the above mentioned ordered oxygen phases in the CuO layer. 

Cu 2+ 
0 ' 

Cu i + O O vacancy 

Ba 
2 

o 

2 + (projected) 

(projected) 

Figure 2.3: The Ortho-II (left) and Ortho-I (right) oxygen ordered phases of 
Y B a 2 C u 3 0 6 + x , as viewed in the ab oriented CuO chain layer. 
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2.4 Electronic Bandstructure 
Since it will be assumed, at least initially, that the Fermi liquid picture is indeed 
absolutely correct deep in the superconducting state of the cuprates, then one ought 
to analyze the electronic properties of YBa2Cu306+x using that bastion of condensed 
matter theory known as bandstructure [3]. Within this theory one assumes that the 
strong electronic correlations imposed by the parameter Ueff can be incorporated into 
the kinetics of the electrons: 

<i,j>, cr 

where /J,piane is a shift in the plane band energy relative to the Fermi energy. Upon 
Fourier transforming the above expression, one obtains a single particle dispersion 
relation for electrons in a ( C U O 2 ) 2 - plane: 

^ Q „ e = £ £ f " e ^ (2-2) 
fe, a 

^plane _ _2tpiane(cOS(kxO) + COs(kyb)) - flplane • • • 

Here, k = (kx, ky) where the x and y components of the momentum are parallel to a 
and b, respectively, and a and b are the in-plane unit cell dimensions. 

If the electronic system is superconducting, then there are long range correlations 
between pairs of electrons (Cooper pairs) of opposing momenta (+k,—k) bound with 
an energy 2A^ [36]. One must then rewrite Eq. 2.2 accordingly: 

n p l a n e = E ^ r e c L ^ + E(A,- c- f ci c

f e-T +
 A -̂fe,4T) (2-3) 

fe, cr k 

= E ( c U c*) ( \ ) ( c | T

j ) 

Note that the Hamiltonian Eq. 2.3 is not diagonal with respect to electron cre­
ation/annihilation operators, rather the eigenstates must be a linear combination of 
particle and hole wavefunctions. These are, of course, the famous bogolons [37]. Nev­
ertheless, the form of this expression suggests that it will always be convenient to 
write Hamiltonians (and their perturbations) in the superconducting state in terms 
of the so called Nambu spinors [37]: 

c H c U c*) (2-4) 

Nambu notation will be used heavily in Chapter 6 of this thesis, as it provides a 
convenient means of introducing scattering of quasiparticles into Eq. 2.3. 

To model the low energy electrodynamics of YBa2Cu306+ x one must introduce 
three electronic dispersions, thus accounting for the presence of two ( C u 0 2 ) 2 _ plane 
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layers and one CuO chain layer. The Hamiltonian of each isolated plane can be 
represented using Eq. 2.3, while that of the one-dimensional chains can be written as 
follows: 

Cchain c\ 
0 cchain 

k 
T-Cchain - E ( C-fel ) ^ (2.5) 

£j£ — ^^chain COs(/u^6) f^chain (2.6) 

Here it has been assumed that the chains are incapable of generating superconducting 
correlations on their own. Furthermore, I will employ a planar dispersion relation 
which accounts for diagonal and next nearest neighbour hopping: 

plane _ _2tplane (cos(kxa) + cos(kyb) + 2t' cos(kxa) cos(kyb) 

+t"(cos(2kxa) + cos(2kyb))) - fipiane 

(2.7) 

where t' — —0.3 and t" = 0.1. The values of these latter two parameters have been 
chosen to be roughly in agreement with those frequently encountered in the literature 
[14]. 

One can now write an all-encompassing Hamiltonian that includes mixing of three 
bands via plane-plane and plane-chain hopping (it will be assumed that chain-chain 
hopping is negligibly small). As shown by Atkinson [38], this can be accomplished 
by writing H in terms of a 6-component Nambu spinor C t : 

/ {plane 
^k tpp tcp 0 0 

tpp 
tplane 
^k tcp 0 0 

tcp tcp cchain 0 0 0 
0 0 0 Cchain tcp tcp 
0 0 tcp {plane 

~^k 
tpp 

V 
0 0 tcp tpp {plane 

~^k J 

(2.8) 

( c+ - C3k] -2fcT hki ) 

2-

-k[ 2-k[ 3-k[ 

where c j - ( c ^ ) are creation (annihilation) operators on layer i = 1 ((CUO2) 
plane), 2 ( ( C u 0 2 ) 2 _ plane) or 3 (CuO chain). The symbols tpp and tcp are the plane-
plane and chain-plane hopping energies, respectively. 

Ideally, one would be able to establish numerical values for all hopping energies 
and shifts from spectroscopic measurements such as angular resolved photoemission 
spectroscopy (ARPES) . While this technique has provided a wealth of information 
pertaining to some of the cuprate superconductors (in particular the B i containing 
compounds), measurements on YBa2Cu 306+ x have been complicated by the presence 
of the CuO chain layer and surface reconstruction upon cleaving [39, 40]. It is known 
that when YBa2Cu306+ x is cleaved parallel to the ab plane that the resultant surface 
is an admixture of BaO and CuO planes (the only charge neutral layers in the fully 
doped compound, see Fig. 2.1). Consequently, the dominant features found in A R P E S 
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measurements are typically related to chain derived electronic surface states [41]. 
Therefore, the values of many of the parameters in Eq. 2.8 have not been measured. 

For demonstration purposes, I will take the following parameters as being repre­
sentative of YBa2Cu306+x over a nominal doping range: 

Here the values of tpiane and tchain have been motivated by detailed L M T O calculations 
of Andersen et al. [42] that suggest bandwidths (~ 4tpiane and ~ 4t.c/j0in) on the order 
of 3 —> 4 eV for the three bands that disperse across the Fermi energy. To make a 
reasonable guess for /j,piane, recall that the ( C U O 2 ) 2 - planes in YBa2Cu306+ x are 
presumed to be lightly hole doped away from half filling. Therefore, this energy shift 
must be subject to the constraints fj-piane < 0 and \nPiane\lbiplane ^ 1- Finally, the 
value of fichain has been motivated by the plausible identification of a chain-like band 
in the A R P E S data of L u et al. [41], where the bottom of this band appears to be 
~ — 2tChain — jJ-chain ~ —400 —• —500 meV below the Fermi energy. 

To begin, consider the case A ^ = 0. Diagonalizing Eq. 2.8 yields new dispersion 
relations £i, and £ | (eigenvalues) for new normal modes (eigenvectors) that are a 
mixture of plane and chain electronic states. If tpp = tcp = 0 then £i — = £*! i a n e 

and £2 = £ £ / l o m . The two distinct electronic bands and their Fermi surfaces (defined 

as {k\t,£ = 0}) a r e shown in Fig. 2.4. Note that only a single quadrant of the First 
Brillouin zone will be shown in the following figures as the normal state Fermi surface 
and superconducting gap magnitude are both presumed to be four-fold symmetric 
about the T = (0,0) point. Special points in momentum space X = (n/a,0), Y = 
(0,7r/6) and 5 = (n/a, rr/6) have been identified as well. 

It has been noted that A R P E S measurements on YBa 2Cu306.993 (overdoped) have 
indicated that A ^ may have orthorhombic (2-fold) rather than tetragonal (4-fold) 
symmetry about the T point [41]. However, as noted previously, these measurements 
are complicated by the presence of poorly understood surface states. This fact war­
rants significant consideration in regards to the above mentioned observations, for 
the purported superconducting peak in Ref. [41] shows negligible dispersion - much 
like the well characterized surface state.. Furthermore, the interpretation of these 
data are highly dependent upon there being well defined electronic states near the 
momenta X and Y. Arguments pertaining to why this may very well not be the case 
in the cuprates will be presented in Chapter 5. On the other hand the low frequency 
electrodynamics in the superconducting state will primarily be dependent upon the 
behaviour of A ^ near the nodes ( | A j | = 0) and the A R P E S data lack the resolution 
to suggest that the magnitude of the gap function is anisotropic about the nodal 
directions. Therefore, it will be assumed that Ag has tetragonal symmetry. 

There are two key points to be drawn from the top panel of Fig. 2.4: First, the 
plane bands are clearly 2-dimensional since their dispersion relations depend explicitly 
upon both kx and ky (Eq. 2.7), while the chain band is consequently one-dimensional 
(Eq. 2.6). Second, consider the Fermi velocity vp, defined as 

Vplane, Vchain) = (500,800, -100, -1100) TUeV (2.9) 

ftdk\k=kF 

(2.10) 
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along the zone diagonal T-S. Note that Vplane is directed along the zone diagonal while 
ijcham p 0 m t s m t n e 0 direction (lower right panel, Fig. 2.4). The importance of these 
two points is made evident when one considers A ^ ̂  0 in the superconducting state. 
For the sake of a demonstration, I once again invoke Atkinson's parameterization 
[38]: 

Aj; = A0(g(kx)-g(ky)) (2.11) 

g(ki) = cos(kia) — 0.3cos(3fcj&) 

with A G = 11 meV. If one diagonalizes Eq. 2.8 in the superconducting state and then 
evaluates the quasiparticle energies, then the new dispersions will be 

(2.12) 
c3 _ cchain 
^k ^k 

It is now clear that the only low energy excitations in the plane band will be located at 
the nodes of the superconducting gap function (Ag = 0), which are located along the 
zone diagonal (lower left panel, Fig. 2.4). However, there is no gap on the chains (by 
assumption). Therefore, if one induces a charge current density J with a potential 
E (ignoring the superfluid response momentarily), where 

3 oc ^ vp • E 
bands 

then the plane band will contribute to J in both the a and b directions. On the other 
hand, the chain band will make a substantial contribution to currents only in the b 
direction. 
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Momentum 

Figure 2.4: The bare low energy electronic bandstructure of YBa 2 Cu 3 06+x, assuming 
tpp = tcp = 0. Upper panel shows the two distinct dispersions £i = £ | = 
^piane ^ T & ^ a n ( j ^3 _ c c h m n ( b m e ) Fermi surfaces are shown in the lower 
left panel with the direction of the Fermi velocities at points on the zone 
diagonal indicated with arrows. Lower right panel displays the magnitude 
of the superconducting gap | A ^ | evaluated along each Fermi surface with 
the nodes located along the zone diagonal (dashed line). 
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The scenario does not change qualitatively when one considers weak coupling 
between planes and chains. Again, first consider A ^ = 0, but now employing the 
following coupling parameters [38]: 

(tpp, tcp) = (100,100) meV (2.13) 

where these numerical values have been motivated solely by the presumption that 
the interlayer coupling energies must be much less than the bandwidths, {tpp, tcp} <C 
{^tpiane, 4tchain}. One now obtains the hybridized dispersion relations shown in the 
upper panel of Fig. 2.5. There are now two distinct 2-dimensional bands due to 
bonding and antibonding combinations of the plane wavefunctions. In addition, the 
formerly 1-dimensional chain band has hybridized primarily with the antibonding 
plane band to produce what can be described as a quasi-1-dimensional band. The 
lower left panel of Fig. 2.5 shows the resulting normal state Fermi surfaces and the 
new Fermi velocities on each band along the zone diagonal. If one now examines 
the superconducting state by using Eq. 2.11 and then diagonalizes Eq. 2.8, the new 
quasiparticle dispersions (for small tcp) will be 

k \f k k 

for k near the zone diagonal. Note that A ^ " " " is the induced superconducting gap 
in the quasi-1-dimensional band. As shown in the lower right panel of Fig. 2.5, the 
induced gap need not resemble the distinct nodal structure with linear dispersion 
perpendicular to the zone diagonal. Rather, A | h o m is extremely small for kx < n/3 
but resembles Ag for larger kx. The key point to be drawn from a comparison of 
Figs. 2.4 and 2.5 is that the low energy excitations of the two dimensional bands 
still have vp directed along the zone diagonal and will behave qualitatively similar to 
the excitations of a single uncoupled ( C U O 2 ) 2 - plane. On the other hand, the node 
in A | ' i a t n is located on a segment of the quasi-1-dimensional Fermi surface that is 
primarily chain-like (vp \\ ky) despite hybridization. Therefore, the conclusion that 
CuO chains only contribute to charge conduction in the b direction remains valid. 
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Figure 2.5: The bare low energy electronic bandstructure of Y B a 2 C u 3 0 6 + 3 : , assuming 
(tpp, tcp) = (100,100) meV. Upper panel shows two 2-dimensional disper­
sions £i (black) and (red) and a quasi-1-dimensional band (blue). 
Fermi surfaces are shown in the lower left panel with the direction of 
the Fermi velocities at points on the zone diagonal indicated with arrows. 
Lower right panel displays the magnitude of the superconducting gap \A%\ 
evaluated along each Fermi surface with the node in each band located 
along the zone diagonal (dashed line). 
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2.5 Scattering Considerations 
2.5.1 Elastic Scattering at Low Temperatures 
To finish this discussion of the electronic structure of YBa2Cu306+ x , it is prudent 
to consider how the inclusion of real defects ought to manifest themselves in light 
of the bandstructure calculations presented above. Given the approximate forms of 
the dispersion relations in the superconducting state (Eq. 2.14), one should observe 
that the eigenstates of bands 1 and 2 are, for the most part, those of Eq.2.3. These 
quasiparticles will be primarily confined to the ( C u G ^ ) 2 - planes and scatter from 
typical planar defects. However, the eigenstates of band 3 near the zone diagonal will 
be those of Eq. 2.5 with very weak off-diagonal components. These quasiparticles 
are primarily confined to the CuO chains and will likewise scatter from typical chain 
defects. The question is then what are these typical defects? 

As argued by this author in a previous publication [43], one can at least offer 
heuristic answers by noting that the most ubiquitous defect on a metallic chain will 
be oxygen vacancies followed by a C u 1 + site, as shown in Fig.2.2. For example, if 
x — 0.993, then approximately 1 out of every 143 chain oxygen sites will be vacant -
this corresponds to an astoundingly large defect density of = 0.007 vacant sites/1 
oxygen site per unit cel l~ 7000 ppm on the chains! The mean free path for a chain 
quasiparticle will then be i ~ 143 x b —» 572 A. Taking a reasonable estimate of \vp\ 
from the T-S cut of the first Brillouin zone of Fig. 2.5 as ~ 10 5 m/s, the mean defect 
scattering rate will be t _ 1 ~ 2 x 10 1 2 s - 1 . 

In contrast to the chains, a typical planar defect will most likely be a cation 
substituted into a C u 2 + site. Chemical assays performed upon YBa2Cu306+ x crystals 
similar to those studied in this thesis indicate that cation impurities are present at 
no more than the level of rii ~ 1 —> 10 ppm. Assuming a worst case scenario in which 
all of the defects are infinitely strong (Unitary scatterers), the mean free path I in 
two dimensions can be defined as the diameter of a circle in the (Cu02) 2 ~ plane that 
contains a single defect. One can then write an expression for I as follows: 

_1_ _ tt(1/2) 2 

rii ab 

Taking the lower bound on rii gives £ ~ 4000 A. Again, making a reasonable estimate 
for the Fermi velocities \vp\ ~ \vp\ ~ 105 m/s from Fig. 2.5, the mean defect scatter­
ing rate will be r _ 1 ~ 2.5 x 10 1 1 s _ 1 . Even with these very crude estimates, one can 
see that the scattering rate on the (Cu02) 2 _ planes will be at the very least an order of 
magnitude smaller than that on the CuO chains. Note that if the in-plane scatterers 
are not truly Unitary then the disparity between planar and chain scattering rates 
will be even larger. This final conclusion will have considerable bearing upon how 
microwave (charge) conductivity data will be interpreted in Chapter 4 of this thesis. 

A key issue to be addressed in Chapter 5 of this thesis is the ability of a defect 
potential to elastically scatter an incident quasiparticle of energy ui with momentum 
k into another state with momentum k'. This will give rise to the definition of the 
T-matrix which is proportional to the Fourier transform of the real space defect 
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potential. This matrix will contain elements identified as T(k, k',uj) that control the 
probability of scattering from any state k into another state k'. At low temperatures 
the superconducting gap enforces very stringent phase space restrictions in that the 
low energy quasiparticles will all have momenta near the nodes of the gap (along the 
first Brillouin zone diagonals), as sketched in Fig. 2.6. If, for example, the system 
is carrying charge current J in the d-axis direction (kx), then only those scattering 
events (T-matrix elements) which move excitations from the nodes at k++ and k-+ 
to the nodes at and k will be able to relax the quasiparticle current. These 
processes are known as internode scattering. On the other hand, scattering via small 
wavevectors q — k — k' cannot lead to significant relaxation of charge current because 
these events leave quasiparticles trapped within the locality of one node. These latter 
processes are known as intranode scattering. 

Figure 2.6: Elastic scattering of cJ-wave quasiparticles between the four Fermi points 
located at the nodes of the superconducting gap in a 2-dimensional band. 
Only those scattering events that move quasiparticles from k++ and 
across the normal state Fermi surface are able to relax a charge current 
J flowing in the d-axis direction (kx). 

As a final point, it should be noted that point-like defects (5-function potentials) 
will prove to be the most efficient scattering centres because their Fourier transforms 
are broad functions of q — k — k'. On the other hand, finite sized defect potentials 
are not very effective scattering centres in a d-wave superconductor because their 
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Fourier transforms will vary as \q\* with a < 0 for large For example, if the 
defects are screened charges that can be described by a Yukawa potential [3], then the 
Fourier transform of such a potential is V(q) oc 1/(1 + (q/q0)2) (with the wavevector 
qQ setting the screening lengthscale). Consequently, the elements of the T-matrix 
T(q,u) oc 1/(1 + (q/q0)2) as well. If the internode scattering wavevectors are large 
compared to qQ, then the effective scattering rate will be reduced. 

2.5.2 Inelastic Scattering at Finite Temperature 
Away from T = 0 it is possible to relax charge currents via interactions between d-
wave quasiparticles and other thermal excitations in the system. Quasiparticle-spin 
fluctuation scattering has featured prominently in the literature but, as demonstrated 
by Quinlan, Scalapino and Bulut [44], this mechanism alone does not explain what has 
been observed experimentally. Rather, it has been argued by Walker and Smith [45] 
that at low temperature the inelastic scattering in a d-wave superconductor can be 
described by second order quasiparticle-quasiparticle interactions involving an Umk-
lapp process [3], as sketched in Fig. 2.7. Here, a nodal quasiparticle with momentum 
ki is scattered from a second quasiparticle with momentum ki located away from the 
node (where \A^\ = Av > 0) such that k\ + k2 resides on the First Brillouin zone 
boundary. By conservation of crystal momentum the two quasiparticles can scatter 
across the normal state Fermi surface into the states k3 (a nodal state) and foj where 
k\ + k,2 + G — k3 + ki and G is a reciprocal lattice vector. One can calculate an in­
elastic scattering rate A^el for the nodal quasiparticle at k\ in a Born approximation 
from knowledge of the thermal occupation of the states (ki,ks) (where £i « 0) and 
(£2,^4) (where £l « A y ) : 

A^co cx IMI2/(4) (1 - mi)) (1 - mii) s(ti+4 - 4 - 4) 

* CT2f(Av) (1 - f(Au)) (2.15) 

Here, C is a numerical prefactor, /(e) = l / ( e e / T + 1) is the Fermi function and 
the factor of T2 accounts for the available phase space into which one can scatter 
the nodal quasiparticle (fc3). Note that this is by no means a detailed theory, but 
nonetheless allows one to parameterize a 'thermal averaged' inelastic scattering rate 
for nodal quasiparticles in the limit T « A„. 
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Figure 2.7: Inelastic scattering of a nodal d-wave quasiparticles via an Umklapp pro­
cess. A charge current J flowing in the a-axis direction is relaxed by 
scattering the quasiparticles at kt and k2 into the states k3 and kA. 
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Chapter 3 

The Experiments 

The following is a survey of the experimental techniques that have provided the 
data presented at the end of this chapter. The story will begin with the growth, 
detwinning and oxygen doping of ultrahigh purity single crystals of YBa2Cu306+x-
Next, the reader is introduced to the concept of surface impedance, which is an ex­
perimentally accessible quantity related to the electrical conductivity of a metallic 
system. Two methods used in the U B C Superconductivity Laboratory for measuring 
the real part of the surface impedance will be described: the broadband bolometric 
apparatus and microwave cavity perturbation. This will be followed by a brief dis­
cussion on the measurement of the imaginary part of the surface impedance using 
the 1.14 GHz cavity perturbation apparatus. Calibrated data obtained from samples 
of overdoped YBa2Cu306.993 and underdoped Ortho-II ordered YBa2Cu306.5 will be 
presented along with the discussion of each experimental method. 

3.1 Sample Growth and Preparation 

3.1.1 Growth of Single Crystals Via Self-Flux Method 
The single crystals of YBa2Cu306+:r which were used for the measurements presented 
herein were grown by a self-flux method by Dr. Ruixing Liang [46]. The starting 
materials were 99.995 —• 99.999% atomic purity powders of Y 2 O 3 , CuO and B a C 0 3 

which were repeatedly ground and annealed in an inert gas at 890°C to reduce volume 
and liberate C O 2 . The resulting mixture of powders contained CuO:BaO (28:72) 
in excess such that the quantity of Y2O3 controlled the trajectory in the eutectic 
phase diagram and the ultimate yield during crystal growth (see Fig. 3.1). The 
powders were then melted in high density BaZr03 ceramic crucibles (which are inert 
to the CuO:BaO flux) inside a box furnace held at 1020°C for 15 hours and then 
the temperature was lowered to 1000°C. At this point one end of a quartz rod, 
which terminated outside of the box furnace, was moved proximal to the crucible 
(Fig. 3.1). This resulted in a 10 to 20°C thermal gradient across the crucible with 
the coldest spot located nearest the quartz rod. The cold spot served as the nucleation 
point for crystallization of supercooled YBa2Cu306+:r as the temperature was lowered 
further at a rate of 0.3 to l °C /hour to a final temperature of 960°C. At this final 
temperature the crucible contained solid YBa2Cu306+a; and liquid CuO:BaO which 
was then decanted in situ. Finally, the crucible was cooled to room temperature and 
the single crystals were removed using plastic forceps. 

Due to asymmetries in the growth rate of YBa2Cu306+x, as^grown single crystals 
are typically thin (< 100 urn) platelets with broad (~ 1 mm2) ab oriented faces. Fur-
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thermore, they typically suffer from twinning (nonuniform mixture of crystal domains 
whose in-plane unit cell vectors have one of two possible orthogonal orientations) 
since the a and b unit cell dimensions are particularly close below the orthorhombic-
tetragonal transition at 460°C, as demonstrated in Fig. 3.2. Thin crystals can be 
homogenized by squeezing them (uniaxially) in a custom built vice held at tempera­
tures on the order of 200 —> 300 °C in an environment of flowing oxygen or nitrogen. 

3.1.2 Oxygen Doping and Ordering 
A n as-grown single crystal of YBa 2 Cus06+ x typically has an oxygen doping x ~ 
0.1 —> 0.2. To obtain a superconductor, one augments this to x > 0.3 by annealing 
at high temperatures in flowing prepurified oxygen gas. The pressure-temperature 
doping diagram has been mapped out in great detail by Schleger et al. [47], but 
the general rule is that larger values of x require lower annealing temperatures and 
consequently longer annealing times to reach equilibrium. 

For the overdoped YBa2Cus06.993 samples, as-grown crystals were first detwinned 
by applying approximately 100 atm uniaxial pressure at 250°C under flowing oxygen 
gas. Next, the crystals were annealed at 350°C in flowing oxygen inside a tube 
furnace for 50 days. A large volume of YBa2Cu306+x sintered ceramic was also 
annealed simultaneously for test purposes, as will be explained below. 

To produce the underdoped Ortho-II ordered YBa2Cu306.5 samples the sequence 
of events had to be modified slightly to avoid reintroducing twinning during oxy­
genation at temperatures exceeding the orthorhombic-tetragonal transition. First 
the oxygen concentration was set by annealing crystals and a much larger volume 
(xlOO) of YBa 2 Cu 3 06+ x sintered ceramic pellets at 760°C in flowing oxygen inside a 
tube furnace for two weeks, followed by a rapid quench to room temperature under 
a protective flow of nitrogen gas. The crystals and pellets were then sealed together 
in an evacuated quartz tube and annealed at 390°C to remove any inhomogeneity 
associated with the quench. Detwinning was then performed at temperatures be­
low 200°C. Finally, the crystals and pellets were sealed once again in an evacuated 
quartz tube and annealed at 84°C for 2 days and 60°C for 5 days. This latter step 
established the Ortho-II ordering of the chain layer oxygen (see Fig. 2.3) which was 
verified by X-ray diffraction [33]. 

The final check for all annealing procedures was verification of oxygen content. 
This was accomplished via iodometric titration in which YBa 2Cu30"6+ x ceramic pel­
lets were dissolved in HC1 into their ionic components Y 3 + , B a 2 + , C u n + and 0 2 ~ , 
where n is the mean ionization of the copper. Upon addition of K I , copper precipi­
tates out via 

n — 1 
C u " + + I" - Cul ( . ) + - ^ - I a 

The iodine is then titrated using a sodium thiosulfate (Na2S2G"3) solution which 
is calibrated by repeating the above procedure with CuO (n = 2) substituted for 
YBa 2Cu 306+ x- One can then relate the oxygen content to the mean ionization of 
copper: x — (3n — 5)/2. 
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Figure 3.1: Growth of Y B a 2 C u 3 0 6 + x single crystals via the self-flux method. The 
trajectory of a typical growth procedure is shown in the Y B a 2 C u 3 0 6 + z -
CuO:BaO eutectic phase diagram (top panel). A caricature of the cold 
finger method for nucleating crystal growth is shown as well (lower panel). 
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Figure 3.2: A n as-grown (right) and a detwinned (left) single crystal of YP^CuaOe+x-
Image taken with incident light polarized at 45° to the a axis in the ab 
plane and a polarizer rotated at 45° with respect to the incident light's 
polarization placed before the microscope ocular. Dark arrows indicate 
a-axis direction in the detwinned crystal and in two domains of the as-
grown crystal. Subtle differences in index of refraction for incident polar­
ization along the a and b orientations provides contrast between domains. 
Dark regions indicate areas containing a high density of twin boundaries. 
Note that the detwinning procedure can essentially remove all of the twin 
boundaries. 
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3.2 The Surface Impedance of Superconducting 
Materials 

One of the objectives of the microwave spectroscopy programme at U B C is to mea­
sure the electrical conductivity cr(Q, T) of Y B a 2 C u 3 0 6 + x as a function of microwave 
angular frequency Q. and temperature T. This quantity is a linear response tensor 
defined in terms of the current density J (with component J7i in the i € {x, y, z} 
direction) generated by applying an oscillatory magnetic field Hrf = (V x A)/u.0 to 
an electronic system: 

Ji= E n<nj(n,T)Mn) 

This thesis will concentrate solely upon two of the diagonal components (<7XX, <ryy) 
of the tensor, with currents being driven in the ab oriented (CuOa) 2 - planes by 
microwave magnetic fields polarized parallel to these planes. Conduction in the c 
direction will not be discussed here, however it is an interesting problem in its own 
right that will be governed by the hopping of charge between Josephson coupled 
2-dimensional superconductors [35]. For simplicity, the subscripts (xx,yy) will be 
dropped henceforth on all conductivity expressions. 

Within the superconducting state for T > 0, one can naively expect that there 
will be two contributions to cr(fi, T) : one from those electrons in the superconduct­
ing condensate (superfluid) and the thermally excited quasiparticles (the perhaps 
inappropriately named normal fluid). 

a(fi, T) = ai - ia2 = aqp(Q, T) + a s / ( f i , T) (3.2) 

The superfluid is a perfect conductor at = 0 whose total strength is controlled 
by the superfluid spectral weight (nse2/m*)(T). This contribution to Eq. 3.2 can be 
written as 

^ ( f i , r ) = ^ ( # ) 4 ) <3-3) 

where the ^-function represents the perfect D C conductivity and the imaginary part is 
required by causality through the Kramers-Kronig relations [1]. It is this latter part 
which accounts for the screening of the interior of the material over a lengthscale 
A L ( T ) , known as the London penetration depth. It can be shown via the London 
equations [1] that this lengthscale is related to the superfluid spectral weight via 

As often happens in experimental physics, one does not obtain intrinsic quantities 
such as a(fl,T) by direct observation. Rather, the experimentally accessible quan­
tities are the energy losses (power absorption) and diamagnetic moment due to the 
flow of charge currents in a superconductor subjected to an external field. For the 
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experiments of concern here, these quantities can be phrased in terms of the surface 
impedance, defined as 

Za(Q,T) = ^ = Ra{n,T)+iXa(fl,T) (3.5) 
tirj 

where Hrf is the magnitude of a uniform applied microwave magnetic field at the 
surface of a metal and E± is the resulting transverse electric field (due to the flow 
of screening currents) at the surface. In the limit of local electrodynamics [1] this 
quantity can be related to the electrical conductivity as follows: 

/ • O X 1 / 2 

™ = U § ) ) ( 3 ' 6 ) 

Within the superconducting state at sufficiently low microwave frequency one expects 
the imaginary part of the conductivity to be dominated by the superconducting con­
densate (Eq. 3.3), therefore o2 « Im|a g/ | . Using Eqns. 3.2 and 3.3, one can separate 
out the real and imaginary components of Eq. 3.5: 

/ ? s ( Q , r ) ^ i M

2 f i 2 A | ( r ) a 1 ( n , T ) 
(3.7) 

X s ( f i ,T) w ^ A ^ T ) 

Of course, for Q =fi 0, CTI(Q,T) = Re |a 9 P (Q, T ) | (no superfluid contribution). Strictly 
speaking there will be a quasiparticle contribution to a2(Q,T) as well and it will be 
addressed in Chapter 4. 

3.3 Measurement Principle 
In all of the experiments discussed herein the samples were thin superconducting 
platelets (with broad ab oriented faces) that were placed in very weak (<g Hc\) uniform 
microwave magnetic fields polarized parallel to either the a or 5 axis, as shown in 
Fig. 3.3. For samples with very high aspect ratios (xa,xb » xc), demagnetization 
factors are negligible for the chosen geometry, so the applied field can be equated to 
the actual field at the superconductor-vacuum interfaces [48]. Diamagnetic screening 
currents flow across the broad ab oriented surfaces perpendicular to Hrf and then 
along the c direction on the thin at or be faces, depending upon orientation of the 
crystal. Along these directions the superconducting coherence length £ is small so 
one avoids the nonlocal superfluid electrodynamics of Kostzin and Leggett [49] in 
which a Cooper pair would experience a nonuniform magnetic field over the extent 
of its wavefunction. Furthermore, if one ignores the edges, then each ( C U O 2 ) 2 - plane 
experiences a uniform magnetic field that decays exponentially in magnitude (on a 
lengthscale A a or Xb) away from the broad ab oriented surfaces. In this scenario the 
field should be uniform in each ( C u 0 2 ) 2 ~ plane over lengthscales much greater than 
the in-plane quasiparticle mean free path lab and the out of plane quasiparticle mean 
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free path £ c will be much shorter than A a , A& (because of the substantial in-plane:out 
of plane anisotropy in charge conductivity in the cuprates). The conclusion is that 
charge transport in YBa2Cu306+x will not be subject to the nonlocal electrodynamics 
of Pippard [1, 50] in which a quasiparticle would experience a nonuniform magnetic 
field over its trajectory. 

Figure 3.3: Canonical measurement geometry in the U B C superconductivity labo­
ratory. A thin superconducting platelet is immersed in a weak uniform 
microwave magnetic field Hrf polarized parallel to the ab plane. In this 
example, Hrf || b so screening currents run in the d direction across the 
broad faces and along the c direction on the thin edges. Fields penetrate 
into the broad surfaces on a lengthscale A a . Rotating the crystal 90° 
about the c-axis forces screening currents to run in the b direction on the 
broad surfaces and the penetration depth with then be A;,. 

The flow of diamagnetic screening currents in the geometry of Fig. 3.3 generates 
two observable consequences. First and foremost, the interior of the sample is screened 
from the applied field. For simplicity, if one considers an infinite slab of thickness xc 

with applied field Hrf on both sides, then solving London's and Maxwell's equations 
reveals that the sample has a magnetic moment m aligned antiparallel to the applied 
field [48]: 

\M\ « VsampU ^1 - \Hrf\ (3.8) 

where Vsarnpie — xa x x 6 x xc is the volume of the sample. The second consequence 
is power dissipation due to the flow of thermally excited quasiparticles. Using the 
definition of surface resistance Rs, the total power dissipated will vary proportional 
to the amount of surface area exposed to the applied field: 

P = £ I dSRsH2

rf oc Yf^lRs (3.9) 
Js Xc 
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3.4 Measuring Surface Impedance 

3.4.1 Broadband Bolometry Apparatus 
The broadband bolometry apparatus is primarily the domain of Patrick Turner and 
the reader is referred to his writings for specific details [51, 52]. However, as it is 
important to view experimental data in context, this author will briefly describe the 
apparatus herein. 

The core of the broadband bolometry apparatus is a short section of coaxial 
transmission line of rectangular cross section whose interior is coated with PbSn solder 
(Tc ~ 7 K). One end of this line is shorted by a flat wall and the other is connected to 
standard 0.141" outer diameter stainless steel cylindrical coaxial line. The rectangular 
section is held at a base temperature of 1.3 i f by contacting it with a pumped liquid 
helium bath inside a glass walled cryostat. The stainless steel line connects the 
rectangular segment to a broadband (0.01 —» 26.5 GHz) microwave synthesizer and 
amplifier at room temperature. When microwave power is transmitted from the 
source, a T E M standing mode is established with a magnetic field maximum and 
electric field minimum located at the short [53]. Due to the rectangular geometry 
the microwave magnetic fields are symmetric and relatively uniform on lengthscales 
of 1 mm on either side of the broad faces of the centre conductor near the short 
(see Fig. 3.4). A YBa 2 Cu 3 06+x sample and a reference Ag:Au alloy (70:30) are 
placed in the uniform field on either side of the centre conductor supported by thin 
(2mm x 0.004" cross section) high purity sapphire plates that are thermally isolated 
from the rectangular coaxial structure. The sapphire plates protrude outside of the 
microwave structure through 4 mm diameter holes (cutoff frequency » 20 GHz) and 
have weak thermal links to the helium bath through a quartz tube (for superconductor 
sample) or a thin walled stainless steel tube (for the Ag:Au reference sample). A chip 
heater and Cernox [54] RuO thin film resistor are mounted on each sapphire plate 
near the thermal weak link. 

During the course of an experiment the microwave power is modulated at a low 
frequency of 1 Hz (a frequency limited by the thermal response time of the sample 
stages) and the temperature rises due to power dissipation in the samples are moni­
tored via 4-probe resistance measurements of the Cernox sensors. Lock-in amplifiers 
are used to monitor the periodic temperature variations that are typically on the or­
der of uKelvin's. The ratio of the signals from each sample is then proportional to the 
ratio of the samples' surface resistances if they experience identical microwave fields, 
as per Eq. 3.9. This procedure normalizes out the variations in microwave power as 
a function of frequency. The thermal sensitivity of each sample stage is calibrated 
absolutely by turning off the microwave power and applying a known amount of heat 
via the chip heaters. Thus the absolute power dissipated in each sample is known 
and their ratio yields 

= n

r

s / i s c (3.10) 
Pref Aref 

where Pi, R\ and A* are the power dissipation, surface resistance and broad surface 
area of either the superconductor (sc) or reference sample (ref). One can then isolate 
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Rs

s

c by a measurement of the surface areas of both samples and by a calculation of 
the surface resistance of the reference alloy from the D C conductivity, a0, via the skin 
depth formula [55]: 

The value of o0 at low temperatures is obtained from a 4-point resistivity measurement 
in a separate apparatus. 

The bolometry apparatus is able to measure continuously between ~ 0.3 —> 
22.5 GHz, being limited at low frequencies by small signals from YBa2Cu306+x and 
at high frequencies by asymmetric microwave resonances inside the rectangular coax­
ial line. One can also perform measurements at higher temperatures by regulating 
the sample stage using the chip heater. However, measurements for superconducting 
samples are currently limited to a base temperature of 1.3 K and an upper tempera­
ture of about 10 K due to the loss of sensitivity of the Cernox sensors. The ultimate 
accuracy of all measurements with this apparatus is limited by the systemic error 
of ±10% in the measurement of o0 for the Ag:Au reference alloy. Measurements of 
Rs

a° typically have 10% stochastic error at Q/2n < 1 GHz and less than 5% at higher 
frequencies. The reader is referred to Ref. [51] for further details. 

Measurements of the in-plane surface resistance of Ortho-II ordered YBa2Cu306.5 
(underdoped) and YBa2Cu3 06.993 (overdoped) are shown in Figs. 3.5 and 3.6, respec­
tively. The a axis data have been published previously in Refs. [26, 51]. 

(3.11) 
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Figure 3.4: The core of the broadband microwave bolometry apparatus. Upper panel 
shows a cross section through the copper vacuum can of the bolometry 
probe. The Ag:Au alloy sample stage feeds into the rectangular coax­
ial line from above while the superconducting sample stage does so from 
below. The entire can is immersed in a pumped liquid He bath during 
operation. Lower panel shows the central portion of the Section A - A 
through the upper panel. The dashed line indicates a contour of con­
stant magnetic field strength around the broad centre conductor. Figures 
provided courtesy of P. Turner [56]. 
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Figure 3.5: The in-plane surface resistance of Ortho-II ordered Y B a 2 C u 3 0 6 . 5 (under-
doped) measured via broadband bolometry: Rsa (upper panel) and Rsb 
(lower panel). 
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Figure 3.6: The d-axis surface resistance of YBa2Cu306.993 (overdoped) measured via 
broadband bolometry. 
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3.4.2 Microwave Cavity Perturbation 
A forte of the U B C superconductivity programme is the design of high Q supercon­
ducting resonators for performing cavity perturbation experiments at discrete fre­
quencies. The laboratory has a suite of such experiments that have been constructed 
and operated by a number of students; 1.14 GHz (Dr. Saeid Kamal and Geoff Mullins), 
2.25 and 2.99 GHz (Pinder Dosanjh), 13.4 and 22.7 GHz (Dr. Ahmad Hosseini) and 
75.4GHz (this author). 

Consider an enclosed metallic cavity that supports a well defined electromagnetic 
resonant mode [57] at a frequency f0, as depicted in Fig. 3.7. The electromagnetic 
energy stored in this mode is given by 

J stored = J dV (EO - D o - H 0 - B 0 ) (3-12) 

where E0 = e0D0 and BQ = n.0H0 are the electric and magnetic fields of the resonance 
mode and V0 is the volume of the unperturbed cavity. Now consider a thin super­
conducting platelet inserted into a region of the resonator where there is a uniform 
microwave magnetic field, as depicted in Figs. 3.3 and 3.7. The diamagnetic moment 
of the sample results in the reduction of the stored magnetic energy within the res­
onator, which then shifts the resonant frequency by an amount Sf. For an infinite 
superconducting slab of thickness xc, Sf/f0 is proportional to the magnetic moment 
(Eq. 3.8) divided by the energy stored in the unperturbed mode: 

Sf _ ^Vsample f tanh(xc/2\)\ 

To" ~ v r v ~ xc/2x ) ( 3 - 1 3 ) 

where A is either A Q (T) or X0(T), depending upon the orientation of the slab with 
respect to Hrf. C is a geometric factor which can be obtained by calibrating with 
a well characterized metallic sample (see below). In the limit A <C xc the above 
expression reduces to 

Sf = C W L _ 2 A \ 
fo Vo V XcJ 

At low temperatures one can relate the shift in frequency to the surface reactance via 
Eq. 3.7. However, it is more customary in the field of superconductivity to present 
data in terms of A(T) or 1/^ 0 A 2 (T) rather than XS(Q - • 0,T). 

The surface resistance of the superconducting sample dissipates energy from the 
resonant mode. This results in a reduction of the quality factor Q of the resonance 
[53], defined via 

1 \_ _ energy dissipated by superconductor per period _ ^u-o^Vsampie 
Qjsc 2irEstored VQxc 

(3.15) 



Chapter 3. The Experiments 10 

Controlled Temperature Stage 

High Purity Sapphire Plate 

•<—Superconducting Sample 

RX 

o 
Oh 

13 

GO 

c 

A f 0 - * 

""a 

Microwave Frequency 

Figure 3.7: The principles of cavity perturbation. A n unloaded cavity (top right 
panel) is coupled into a microwave transmission line via transmitter input 
(TX) and receiver output (RX) ports. Magnetic field lines (sketched in 
blue) for a high Q0 = Af0/f0 resonance mode at frequency fQ generate a 
uniform field at the centre of the resonance structure. A superconducting 
sample secured to a high purity sapphire plate that is isothermal with 
a controlled temperature stage outside of the resonator. Upon inserting 
the superconducting sample into the uniform field (top left panel), the 
resonance frequency shifts by an amount 6f and the new quality factor 
becomes Q = A / / / G < Q0. Note that the thermal stage is kept outside 
of and thermally isolated from the resonator. 
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Surface Resistance 

Each cavity perturbation experiment in the U B C Superconductivity Laboratory is 
unique and has been the topic of at least one thesis (1.14GHz [58, 59];2.25,2.99GHz 
[60]; 13.4GHz [61]; 22.7GHz [62]; 75.4,GHz [63]). While all of these experiments 
operate upon the same general principles, they differ significantly in their implemen­
tation. For this reason, only the 75.4 GHz apparatus (which was the assembled and 
operated by this author) will be discussed in detail in this thesis. 

As stated above, a convienient means of producing a relatively homogeneous mi­
crowave magnetic field is to employ an appropriate resonance mode inside a resonant 
cavity. There are many possible geometries capable of producing potentially useful 
resonances at any given frequency, but the TEon resonance mode in a right cylindri­
cal cavity has proven to be quite practical at frequencies greater than « 10 GHz. The 
field profiles can be found in any standard microwave circuitry textbook [64], and the 
key features of the 75 GHz TEon resonator are sketched in Fig. 3.8. 

Sample Insertion 

Cavity Lid, 
O F H C Copper 

Radiation L I 
Jl 

• 0.06" 

IT 
( = 0.1394" (3.54 mm) 

Coupling Hole " | 

0.04" 

Cavity Body, _ 
O F H C Copper 

z 

-2a = 0.2325" (5.9 mm) 

0.075" 

Figure 3.8: A cross section of the 75 GHz TEon mode right cylindrical resonator. £ 
represents the length and a the radius of the cylindrical structure. The 
field Hrf is maximized in the vertical direction at the centre of the res­
onator. Two holes were created for coupling radiation into and out of 
the resonance structure, and a third hole along the axis of the resonator 
allows a sample to be inserted. 
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The TEon resonance can be characterized by the following set of equations for E 
and H. 

Er = 0 (3.16) 

Ee = —±noBJ'0(kr) sin(7rz/£) (3.17) 
k 

Ez = 0 (3.18) 

HT = ^-,BJL{kr) cos(irz/£) (3.19) 
kl 

Hz = BJ0(kr) sm(7rz/£) (3.20) 

He = 0 (3.21) 

k2 = flfc,^ - IT2/£2 = X

2/a2 

X = first root of JQ = 3.832 

Note that near the centre of the resonator, Hrf « Hzz and B r s O . By employing 
an appropriate aspect ratio of ^/2a~ 1.7, one can locate the TEon resonant frequency 
£L0 well away from other resonant modes, an exception being the TMm mode [65]. 
However, the small indentation in the bottom of the resonator, as indicated in Fig. 3.8 
serves to remove this degeneracy. The T M m mode has a magnetic field maximum at 
the centre of the top and bottom faces of the resonator. The indentation effectively 
increases the volume of the resonator for the mode, thus moving its resonance to a 
lower frequency. This alteration should have a negligible effect upon H in the T E o n 
mode. 

Nearly lossless resonator walls are essential to obtain the required sensitivity. 
By electrochemically coating the interior of the resonator with a sufficiently thick 
superconducting Pbo.95Sno.05 alloy (Tc ~ IK) and cooling the resonator structure 
with a liquid 4 He bath regulated at 1.3 K, one can obtain relatively high values of 
the unperturbed quality factor QQ. It has been determined from experience within 
the U B C superconductivity laboratory that a Pbo.95Sno.05 coating approximately 1 [im 
thick effectively shields the copper walls of the resonator from the impinging fields. 

The superconducting sample is thermally isolated from the resonator using a sap­
phire hotfinger [66] similar to those used in the bolometry apparatus. However, in 
this case the heater and Cernox thermometer are used solely as elements in a feedback 
circuit to regulate the sample temperature. The 75.4 GHz hotfinger assembly is shown 
in Fig. 3.9. A 0.004" thick and 0.5 mm wide sapphire (AI2O3) plate is secured to an 
oxygen free high conductivity (OFHC) copper block using #2303 Stycast epoxy and 
the sample is mounted on the opposite end with a minute drop of NonAq stopcock 
grease. Sapphire was chosen for its high thermal conductivity and its very low losses 
when subjected to an rf magnetic field [67]. The thermometer and heater are secured 
to the copper block and a weak thermal link to the 4 He bath is established through 
the thin walled stainless steel tube. The entire hotfinger assembly is then held in a 
vertical translation stage referred to as the sample gantry, which is shown in Fig. 3.10. 

http://Pbo.95Sno.05
http://Pbo.95Sno.05
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The gantry allows for the sample to be loaded and unloaded from the microwave cav­
ity during the course of an experiment (motion in the z direction of Fig. 3.10), thereby 
facilitating in situ measurements of QQ. The design presented herein provides minimal 
intrusion of components into the resonator and almost complete thermal isolation of 
the sample from the resonator. However, it must be recognized that the sapphire 
and grease will introduce dielectric losses due to the field EQ in the TEon resonance 
mode. This rightfully introduces another loss term into the numerator of Eq. 3.15 
and will be discussed further below. 

The practical issues surrounding the propagation and coupling of signals at fre­
quencies near 75 GHz required that this experiment's microwave circuitry be rather 
different as compared to the other microwave devices presently being used at U B C . 
At such high microwave frequencies, hollow metallic waveguides are preferable over 
coaxial cables for propagation due to high losses in the latter, however even the 
waveguides will attenuate signals very rapidly since the surface resistance of the the 
waveguide walls Rs(metai) on \ff. Furthermore, the problem of standing modes in long 
lengths of waveguide is a serious concern at high frequencies as they could complicate 
coupling into and out of the resonator. 

The solution to the propagation loss problem involved placing the radiation source 
and detector as close as possible to the resonator, thus minimizing the length of 
waveguide required. This in turn prompted the need for alternative cryogenics since 
the conventional glass immersion dewar and modular probe design used for the 1.14, 
2.25, 2.99, 13.4 and 22.7 GHz apparatus require microwave propagation paths ap­
proximately 2 m long [58, 60-62]. A n Infrared Laboratories HDL-8 dewar with a 4 He 
cold plate was chosen for the task, and the layout of the dewar contents is shown in 
Fig. 3.11. In this design the total high frequency path length is only approximately 
30 cm, as one can access the cold plate via ports in the sides of the dewar. However, 
an obvious concern is the inevitable heat leakage through the waveguides, as they 
support large thermal gradients from room temperature to 1.3 K over a distance of 
only 10 cm. To minimize the thermal load on the He bath, the critical parts of the 
waveguide were manufactured from 0.015" thick stainless steel. Since the microwave 
circuit elements are not immersed in the coolant, it was necessary to take extra 
precautions when heat sinking components to the cold plate. Wakefield Engineer­
ing thermal compound and a grease loaded with O F H C copper, known as Cry-Con 
grease, were employed. 
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Figure 3.9: The 75.4 GHz apparatus hotfinger assembly. A superconducting sample 
is mounted on one end of a high purity sapphire plate. The opposing end 
is glued to a controlled temperature stage with a thin walled stainless 
steel tube serving as a thermal break between the stage and the 1.3 K He 
bath. One end of the copper braid (not shown) is bolted to a cold stage 
which is in contact with the 1.3 He bath. 
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Figure 3.10: The 75.4 GHz apparatus sample gantry. The hotfinger assembly of 
Fig. 3.9 is held vertically inside the mechanical gantry. The supercon­
ducting sample can be completely removed from the cylindrical TEon 

resonance cavity. 
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Figure 3.11: A cross section of the microwave circuitry inside the dewar, at z = 1" be­
low the helium cooled baseplate (the dewar is inverted during operation, 
refer to Fig. 3.14). Shown in this diagram are the sections of waveguide, 
microwave coupling adjustment mechanisms and the resonator in the 
centre. The resonator block, sample gantry, microwave couplings and 
those section of waveguide near the resonator all reside on a 0.625" 
thick copper plate that can be easily removed from the dewar. This 
figure corresponds to cross section A - A through Fig. 3.10. 
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Coupling was accomplished via antennae fabricated from thin superconducting 
wires that coupled to electric fields in the waveguides and magnetic fields in the cou­
pling holes on either side of the cylindrical TEon resonator (see Fig. 3.12). Both the 
input and output coupling to the resonator can be adjusted in situ via mechanical 
feedthroughs which allow for motion of the antennae in the y direction of Fig. 3.12. 
Additional heat leaks through the feedthroughs were minimized by employing mech­
anisms that allow for complete thermal isolation of these components when they are 
not being adjusted, as shown in Figure 3.13. The experimenter can engage the me­
chanical feedthrough by rotating the dials on the outside of the dewar (see Fig. 3.11) 
such that both fibreglass rods in Fig. 3.13 contact the rotating aluminum part on 
the JV2 cooled shield, and then disengage it by an appropriate sequence of partial 
rotations of the external dial. 

A schematic diagram of the complete apparatus is shown in Fig. 3.14. The reader 
should note that there are four subsystems associated with this experiment: the 
microwave circuit, thermometry circuit, cryogenics and a computer to coordinate the 
data acquisition and thermometry. 

The critical components of the microwave circuit are the 75 GHz resonator, Schot-
tky diodes for generating and detecting the 75 GHz signal, an H P 83620A microwave 
synthesizer and H P 83498 microwave amplifier for generating a 15 GHz signal and an 
A B m m millimeter vector network analyzer ( M V N A ) for signal processing [68]. Isola­
tors were used to improve signal quality and a directional coupler was needed to feed 
a sample of the lb GHz signal into the M V N A . The diode for generating the input 
signal, known as the harmonic generator (HG), and the diode for detecting the signal 
transmitted through the cavity, known as the harmonic mixer (HM),were tuned to 
optimize the response to the 5th harmonic, with the 15 GHz fundamental frequency 
supplied by the H P synthesizer. Though the M V N A was provided with an internal 
synthesizer (resolution of 50 kHz), it proved necessary to use an external synthesizer 
(resolution of 1 Hz) in order to resolve the high Q resonances encountered in this 
experiment. A l l measurements of Q were made in the frequency domain, with the 
key advantage that the M V N A provides one with a measure of both amplitude and 
phase of the transmitted signal. 

Both the sample and resonator temperature were monitored using a 4-probe mea­
surement of Cernox 1050 resistors, calibrated to an accuracy of ±0 .1 K. The sample 
temperature was regulated through a feedback circuit consisting of the sample ther­
mometer, a metal film heater (R ~ 300 fi) and a Conductus LTC-21 PID controller. 
A similar feedback circuit was available for regulation of the resonator temperature, 
however it proved to be unnecessary. A l l heaters and thermometers were secured to 
their respective surfaces with G E varnish. 
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Figure 3.12: The 75.4 GHz apparatus coupling mechanism. Input and output mi­
crowave waveguides are coupled to the resonator via antennae that pass 
through the waveguides and into small coupling holes on either side 
of the resonance cavity. This figure corresponds to cross section A - A 
through Fig. 3.10. 

Figure 3.13: The 75.4 GHz apparatus mechanical feedthrough design. A rotating alu­
minum part passing through the N 2 cooled heat shield provides a physi­
cal connection between two aluminum shafts terminated with fibreglass 
rods; one at room temperature and the other in contact with the He 
cooled base plate. The rotating aluminum part can be completely dis­
engaged from both fibreglass rods through a sequence of partial rotations 
of the room temperature shaft. 
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Figure 3.14: Overall schematic diagram of the 75.4 G/fe apparatus. Microwave cir­
cuitry is denoted in red with M V N A representing a millimeter-wave 
vector network analyzer connected to Schottky diodes (HG and HM) 
for launching and detecting millimeter wave radiation into and out of 
the resonator circuit. Thermometry circuitry is noted schematically in 
green. Both the microwave and thermometry are controlled via a com­
puter (PC) during an experiment. 
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In order to determine surface resistance via Eq. 3.15 one must separate out changes 
in 1IQ due to the insertion of superconducting sample alone into the microwave cavity. 
Rightfully an expression for Q for such a system must contain at least four distinct 
terms, with each term accounting for various energy loss mechanisms acting in series: 

h-ih)Ahh+s(hhi (3-22) 

Here Qa is the optimal Q of the unperturbed cavity, 5(l/Q)c accounts for coupling 
losses and 5{1/Q)bkgd accounts for background losses associated with the sample stage 
used to introduce the superconducting sample into the cavity. The former two terms 
can be isolated by first measuring Q with neither sample nor sample stage present. 
6(1/Q)bkgd can then be measured by inserting the sample stage (with no sample) 
into the resonator and measuring Q again. Finally, 5(1/Q)SC can be determined by 
subtracting the three rightmost terms of Eq. 3.22 from the measured 1/Q with the 
sample present. 

There are many ways to experimentally measure Q [61, 63]. The method of 
choice for the 75.4 GHz apparatus is to weakly couple the cavity to input and output 
transmission lines and then observe the transmitted power P(f) = \A(f)\2 as a 
function of frequency / at constant input power, where A(f) is the complex amplitude 
of the transmitted wave. The observed resonance can be fit to a Lorentzian lineshape 
parameterized as a circle in the complex amplitude plane: 

Mf) = \Mfo)\ e . w 0 ) + ( / - / „ ) f i / 0 ) + X l e a k + i y i e a k 

The free parameters |A( / 0 ) | and (p(f0) correspond to the amplitude and phase of 
the transmitted wave at the resonance frequency fa, while A / represents the full width 
at half maximum (FWHM) of the transmitted power spectrum. Thus Q = / 0 / A / 
is an implicit fitting parameter [53]. Any slowly varying background signals are 
accounted for by the free parameters xieak, yieak and d(p(f0)/df. 

As with the bolometry apparatus, calibration is accomplished by measuring the 
surface resistance of a metallic sample similar in size to a typical YBa2Cu3C-6+x 
sample. The choice material for calibrating resonators has been a Pbo.95Sno.05 alloy 
(superconducting transition Tc ~ IK) which obeys the skin depth relation (Eq. 3.11) 
for T > Tc. Measurements performed at the base temperature of 1.3 K (where the 
calibration sample is superconducting) can be used to infer nonperturbative correc­
tions due to distortions of the resonant fields caused by strongly diamagnetic samples, 
assuming Rr

s

ef <S Rs

s

c at this temperature. Although the resonators are only capa­
ble of measuring Rs at a single frequency, they can measure over a much broader 
temperature range than the bolometry apparatus. The sensitivity of a cavity pertur­
bation is ultimately limited by the filling factor Vsampie/V0 and by large values of Rs 

(encountered at temperatures well above Tc of YBa2Cu306+x ) which can reduce Q 
to nearly zero. 

http://Pbo.95Sno.05
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The reader is referred to Appendix A for a detailed description of how Rsa and 
Rsb were obtained from measurements on a sample of YBa2Cu306.993 (overdoped) at 
75 A GHz. Appendix A also contains measurements on a sample of Ortho-II ordered 
YBa2Cu306.5 (underdoped) and explains why the 75AGHz apparatus could not yield 
reliable results for this doping. 

Measurements of Rsa and'i? S6 from cavity perturbation experiments on under-
doped Ortho-II ordered YBa2Cu306.5 and overdoped YBa2Cu306.993 are shown in 
Figs. 3.15 and 3.16, respectively. Only the data in the latter have been published 
previously in Ref. [69] (d-axis) and Ref. [43] (fr-axis). The data from each resonator 
experiment have been calibrated independently and there can exist up to a 10% 
systematic error due to uncertainty in measuring aa of the PbSn alloy used for cal­
ibration. Stochastic noise is typically less than 5% for measurements well below Tc. 
Uncertainty in the nonperturbative corrections have been estimated to be ±0.2, 10, 
10, 20 and 360 /zH at 2.25, 2.99, 13.4, 22.7 and 75.4GHz, respectively. A relatively 
large uncertainty of ±0.7/iQ is quoted for measurements at 1.14 GHz for reasons that 
will be explained in short order. 
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Figure 3.15: The in-plane surface resistance of Ortho-II ordered YBa2Cu306.5 (un-
derdoped) measured via cavity perturbation: Rsa (upper panel) and RSb 
(lower panel). 
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Figure 3.16: The in-plane surface resistance of YBa2Cu306.993 (overdoped) measured 
via cavity perturbation: Rsa (upper panel) and Rsb (lower panel). 
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Figure 3.17: A demonstration of the agreement between measurements performed 
with the broadband bolometry apparatus (solid points) and cavity per­
turbation experiments (hollow points) on YBa 2 Cu306 .5. Figure provided 
courtesy of P. Turner [56]. 

It is worthwhile concluding this description of experimental approaches to mea­
suring surface resistance with a demonstration of consistency between probes. As 
an example, the low temperature Rsa of the underdoped material, as measured by 
both the broadband bolometry apparatus and five different cavity perturbation ex­
periments, is shown in Fig. 3.17. As one can see, with the exception of the 1.14GHz 
cavity perturbation measurements, the level of agreement is quite exceptional. Recall 
that each experiment has been independently calibrated. 

Surface Reactance 

As stated in Eq. 3.14, one must measure shifts in resonance frequency due to the 
diamagnetic moment of a superconducting sample in order to determine Xs or equiv-
alently A. This quantity has particular relevance at low frequencies f2 —»• 0 because 
one can then claim A « Ax, and determine superfluid density via Eq. 3.3. The 1.14 GHz 
apparatus is dedicated to performing this task and the reader is referred to Refs. [58] 
and [59] for specific details. However, it is important to note that this cavity pertur­
bation experiment differs from the others in that the sample is held rigidly inside the 
resonator and cannot be loaded/unloaded during the course of an experiment. This 
experimental approach helps to minimize microphonics which will contribute to noise 
in the measurement of f0. Furthermore, it is very difficult to load/unload a sam­
ple with sufficient mechanical precision to reliably measure temperature dependent 
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shifts in fD due to changes in A(T) alone at low temperatures. As such, the 1.14 GHz 
apparatus provides high precision measurements of AA(T) = A(T) — A(Tb a s e) with 
Tbase ~ 1-3 i f . However, one can obtain neither A(T(, a s e) nor the unloaded QQ of the 
resonator (hence the uncertainty in Rs) during the course of an experiment. 

In order to determine A(Tf, a s e) absolutely one must turn to a completely different 
experimental procedure that will not be elaborated upon in this thesis - this story will 
be left for others to tell [70, 71]. A l l that will be mentioned is that one can measure 
the absolute intensity of the zero field electron spin resonance (ESR) absorption lines 
of G d 3 + ions doped into the Y sites of YBa2Cu306+ x • This is accomplished using the 
broadband bolometry apparatus discussed previously. Within the superconducting 
state the intensity of the absorption lines is proportional to /i 0QA(T)x"(f2, T), where 
the imaginary part of the G d 3 + spin susceptibility x"(fl,T) can be calculated from 
first principles. Comparing with the observed power absorption as a function of 
frequency Q, then yields A(T) absolutely. Preliminary values of A a (T(, a s e ) and \b(Toase) 
for YBa2Cu306.5 and YBa2Cu306.993 are presented in Table 3.1. 

The normalized a-axis and 6-axis superfluid density (Eq. 3.4) for Ortho-II or­
dered YBa2Cu306.5 and YBa2Cu 30 6 .993 are presented in Fig. 3.18. Again, only the 
overdoped data have been published previously in Refs. [43, 69, 72], however these 
authors used very different absolute values of the low temperature penetration depth 
(Aa(T 6 a s e = 1600 A) and \b{Tba3e) = 1000 A) . While the choice of A ( T 6 a s e ) has negligi­
ble impact upon the qualitative features that one can extract from surface impedance 
data, it does have a significant role when making quantitative comparisons between 
dopings and between in-plane crystal orientations. As it will be demonstrated in 
Chapter 4, several of the key outstanding issues noted in Ref. [43] can be resolved 
given the new measurements in Table 3.1. 

At low temperatures all four plots of superfluid density versus temperature become 
linear, which is one of the hallmark signatures of a superconductor with lines of nodes 
in the gap function [73]. These slopes (multiplied by h/ks) have been noted in 
Table 3.1 and will play an essential role in the following two chapters. 

X A„(T f c a s e) (A) A « S ! Z g ^ ( n - i r o - i ) A b ( T 6 a s e ) (A) A S ! ^ ) ( f i - i r o - i ) 

0.5 2020 ± 200 -(1.54 ±0 .15 ) x 10b 1400 ± 140 -(3.57 ± 0 . 3 6 ) x 10B 

0.993 1010 ± 1 0 0 -(4.15 ±0 .42 ) x 10B 780 ± 78 -(5.96 ± 0 . 6 0 ) x 10B 

Table 3.1: Summary of T —> 0 limits of the in-plane penetration depth and slope 
of the superfluid density. Values of A a(TJ, a s e) and Xb(TbaSe) are results 
from the G d 3 + ESR experiment and were current as of October 15, 2003. 
Conservative errors of ±10% have been placed on these values for the time 
being. [74] 
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Figure 3.18: The in-plane superfluid density of Ortho-II ordered YBa2Cu 306.5 (un-
derdoped, top panel) and YBa 2 Cu 3 06 .993 (overdoped, lower panel), nor­
malized to values at T = 0. 
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Chapter 4 

Extracting Quasiparticle Charge 
Conductivity 

Given the surface resistance Rs(£l, T) and low frequency limit of the surface reactance 
X3(Q —> 0,T) data in Chapter 3, the challenge is to extract the charge conductivity 
via Equation 3.6. While this would be a straightforward chore if one had both Rs and 
Xs at each frequency of interest, it has proven very difficult to acquire both of these 
quantities from the same experiment. Rather, the approach taken by our laboratory 
has been to design apparatus that are intentionally optimized for the measurement 
of either Rs or Xs. Therefore, one must find a self consistent means of filling in the 
gaps. At low frequencies and temperatures, one can separate the real and imaginary 
components of Za(£l,T) if one assumes a 2 ( f i ,T) « l/(/x 0 f2A|(T)) as given by Eq. 3.7. 
However, it is desirable to go one step further by accounting for the quasiparticle 
contribution to cr2(f2,T) as well. To do so will require some modelling of a\(u,T), at 
least at a phenomenological level. 

4.1 a-Axis Conductivity 
As argued in Chapter 2, charge transport in the d-axis direction in YBa2Cu306+x 

will be governed by the two 2-dimensional plane-like bands sketched in Fig. 2.5. 
Provided the plane-chain coupling is weak, then these two bands will behave in a 
qualitatively similar manner and the problem can be treated, at least approximately, 
as that of two identical bands. In a metal, the physics of electron charge transport 
can be modelled for many applications by the classical Drude model in which the 
conductivity is expressed in terms of the total oscillator strength in the band ne2/m* 
and an electron scattering rate r _ 1 [3]: 

_ n e 2 ~i _ n e 2 ( 7 ^lT'1 

a ( ' = 'nVn-i/r = ^ \l + fl2r2 ~ 1 + Q2T2 

As one can see, the Drude conductivity spectrum is characterized by a constant 
oscillator strength ne2/m* and high frequency behaviour that varies as I/O,2. Fur­
thermore there is an imaginary part that varies linearly with f2 at low frequencies, 
peaks at QT ~ 1 and then drops as l/Q, at high frequency. This latter term gives rise 
to diamagnetic screening of A C magnetic fields in metals. 

In the case of a d-w&ve superconductor it seems highly improbable that one can 
use a Drude-like form to describe tr(fi,T). Nonetheless, such analysis has been used 
extensively in the literature [31, 75, 76] and does allow the experimentalist to obtain 
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a phenomenological handle on their data. In this case once replaces ne2/m* and r in 
Eq. 4.1 by a temperature dependent quasiparticle oscillator strength (n„e 2 /m*) (T) 
and a temperature dependent quasiparticle scattering rate, respectively: 

1 2 5 10 20 
Frequency (GHz) 

Figure 4.1: A log-log plot of Rsa/ f2 versus / data from underdoped Ortho-II ordered 
YBa2Cu306.5- To within a few constants, this is essentially aia(f,T). 
The high frequency tails show exponents ranging from -1.4 to -1.5 which 
deviate significantly from -2 (Drude model). 

However, there is no a priori reason to assume that r _ 1 is frequency independent 
for a d-wave quasiparticle. This assumption holds for elastic scattering in metals 
where the electronic energy dispersion near the Fermi surface is relatively weak (on 
the scale of any temperature T <C Ep), but it need not be the case in a d-wave 
superconductor where the superconducting gap introduces strong energy dependence 
in Q near EF, as given by Eq. 2.14. Therefore, o-\(Q,,T) need not adhere to the form 
of Eq. 4.2. To demonstrate, the d-axis surface resistance data of Fig. 3.5 have been 
replotted as R„/ f2 versus / in Fig. 4.1 on a log-log plot - this gives an approximate 
form for ai(fl,T) as given by Eq. 3.7. Note that at high frequencies Rs/f2 oc l/fv 

with y w 1.5. 
To at least capture the spirit of the data, this author has suggested a more flexible 

phenomenological form for modelling the total quasiparticle conductivity attributed 
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to the two approximately identical 2-dimensional bands in YBa2Cu306+x : 

, „ ( n . T ) ^ ° ( o , ^ l t f f ) ) f f l (4-3) 

Furthermore, the above form can also be used to generate the quasiparticle contribu­
tion to (T2(Q,T) via a Kramers-Kronig relation [3]. 

M ^ ) = - ^ f ^ ^ , (4.4) 

As with the metallic expression, one expects <J2a(cl, T) —> 0 at both Q, = 0 and Q —> oo 
and it will be peaked at fiA(T) « 1. One then has a complete expression for a2(Q,, T) 
in terms of a modelled quasiparticle contribution and the experimentally measured 
superfluid response: 

1 
MoftAl(r) 

Provided one has sufficient experimental bandwidth ( f2 m a x > A _ 1 ( T ) ) , then one can 
fit the model directly to Ra via 

a2(Q,T) = a 2 a ( Q , T ) + „ „ . 2 f r r , (4.5) 

= (4-6) 

with the model o\ (Eq. 4.3) and hybrid a2 (Eq. 4.5). If the model expression fits the 
Rs(tt, T) data to sufficient accuracy, then one can take the model of <T2a(^, T) as being 
a reasonable substitute for experimental data. Returning to Eq. 4.6 one more time, 
one can now extract 'experimental' values of aia(Cl, T) by inserting Rs measurements, 
XL measurements and the (presumably) successfully modelled a2 a (w,T) into this ex­
pression and then solve for <7i(fi, T). Even if the model does not fit RS{£1, T) exactly, 
this procedure at least acknowledges the existence of quasiparticle contributions to 
<T2(tt,T) and provides one with a reasonable means of accounting for its presence. 
As stated above, this approach will work if one can experimentally observe enough 
curvature in Rs to which one can reliably fit a model containing three parameters: 
<70, A and y. One can anticipate that this method will work best at low temperature 
where the half width at half maximum A - 1 will be governed by elastic scattering 
of d-wave quasiparticles from static defects in the crystal. As shown in Fig. 4.1, it 
can be estimated that A - 1 of the low energy conductivity spectra in YBa2Cu306.5 
can be as small as a few GHz. Wi th increasing temperature one anticipates that 
the rise of inelastic scattering processes (from magnons, phonons, other quasipar­
ticles . . . ) will augment A - 1 to well beyond the experimental bandwidth (22GHz 
for underdoped YBa 2 Cu 3 06 . 5 , 75 GHz for overdoped YBa 2 Cu 3 06 .993)- However, as 
<7ia(Q,T) broadens then <72a(^,T) will become small at frequencies Q < A - 1 , there­
fore the quasiparticle screening corrections to cr 2(0, T) (Eq.4.5) can be neglected at 
the higher temperatures. 
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Figure 4.2: A plot of Raa/f2 versus T data from underdoped Ortho-II ordered 
Y B a 2 C u 3 0 6 . 5 . To within a few constants, this is essentially a\a(f,T). 
The five resonator data sets roughly converge above 20 K, thus indicat­
ing that aia becomes frequency independent in the microwave regime 
above this temperature. 

As a demonstration, the surface resistance data of Fig. 3.15 have been replotted 
as Rs/f2 versus T in Fig. 4.2. The broad peak centred at ~ 8K is attributed 
to a competition between decreasing normal fluid oscillator strength nne2/m* and 
increasing quasiparticle lifetime (~ A) as T decreases. Immediately below Tc A 
increases faster than nne2/m* decreases, thus augmenting the charge conductivity at 
low frequencies. Eventually A saturates at some level governed by elastic scattering 
alone while nne2/m* decreases linearly as T —• 0, hence oi decreases as well. 

In the case of Ortho-II ordered YBa2Cu306.5, it can be surmised that A - 1 will ex­
ceed the experimental bandwidth at ~ 20 K, beyond which oi will appear frequency 
independent in the microwave regime. At these higher temperatures, one can set 
02a ~ 0 and extract cr l o from Rs and XL without any of the corrections discussed 
above. As T —» T~ the London penetration depth will approach sample dimen­
sions and additional procedures may be needed to successfully extract o~\(Q,T) from 
Rs(ft,T). However, this thesis will concentrate on low temperature behaviour and 
the so called thin limit problem will not be addressed here [73]. 
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4.2 b-Axis Conductivity-
Figure 4.3 shows the 6-axis surface resistance data of Fig. 3.15 plotted as Rs/f2 versus 
/ . While the d-axis data showed high frequency power law behavior oc I/O,15, one can 
see the 6-axis data appear to be concave-up beyond ~ 10 GHz. Indeed, a comparison 
of the d and 6-axis surface resistance data in Fig. 3.5 should be all that is needed 
to convince the reader that 6-axis charge conductivity appears to be qualitatively 
different than that in the d-axis direction. 

1 2 5 10 20 
Frequency (GHz) 

Figure 4.3: A log-log plot of Rao/' f2 versus / data from Ortho-II ordered 
YBa2Cu306.5. To within a few constants, this is essentially a\0(f,T). 

It is hypothesized that this change in curvature can be attributed to a very broad 
spectral feature that arises because of the presence of metallic 1-dimensional CuO 
chains in YBa2Cu306+ x . In Chapter 2 it was argued that YBa2Cu306+a; should have 
a quasi-1-dimensional band whose low energy excitations in the superconducting state 
are primarily chain-like and will therefore only contribute to charge conduction in the 
6-axis direction. The chain scattering rate is expected to be much larger than that in 
the (Cu02) 2~ planes, and should give rise to a very broad contribution to ai(Q,T) 
which will be approximated as a T-dependent constant over the experimental band­
width. The microwave conductivity can then be expressed as a sum of contributions 
from the 2-dimensional bands (a term identical in form to Eq. 4.3) plus a constant 
attributed to the quasi-1-dimensional band: 
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alb(n, T) = ajD(Q, T) + a}°(n, T) = x + ( ^ ( j ) ) v ( r ) + ^ ° ' T ) ( 4 7 ) 

For the purpose of describing 6-axis data the parameters aQ, A and y will not be 
required to match those used to fit d-axis data. One can then extract Oi(Q,T) from 
Rs, \L and a modelled <j2b(Q,T) as described in the previous section (a constant in 
Eq. 4.7 will give no contribution to <72b)- The procedure will have limitations similar 
to those for the d-axis direction, but the addition of a fourth parameter a\D will make 
the analysis less reliable as A - 1 approaches the experimental bandwidth. 
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4.3 Ortho-II Ordered YBa 2 Cu 3 0 6 5 (Underdoped) 
The real part of the microwave conductivity of Ortho-II ordered YBa2Cu306.5, as 
obtained from the bolometry experiment, is shown in Fig. 4.4. The points are 'exper­
imental' values obtained from measurements of R3, as described previously, and the 
lines are Eq. 4.3 (d-axis) and Eq. 4.7 (6-axis) with the fit parameters used to model 
the surface resistance data. Fits were obtained by minimizing the quantity %2 defined 
as 

x = y — 2 7 A ^ — ( 4 ' 8 ) 

where R\ is the ith measurement at angular frequency Q; and R™odel is the modelled 
surface resistance function, Eq. 4.6, with the appropriate a-axis or 6-axis expression 
substituted for a(io, T). Since the broadband bolometry data at any given temper­
ature were obtained in a single experiment, the errors ARl

s were taken to be ± 5 % 
relative errors at each frequency due to statistical fluctuations. As one can see, the 
model lineshape serves its intended purpose very well in that it fits the observed high 
frequency behavior. The fits appear cusp-like with T-independent zero frequency in­
tercepts of ala(Q - * 0, T) m 3.5 x 107 Q~1m~~1 and alo(Q, —> 0,T) « 2.0 x 108 fT 1 ™," 1 

(latter intercept is not shown in Figure). 
Error bars on fit parameters were obtained by calculating the covariance matrix 

[C] for either a 3-parameter (d-axis) or 4-parameter (6-axis) fit whose eigenvalues and 
eigenvectors describe the aspect ratio and orientations of ellipses of constant x 2 1 1 1 

parameter space [77]. The dimensionality of the fit then dictates the value of x 2 which 
defines 1 standard deviation away from optimal fitting ( A x 2 = 3.53 or 4.72 for 3 or 
4 parameters, respectively). Projecting this ellipsoid onto the original fit parameter 
axes thus gives error bars on fit parameters that can account for covariance of fit 
parameters. 

The fit parameter y(T) is shown in Fig. 4.5. The plot has been scaled from y = 1 
(where the 2-dimensional band conductivity term becomes nonintegrable with respect 
to Q.) and y = 2 (Drude Model, Eq. 4.2). It is obvious that the conductivity spectra 
in Fig. 4.4 deviate significantly from the Drude Model. Rather, the data suggest a 
high frequency power of —1.46 ± 0.02. Interestingly, if one neglects the quasiparticle 
contributions to a2(^l,T) and simply employs Eq. 3.7 to obtain ai(Cl,T), then the 
high frequency power is observed to be roughly -1.5. Thus the conclusion that these 
spectra deviate significantly from Drude lineshapes is robust and the details of the 
scheme accounting for quasiparticle screening do not affect this key feature. 

The processing of data from cavity perturbation experiments was performed in 
a manner similar to what has been described above, x 2 was defined according to 
Eq. 4.8 but with two key differences: First, since there are measurements at only five 
distinct frequencies (m = 5 in Eq. 4.8) then it would be highly desirable to reduce the 
number of fit parameters given knowledge obtained from fits to bolometry data. In 
particular, the exponent y was noted to settle into a constant value of 1.46 in Fig. 4.5, 
so this parameter was fixed accordingly in the processing of all resonator data from 
underdoped Y B a 2 C u 3 0 6 . 5 samples. 
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Figure 4.4: The real part of the in-plane microwave conductivity T) of Ortho-II 
ordered YBa2Cu306.5, as obtained from the bolometry experiment: a-axis 
(upper panel) and 6-axis (lower panel). 
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Figure 4.5: The high frequency exponent y from fitting the in-plane surface resistance 
data from Ortho-II ordered YBa 2 Cu 3 06 .5 obtained from the bolometry 
experiment. 

Second, since the fits as a function of frequency involve 5 independently calibrated 
experiments, the weights Ai?" must rightfully include both the systematic errors of 
(0.7,0.2,0,2,10,20) fitt at (1.14,2.25,2.99,13.34,22.71) GHz and any statistical scat­
ter in each measurement as well. The fitting procedure was observed to work up to 
~ 17 K, beyond which o\ becomes roughly frequency independent over the experi­
mental bandwidth. 

The real part of the microwave conductivity of Ortho-II ordered YBa2Cus06.5, 
as obtained from cavity perturbation (resonator) experiments, is shown in Fig. 4.6. 
The values plotted versus T were obtained from a combination of procedures; below 
17.5 K via the fitting procedure presented herein and above 17.5 K by neglecting the 
quasiparticle contribution to oi{£l, T). Sample plots versus Q. for T < 17.5K are 
shown as well. The error bars in the conductivity points reflect the combination of 
systematic and statistical errors in the corresponding surface resistance measurement. 
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Figure 4.6: The real part of the in-plane microwave conductivity tr^fi, T) of Ortho-II 
ordered YBa2Cu306.5, as obtained from cavity perturbation experiments. 
Full temperature sweeps and sample spectra as a function of frequency 
are shown: d-axis (upper panels) and 6-axis (lower panels). 
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Given the fits to both the bolometry and resonator data in Figs. 4.4 and 4.6 
one can now create combined plots of the scattering parameter A _ 1 ( T ) over a broad 
temperature range, as shown in Fig. 4.7. These numbers are accompanied by repre­
sentative error bars at a few select temperatures. In both the d and 6-axis directions it 
appears that A - 1 oc T below 8 K and then increases rapidly. The bolometry and low 
temperature resonator points can be fit to straight lines of the form A j / ( T ) = a + bT 
and the results are noted in Table 4.1. 

Orientation Probe a(K) 6 
d Bolometry (5.0 ± 0.4) x 10~2 (3.3 ± 0 . 1 ) x 10- 2 

6 Bolometry (1.9 ± 0 . 1 ) x 10- 2 (1.0 ± 0 . 1 ) x 10- 2 

d Resonators (5.0 ± 1 . 0 ) x 10- 2 (3.0 ± 0.5) x 10- 2 

6 Resonators (2.0 ± 1 . 0 ) x 10~2 (1.4 ± 0 . 5 ) x 10~2 

Table 4.1: Linear fits to the low temperature scattering parameter A ^ T ) — a + bT 
for Ortho-II ordered YBa2Cu306.5-

It is conceivable that the linear behaviour of A - 1 ( T ) at low T is due to elastic scat­
tering of quasiparticles from weak crystalline defects, as suggested by the microwave 
conductivity calculations of Hirschfeld et al. for d-wave quasiparticles in the presence 
of Born scatterers [78, 79]. Therefore, subtracting the linear behaviour from the ex­
perimental points will yield the inelastic scattering; A ^ ^ T ) = A _ 1 ( T ) — (a + 6T). 
The results are shown in the lower panel of Fig. 4.7. While the in-plane elastic scat­
tering rate appears to be d : 6 anisotropic, it seems that the inelastic scattering rate 
is roughly d : 6 isotropic. In the absence of a detailed model for the bandstructure 
of Ortho-II ordered YBa2Cu306.5 it is not clear why the elastic and inelastic scat­
tering rates should behave in this manner. Nonetheless, one can forge ahead and 
fit A~^el(T) to the Umklapp expression of Walker and Smith [45], Eq. 2.15. Ad­
mittedly, one must do this with some caution as the simple theory presented in 
Section 2.5.2 of this thesis does not account for the additional energy HQ. absorbed 
by quasiparticles when probed by microwaves, nor does it contain detailed informa­
tion regarding the lineshape of a i (Q,T) . However, this author contends that it does 
provide a fair estimate of the half width of the lineshape (the frequency Q, at which 
Oi(Sl,T)/oi(Q. -> 0,T) ~ 1/2) in the limit Ml «; kBT. The best fit parameters were 
determined to be C = (2.7±0.9) x 1 0 - 2 K~l and Av = (39±8) K for the d-axis points 
and C = (1.2 ± 0.5) x 10~2 K~l and Av = (26 ±7)K for the 6-axis points. Given 
these error estimates, one can only conclude that the presumed inelastic scattering 
rate is crudely d : b isotropic. 
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Figure 4.7: The in-plane scattering parameter A _ 1 ( T ) of Ortho-II ordered 
YBa2Cu30 6.5(upper panel). Solid lines capture the asymptotic behaviour 
of the resonator points at low T. The presumed inelastic scattering rate 
obtained by subtracting the asymptotic linear behaviour from A - 1 ( T ) 
(lower panel). Solid curves are fits to the Walker-Smith Umklapp model. 



Chapter 4. Extracting Quasiparticle Charge Conductivity 68 

Rather than plotting the fit parameter a0(T), it will prove more useful to plot the 
integrated quasiparticle oscillator strength in the 2-dimensional band, which will be 
defined as 

n ^ (T) = 1 JdnoffrT) = - ^ ^ C S C C T T M T ) ) (4.9) 
m , 2 D 

Note that the quasi-l-dimensional contribution to c r ^ f i , T) (Eq. 4.7) cannot be inte­
grated as it is presumably much broader than the experimental bandwidth. As such, 
the evolution of quasiparticle oscillator strength in this band, 

nne2 

m , 1 D 

(T) = 1 Jdna{D(n,T) 

cannot be extracted from these data. 
One of the tenets of superconductivity is the Ferrel-Tinkham-Glover sum rule [1] 

which states that the sum of the quasiparticle and superfluid oscillator strength must 
equal a constant governed by the total electron density in the system: 

E K ^ m + fe?) ml =£ (£ ) . (««> 
rn l. \ m 

ne2 

m* 

where the total superfluid oscillator strength in all bands will be written as 

£ m = £ ( £ ) . m <«i) 
Bands i x ' * 

and can be determined experimentally.from measurements of the London penetration 
depth via Eq. 3.4. The total electronic spectral weight will be written as 

- . - E (n4) (4-12) 
Bands % ' 1 

As a corollary to the sum rule, many in the field of superconductivity assume that 
nse2/m*(T = 0) ~ ne2/m* and therefore nne2/m*(T = 0) « 0, where the total 
quasiparticle oscillator strength at any given T is defined as 

Bands i N ' * 

nne 
m 

However, this is not a requirement to fulfill Eq. 4.10 nor is it necessarily supported 
by experiments [75]. A l l that can be concluded from Eq. 4.10 is that any oscilla­
tor strength lost from the superfluid must necessarily show up in the quasiparticle 
oscillator strength: 

I 
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Thus one should be able to compare the quasiparticle spectral weight attributed 
to the 2-dimensional bands (Eq. 4.9) to the loss of superfluid spectral weight from 
penetration depth measurements (Eq. 4.14). The results for underdoped Ortho-II 
ordered YBa2Cu306.5 are shown in Fig. 4.8. Error bars from integrating conductivity 
spectra were obtained by adding the error due to each fit parameter in quadrature 

m r. 

1=1 

where pi ± 6pi — (cr0 ± Scr0, A ± 5A,y ± dy). In both cases it can be seen that the 
integrated spectral weight varies linearly over the range 0 < T < 10 K. At higher 
temperatures, o~i(yi,T) broadens rapidly as A _ 1 ( T ) increases, thus reducing the relia­
bility of the fit which then increases the uncertainty 5(mne2/m*). This is particularly 
true for the 6-axis fits in which there is a strong covariance between the parameters 
(o~\D,o~o) and (crJ D ,A). Nonetheless, one can indeed parameterize the experimental 
points as straight lines and make some useful observations. The T — 0 intercepts and 
slopes (multiplied by h/ks) from the 2-dimensional bands and the change in total 
quasiparticle oscillator strength from penetration depth measurements are noted in 
Table 4.2. 

Bands Probe ^ ( T = 0 ) ( f i - 1 m - 1

S - 1 ) 

a, 2D Bolometry (6.3 ± 0 . 8 ) x 10 1 7 (1.5 ± 0 . 2 ) x 10K 

b, 2D Bolometry (1.0 ± 0 . 5 ) x 10 1 8 (3.1 ± 1 . 5 ) x 106 

a,2D Resonators (5.7 ± 3 . 0 ) x 10 1 7 (1.5 ± 0 . 4 ) x 106 

: b,2D Resonators (1.1 ± 1 . 0 ) x 10 1 8 (3.0 ± 1.5) x 106 

a, A l l AA(T) 0 (assumed) 1.5 x 10 6 

; 6, AII AA(T) 0 (assumed) 3.6 x 105 

Table 4.2: Linear fits to the low temperature quasiparticle oscillator strength 
(n„e 2 /m*)(T) for Ortho-II ordered Y B a 2 C u 3 0 6 . 5 . 

In! the a-axis direction, the loss of superfluid spectral weight is tracked by the gain 
in normal fluid spectral weight extremely well. Furthermore, the bolometry points 
in Fig. 4.8 clearly extrapolate back to a nonzero value of (nne2/m*)2D(T = 0), which 
will henceforth be called residual oscillator strength (ROS). Taking a low temper­
ature limit of A£(T = 0) = 2020 A , one can calculate the zero temperature total 
superfluid oscillator strength (n se 2 /m*)(T = 0) = 1.95 x 1 0 1 9 f 2 - 1 m - 1 s _ 1 . Sum­
ming the two zero temperature values gives the total oscillator strength ne2/m* = 
2.01 x 10 1 9 Q _ 1 m _ 1 s _ 1 . The ROS in the a-axis quasiparticle conductivity is then 
estimated to be ~ 3% of the total low frequency oscillator strength. As an aside, 
note that the above mentioned value of ne2/m* implies a relatively large effective 
mass m* ~ 30m e , where me is the bare mass of an electron. This number has been 
obtained by assuming roughly 1 electron per planar C u 2 + site and two such sites per 

m* K 1 \ 
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unit cell, thus giving a conduction electron density of n ~ 2 x 10 2 8 m~3. This issue 
will be discussed further in Chapter 5 of this thesis in the context of Fermi liquid 
corrections. 

The story is qualitatively similar in the b direction, although the quantitative 
analysis suffers from much larger uncertainties in all fit parameters. Nonetheless it is 
important to note that the slope obtained from the bolometry points is less than that 
obtained from the loss of superfluid oscillator strength. This is a reasonable result 
for charge conductivity in the 6-axis direction since any gains in the quasiparticle 
oscillator strength must be partitioned between the 2-dimensional and the quasi-1-
dimensional bands described in Chapter 2. Given the ratio of the 6-axis bolometry 
to the penetration depth slopes in Table 4.2 it would appear that roughly 86% of the 
oscillator strength lost from the superfluid ends up in the 2 dimensional bands. 
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Figure 4.8: The in-plane quasiparticle oscillator strength (n„e 2 /m*) (T) of Ortho-II 
ordered Y B a 2 C u 3 0 6 . 5 : d-axis (upper panel) and 6-axis (lower panel). 
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It is useful to compare the absolute values of the quasiparticle oscillator strength 
in the 2-dimensional bands, as inferred from the d and 6-axis data. However, be­
fore proceeding with this analysis, the reader is cautioned that any comparison of 
the absolute magnitude of the oscillator strength between d and 6-axis directions 
could ,be fraught with peril due to uncertainties in the absolute value of the Lon­
don penetration depth A L ( T = 0). Recall from Eq. 3.7 that at low temperatures 
CTI oc 1 / A | ( T ) « 1 / A | ( T = 0). Therefore, /dQa^Q) oc 1 / A | ( T = 0) as well. Thus a 
20% change in A L ( T = 0) can alter the integrated spectral weight by almost a factor 
of 2! Fortunately, comparisons between integrated quasiparticle oscillator strength 
and variations in the superfluid spectral weight in the same direction (for the same 
sample) are independent of the choice of XL(T — 0) to first order. From Eq. 4.14, 

n„e 2 nne2

 / m N 2 A A L ( T ) 
- ( r ) - - z r ( T = ° ) ~ m* v " ' m* ^ '~ A 3 (T = 0) 

where; A A ^ ( T ) — A t ( T ) — A L ( T = 0). Therefore, any comparison of slopes in Table 
4.2 for the same crystal orientation is meaningful. However, any comparison between 
a and 6 axis results within either of these tables should be interpreted with care, as 
should any comparisons between dopings. Nonetheless, if the values of A a(T{, a s e) and 
Ah(l& a s e) are reliable, then one make a very important observation; the quasiparticle 
spectral weight attributed to the 2-dimensional bands is a : 6 anisotropic. In fact, 
the ratio of either the bolometry or resonator data reveals 

{nne2/m*^D ^ 1 

(nne2/m*)2

b

D 2 

This is indeed surprising, for if the Fermi velocities of the 2-dimensional bands were 
directed along the first Brillouin zone diagonals, then these bands should contribute 
equivalent amounts of spectral weight to d and 6-axis conductivity. Given the obser­
vation of an d : 6 anisotropic elastic scattering rate as well, this author has reached 
the conclusion that the bandstructure model of Chapter 2 may not be appropriate 
for Ortho-II ordered YBa2Cu306.5- This issue will be discussed more thoroughly at 
the end of this chapter. 

A plot of the fit parameter a\D versus T (Fig. 4.9) shows that this fit parameter is 
constant (3 x 106 f 2 _ 1 m _ 1 ) to within error over the range of temperatures studied in 
the bolometry experiment. The results from fitting resonator data also suggest that 
a\D is constant (2 x 1 0 6 Q _ 1 m _ 1 ) up to approximately 10 K, but there is an evident 
mismatch between the two experimental techniques. If the physical origin of this 
term has been explained correctly, then it is entirely possible that the mean length 
of contiguous CuO chains was larger in the bolometry sample than in the resonator 
samples of YBa2Cus06.5. This would lead to an increase in the quasiparticle lifetime 
in the former sample and therefore augment the low frequency limit of the quasi-1-
dimensional band conductivity. 

Finally, note that a\D shows no intention of collapsing as T —> 0, thus imply­
ing substantial ROS in the quasi-1-dimensional band. This effect was predicted by 
Atkinson [38] due to the strong Cooper pair breaking effect of CuO chain ends and 
localization of charge on finite length chains. 
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Figure 4.9: The broad quasi-1-dimensional component a{D(Q —> 0,T) of the mi­
crowave conductivity of Ortho-II ordered YBa2Cu306.5 • 

To summarize the analysis of the underdoped Ortho-II YBa2Cu306.5 microwave 
conductivity data, one can draw four key conclusions: 

1. The data support the picture of a quasi-l-dimensional band that contributes 
solely to 6-axis quasiparticle conductivity. 

2. The 2-dimensional band contribution to quasiparticle conductivity appears to 
;be d : b anisotropic with respect to the elastic scattering rate and possibly the 
spectral weight as well (provided one trusts the ratio of the in-plane London 
penetration depths). However, the inelastic scattering rate seems to be roughly 
d : b isotropic. 

3. The T —> 0 scattering rate (presumably elastic scattering) varies as A _ 1 ( T ) = 
a + bT. 

4. There is ROS in the 2-dimensional bands which indicates that not all of the 
available spectral weight ends up in the superconducting condensate at T = 0. 
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4.4 Y B a 2 C u 3 0 6 9 9 3 (Overdoped) 
For the sake of completeness, the analysis performed upon the underdoped Ortho-II 
ordered YBa2Cu306.5 data will likewise be performed upon the YBa2Cu306.993 data. 
The discussion will be kept as brief as possible since the a-axis and 6-axis quasiparticle 
conductivity have been the topics of previous publications ([69] and [43], respectively). 
However, the analysis presented herein differs from these publications in the use of 
the more flexible phenomenological model for CTi(ft,T) than the Drude-like model. In 
particular, the choice of the exponent y will prove critical in accounting for spectral 
weight at higher temperatures. 

1.3 K 

0 0.2 0.4 0.6 0.8 1 
(ft/kB)n (K) 

Figure 4.10: The real part of the d-axis microwave conductivity <7i a (ft ,T) of 
YBa2Cu306.993 (overdoped), as obtained from the bolometry experi­
ment. 

The real part of the d-axis microwave conductivity of YBa2Cu306.99 3, as deter­
mined from bolometry data, is shown in Fig. 4.10 along with the fitted curves using 
the form Eq. 4.3. One should note that these spectra differ significantly from those in 
the top panel of Fig. 4.4. Most striking is the fact that the spectra appear very sharp 
at 1.3 K and broaden quickly to a half width ~ 0.35 K at the higher temperatures. 
Furthermore, there is no temperature independent zero frequency intercept, rather 
the extrapolated values of o\ (ft —• 0,T) increase almost linearly with T from 3.0 K 
to 9.0 A". Finally, one should note that the fit to the 1.3 K points is not particularly 
reliable as it could not satisfy the almost divergent behavior at small ft and the high 
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frequency tail simultaneously. 
One can see that the lineshape changes as a function of temperature by plotting 

the fit parameter y versus T, as shown in Fig. 4.11. At the lowest temperature 
y « :1.48 ± 0.01, which is remarkably close to the value obtained from fits to the 
Ortho-II data in the previous section. This parameter then rises to 1.75 and drops to 
1.65 ± 0 . 0 1 beyond 7K. The exponent was then fixed at y = 1.65 in the simultaneous 
fits to the five sets of resonator data shown in Fig. 3.16. 
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Figure 4.11: The high frequency exponent y from fitting the d-axis surface resistance 

data from YBa2Cus06.993 obtained from the bolometry experiment. 

The real part of the microwave conductivity of YBa2Cu 3 06 .993, as determined 
from resonator data, is shown in Fig. 4.12 along with some sample fits at selected 
temperatures. The 0^(0,, T) correction scheme was applied up to a highest tempera­
ture of 40.5K, beyond which cr2(ft, T) « (ft, T) as explained previously. Note that 
the peaks in u\ versus T have shifted up in temperature as compared to the Ortho-II 
data (Fig. 4.6), thus indicating a significant difference in quasiparticle scattering rates 
between the two dopings. 
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Figure 4.12: The real part of the in-plane microwave conductivity ai(tt,T) of 
YBa2Cu306.993, as obtained from cavity perturbation experiments. Full 
temperature sweeps and sample spectra as a function of frequency are 
shown: a-axis (upper panels) and 6-axis (lower panels). 
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A summary of the scattering rate parameter A - 1 ( T ) for both d and 6-axis quasi­
particle charge transport is shown in Fig. 4.13. As mentioned in Refs. [69] and 
[43], the in-plane scattering rate appears to be d : b isotropic with a (presumably 
elastic scattering) low temperature limit of 0.35 ± 0.05 K. Assuming that this con­
stant accounts for elastic scattering of quasiparticles from crystalline defects, then 
the temperature dependence of A - 1 ( T ) can be fit with the Umklapp model of Walker 
and Smith [45]. The resulting fit is shown in Fig. 4.13 with the best fit parameters 
C = (1.0 ± 0.1) x 10~2 K~l and Av = (105 ± 20) K. Note that this value of Av is 
roughly a factor of 3 larger than that used to describe the YBa2Cus06.5 (underdoped) 
data. This is somewhat surprising given the general trend in the cuprates that the su­
perconducting gap maximum A D (see Eq. 2.11) increases with decreasing doping [80]. 
However, the reader is reminded that the Umklapp construction of Fig. 2.7 is very sen­
sitive to Fermi surface geometry which changes with doping. In particular, as doping 
5 decreases the Fermi point ki in Fig. 2.7 approaches (kx/a,ky/b) — (IT/2,7r/2) and 
the required k2 for the Umklapp construction approaches (kx/a, ky/b) = (7r/2, —7r/2), 
which is also a node in the superconducting gap (Ag = 0). Thus the smaller value of 
Au for the underdoped sample can still be considered consistent with expectations, 
despite the increase of A G with decreasing doping. 

There is a slight mismatch between the values of A - 1 ( T ) from the two experimen­
tal approaches. However, it should be noted that the samples studied via the five 
cavity perturbation experiments were produced in 1998 while the sample studied via 
bolometry was produced in 2002. It is conceivable that the reduction of A _ 1 ( T ) in 
the newer sample is due to recent improvements in YBa2Cua06+x crystal purity, thus 
resulting in a lower elastic scattering rate as compared to the older sample. 

To see the benefits of the more flexible data analysis presented herein as compared 
to the Drude analysis of Refs. [69] and [43], note that the integrated quasiparticle 
weight in those references appeared slightly sublinear as a function of temperature. 
This was due to the fact that the Drude-like model (Eq. 4.2) correctly captures 
the width of the conductivity spectra at each temperature but the lineshape lacks 
spectral weight (oi(Q) cx I/O,2 at high frequencies); this was particularly noticeable 
above 20 K. However, the more flexible conductivity model (Eq. 4.3 with y = 1.65) 
appears to capture both the width and spectral weight correctly, as demonstrated in 
Fig. 4.14. This is particularly true in the d-axis direction where the spectral weight 
lost from the superfluid is tracked astoundingly well up to 40K. 

There appears to be a small but finite ROS at T = 0 according to both the 
bolometry and resonator points. Taking A£(T = 0) = 1010 A , one can calcu­
late the zero temperature total superfluid oscillator strength (nse2/m*)(T = 0) = 
7.80 x 10 1 9 Q.~lmrxs~l. Summing the superfluid and resonator ROS in the d-axis di­
rection gives the total oscillator strength ne2/m* = 7.89 x 10 1 9 Q~1m~1s~1. The ROS 
in the d-axis quasiparticle conductivity is then estimated to be ~ 1% of the total low 
frequency oscillator strength. Similarly, the bolometry ROS suggests that ~ 0.5% of 
the total low frequency oscillator strength does not condense. Interestingly, the abso­
lute values of the ROS reported for the underdoped (Table 4.2) and overdoped (Table 
4.3) compounds are comparable, ranging between (0.5 —• 1.0) x 10 1 8 f 2 - 1 m _ 1 s _ 1 . 
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Figure 4.13: The in-plane scattering parameter A _ 1 ( T ) of Y B a 2 C u 3 0 6 . 5 - The values 
obtained from fitting both bolometry and resonator surface resistance 
spectra are shown. Low temperature values from fitting resonator data 
(below 20 K) approach a temperature independent constant of (0.35 ± 
0.05) K . The presumed inelastic scattering rate has been fit to Eq. 2.15. 
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The mismatch between the experimental probes is yet more evidence indicating 
that the sample studied in the bolometry experiments merely had fewer defects than 
those studied via the cavity perturbation experiments. In general, defects introduce 
low energy states in the quasiparticle density of states at the Fermi energy because 
they break Cooper pairs, thus giving rise to finite ROS at T = 0. Consequently, 
lower ROS is indicative of fewer defects in a material. A summary of linear fits to the 
integrated quasiparticle oscillator strength (nne2/m*)2D{T) and the change in total 
quasiparticle oscillator strength is shown in Table 4.3. Upon comparing to the low 
temperature slopes of the superfluid oscillator strength, one can see that the slope 
of the a-axis quasiparticle spectral weight compares favorably while in the 6-axis 
direction roughly 70% of the spectral weight lost from the superfluid density ends up 
in the 2-dimensional bands. As an aside, note that the effective mass obtained from 
the above mentioned value of ne2/m* is roughly m* ~ 7.5m e, where n ~ 2 x 10 2 8 m~3 

as argued previously. While this effective mass is still relatively large, it must be 
noted that it is roughly a factor of 4 less than what was obtained from measurements 
on YBa2Cu30 6 .5 (underdoped). 

The last important point to note regarding the temperature evolution of the 
quasiparticle oscillator strength in the 2-dimensional bands is that it appears to be 
a : b isotropic to within experimental error, modulo any concerns about the values of 
Xa(TbaSe) and Xb(Tbase)- Given this observation and the apparent d : b isotropy of the 
quasiparticle scattering rate, this author is led to conclude that the band structure 
picture presented in Chapter 2 does agree with experiments on YBa2Cu 306.993-

Orientation Probe ^ ( T = 0 ) ( f t - 1 m- 1 s - 1 ) 

d Bolometry (4.9 ± 1 . 0 ) x 10 1 7 (3.7 ± 0 . 4 ) x 10b 

d Resonators (9.4 ± 3 . 0 ) x 10 1 7 (4.3 ± 0.8) x 106 

b Resonators (7.0 ± 5 . 0 ) x 10 1 7 (4.1 ± 1.0) x 10 6 

a AA(T) 0 (assumed) 4.2 x 106 

b AA(T) 0 (assumed) 6.0 x 106 

Table 4.3: Linear fits to the low temperature quasiparticle oscillator strength 
(nne2/m*)(T) for Y B a 2 C u 3 0 6 . 9 9 3 . 

Finally, the fit parameter a[D is shown in Fig. 4.15. The parameter extrapolates 
to a zero temperature intercept of roughly 7 x 106 Q _ 1 T O _ 1 . 
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Figure 4.14: The in-plane quasiparticle oscillator strength (n„e 2 /m*) (T) of 
YBa 2 Cu 3 06 .993 : d-axis (upper panel) and 6-axis (lower panel). 
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Figure 4.15: The broad quasi-1-dimensional component o\D(Q —> 0,T) of the mi­
crowave conductivity of YBa2Cu306.993-

To summarize the analysis of YBa2Cu3C-6.993 (overdoped) microwave conductivity 
data, one can draw 4 key conclusions: 

1. The data clearly supports the picture of 2-dimensional bands that contribute 
equally to d and 6-axis charge conductivity and a quasi-1-dimensional band that 
contributes solely to conductivity in the 6-axis direction. 

2. The 2-dimensional band quasiparticle conductivity appears to have an d : 6 
isotropic scattering rate and d : 6 isotropic spectral weight (provided one trusts 
the ratio of the in-plane London penetration depths). 

3. The T —> 0 scattering rate approaches a constant. 

4. There is ROS strength in the 2-dimensional band which is most likely linked to 
the density of impurities in a given sample. 
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4.5 Wherefore the Anisotropy in Ortho-II? 

The only inconsistency with the band structure picture presented in Chapter 2 is 
the apparent d : 6 anisotropic contribution of the 2-dimensional bands to charge 
conductivity in the d and 6 directions of Ortho-II ordered YBa2Cu3C"6.5. As stated 
previously, if the Fermi velocity vF at each of the nodes of the superconducting gap is 
indeed directed along the first Brillouin zone diagonals, as depicted in Fig. 2.5, then 
the total spectral weight available for transport ne2/m* oc (vp • i)2 in either the i = d 
or i = b axis direction ought to be a : 6 isotropic. Furthermore, the a : 6 anisotropic 
elastic scattering rate and roughly d : 6 isotropic inelastic scattering rate should also 
be recognized as outstanding issues. This author has hypothesized that this may 
be a band structure effect due to the Ortho-II ordering in the CuO chain layer (See 
Fig. 4.16). This could have substantial implications for in-plane charge dynamics in 
Ortho-II ordered YBa 2 Cu 3 06 .5. 

Before proceeding with any detailed arguments concerning electronic bandstruc­
ture, it would be prudent to review the experimental evidence for the existence of 
Ortho-II ordering in the YBa2Cu 3 06 .5 samples produced at U B C . Samples similar 
to those used in the microwave studies were subjected to X-ray diffraction by the 
crystal grower, Dr. Ruixing Liang, as described in Ref. [33]. (hkl) rocking curves 
of the q — (5n/a, 0,0) superlattice peak indicated that there were Ortho-II ordered 
domains with mean dimensions (x, y, z) K, (150,430,60) A. Thus the existence of the 
ordering of oxygen in the CuO chain layers of YBa2Cu 3 06 .5 produced at U B C has 
been verified experimentally. 

However, the more serious question at hand is whether the ordering in the CuO 
layers has any measurable effect upon charge dynamics in the adjacent ( C U O 2 ) 2 -

planes. Recent soft resonant X-ray scattering (RSXS) experiments by Feng et al. [81] 
on Ortho-II ordered Y B a 2 C u 3 0 6 . 5 produced at U B C have yielded evidence for charge 
modulation at wavevector q — (ir/a, 0,0) on planar C u 2 + sites with an amplitude 
of ~ iO.l hole. Furthermore, an anomalous peak in the 6-axis optical conductivity 
of other samples produced at U B C has been observed in the superconducting state 
which is consistent with the model calculations of Bascones [82]. These latter calcu­
lations are based upon the premise that Ortho-II ordering in the CuO chains leads 
to a modulation of the electronic state of plane C u 2 + sites. The magnitude and de­
tails of the modulation is currently the subject of microscopic calculations [81, 82]. 
Thus the experimental evidence for the oxygen ordering having a measurable effect 
upon in-plane charge dynamics looks promising at present. As such, it is worthwhile 
conjecturing how this effect ought to manifest itself in the microwave conductivity of 
Ortho-II ordered YBa 2 Cu 3 06 .5 and then ascertain whether these ideas are consistent 
with observations. 

The effects of doubling the unit cell in the d-axis direction depend critically upon 
how one describes the perturbation on the (Cu02) 2 _ plane layers due to Ortho-II 
ordering in the CuO chain layers. This author has identified two hypotheses that 
deserve consideration: First, what if the Ortho-II ordering simply leads to a slight 
modulation of the Coulomb potential on planar C u 2 + sites? Second, what if the Ortho-
IIordering leads to a modulation of the ionization state (through a variation in orbital 
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occupation) on planar C u 2 + sites? It will be demonstrated that these two hypotheses 
lead to very different conclusions, of which only that of the latter hypothesis can be 
reconciled with observations. 

Figure 4.16: The unit cell of Ortho-II ordered YBa 2 Cu 3 06 .5 . Doubling of the 
YBa2Cu 306 +:r unit cell in the d-axis direction changes the dimensions 
to (o,6,c) = (7.6454,3.8872,11.68) A. Image provided by D. Peets [34] 

4.5.1 Modulation of the Coulomb Potential 
In this scenario, the modulation of the Coulomb potential presumably leads to a 
modulation of nearest neighbour hopping energies tpiane in the d-axis direction. To 
be definite, make the replacement tviane —• tpiane ± 5t where the positive sign applies 
to sites under full CuO chains and the minus sign applies to sites under vacant chains. 
If one writes out the real space Hamiltonian for a single ( C u 0 2 ) 2 _ plane and then 
takes its Fourier transform, the result will take on the following form: 

Uplane — ̂  ] £? plane ] 
^ka °ka 

(4.15) 

k, a 
/-plane , 

— —Mpta t(cos(kxa) + cos(kyb) + {5t/tplane) cos(kxa - TT)) - u.piane... 

Thus the effect of a modulation in the Coulomb potential is made manifest via a 
new 1-dimensional component in the planar electronic dispersion that is proportional 
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to 5t/tpiane. Note that the perturbation can be tuned continuously and has no effect 
in the limit 8t —• 0. However, what is most important is the fact that the Hamiltonian 
given by Eq. 4.15 has been written as a function of only a single species of fermion, 
therefore there will be only a single electronic band that crosses the Fermi energy 
for all values of 5t. A l l that can happen is that the perturbation can break the 
mirror symmetry across the TS cut of the first Brillouin zone (FBZ), thus leading 
to a canting of the Fermi velocity at the nodal point away from the zone diagonal. 
Since the spectral weight available for transport ne2/m* oc (vp • ?)2 (where i — a 
or i = b), then this model can generate a: b anisotropic spectral weight from a 2-
dimensional (CuO^) 2 - plane band. On the other hand, since there must be a unique 
thermalization or scattering rate for any given band, then this model cannot produce 
d : b anisotropic scattering. Therefore, the hypothesis that Ortho-II ordering simply 
leads to a modulation of the Coulomb potential on the adjacent (Cu02) 2~ planes is 
inconsistent with observations. 

4.5.2 Modulation of the Ionization State 
Given that contiguous segments of CuO chain lead to hole doping of the adjacent 
(Cu02) 2 _ planes, it is entirely possible that there will be a higher probability of 
finding holes near these chains. Consequently, one expects that the electronic state 
of a C u 2 + under a full chain will differ from that under an empty chain. Feng et 
al. [81] have suggested that the hole density in planar Cu3d orbitals p^ can be 
crudely expressed as 

I {P3d)1/2 $3d)F(E) = aF(E)|3da.2_y2) +/?F(£)|3d 3 2 2_ r 2 } 

where F(E) denotes a planar C u 2 + adjacent to a full (empty) chain. The parameters a 
and (3 control the hole concentration in the 3dx2_y2 and 3d322_ r2 orbitals, respectively. 
The reader is reminded that while the former orbital has figured prominently in much 
of the discussion thusfar, it is the latter which mediates hole doping of the (Cu02) 2 _ 

via bonding to an 02pz orbital in the BaO layer which then bonds to a Cu3dy2_22 
orbital in the CuO layer. If the F state truly differs from the E state, then there 
will necessarily be two distinct electronic sublattices on the (CUO2) 2 - plane with 
periodicity 2a in the d-axis direction. One must then write the real space Hamiltonian 
in terms of two species of fermions which will then give rise to two distinct electronic 
bands in momentum space. 

A solution to the above problem can be obtained by plotting the original plane 
and chain dispersions in a reduced F B Z , on account of the doubling of the unit cell 
dimension in the d-axis direction which then halves the size of the F B Z in the kx 

direction. As a result, all of the segments of Fermi surface between 7r/2a < kx < 
IT/a in Fig. 2.5 should be folded back into the F B Z to produce three new bands. 
However, to keep the story simple I will choose to concentrate solely upon one of 
the 2-dimensional bands, as sketched in Fig. 4.17. The new band that is produced 
by zone folding will have a dispersion similar to that of the original (Cu02) 2 _ plane 
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band (Eq. 2.7), but with the substitution kx —• kx — TT/CL: 

gold _ -2tpiane{cos(kxa — 7r) + cos(kyb) + 2t'cos(A;xa - 7r) cos(kyb) (4.16) 

+£"(cos(2fcxa - 7r) + cos(2A;y6))) - nPiane 

To lift the degeneracy between the bands given be Eqns. 2.7 and 4.16 at the new 
zone boundary kx = ir/2a, one must account for the kinetic energy difference between 
hopping an electron onto a C u 2 + site under either an empty or full CuO chain. Let 
this energy difference be denoted by tfoid (the choice of sign will not be important). 
The resulting Hamiltonian for this two band system will then be 

/ gplane tfold 0 

tfold cfold 
^k A ; 0 

0 tfold 
~^k tfold 

V A * 0 tfold /-plane 
~^k J 

C~k (4.17) 

where (c

pk~a) a n < ^ c

f ^ a (C/Ea) a r e c r e a t i o n (annihilation) operators for electrons 
in the original plane band (Eq. 2.7) and folded band (Eq. 4.16), respectively. This 
system can be diagonalized and in the limit tfaid <S tpiane yields two new dispersions 
of the form 

$ « Jiff ~ W 2 + A | 

/ (4-18) 

A visual demonstration of the zone folding procedure is shown in Fig. 4.17. The 
normal state dispersions (A^ = 0), normal state Fermi surfaces and superconducting 
gap along each Fermi surface are shown in Fig. 4.18 for the choice of parameters 
(tpiane, tfoid, tpiane) = (500,100, -100) meV with t! = -0.3 and t" = 0.1. Note that 
the values of tpiane, fj-piane, t' and t" chosen for this demonstration are identical to those 
used in Chapter 2. Arguably one should choose a value of pLviane closer to zero (half 
filling) to model an underdoped cuprate such as YBa2Cu306.5, but the arguments 
presented herein will not depend critically upon the exact value of u.piane- The result 
provided from zone folding is a new 1-dimensional band that will contribute solely to 
charge transport in the 6-axis direction. Note that this new band is in no way related 
to the quasi-1-dimensional band discussed in Chapter 2 that primarily consisted of 
chain-like electronic states. 
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Figure 4.17: The generation of a 1-dimensional band composed of plane states via 
zone folding in Ortho-II ordered YE^CuaOe.s- A single ( C U O 2 ) 2 - plane 
band (1) is subjected to a doubling of the unit cell dimension in the x 
direction. The first Brillouin zone is reduced to half of its original size 
and the wings of the original band are folded back into the new zone (2). 
The potential at the boundaries of the new unit cell provide a means of 
lifting the degeneracy at the first Brillouin zone boundary (3). 
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The new 1-dimensional band is constructed entirely of plane electronic states, 
therefore electrons occupying these states will scatter from the same in-plane crys­
talline defects as those electrons in the 2-dimensional band. Nonetheless, it is possible 
that the elastic scattering rates for these two bands will differ. As shown in Fig. 4.19, 
the four Fermi points of the 2-dimensional band are now located very close to the zone 
boundary and one can very effectively scatter into the second Brillouin zone (SBZ) 
via a very small wavevector q2D

un. On the other hand, the magnitude of the smallest 
wavevector connecting nodes in the 1-dimensional band, denoted by qir]m will be 
significantly larger; > As argued in Chapter 2, if the in-plane defects 
generate T-matrix components with non-negligible momentum dependence, then the 
elastic scattering rates for these bands will not be identical. As a crude estimate, 
assume that the defects are indeed Yukawa potentials with the screening wavevector 
Qo ~ |£F,ID| = | 9 i D m / v ^ l ) where kp,iD is the Fermi wavevector of the 1-dimensional 
band. Using the simple Fourier transform formula discussed in Chapter 2, 

one can then estimate that f(q2^in « 0,u)/f (q^,u) ~ (1 + (\qwin\/qo)2) ~ 3. If 
these two components of the T-matrix dominate the internode scattering, then one 
can state that the elastic scattering rate will be approximately 3 times larger in the 
2-dimensional band than in the 1-dimensional band. 

Within the picture presented herein, the 6-axis quasiparticle conductivity of Ortho-
II ordered YBa2Cu306.5 should rightfully include contributions from six bands; two 
2-dimensional bands, two 1-dimensional bands from zone folding and two quasi-1-
dimensional bands from the folding of the primarily chain-like band of Chapter 2. 
Assuming that level repulsion does not drastically alter any of their Fermi surfaces, 
then an effective conductivity expression can be written as a sum of only three terms: 
a very broad contribution from the chain-derived quasi-l-dimensional bands (o\D), 
a narrower contribution from the 2-dimensional bands (cr 2 D) and an even narrower 
contribution from the new 1-dimensional bands derived from zone folding (crf°ld): 

a l t ( f i , T ) = o\D(to,T) +ofD(n,T) + a f " (f i ,T) (4.19) 

Here it is anticipated that a\D(Q,T) « o\D(Sl —> 0,T) over the bandwidth of 
interest and that r j 2 D (Q ,T) = cr l o(f2,T) can be modelled by the form Eq. 4.3. The 
only new term is then o*° (£l, T) whose spectrum can presumably be captured using 
the flexible form 

fold (J*) 

+
 ( 4 ' 2 0 ) 

with temperature dependent unknown parameters cr{o/d, Ay^d and y.f0id-
A key question that must be addressed is whether o-lb{fL, T) (Fig. 4.4) has been suc­

cessfully extracted from Rsb(Q,,T), despite having used a model conductivity expres­
sion in Section 4.3 that does not contain a presumably narrow component of°ld(Q,T). 
This author argues that the extraction procedure has worked properly because the 
form of the 2-dimensional term in Eq. 4.7 is sufficiently flexible to model the sum 
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Figure 4.18: The effect of Ortho-II ordering on a 2-dimensional plane band. Up­
per panel displays the 2-dimensional dispersion £l (red) and the new 
1-dimensional dispersion (mauve). Fermi surfaces are shown in the 
lower left panel with the direction of the Fermi velocities at points on 
the zone diagonal indicated with arrows. Lower right panel displays the 
magnitude of the superconducting gap | A ^ | evaluated along each Fermi 
surface with the node in each band located along the zone diagonal 
(dashed line). 
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k x ( 1 / a ) 

Figure 4.19: Elastic scattering in the plane derived bands of Ortho-II ordered 
YBa2Cu306.5. The F B Z and one SBZ are shown. The 2-dimensional 
band Fermi surface is shown in red and the 1- dimensional band in 
mauve. The three shortest internode scattering wavevectors for each 
band are shown, with the smallest of these denoted as qlD

un and <f2™n-
Nodal directions (A^ = 0) are indicated by dashed lines. 
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o\D + erf ld. Thus the 6-axis fit parameters y and A reported in Section 4.3 (Figs. 4.5 
and 4.7, respectively) are then to be interpreted as weighted means of the exponents 
and scattering parameters for the 2-dimensional bands and the 1-dimensional bands. 
Therefore, the presumed anisotropy of the 2-dimensional band quasiparticle scatter­
ing rate in Fig. 4.7 is conceivably an artifact from misinterpreting the conductivity 
spectra. 

As a demonstration, the 6-axis surface resistance data from the bolometry exper­
iment have been fit with the new conductivity expression, Eq. 4.19, with a2D(Q,T) 
parameterized by the fits to the d-axis data (Eq. 4.3 with y{T), A(T) and crc(T) oc 
(nne2/m*)2D(T) fixed to their best fit values for d-axis conductivity), cr\ld(Q,T) pa­
rameterized as in Eq. 4.20 (with af°ld(T), Af0id(T) and yfoid(T) as free parameters) and 
a\D(Q.,T) = o-\D(Q, —> 0,T) (a free parameter). 'Experimental' values of au(Q,,T) 
were then extracted as described previously. Note that this procedure assumes that 
o~\D provides an isotropic contribution to in-plane quasiparticle charge conductivity. 
Furthermore, the validity of this procedure is highly dependent upon having the ratio 
of the absolute values of the d and 6-axis spectral weights correct (via the choice of 
\a(Tbase)/K(Tba.se))- The resulting values of aib(fl,T) and the best fits are shown in 
Fig. 4.20. Note that the points in this figure are virtually identical to those in the 
lower panel of Fig. 4.4, thus reinforcing this author's claim that the numerical proce­
dures used herein to obtain CTI(Q, T) from Rs(p., T) are relatively model independent. 

A summary of the best fit parameters is shown in Fig. 4.21. The behaviour of the 
exponent yf0id(T) is noticeably different than those used to fit a\D (d-axis values in 
Fig. 4.5), thus indicating that the 1-dimensional bands produce qualitatively differ­
ent spectra than the 2-dimensional bands. The scattering parameter (h/kB)AjJd(T) 
displays a linear temperature dependence with a T = 0 intercept of 2.3 x 10~2 K and 
slope 4.5 x 10~ 3. This indicates that the T = 0 scattering rate for the 1-dimensional 
bands is roughly a factor of 2 less than that for the 2-dimensional bands (compare 
to d-axis bolometry results in Table 4.1). Furthermore, the former scattering rate 
evolves much slower with temperature. The integrated quasiparticle spectral weight 
attributed to the 1-dimensional bands, 

V m J fold * J yfoid(T)Afoid(T) 
also shows linear behaviour with respect to temperature with T = 0 ROS of 5.3 x 
1 0 1 7 f t _ 1 m _ 1 s _ 1 and slope (multiplied by h/kB) of 1 .7xl0 6 n _ 1 m _ 1 . Comparing these 
numbers to the d-axis results in Table 4.2, one can conclude that the quasiparticle 
spectral weight attributed to the 1 and 2-dimensional bands are roughly equivalent. 
Finally, the parameter a\D(Q —• 0, T) is shown to be roughly constant ~ 2.6 x 
1 0 6 f t - 1 m - 1 , which is identical to the results shown in Fig. 4.9. 

Based upon these observations, one must conclude that the zone folding picture 
developed herein is, at the very least, consistent with observations since nothing unto­
ward comes out of fitting the 6-axis surface resistance data to the model conductivity 
expression Eq. 4.19. However, this is by no means a definitive proof that this picture 
is the correct explanation for the d : b anisotropy of the in-plane electrodynamics of 
Ortho-II ordered YBa2Cu306.5-
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Figure 4.20: The real part of the 6-axis microwave conductivity of Ortho-II ordered 
YBa2Cu306+i, as obtained by fitting to a model that includes the effects 
of doubling the unit cell in the d-axis direction. Note that the results 
are virtually identical to Fig. 4.4. 

Finally, if the zone folding picture is indeed correct, then one is forced to conclude 
that the inelastic scattering in the (CuO^) 2 - planes cannot be entirely explained by 
the Walker-Smith Umklapp process [45]. Upon comparing the first Brillouin zones 
in Figs. 2.7 and 4.19, one can see that there is no possible Umklapp construction for 
relaxing charge currents attributed to the 2-dimensional bands in the d-axis direction 
in the former case. Rather, this author suggests that more conventional inelastic 
scattering of quasiparticles from small q bosonic excitations will become prominent 
at low T in Ortho-II ordered YBa 2Cu30 6.5 because of the proximity of the nodes in 
the 2-dimensional bands to the first Brillouin zone boundary. As with the elastic 
scattering shown in Fig. 4.19, even small q inelastic scattering events can provide 
very effective backscattering in the d-axis direction in this geometry. 
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Figure 4.21: Parameterization of the 1-dimensional band from zone folding. Results 
obtained from fitting b axis surface resistance data on Ortho-II ordered 
YBa2Cu306.5 from the bolometry experiment. 
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Chapter 5 

Microscopic Models of 
Quasiparticle Charge Conductivity 

In the first chapter of this thesis it was hypothesized that the superconducting state 
of the cuprates is a Fermi liquid condensate with well defined quasiparticles. This 
statement was verified on a qualitative level in Chapter 4 since sharp conductivity 
spectra were observed (which is indicative of long-lived quasiparticles) and there were 
no serious discrepancies between microwave conductivity data and simple spectral 
weight arguments. The next logical step would then be to compare the experimentally 
determined quasiparticle charge conductivity to a microscopic model based upon 
conventional many body techniques. 

The fundamentals of superconductivity in a metallic system can be well described 
by the groundbreaking work of Bardeen, Cooper and SchriefTer [36] in which the su­
perconducting groundstate is a phase coherent condensate of correlated electron pairs 
with zero net momentum. The attractive electron-electron potential V%p (presum­
ably peaked around k' — —k) is mediated via the exchange of bosons (phonons in 
the case of metallic systems) and gives rise to a mean field order parameter (OP) Ag. 
The resulting Hamiltonian (in Nambu notation) is written as: 

where £g will be the electronic dispersion of a single 2-dimensional band from a 
(Cu02) 2~ plane. For a single band the Nambu spinor will have two components and 
be defined as given in Eq. 2.4. The superconducting OP is defined via a self consistent 
equation: 

argument of the hyperbolic tangent if the energy E% is expressed in units of angular 
frequency ( s _ 1 ) . The bare quasiparticle propagator is defined as 

(5.1) 

(5.2) 

where Note that a factor of h/ks has been suppressed in the 

(5.3) 
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and f* are the Pauli Matrices: 

o i y V 1 0 / v 0 / V 0 - 1 

The reader is referred to Abrikosov and Gor'kov for a complete derivation of the 
BCS Hamiltonian [83]. In the case of the cuprates it is well established experimen­
tally that the low temperature groundstate is BCS-like in that it consists of a phase 
coherent condensate of Cooper pairs of electrons [84, 85]. However the pairing mecha­
nism remains elusive. Furthermore, the cuprates all display an O P symmetry that has 
never been seen in the more conventional superconductors, namely dx2_y2 [84, 86, 87]: 

A g = Ak = A 0 cos 2<p (5.4) 

where <fi is an angle within the (Cu02) 2~ plane with respect to either the a or b axis. 
Note that Eq. 5.4 is a simplified form of the OP used in Chapter 2 (Eq. 2.11) and is 
appropriate when discussing superconductivity in only a single band. 

The problem at hand will require the calculation of the quasiparticle propagator 
in the presence of crystalline defects. This will allow one to calculate the charge 
conductivity a(Q, T) at low temperatures where quasiparticle propagation is limited 
by elastic scattering from defect potentials. If the defects are both random and dilute, 
then they can be described as a perturbation to Eq. 5.1 and lead to a renormalized 
quasiparticle propagator: 

g e t , . ) = " f 0 + A f t y ' (5.5) 
v ' ' u 2 - £ l - A 2 

H k 

where u = u - T,0(u), Ak = Ak + S i (a)) and = + S3(d)) are the normal­
ized quasiparticle energy, OP and electronic dispersion, respectively. Collectively the 
renormalizations make up a quantity known as the self energy S(o>) defined as 

t(u) = S 0(o;)f 0 + S x O ^ f 1 + E 3 ( £ ) f 3 , (5.6) 

which can in principle be calculated via Feynman diagrammatic methods [88]. 

5.1 Calculation of T) 
The calculation of the charge conductivity tensor ery(fi,T) for a metal within lin­
ear response theory (small applied electromagnetic potential) is well documented by 
Mahan [88]. The calculation proceeds in a similar manner for a superconductor ex­
cept that one must work with the quasiparticle propagator instead of electron 
propagators (cc*). The starting point is the electrical Kubo formula: 

1 poo „ -2 
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where (...) denotes a thermal average and [a,b] = ab — ba (commutation). The 
current operator Ji(q, t) is defined as 

(5.8) 

where i = {x, y} for an isolated 2-dimensional ( C u 0 2 ) 2 ~ plane. I have also allowed for 
a Fermi liquid correction a to the electrical charge in the manner of Ioffe and Millis 
[89]. This calculation has been presented in the literature in a number of forms, 
most notably by Hirschfeld, Putikka and Scalapino [78, 79], Hettler and Hirschfeld 
[90, 91], Berlinsky et al. [92] and others [93-96]. However, in each of the above cases 
the authors have chosen to neglect various components of E(a>) so as to simplify 
matters. This author has repeated the calculations allowing for all three components 
of Eq. 5.6 to be nonzero. The result for the real part of the diagonal component of 
the conductivity tensor ({i, j} — x) is as follows: 

1

 2 « e 2 r J f2*^ d<f> tanh(w/2T) - tanh(u//2T) 
2Vt 

x l m 
; ( u > + + a;) + A ' . + ( A ^ + - A ' . + ) 

7++ 

+ 
d)L(a) ++a)l) + A ' i _ ( A i + - A ' £ _ ) ( i 

a - + 7 - + 

1 
+ ^ - ( 7 - + - 7 + + ) } (5.9) 

7-+ = 
V «o+-«i_ ) 

7-+ / 4 _ - s 3 + y 

6 0a sg: n(w)y^ u2 

ka £0/3 = agn(w)y/u>g - A /2 

The subscripts on the renormalized frequencies ua indicate the sign of the imaginary 
part of Co (Im|cJQ| — —almEo(u))). The renormalized OP's A ^ Q and electronic disper­
sion renormalizations are to be evaluated self-consistently with uia. A l l primed 
quantities are to be evaluated at to' = ui — Q. Note that the above result agrees with 
that of Hettler and Hirschfeld [91] if one assumes £ 3 = 0 (then 7 _ + = 7 + + = 1). 

The above expression simplifies considerably if one assumes that the OP is not 
renormalized ( S t = 0). While this may not be the case for B i 2 S r 2 C a C u 2 0 8 + i , as 
experimentally observed by STS [97], it is most likely a reasonable assumption for 
very clean YBa 2 Cu306+ x in which the charge doping of the ( C u 0 2 ) 2 ~ planes appears 
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to be relatively uniform. The result in this particular case is then 

o 2 fco etK^ tanh(cj/2T) - tanh(u//2T) 

2TT 2Q 

1 1 

1 -11 

(5.10) + - ^ -, (j— + j r J 7-+ + 7T" (7-+ - 7++)} 

Equation 5.10 agrees with the results of Hirschfeld, Putikka and Scalapino [78, 79] 
if one sets E 3 = 0. Both Eqns. 5.9 and 5.10 give the same result in the limit of zero 
microwave frequency: 

U ; 2 m* 7 . ^ J0 2TT V 5w 

x l m 
OJ2, a). 

+ + 
2zImE 0 V6+ " + f)}l 

,0+ S O - / J _ 

(5.11) 

where f(u) = l / ( e w / T + 1) is the Fermi distribution function. The width of the 
thermal factor —df/dui is roughly 3T and serves as a windowing function that acts 
upon the contents of the curled braces in Eq. 5.11. At extremely low temperatures 
(T <C — Im£o(u; —> 0)) the first term in curled braces dominates the integral. It can be 
shown that this expression reduces to the universal limit that was originally derived 
by Lee [98] and later modified by Durst and Lee [99] to include vertex corrections 
(which will be suppressed for the time being): 

2 
ne <7i(Q —• 0, T —> 0) = a 2 . (5.12) 

v 1 7rm*A0

 v ' 

Note that this quantity does not contain £o(o>) and so it is independent of quasi­
particle scattering (hence its universality). However, the limit given in Eq. 5.12 is 
valid only at very low temperatures that may not even be experimentally accessible 
for very clean samples. Instead, a more practical limit for studying the microwave 
conductivity data presented in this thesis is — Im£o(u; -> 0) « T « A c , in which 
case the second term in Eq. 5.11 dominates the integral: 

, l ( ^ o , r ) . V ^ f a , (-d/)7^% (5.13) 
V ' 2 m* V 9uJ (-ImEo) 

Here N(LU) is the momentum integrated density of states (DOS) in the superconduct­
ing state, 

N(u) = -L-Jd3k6(u- ^ 2 + A 2 ) = ^ R e [K (A0/oJ)} (5.14) 

K(x)= r'2d9{l-x25m29)-1'2 

Jo 
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where nN0 is the density of states per unit cell volume at the Fermi energy in the 
absence of superconductivity (A^ = 0) for a cylindrical Fermi surface. At very low 
energies Eq. 5.14 reduces to N(u) ~ R e V w 2 / A Q . In particular at u = 0, N(LU) = 
- I m S 0 ( 0 ) / A o . On the other hand, if u > - J m E 0 ( u ) then N(u) « u/A0 which is 
the usual clean d-wave single particle DOS. 

The last theoretical result to be presented herein is the superfluid oscillator 
strength. Recall from Eqns. 3.2, 3.3 and 3.4 that at low microwave frequencies 
CT2(ft —> 0,T) —> (l/Q)(nse2/m*). Taking the imaginary part of Eq. 5.7 and mul­
tiplying it by Q gives the desired result. 

^ ( T ) = - ^ R e 
m* v ' 2 m* 

<L> / ± tanh(u; /2T)-^ 
•oo Jo 2TT £ 0 + 

(5.15) 

Equation 5.15 agrees with the expression of Hirschfeld, Putikka and Scalapino 
exactly [78, 79] and is in no way influenced by S3 (a)). If ImS0(u>) <C u, then the 
angular integral J^d<p(Ay^+)/2TT « - 1 / A 0 for u <C A Q . For - I m S 0 ( w -> 0) <C 
T <C A 0 the first derivative of the superfluid oscillator strength with respect to 
temperature yields 

Thus the slope of the superfluid oscillator strength versus temperature gives access 
to the combination of microscopic parameters a2 (ne2/m* A0). 

Recent insights from Franz et al. [35, 100] and Ioffe and Millis [89] have suggested 
that for hole doped cuprate superconductors the sum in Eq. 5.8 should be truncated 
at some finite wavevector away from the four Fermi points located along the nodes of 
the d-wave OP. This translates into a restriction of all LU integrals in Eqns. 5.9, 5.10, 
5.11, 5.13, 5.15 and 5.16 to a finite range {—Ec,Ec} where Ec < AQ. If this cutoff 
energy is proportional to the hole doping per Cu site, S, then it forces the T — 0 
superfluid density to follow 6 as opposed to 1 — 5 (electron density per Cu site): 

5 ^ ( T - 0 ) * a » ^ (5.17) 
m* m* Aa 

However, if T <C Ec then neither ai(f t ,T) nor d(nse2/m*)/dT will be influenced 
by Ec; this is because the thermal factors in Eqns. 5.9, 5.10, 5.11, 5.12 and 5.16 
all drop off rapidly over an energy ~ 3T. Therefore changes in superfluid oscillator 
strength, (nse2/m*)(T) — (nse2/m*)(T — 0), remain unaffected by Ec- Furthermore, 
since T — 0 residual quasiparticle oscillator strength (nne2/m*)(T — 0) is entirely 
due to defect induced quasiparticle states at u = 0, then this quantity remains 
unaltered as well. As a consequence of the above two conclusions, the low temperature 
quasiparticle oscillator strength nne2/m*(T) is not influenced by the choice of Ec-
On the other hand, one must redefine the oscillator strength sum rule since the total 
available oscillator strength will no longer be a2ne2/m*. This can be accomplished 
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by assuming that all of the spectral weight ends up in the superfluid of a clean system 
where u)+ = u + iO: 

1 1 1 nne n.,e / m , n.,e 
+ ^ - ( T ) = ^ ( T = O ) | 0 _ ^ o (5-18) 

m* <m* nm* mr mr m 

As an interesting aside, one can calculate Ec from measurements of the in-plane 
penetration depth. From the ratio of Eqns. 5.16 and 5.17; 

* £ ( T = 0) l / /z o A£(T = 0) _ Ec 

- d ( l / M o A | ) / d T 2 In 2 

Using the d-axis values from Table 3.1, one obtains Ec ~ 1 5 0 ^ for YBa2Cu306.5 
and Ec « 210 K for YBa 2 Cu3 0 6 . 9 9 3 . 

5.2 Scaling of Microwave Conductivity Data 
For the sake of performing numerical calculations of ai(Q,T) via Eqns. 5.9 and 5.10 
it has proven useful to render the integral dimensionless by dividing all energies by 
A 0 , which is the largest energy in the problem. These equations then take the general 
form 

al(n,T) = — a 2 — - d(u A0)? T T - . - T - . - T -
kB m*A0 J [A0 A0 A0 

Therefore, the natural unit of microwave conductivity is {h/kB)o?ne2/m*Aa, which 
can be conveniently obtained from penetration depth measurements (Eq. 5.17). Recall 
from the previous chapter that comparisons between the total quasiparticle oscillator 
strength and the slope of the low temperature superfluid oscillator strength are inde­
pendent of the choice of XL(T = 0), so dividing the conductivity data by a2ne2/m*A0 

is a relatively 'safe' procedure. 
To render the integrals dimensionless one must also know A0 to scale the indepen­

dent variables ft and T. It is easiest to determine A G from an alternate experimental 
probe such as the zero temperature limit of the thermal conductivity, K(T) , as mea­
sured by Sutherland et al. [80]. This is a particularly robust quantity in a i-wave 
superconductor that is independent of quasiparticle renormalizations and vertex cor­
rections [99, 101]: 

( l i m r ^ 0 ) ^ = ! ^ + ^ ) (5,9) 

where vp is the magnitude of the Fermi velocity at one of the Fermi points, v& = 
2A0/m*vF and c is the unit cell dimension in the c-axis direction. Thus if one knows 
the mean Fermi velocity vp for the 2-dimensional bands of Fig. 2.5, then it is possible 
to extract A Q from thermal conductivity measurements. Sutherland et al. have 
performed such measurements on samples of YBa2Cu306.5 and YBa2Cu 3 06 .993 that 
were produced at U B C . 
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A summary of the scaling parameters that are relevant to a-axis microwave con­
ductivity is presented in Table 5.1. Only the a-axis data will be considered hence­
forth because charge conduction in this direction contains contributions from nei­
ther the chain-like quasi-1-dimensional band (as argued in Chapter 2) nor any of 
the 1-dimensional bands derived from doubling of the unit cell in Ortho-II ordered 
YBa2Cu306.5 (as argued in Chapter 4). 

Doping (x) * a 2 n:l ( f r 1 ™ - 1 ) A 0 (K) Ec/K 

0.5 
0.993 

1.5 x 106 

4.2 x 10 6 

800 ± 100 
400 ± 30 

0.19 
0.53 

Table 5.1: Summary of parameters for scaling d-axis microwave conductivity data. 
Values of A„ taken from Ref. [80]. 

The scaled d-axis bolometry data from YBa2Cu306.5 (Fig. 4.4) and YBa2Cu 306.993 
(Fig. 4.10) are shown in Fig. 5.1. The left panels show the dimensionless conductiv­
ity versus f i . The right panels demonstrate scaling of the observed lineshapes as a 
function of temperature. Recall from Chapter 4 that in the underdoped case both 
nne2/m* and A - 1 varied as (T + TQ) but ai(D, —> 0,T) remained fixed - therefore 
any gains in spectral weight with increasing temperature came from the broadening 
of the lineshape. Scaling the angular frequency axis as Cl/(T + Ta) (with Ta = 2K) 
reveals a temperature independent lineshape. In the overdoped e /m* was 
observed to vary as (T + T0) but A - 1 was roughly constant from 3K to 9K. In this 
case the gains in spectral weight with increasing temperature result in an overall 
enhancement of the conductivity at any given frequency by an amount proportional 
to (T + T0). Scaling the dimensionless conductivity axis by the factor Ta/(T + Ta) 
(with T0 — 0.9K) reveals a relatively temperature independent lineshape. However, 
it should be noted that the 1.3 K and ZK lineshapes appear slightly narrower than 
those at higher temperatures. 
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Figure 5.1: The dimensionless d-axis microwave conductivity: Y B a 2 C u 3 0 6 . 5 (top pan­
els) and YBa2Cu306.993 (lower panels). Left panels show cr l o(f2,T) ren­
dered dimensionless via a factor proportional to the slope of the superfluid 
oscillator strength at low temperatures. Right panels demonstrate the two 
different forms of (T + TQ) scaling that were observed. 
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5.3 Point-Like Coulomb Defects 
The logical starting point for studying the role of defects in d-wave superconductors is 
to consider a point-like Coulomb defect potential in an otherwise perfect crystal lat­
tice. As a first approximation this seems to be a reasonable approach for studying the 
effect of cation substitution ( Z n 2 + , N i 2 + and others) into C u 2 + sites on the ( C u 0 2 ) 2 " 
planes. As such, the point-like Coulomb defect has been studied extensively in the 
literature [78, 79, 94, 102]. 

For dilute random defect potentials one can use a standard result known as the 
T-matrix for calculating the quasiparticle self energy [88]: 

f(fc, u) = V(k -k') + J2 V{k - k")G{k", Q)f(k", k', Q) (5.20) 

t(Q) = TtNorf(k, k, u) (5.21) 

Here, Y = nrii/irN0 is the 'normal' state electronic scattering rate. The elements 
T(k, k\u) reflect how strongly the points k and k! in momentum space are connected 
via elastic scattering of quasiparticles by interactions with the defect potential V. 
If the real space potential is a ^-function, then its Fourier transform will be a con­
stant, V(k — k') = VQ. Therefore all points in momentum space can be accessed 
with equal probability and the T-matrix reduces to a momentum independent scalar, 
T(k,k',Co) = T(u>). One can then solve Eq. 5.20 for T(u>) and insert the result into 
Eq. 5.21: 

•KN V 
E(LO) = T ? r i ° V o „ (5.22) 

1 - (nN0V0)G(u) 
where the momentum integrated Green Function G(u) is defined as 

G(u) = G(k,Q) = G0{u)r° + G^T1 + G3(u)t3 (5.23) 
fc 

Referring back to the renormalized propagator Eq. 5.5, one can see that G 3 = 0 if 
is an odd function of k — k,p (see Ref. [102] for a robust proof). Furthermore, if the 

OP has the symmetry suggested by Eq. 5.4, then upon integrating over cf> E {0,27r} 
one will obtain G\ = 0 as well. A l l that remains is the f° component, G0(o)). If one 
assumes a cylindrical Fermi surface (for simplicity) and replaces the sum in Eq. 5.23 
by an integral, then 

G 0(w) = -i-K (A 0/a)) (5.24) 
7T 

The next objective is to work out a form for the operator VQ in Nambu notation. 
For a Coulomb defect located at the origin of the form Vc0S{r), the perturbation to 
the Hamiltonian Eq. 5.1 will have the form 

6H=J2 V c 0 c \ , c u = £ C\, (Fcof 3 ) C% (5.25) 
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Thus one can conclude that VQ = Vco^ for this particular case. Using the convention 
c = l/^./VoiVco), Eq. 5.22 can now be reduced to the following: 

t(Q) = r G o ( ^ 2 f ° ^ , f 3 (5.26) 
V ' c2-(G0(Jo))2 c2-(G0(uo))2 

Therefore, a point-like Coulomb potential gives rise to renormalizations to the quasi­
particle energies Co and the electronic dispersions £g. Note that Co is an argument in 
G0(LO) so one must solve for Eo(w) self consistently via Eq. 5.26. The renormalizations 
are governed by two parameters, F and c _ 1 , which roughly correspond to the concen­
tration of defects n; and the strength of each defect potential Vc0- As an example, 
plots of S0(d;) and S3(a>) for T/AQ = 0.0025 and c = 0.4 are shown in Fig. 5.2. These 
plots show S(w) over the range LO > 0, and in general E(tj) = — S(—Co)*. Particular 
attention is to be drawn to the peak in — ImEo(cI>) which is located at an energy 
denoted as LOpeak- This is a resonance due to a virtual bound state near the defect 
and uopeak is a strong function of c - 1 : For c _ 1 —+ oo (strong on unitary scattering) 
Wpeak 0. For c _ 1 —> 0 (weak or Born scattering) topeak shifts towards A G . 

The reader's attention is also drawn to the fact that for to < Lopeak, —ImSo(w) is 
roughly linear with a slope of r / A G c 2 . This can be seen from Eq. 5.26 by noting that 
for a clean cJ-wave superconductor — lmGo(Co) = N(LO) « LO/AQ and by approximating 
the denominator to be c 2 at small LO. For to > Lopeak, —ImSo(u>) oc l/u up to LO ~ A Q . 
For LO » A G , — ImSo(d') —• T, which is the normal state electronic scattering rate. 

Given values of T and c, one can now calculate the real part of the microwave 
conductivity via Eq. 5.10. This was performed numerically using procedures devel­
oped by the author. Values of u/AQ € {1 x 10~ 9,15T} were sampled on a logarithmic 
metric, thus emphasizing any low energy features in the integrand. At each value of 
to, the integrand was sampled over the range of angles (f> € {(l /2)Re| arccos(u)/A 0)| — 
(5/2)Im| arccos(u)/A 0)|, 7r/4} with care taken near the angles ( l /2)Re| arccos(o>/A0)| 
and ( l /2)Re| arccos(cD'/A0)| where the integrand has sharp features due to terms of 
the form l / £ O Q and 1 / ^ (see Eq. 5.9). A cubic spline was then passed through the 
sampled integrand as a function of (j) and the integral evaluated numerically. This 
result was then multiplied by 8 to give the desired integral over the range <j> 6 {0,27r}. 
Once this was accomplished at all of the chosen values of to a second spline curve was 
constructed and the integration over LO was performed. A l l numerical results were 
chopped at 5 digits precision during the course of a calculation. 

From performing a series of these calculations the author was able to make a few 
general observations. First, for any given c (which determines Lopeak), one obtains 
cusp-like lineshapes with a T independent value of a\(Q —> 0,T), similar to the 
Y B a 2 C u 3 0 6 . 5 data, for T < 5upeak. At these temperatures the thermal factor in 
Eq. 5.10 samples the integrand over the region where —ImSo(w) ~ TLO/A0(? —> 
N(LO) x (r/c 2). This is also the temperature regime in which Eq. 5.13 is expected to 
hold, and inserting the approximate form for the self energy yields 

ffl(^0,r)K-a°-(? = - a > — ( — \ (5.27) 
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Figure 5.2: The quasiparticle self-energy and density of states (DOS) due to elastic 
scattering from point-like Coulomb defects using the parameters r / A 0 = 
2.5 x 10" 3 and c = 0.4. Top panels show t(u) = Y,0(uj)f° + E 3 ( £ ) f 3 with 
the real parts shown in red and negative of the imaginary parts in blue. 
Lower panel displays the DOS for the system with the above scattering 
parameters (red) and that of a clean d-wave superconductor (black). 
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Furthermore, the width of the conductivity spectra obtained in this regime vary 
linearly with T. On the other hand, if T > 5ujpeak then <7i(fi —> 0,T) is observed 
to rise roughly as T 2 and the spectra start to narrow as 1/T. Thus upeak repre­
sents an important crossover energy between what looks like Born limit scattering 
lineshapes at low temperatures to unitary limit lineshapes at higher temperatures. 
These observations then suggest the following recipe for fitting experimental data: 

1. Look for a fixed ai(fl —> 0,T) intercept at low temperatures. Use Eq. 5.27 to 
establish r / A G c 2 . 

2. Observe the temperature T ~ 5upeak at which there is a crossover from Born-like 
to unitary-like lineshapes. This uniquely determines c. 

Thus one can determine the parameters r / A G and c directly from scaled plots of 
the microwave conductivity, as shown in Fig. 5.1. For the Y B a 2 C u 3 0 6 . 5 data, one can 
clearly see the zero frequency intercept (~ 35). However, there is no evident crossover 
temperature so at best one can place a lower bound upon copeak > (6.7 K)/'5. For 
the YBa2Cu306.993 data the low temperature fixed zero frequency intercept is more 
difficult to discern, but one can roughly estimate that the 1.3 and 3.0 K spectra 
converge at a zero frequency intercept ~ 18 in dimensionless units. The crossover 
temperature is then around 3K, so topeak ~ (3K)/5. The resulting fits are shown in 
Fig. 5.3 and a summary of fit parameters is given in Table 5.2. 

Doping (x) r / A o C

2 

T ~ 5cupeak (K) r / A 0 c 

0.5 1/70 >6.7 > 1.4 x 10- 4 > o . i 
0.993 1/36 3 2.8 x 10- 4 0.1 

Table 5.2: Summary of parameters for fitting d-axis microwave conductivity data to a 
model of elastic quasiparticle scattering from point-like Coulomb defects. 

As one can see, the theoretical curves give the correct qualitative behaviour, but 
it appears that the model cannot match the observed quasiparticle spectral weight. 
In both cases it can be demonstrated that the theoretical lineshapes scale with T, 
not with (T + TQ). This seems to be a general result for scattering from point-like 
Coulomb defects, despite the suggestions of Schachinger and Carbotte [94]. While 
these authors have noted that very large values of V can give ROS, it is not possible to 
fit both the observed spectral weight and lineshapes simultaneously. The conclusion 
is that something critical is missing from the model of rf-wave quasiparticles scattering 
elastically from point-like Coulomb defects. 
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Figure 5.3: Fits to the ala(Q,T) data of Fig. 5.1 using the point-like Coulomb de­
fect model: YBa 2 Cu 3 06 .5 (top panels) and Y B a 2 C u 3 06.993 (lower panels). 
Left panels show the theoretical curves on top of the data. Right panels 
demonstrate that the theoretical curves scale with T and therefore not 
with (T + T0), as desired. 
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It should be noted that despite the values of F and c given in Table 5.2 being 
essentially identical for the two dopings studied herein, they generate very different 
conductivity spectra when used in conjunction with the doping dependent value of 
A 0 given in Table 5.1. Recall that the scattering phase shift c determines the di­
mensionless quantity upeak/A0. Therefore, changing A D alters the energy at which 
the resonance peak occurs in —lmY,o(u>), and consequently changes the width of the 
'Born-like' temperature regime (where T < hupeaK). Thus the factor of 2 difference 
in A 0 between YBa2Cu306.5 and YBa2Cu306.993 is most likely responsible for the 
the comparatively lower elastic scattering rates observed at low temperature in the 
underdoped compound. 

As a corollary to the above conclusion, the larger value of A G in the underdoped 
material may also be responsible for the decrease in temperature at which the maxi­
mum in (Ti(Q —> 0, T) is observed, as compared to the overdoped material. As one can 
see in Figs. 4.6 and 4.12 the peak occurs at ~ 8 K in the former case and at ~ 25 K 
in the latter case. It has been hypothesized that the peak is a result of a competition 
between the increase in quasiparticle spectral weight (n„e 2 /m*) (T) (which augments 
CTI(Q —» 0, T)) and the increase in quasiparticle scattering rate A _ 1 ( T ) (which reduces 
(7i(ft —> 0, T)) with increasing temperature [103]: 

Since (n n e 2 /m*)(T) oc T / A D (at low temperature) then increasing A 0 will shift the 
competition in favour of quasiparticle screening and o~\(Q. —> 0, T) will peak at a lower 
T, provided that the temperature dependent scattering mechanism does not depend 
strongly upon A 0 as well. Interestingly, upon comparing the slopes of the d-axis 
superfluid density from Table 5.1 one can see that they differ by roughly a factor of 
3 - this compares favourably with the roughly factor of 3 difference in temperatures 
at which the 1 GHz quasiparticle conductivity spectra peak in Figs. 4.6 and 4.12. 
Therefore, the temperature at which <7i(Q —• 0, T) reaches a maximum is also very 
dependent upon A G . 
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5.4 'Realistic' Defects 
The most common argument brought against the model presented in the previous 
section is that point-like Coulomb defects are not realized in condensed matter sys­
tems. For example, cation defects in metals typically become screened by conduction 
electrons (or holes). The charge density around the defect develops a standing wave 
pattern known as Friedel oscillations with an envelope that decays on a lengthscale 
comparable to the Fermi wavelength Xp = 2ir/kp [88]. Admittedly such a collective 
object will not appear to be point-like from the perspective of an electron at the 
Fermi surface. 

Figure 5.4: Real space STS images of a Ni2+ impurity in I ^S^CaC^Og+a ; • Bright 
areas correspond to high tunnelling currents. Image reproduced from 
Ref. [104]. 

Scanning tunnelling spectroscopy (STS) has indeed revealed such screening clouds 
around cation defects in d-wave superconductors [104, 105]. Figure 5.4 shows an 
example of a N i 2 + ion substituted into a planar C u 2 + site of Bi2Sr2CaCu208+a: [104]. 
For positive tip-sample bias one resolves a pileup of the electron wavefunction on 
top of the defect and 4-fold symmetric Friedel oscillations emanating in the nodal 
directions (cp — { ± 7 r / 4 , ±37T /4} with respect to either of the in-plane crystalline 
axes). A negative tip-sample bias reveals a hole wavefunction that occupies the 
complementary parts of real space within the vicinity of the defect. Furthermore, it 
has been observed that magnetic cations such as N i 2 + (\S\ = 1) do not disturb the 
superconducting O P but nonmagnetic cations such as Z n 2 + (\S\ = 0) can suppress the 
OP in the region surrounding the defect [105]. Therefore, ' realistic' cation defects in 
d-wave superconductors do not appear to be simple (^-function Coulomb potentials. 
Nonetheless, it will be demonstrated that the inclusion of these realistic features 
does not improve the modelling of cri(Q, T) as compared to the simple model of the 
previous section. 

For the sake of a demonstration, consider a defect consisting of a screened Yukawa 
Coulomb potential plus an exponentially decaying OP located at the origin f = 0. 
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Such a model ignores the Friedel oscillations in Fig. 5.4 but at least captures the 
central part of the defect potential. The Coulomb and O P potentials will have f 3 

and f 1 symmetry, respectively, in the space of Nambu spinors. The net real space 
defect potential can then be written as follows: 

V(f) = ^ i e - ^ r 3 + SA^e-^f1 (5.28) 

Here Qt represents the charge of the defect and SAq represents the amount of suppres­
sion of the d-wave OP at the centre of the defect, 5Aq = 6AQ cos 2<frq. The Coulomb 
defect is screened over a lengthscale ~ 27r/g c and the OP returns to its bulk value 
over a lengthscale ~ 2ir/qop. Upon taking the Fourier transform one obtains 

V{q) = 
2-ireQi 1 

q2

c l + (q/qc)2 

o 4irSAa 1 

V( Co 
1 + (q/qc)2 

r 3 + VOPO 

3 p (l + (q/qop)2)2 

COS 2<f)q 

(5.29) 

(1 + {q/qap)2)2 
f 1 . 

Note that for qc —> oo one returns to the point-like Coulomb defect limit. While 
taking this parameter to infinity decreases Vc0, it is at least physically possible to 
place a very large amount of charge (such as le) on the defect to give strong point­
like scattering centres. However, the magnitude of the OP supression is restricted to 
— A 0 < 6AQ < 0 and so in the limit qop —> oo this potential becomes negligible. This 
latter point disagrees with the model of Hettler and Hirschfeld who take the real space 
OP suppression to be 6A^x5(r) [91]. It should be noted that 6(f) is technically infinite 
at the origin, which makes it a suitable substitute for truly divergent potentials (such 
as charge monopoles) but is not a suitable representation of mean field O P suppression 
at a localized site. 

The problem is to now deal with the momentum dependence of the T-matrix, 
Eq. 5.20. Rightfully one needs an N x N matrix for a system with N well defined 
momentum states. Attempting to solve such a model exactly for large N is impracti­
cal, but nature has been very kind in the case of a d-wave superconductor where there 
are only four Fermi points located along the OP nodes that need be considered. One 
can then concentrate upon these four points in momentum space and the wavevec-
tors that connect them, as sketched in Fig. 5.5. This is the approach of Durst and 
Lee [99], but it should be noted that the calculations presented herein are far more 
general for they are self-consistent and applicable to calculating transport properties 
for nonzero external frequency Q,. The result is a 4 x 4 T-matrix of the form 

M 

( f{q++ ) \ 
f(q+- ) 
T(q- ) 

V T(q-+ ) J 

( V(q++ ) \ 
V(q+- ) 
V(q- ) 

V V(?-+ ) J 

(5.30) 
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Figure 5.5: Depiction of internode scattering across the First Brillouin zone. Nodes 
on the Fermi surface of a 2-dimensional band are noted with black dots 
and the symmetry of the superconducting OP = A D cos 2<f> is shown in 
blue. Internode scattering vectors (q++,q+-,q-+,q ) are drawn in red 
with their approximate magnitudes indicated. 
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M= 

V(q++)Gp(u)-l V(q+_)Gp(Co) V(q..)Gp(Co) ' V(q.+)Gp(Co) 
V(q+^)Gp(Co) V(q++)Gp(Co) - 1 V(q-+)Gp(Co) V(q.-)Gp(u) 
V(q^)Gp(Co) V(q„+)Gp(Co) V(q++)Gp(Co) - 1 V(q+-)GP(Q) 
V(q_+)Gp(Co), V(q^)Gp(Co) 1 V(q%-)GP(Q) V(q++)Gp(Co) - 1 

where it has been assumed f(k, k',Co) = f(k — k',u) = f(k' — k,Co). The quantity 
Gp(Co) represents a renormalized Green function (Eq. 5.5) that has been integrated 
over momenta near one of the Fermi points. For energies LO <C A q one can approximate 
this quantity as 

Gp{Co) « G(Co)/4 (5.31) 

where G(Co) is defined by Eq. 5.23. Wi th the given form for the scattering potential 
(Eq. 5.29) one expects renormalizations to all three components of the Green function 
Eq. 5.5. However, the renormalizations to the OP do not alter its symmetry so 
GI(LO) = 0. Furthermore, G^Co) = 0 for the same reasons as those presented for the 
point-like Coulomb potential [102]. Thus the only nonzero component in Eq. 5.31 
will be proportional to Go(Co) and therefore have f° symmetry in Nambu space. 

One can solve the above matrix exactly for T(q — 0, Co) and obtain the self-energy 
from Eq. 5.21. One need only determine the potential V(q) for the wavevectors 
q++ w 0, (f+_ « y/2kFkx, q « \/2kp{kx + ky) and <f_+ ~ \f2kpky, as shown in 
Fig. 5.5. The Coulomb part of the potential is easy to calculate because it only 
depends upon the magnitude of q. However, one must consider the direction of q 
carefully when approximating the OP potential. For q++ and <f_+ the wavevectors 
are directed along antinodal directions where \8A$\ is maximized (but having opposing 
signs due to the OP phase). For q , the wavevector is primarily directed along a 
nodal direction and so <5Â  as 0. Finally, if the nodal dispersion is very anisotropic 
(VF/VA ^> 1) then the majority of intranode scattering events will be approximately in 
nodal directions and one can assume 6A$ « 0 for q++ as well. Furthermore, intranode 
scattering does not substantially alter charge currents so this matter need not be a 
serious concern [99]. The resulting potentials are then 

V(q++) = VCof" 

v ^ - ] = Vc°i + 2(kF/qy3 + Vop°(i + 2(kF/qopyyf 1 

= Vc°i+2(kF/qy3 ~ Vop°{i+2{kF/qoPYfil 

Inserting these forms in Eq. 5.30 allows one to solve for £(u>) self-consistently. In 
this case both Co and A Q are renormalized in the integrated Green function Eq. 5.24 
and must be solved for simultaneously. As an example, consider a Coulomb potential 
parameterized by T / A 0 = 2.5 x 1 0 - 3 , c = (jN0VCo)''1 = 0.4 and qc = kF. Note that 

file:///f2kpky
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these are the same values of T and c used to generate the plots in Fig. 5.2 for the point­
like potential. To parameterize the OP suppression assume N0 ~ 10 2 8 eV~lm~3, take 
a typical A 0 ~ iOmeV, let 6A0 — — A G (complete OP supression at the centre of the 
defect) and set q^ = kp ~ 0.5 A 1; this gives TTN0VOP0 ~ 0.14. The resulting self 
energy is plotted in Fig. 5.6 and the reader is reminded that this model should only 
be trusted for w « A , (nodal approximation). 

At small UJ one can see that —ImEo(a)) is roughly linear with a slope ~ (r/c 2)/6; 
this factor of 6 would be deemed a vertex correction in the language of Durst and Lee 
[99] in that it accounts for deviations of —ImEo(u)) at small u <S A c away from the 
point-like defect limit (compare to Fig 5.2). Note that E3(u)) at small u> is not strongly 
influenced by the broadening of the Coulomb potential. The new piece to the self-
energy is £i(o>) whose real part gives an energy dependent reduction in A 0 and imag­
inary part that generates a Cooper pair scattering rate that follows the d-wave DOS, 
N(u). This latter conclusion can be justified by noting that S i ~ T\TTN0VOP0\2GO(OJ) 
in the limit —> oo. However, the corrections to A c are very small because the OP 
suppression is not a divergent potential at the site of the defect. In fact, quasiparticles 
can tunnel through small regions of OP suppression almost unhindered, much like a 
thin normal region sandwiched between two superconducting junctions that are in 
phase. Therefore, the realistic defect model does not substantially alter the form of 
S(u>) as compared to the point-like Coulomb defect model. As such, a calculation of 
<7i(ft,T) using this defect model will not reveal anything new. 

The only caveat that will be mentioned here is that this defect model does not 
account for the physics of Andreev bound states (ABS) that will necessarily arise 
wherever the superconducting OP is suppressed [37]. Sheehy has demonstrated that 
this will give rise to a narrow band of states at the Fermi energy which will contribute 
to cri(ft, T) at low temperatures [106]. However this contribution will be additive to 
the conductivity of the propagating quasiparticles, therefore it may be difficult to 
observe this effect experimentally. 
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Figure 5.6: The quasiparticle self-energy and density of states (DOS) due to elastic 
scattering from 'realistic' defects using the parameters F/A0 = 2.5 x 10" 3 , 
c = 0.4 and 5A0 = —A0. There are three components of the self energy in 
this case, E(u>) = E 0(o))f 0-1-E 1(a;)f 1 + E3(<D)f3, with the real parts shown 
in red and negative of the imaginary parts in blue. The low energy DOS 
from this model is shown in red and that of a clean d-wave superconductor 
in black (lower left panel). 
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5.5 The Case for Magnetic Impurities 
Given that neither Coulomb defects nor OP suppression seem to give a clear route 
to residual quasiparticle oscillator strength at zero temperature, it is a worthwhile 
endeavor to quest for defects that clearly behave differently than those considered 
thus far. In particular, this author encourages the theory community to consider the 
effect of magnetic defects upon charge conductivity in the cuprates more carefully. 
While STS has been an incredible source of inspiration for many recent models of 
elastic scattering of d-wave quasiparticles from Coulomb defects in the cuprates [107], 
it must be remembered that such experiments do not employ spin polarized currents. 
Therefore there is no contrast between charged or magnetic defect potentials. This 
should be a great concern because much of the experimental evidence points to the 
Cooper pairing mechanism being magnetic in origin in the cuprates. This is even 
more of a concern for those who subscribe to orbital ordering/slave boson theories, 
as described in Chapter 1. In fact, recent calculations by Wang and Lee [108] using 
the ST/(2)-slave boson approach have shown that a non-magnetic ion placed in a 
C u 2 + site on a ( C U O 2 ) 2 - plane generates a static spin-1/2 moment that is distributed 
amongst the four nearest neighbour C u 2 + sites [108]. Polkovnikov et al. [109] have 
taken the distributed spin-1/2 moment around a Z n 2 + as given and have calculated 
the consequences for STS experiments. These latter authors concluded that Kondo 
spin dynamics have an essential role to play in the scattering of d-w&ve quasiparticles. 

The above considerations motivated this author to advocate on behalf of magnetic 
defects in d-wave superconductors. For the sake of simplicity, consider a point-like 
(^-function) magnetic potential in real space with some unspecified dipole moment 
situated at the origin. The perturbation to Eq. 5.1 can then be written as 

™ « E S-c\Jfc,lp 

k,k',a,P 

= E ( * - 4 T C * I + + s > (i,TC*,T - 4 M C M ) ) ( 5 - 3 2 ) 

where S = (Sx,Sy,Sz) is the quantum spin operator acting on the magnetic defect 
with S+ = (Sx + iSy)/2 and 5_ = (Sx - iSy)/2i. The Pauli spin vector is defined as 
f = (f 1 , f 2 , f 3 ) . The first two terms of Eq. 5.32 give rise to spin-flip scattering and 
the third term generates Zeeman splitting of electronic energy levels in the vicinity of 
the defect. Due to the spin-flip processes, this interaction breaks time reversal sym­
metry. Consequently, the quasiparticle self energy due to scattering from a potential 
of the form Eq. 5.32 cannot be expressed in terms of a simple perturbative expansion 
akin to the T-matrix approach discussed previously. Modern theoretical methods for 
tackling this important problem, such as those of Cassanello and Fradkin [110] and 
Polkovnikov et al.[109], are beyond the scope of this thesis and will not be discussed 
here. A l l that will be stated is that there is a distinct absence in the literature of mi­
crowave conductivity calculations for d-wave quasiparticles in the presence of dilute 
magnetic impurities with intermediate to strong electron-impurity coupling. 
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One could attempt to model the scattering of quasiparticles from weak magnetic 
impurities using a classical approach by ignoring the spin-flip processes S+ and S_ 
in Eq. 5.32, but it can be shown that this approach does not yield anything new. 
To demonstrate, note that the Zeeman splitting term can be expressed in terms of 
Nambu spinors as follows: 

SHdossicoi oc g Sz (4, Tcfe- T - cl,i%i) = g C\, (VMof°) C~k (5.33) 

Thus the classical magnetic potential has f° symmetry in Nambu space. How­
ever, before attempting any sort of a T-matrix expansion one must acknowledge that 
magnetic defects ought to have random orientation and so the magnitude and sign 
of VMO will not be the same for all defects in a given material. As a specific exam­
ple, consider a spin-1/2 defect that will then have two possible expectation values 
Sz\ipdefect) = ±(1/2)\if>defect)• Consequently, there will be two possible values for the 
potential in Eq. 5.33, ± V M 0 - TO obtain the quasiparticle self-energy one must average 
over the two possible orientations of the defect moment. Using Eq. 5.21 one obtains 

{ U ) 2 V1 - (irNOVMO)G0(u) 1 - (-nNoVMo)G0(u) J T 

(TTN0VMo)2G0(CO) _F0 

' 1 - (irNoVMoG0(u)y 

If one then imposes the definition c = 1/(TTN0VMO) then it can be seen that Eq. 5.34 
is identical to the f° component of Eq. 5.26. Thus the classical limit for magnetic 
defects is identical to Coulomb defects and will yield nothing new. 

So where does one go from here? In particular, what new physics enters the prob­
lem of quasiparticle scattering if Kondo screening of localized spin-1/2 moments has 
a role to play in the cuprates? While the suggestion that dynamical screening of 
magnetic defects has a role to play in the cuprates is entirely speculative, the reader 
is reminded that it has not been discounted experimentally. In this scenario the mag­
netic defect-electron exchange coupling approaches a divergence at low T until the a 
bound singlet is formed between the local moment and the conduction electrons at 
some finite temperature TK [110]. Below TK the dressed defect will no longer have 
a magnetic moment but will instead have a net charge, which would then appear to 
be a unitary scatterer. Thus it is entirely possible that the microwave conductivity 
data presented herein are indicative of magnetic defects struggling to maintain singlet 
pairing with a bath of conduction electrons above TK- However, at the very low tem­
peratures probed in the thermal conductivity experiments of Sutherland et al. [80] 
one would observe the effects of quasiparticles scattering from charged Coulomb de­
fects which would then give rise to the universal limit of (UmT —> 0 ) « ( T ) / T , as given 
by Eq. 5.19. This picture provides an appealing means of reconciling the Born-like 
charge conductivity spectra presented in this thesis and in Ref. [26] at temperatures 
on the order of 1 K with the near Unitary-like behaviour of the thermal conductivity 
at temperatures < 100 mK [80, 111]. Furthermore, it suggests an experimental signa­
ture; the sharp microwave conductivity spectra should yield to broader Unitary-like 
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lineshapes as T —• 0. A new broadband bolometry apparatus is currently being con­
structed in the U B C Superconductivity Laboratory will be able to measure RS(Q,T) 
at temperatures near 100 mK. 
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Chapter 6 

Epilogue: Where is the New 
Physics? 

Given the exotic nature of many of the theoretical ideas that were touched upon in 
Chapter 1 of this thesis, what then is the connection between these ideas and the 
rest of this treatise? This question must be addressed because the language that has 
been used in Chapters 2,4, and 5 is that of Landau quasiparticles which need not 
suggest anything novel. In the end, it is hoped that the reader is convinced that the 
devil is in the details and that the way superconductivity is influenced (or fails) near 
crystalline defects is suggestive of new physics in the cuprate superconductors. 

One of the key themes running throughout this thesis is that an electronic band-
structure approach can explain much of the microwave spectroscopy data on Ortho-II 
ordered YBa2Cu306.5 (underdoped) and YBa 2Cu306.993 (overdoped), at least on a 
phenomenological level. The observation of sharp microwave conductivity spectra at 
low temperatures and the successful tracking of spectral weight as it is transferred 
between superfluid and normal fluid both indicate that the materials studied herein 
are clean d-wave superconductors with well defined quasiparticles. The anisotropy 
between charge transport in cr^Q, T) in the d and fr-axis directions was also explained 
for both dopings using simple band structure: For YBa 2 Cu306+ x in general one ex­
pects two effectively identical 2-dimensional bands (attributed to the two ( C U O 2 ) 2 -

planes per unit cell) to contribute equally to o i a ( f i , T) and ai0(D,, T). To account for 
the d : b anisotropy in the overdoped material all that was necessary was the inclusion 
of a quasi-1-dimensional band contribution to o-i0(fl, T) that was primarily attributed 
to the presence of metallic CuO chains. To account for the a : b anisotropy in the un­
derdoped material one needed both the above mentioned quasi-1-dimensional band 
that was derived primarily from CuO chain states and the effects of doubling the 
unit cell dimension in the d-axis direction to produce new 1-dimensional bands from 
( C U O 2 ) 2 - plane states. 

The presumed elastic scattering rate for (Cu02) 2 _ plane states in YBa2Cu306.5 
was observed to vary linearly with temperature; A _ 1 ( T ) — a + bT. On the other 
hand, A _ 1 ( T ) was observed to be a constant at low temperatures for YBa2Cu 306.993-
One may be tempted to claim that this is the result of different physics in overdoped 
and underdoped materials, which would seem to corroborate the quantum critical 
point picture presented in Chapter 1. However, it was argued in Chapter 5 of this 
thesis that this is most likely a crossover due to the scale of the dimensionless quan­
tity T/(5ujpeak) where upeak is the energy of a resonance feature in the quasiparticle 
self-energy. For T < (5upeak) one will observe Born-like lineshapes (as seen in the 
YBa 2 Cu 3 06 .5 data and the 1.3 K YBa 2 Cu 3 06 .993 data) which are characterized by a 



Chapter 6. Epilogue: Where is the New Physics? 117 

temperature independent ai(0, —> 0,T) and a linewidth that varies linearly with T. 
In the opposite temperature regime T > (5oJpeak) one obtains unitary-like lineshapes 
that are characterized by a quadratic temperature dependence of o~i(Q —> 0, T) and a 
linewidth that varies roughly as 1/T. Of course for T ~ (5ujpeak) one obtains interme­
diate behaviour (as seen in the YBa2Cu306.993 data above 1.3 i f ) with ci(f2 —> 0, T) 
varying linearly with T and linewidths that are roughly temperature independent. 

In the end, the most intriguing result to come from the phenomenological analysis 
of the microwave charge conductivity data of YBa2Cu306.5 and YBa2Cu 3 06 . 9 93 is the 
suggested presence of T = 0 residual quasiparticle oscillator strength (ROS). As it 
was demonstrated in Chapter 5, this feature is not amenable to either point-like or 
'more realistic' Coulomb defects. Rather, it was argued that one must look beyond 
both Coulomb potentials and order parameter (OP) suppression. 

From a theoretical standpoint, it would be a worthwhile effort to distill the work 
of Polkovnikov et al [109], Nagaosa and Lee [112] and Cassanello and Fradkin [110] 
to understand how Kondo screening ought to influence quasiparticle charge transport 
in the cuprates. From an experimental standpoint, this author's recommendation 
is that measurements of tri(Q,T) be performed upon Ortho-II ordered YBa2Cu 3 06 .5 
(underdoped) and YBa2Cu306.993 (overdoped) at temperatures below 1.3 K. If Kondo 
screening has a role to play in these materials, then the sharp conductivity spectra 
observed at 1.3 K should yield to much broader unitary-like lineshapes at very low 
temperatures where the magnetic defects become screened. 
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Appendix A 

Surface Resistance Measurements 
at 75A GHz 

The discussion in Chapter 3 explained how one can obtain values of Rs from measure­
ments of Q via microwave cavity perturbation. However, as noted in Section 3.3, the 
measurement inherently involves an admixture of the surface resistance in two crystal 
directions because diamagnetic screening currents must traverse one of the in-plane 
directions across the broad ab faces and along the c-axis direction on the thin edges. 
Therefore, the prescribed technique results in measurements of either Raa or R9b with 
a slight admixture of Rsc. Nonetheless, one can disentangle the admixture of Rs from 
different crystal orientations through a series of carefully chosen experiments. Fur­
thermore, one can also determine the background signals alluded to in Eq. 3.22 by 
altering the crystal geometry in an appropriate manner. The measurement procedure 
described herein was inspired by the work of Hosseini et al. [113] in which the authors 
successfully managed to extract Rsc by measuring Rso before and after cleaving their 
YBa2Cu30"6+ x sample parallel to the ac plane. 

This Appendix will begin with a description of measurements performed upon 
Y B a 2 C u 3 0 6 . 9 9 3 (overdoped), from which the surface resistance was successfully ex­
tracted. Finally, measurements performed upon YBa2Cus06.5 (underdoped) will be 
presented and the reasons why they were deemed unreliable will be addressed. 

A . l Measurement Procedure: YBa2Cu306.993 
The first two measurements were performed on a single crystal of YBa2Cu306.993 
with dimensions (xa, x0, xc) = (380 ± 6 fim, 395 ± 6/xm, 23.3 ± 2.3 u.m). In both cases 
the Q of the loaded (sample secured to sapphire plate with grease present) and the 
unloaded (sample, grease and sapphire removed) resonator were measured at each 
temperature. As implied by Eq. 3.22, the losses in the resonator are proportional 
to l/Q and one can isolate the losses due to the superconducting sample and the 
background losses as follows: 

\Q J loaded \Q J unloaded bkgd 
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The first measurements yielded an."admixture of Rsa and Rsc. The sample was 
then rotated by 90° about the c axis, and measurements containing an admixture of 
Rso and Rsc were obtained. The uncalibrated results may be expressed as follows: 

M"-ih)Ah)Ahh (A-2) 

1 \ J l \ J l \ 

The slight difference between the ac and be surface areas on the edges of the 
sample is accounted for by the factor 7C = 0.96 ± 0 . 0 2 . 

The sample was then cleaved parallel to the be plane into 3 fragments and pre­
pared for another d-axis measurement. However, as shown in Fig. A . l , the screening 
currents must now traverse 6 be faces, which multiplies the c axis contribution to the 
loss by a factor of 3. 

1 \ „ . / l \ 

* - \ * ) . + 3 \ $ ) . + t { s ) „ ( A 4 ) 

Finally, the largest of the three fragments was measured again in the d-axis ori­
entation. This portion of the crystal had dimensions (x'a, x'b, x'c) = (172 ± 3 pm, 395 ± 
6 pm, 23.3 ± 2.3 pm), thus the ab surface was 7 a = 0.43 ± 0 . 0 3 of the area of the entire 
crystal. Assuming that the background signal was dominated by the sapphire and 
grease and therefore relatively independent of the change in sample size, 

1 \ J W J}_\ 

*-*\Q).+\Q)S\QL (A5) 

Equations A.2 —> A.5 form a set of 4 independent equations for 4 unknowns. One 
can then simultaneously solve for the unknown quantities by diagonalizing a 4 x 4 
matrix. 

,(I) = M ^ k ( A . 6 ) 

\QJa ! ~ 7 a 

1 \ „ J l \ J l \ 
m-M»-*\Q).-\QL ( A ? ) 
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J 

Geometry for measurement M 

Figure A . l : A depiction of the measurement sequence for Y B a 2 C u 3 0 6.993. The first 
two measurements were performed upon a single piece of YBa2Cu 3 06 .99 3 

with crystal dimensions (xa,Xb, xc) = (380 ± 6 pm, 395 ± 6 pm, 23.3 ± 
2.3 pmy The crystal was rotated by 90° about the c-axis to obtain both 
a and b oriented measurements. The sample was then cleaved into three 
pieces and arranged for another a-axis measurement, thus multiplying 
the c-axis contribution by a factor of 3. Finally, the largest section of 
the crystal with dimensions (x'a, x'b, x'c) = (172 ± 3 pm, 395 ± 6 pm, 23.3 ± 
2.3 pm) was measured. 
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The only remaining task is that of calibration, which was accomplished by measur­
ing a sample of Pbo.95Sno.05 alloy cut to (re, y, z) = (4A2±7 p,m, 4 6 5 ± 8 pm, 2 0 ± 3 jtim), 
which is approximately the same size as the YBa2Cu3 06.993 crystal. The DC resis­
tivity p(T) of the calibration sample was determined independently by a four probe 
measurement and the normal state impedance at 75.4 GHz was calculated via the skin 
depth relation, ^ 

RS{Q, T) = v V o 0 p(T)/2, (A.10) 

where Q is the angular frequency in units of rad • s _ 1 and p has units of Clm. The 
calibration constant was then determined by matching calculated values of RS(Q,T) 
with measurements of S(l/Q)pbsn over a broad temperature range by varying a mul­
tiplicative constant T such that Rs(£l,T) = TS(l/Q)pbSn- This was accomplished by 
minimizing the function 

j?(r) = J2(Rs(Ti)-rs(±) (T , ) ) 2 (A.11) 

i = 1

 V W / PbSn ' 

Geometric factors were calculated to account for the difference in surface areas 
between the Pbo.95Sno.05 and YBa2Cus06.993 samples. One can assume that the sur­
face impedance of the Pbo.95Sno.05 sample is isotropic and then scale T by the ratio 
of the total surface area of the Pbo.95Sno.05 sample traversed by screening currents to 
the combined area of the two broad ab faces of the YBa2Cu306.993 sample to yield 
the calibration factor needed for both Rsa and RSb-

Scaling T by the ratio of the total surface area of thePbo.95Sno.05 sample traversed 
by screening currents to the combined area of the two be edges of the YBa2Cu306.993 
sample yields the calibration factor needed for Rsc. 

*- r 2 ^'(g). (A-13) 

This procedure provides one with calibrated measurements of the surface impedance 
of Y B a 2 C u 3 06.993 in the three crystallographic orientations. Thus, by a careful mea­
surement and cleaving programme one can account for all calibration factors and 
background signals. 

http://Pbo.95Sno.05
http://Pbo.95Sno.05
http://Pbo.95Sno.05
http://Pbo.95Sno.05
http://thePbo.95Sno.05


Appendix A. Surface Resistance Measurements at 75 A GHz 128 

A . 2 E x p e r i m e n t a l R e s u l t s : Y B a 2 C u 3 0 6 . 9 9 3 

Figure A.2 displays the four measurements of S(l/Q) prior to any data processing. 
Error bars have been neglected on these plots since the scatter in any measurement 
below 80 K proved to be less than 1%. Above 80 K the error estimates never exceeded 
5%. 

The individual d, b and c-axis contributions are depicted in the upper panel of 
Fig. A.3. Due to the use of the geometrical factor 7 Q in Eqns. A.6 and A.8, the error 
estimates for d(l/Q)a and 6(1/Q)C have increased to ~ 5% at any point below 80K. 
The lower panel of Fig. A.3 displays the extracted background signal. Below 20 K , 
this quantity remains relatively constant at —5.5 x 1 0 - 9 , which is approximately the 
same size as the low temperature c-axis signal. At 80 K the c-axis signal exceeds the 
background by only a factor of 2. Therefore, 5{1/Q)bkgd has a negligible effect upon 
measurements of <5(1/Q)a and 8(1/Q)b, however it does complicate the extraction of 
S(l/Q)c. Also shown in the lower panel of Fig. A.3 is a direct measurement of 5(l/Q) 
from sapphire with a minute quantity of grease. Note that this measurement yielded a 
positive signal, while the background signal extracted from the 4 sets of measurements 
is negative; a priori, one would expect these quantities to be the same. Therefore, 
the presence of a sample inside of the resonator alters the fields in a nonperturbative 
manner and the assumption that the background signal is only weakly dependent 
upon sample size may be questionable. 

Figure A.4 displays the results of the Pbo.95Sno.05 calibration procedure. The 
hollow circles represent the measured values of 5(l/Q)pbSn multiplied by the fitting 
parameter T = 1.72 x 104 ± 10%. The solid points connected by the curve represent 
the surface impedance calculated via Eq. A . 10 from the independently measured 
values of p(T). The 10% relative error in T due to uncertainty in the dimensions 
of the sample used to measure p(T) far exceeds the error from any other measured 
quantity in this experiment. Thus, a more accurate means of obtaining p(T) for the 
Pbo.95Sno.05 sample is required. A critical point to note in Fig. A.4 is that at the lowest 
temperatures the surface resistance from <5(1/Q)p6s„ is reported as being negative, 
which is indicative of a nonperturbative background signal. The slight correction 
required to make these lowest points at least equal to zero has little effect upon the 
determination of F. 

Subjecting the data in the upper panel of Fig. A.3 to Eqns. A . 12 and A . 13 then 
yields Rsa, Rsb and Rsc, as shown in Figure A.5. Representative error bars have 
also been included, which range from ~ 10 —• 14% over 1.7 to 80 K , but can be 
as large as 30% on RS(C) at 94 K . Recall that the experimental accuracy has been 
limited by errors in the measurement of sample dimensions - in particular xc of the 
YBa2Cu 3 06.993 crystal and all dimensions of the Pbo.95Sno.05 calibration sample used 
for the D C resistivity measurement. 

http://Pbo.95Sno.05
http://Pbo.95Sno.05
http://Pbo.95Sno.05
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Figure A.3: The extracted losses for YBa 2 Cu 3 0 6 . 993 : d, b and c-axis (upper panel) 
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used to secure the sample. The dashed line indicates the low temperature 
nonperturbative correction ~ —5.5 x 10~9. 
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Figure A.4: Calibration of the 75.4 GHz apparatus using a Pbo.95Sno.05 sample. The 
solid points connected by the curve represent the surface impedance cal­
culated from the independently measured D C resistivity. The hollow 
circles represent T x 6(1/Q), where T — 1.72 x 10 4 was determined by a 
least squares fit as described in the text. 
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Figure A.5: The surface impedance of YBa2Cu3 06.993 at 75.4 GHz. 
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A . 3 M e a s u r e m e n t P r o c e d u r e : Y B a 2 C u 3 0 6 . 5 

Measurements of the surface resistance of Ortho-II ordered YBa 2 Cu306 .5 were per­
formed in a manner similar to that discussed in section A . l . However, matters were 
more complicated when measuring the underdoped compound due to the so called 
thin limit problem [58] in which the applied rf magnetic field penetrates into the 
sample on lengthscales comparable the the sample dimensions. In this scenario the 
interior of the sample is only partially screened form the applied fields and the effec­
tive surface resistance and surface reactance are reduced with respect to their true 
intrinsic values. 

As a general guideline, one should always compare the sample thickness xc to both 
the low temperature limit of the in-plane London penetration depth \%

L(T —• 0) and 
the normal state skin depth just above the transition temperature, S^T^), where i 
denotes the direction of flow of the diamagnetic screening currents across the broad 
ab faces of the sample, as depicted in Fig. 3.3. In the limit of local electrodynamics 
the skin depth above Tc can be expressed as follows: 

where cr 0(T c

+) is the normal state D C conductivity at temperature T c

+ . Roughly 
speaking the effective rf screening lengthscale will smoothly vary between \ l

L at low 
temperatures and 8i at high temperatures as oscillator strength is transferred between 
the quasiparticles and the superconducting condensate. Provided Xl

L,6i -C xc then 
one can be assured that the thin limit is not a concern for T < Tc. The same 
arguments apply to the flow of screening currents in the c-axis direction along the 
thin edges of a sample, as depicted in Fig. 3.3, except that one must now compare 
\°L(T —> 0) and 5C(T+) to the broad sample dimensions xa and x0. 

A summary of London penetration depths and rough estimates for normal state 
skin depths just above Tc for Y B a 2 C u 3 0 6 . 5 and Y B a 2 C u 3 0 6 . 993 at 75.4 GHz is shown in 
Table A . l . Surface resistance measurements at 75 A GHz have been used to generate 
5«(TC

+) for the overdoped compound (see Fig. A.5). To obtain values of <5i(Tc

+) at 
75.4 GHz for the underdoped compound I have taken in-plane values of Rs at 22.7 GHz 
(see Fig. 3.15) to calculate the skin depth at that frequency and then scaled the 
results by 1/^/75.4/22.7 ~ 0.55; this latter step should be valid if (Ti(VL,T) f» cr0(T) 
(frequency independent) in the microwave region above T c , which does appear to be 
the case from experiments. However, there were no reliable measurements of Rsc 

in the normal state for YBa 2 Cu 3 06 .5 in existence at the time of writing. As one 
can see from Table A . l , the thin limit regime was kept at bay in the Y B a 2 C u 3 0 6 . 993 
(overdoped) measurements by a wide margin. However, this was not to be the case 
with the YBa 2 Cu30 6 .5 (underdoped) measurements. 

To begin describing the measurement procedure, the rationale for choosing par­
ticular sample geometries will be discussed. It has been learned from experience that 
samples with broad in-plane dimensions no greater than ~ 500 \im are best suited 

(A.14) 
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Doping (x) Direction XL(T - 0) (>ro) 6(T+) (pm) 

0.5 d 0.202 1.6 
S 0.140 1.3 
c 7.5 ? 

0.993 d 0.101 1.3 
b 0.078 1.0 
c 0.66 3.4 

Table A . l : A summary of screening lengthscales for YBa2Cu3C"6.5 and YBa2Cu306.993 
at 75.4 GHz. London penetration depth values are preliminary results 
from the G d 3 + ESR experiment and are current as of October 15, 2003 
[74]. Skin depth values were determined from surface resistance measure­
ments as described in the text. 

for experiments with the 75.4 GHz apparatus because larger samples seem to gener­
ate substantial non-perturbative effects in the cavity. Furthermore it was observed 
that samples of YBa2Cu306.5 of thickness greater than ~ 20 pm were too lossy to 
measure with this apparatus, presumably due to a very large Rsc as compared to the 
overdoped compound. The above considerations thus established the upper bounds 
on the dimensions of candidate samples. The lower bounds were established by con­
sidering the lengthscales presented in Table A . l and multiplying them by a nominal 
factor of 10; thus the minimum allowable thickness was determined to be roughly 
xc ~ 10 x 1.5 pm = 15 pm. A l l that was known at the time of measurement con­
cerning c-axis electrodynamics was that both X°L and Sc would be large, with the best 
estimate of the London penetration depth being XC

L (T —• 0) ~ 20 pm at the time. As 
such, the absolute minimum allowable broad dimension would be (xa, x0) ~ 200 pm. 
However the general trend in Table A . l is that Si is crudely an order of magnitude 
greater than the corresponding value of Xl

L, so it was inevitable that YBa2Cu306.5 
samples with broad dimensions less than 500 pm would enter the thin limit regime 
at some temperature below Tc. 

A series of samples were cleaved from a detwinned single crystal of Ortho-II or­
dered YBa 2 Cu 3 06 .5 that was 14 ± 2 pm thick. These were placed in the 75.4 GHz 
apparatus in the geometry of Fig. 3.3, thus providing measurements containing an 
admixture of in-plane and c-axis surface resistance. A summary of sample dimensions 
and directions of flow for diamagnetic screening currents for a selected subset of the 
measurements is shown in Table A.2. 

It will be assumed that S(l/Q)0kgd ~ —5.5 x 1 0 - 9 for all measurments, as as­
certained from the measurements on the overdoped compound (see lower panel of 
Fig. A.3). Therefore, there are only two unknowns in measurements 1,4 and 8: 
S(l/Q)a and S(l/Q)c. The uncalibrated results (minus the background) can then 
be expressed as follows: 

(A.15) 
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Measurement Direction xa (fim) xb (fim) xc (u.m) 
1 d 370 ± 6 170 ± 6 14 ± 2 
4 d 160 ± 6 190 ± 6 14 ± 2 
7 6 280 ± 6 170 ± 6 14 ± 2 
8 d 140 ± 6 170 ± 6 14 ± 2 
9 b 140 ± 6 170 ± 6 14 ± 2 

Table A.2: Summary of sample dimensions for selected Y B a 2 C u 3 0 6 . 5 surface resis­
tance measurements. Measurement number is for cataloguing purposes 
and Direction indicates that in which diamagnetic screening currents 
flowed across the broad ab faces of the sample. 

Ma = l a , a 6 ^ +lc,a6(J^J (A.16) 

where a € {4,8} and the scale factors ( 7 a ) Q , 7c,a) a r e the ratios of the (ab, be) sur­
face areas of Measurement a to those of Measurement 1. Taking either of the two 
possible combinations of the former measurements with Measurement 1 allows one 
to determine the unknown quantities: 

5 ( h ) = 7 c ' a M l _ ~ M a (A.17) 

^ _ M a - 7 o , a M 1 ( A l g ) 

7c,a 7 a , ct 

Measurements 7 and 9 are likewise a combination of two unknowns: 6(1/Q)b and 
6(1/Q)c. The uncalibrated results (minus the background) can then be expressed as 
follows: 

M^ = l b , 0 s ( ^ ] +7c,ps(±-) (A.19) 
QJb \Q 

where j3 € {7,9} and the scale factors ( 7 ^ , 7 ^ ) are the ratios of the (ab, ac) surface 
areas of Measurement (5 to those of Measurement 1. Since 6(1/Q)c can be obtained 
from Eq. A . 18, then one can isolate 8(1/Q)b accordingly: 

ih)r^(u'-^ih))- (A-20) 

Finally, calibrated values of the surface resistance can be obtained via Eqns. A.12 
and A . 13 with the dimensions (xa,Xb,xc) equal to those of the sample used in Mea­
surement 1 (see Table A.2). 
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A.4 Experimental Results: Y B a 2 C u 3 C > 6 . 5 

The measured values of 8(1/Q) (corrected for the background term 8(1/Q)bkgd = 
—5.5 x 10 - 9 ) are shown in Fig. A.6. The subset of measurements shown herein 
were those in which unexplained background losses were at least minimized, and 
therefore provided the most promising opportunites to extract the intrinsic losses of 
the superconducting samples. Measurements 1,4 and 8 were then used to determine 
8(\/Q)a and 8(1/Q)C, as per Eqns. A.17 and A.18, respectively. The results are 
shown in Fig. A.7. Note that the two d-axis results are in agreement below T c w 
55 K but differ significantly above the superconducting transition. This is the first 
sign of trouble. The c-axis results point to even more severe problems at lower 
temperatures since one of the attempts to extract 8(1/Q)c appears to fail for T > 
40 K. Fortunately there is reasonable agreement at lower temperatures. Thus T ~ 
40 K must be recognized as an upper limit on T for which the data analysis presented 
herein can be considered reliable. 

To extract 8(1/Q)b via Eq. A.20 it has been assumed that 8(1/Q)C, as obtained 
from Measurements 1 and 4, will suffice. The results are shown in Fig. A.8. It 
is evident that the results from using Measurements 7 and 9 disagree over a broad 
temperature range. However, it appears that the results obtained using Measurement 
9 differ from those obtained using Measurement 7 by an additive constant below 
~ 40 K. Since the dimensions Xb and xc are the same for both measurements then 
this discrepancy cannot be blamed upon thin limit problems. Given that it is difficult 
to imagine how one could err in having less loss in a measurement, it is suspected that 
Measurement 9 has a systematic error in the background signal for which the data 
have not been properly corrected. Therefore, the results obtained using Measurement 
7 must be viewed as the most reliable. However, the reader is reminded that the 
extraction of 8(1 /Q)b is very dependent upon knowing 8(1/Q)c, which is not to be 
trusted above ~ 40 K. 

The calibrated surface resistance of Ortho-II ordered YBa2Cu306.5 at 75.4 GHz is 
shown in Fig. A.9. Error bars have been shown at a few select points that account 
for the statistical scatter in the measurements, uncertainties in the various geometric 
factors in Eqns. A . 17 - A.20 and the ~ 10% systematic error in the overall multi­
plicative calibration factor. These errors account for neither the uncertainty in the 
background 8(1/Q)bkgd nor are they indicative of the author's confidence in avoiding 
the thin limit regime. Nonetheless, it will be reiterated that these date are certainly 
suspect for T > 40 K . Interestingly these data also suggest that Rsa > Rsb over 
the entire measured temperature range. This is certainly unexpected and may very 
well stem from a misidentification of the crystalline axes. The standard means of 
determining the in-plane crystalline orientation for a microwave spectroscopy sample 
is to compare it to a detwinned single crystal with known orientation under polarized 
light, as shown in Fig. 3.2. Under such conditions there is generally some weak but 
discernable contrast in the colour of the two crystals if their d-axes are not aligned 
parallel. It is conceivable (but unlikely according to this author's records) that there 
was an error in the identification of the crystal orientation. 
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The primary interest of the microwave spectroscopy programme in the U B C super­
conductivity laboratory at the time when these measurements were being taken was 
in order parameter phase fluctuations near Tc. Consequently, there was significant 
emphasis placed upon obtaining high temperature data. Since the 75.4 GHz appara­
tus failed to yield reliable data near Tc (presumably due to 5C(T+) being some sizeable 
fraction of the broad sample dimensions) then this author decided that any further 
measurments on underdoped YBa2Cu306+ x samples at high microwave frequencies 
warranted the development of a new experimental approach that could circumvent 
the need to flow screening currents along the c-axis oriented edges of a sample. The 
tasks of designing and constructing a new quasioptical millimeter wave apparatus 
were then taken on by this author. The construction of this new apparatus is an 
on-going project as of October 2003. 
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Figure A.6: Raw measurements (minus 8(1/Q)bkgd) on Y B a 2 C u 3 0 6 . 5 containing an 
admixture of a and c-axis contributions (upper panel) and an admixture 
of b and c-axis contributions (lower panel). 
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Figure A.7: The extracted losses for Y B a 2 C u 3 0 6 . 5 : a, (upper panel) and c-axis (lower 
panel). 
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Figure A.8: The extracted 6-axis losses for YBa2Cu306.5-
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Figure A.9: The surface impedance of Y B a 2 C u 3 0 6 . 5 at 75 A GHz: a and b-axis (upper 
panel) and c-axis (lower panel). 


