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Abstract 

This thesis is concerned with the evolution of long wavelength cosmological per­
turbations in the very early inflationary and post-inflationary stages of the uni­
verse. I first provide a thorough review of the relevent theoretical background. 
This material is presented in a completely original manner, with essentially 
all of the required results exposed together. Emphasis is made throughout on 
elucidating the physical meaning of the results. I next perform a study of a 
particular inflationary model for which there can be explosive growth of long 
wavelength perturbations due to the process of parametric resonance, and I try 
to determine whether the backreaction of small scale perturbations is sufficient 
to save the standard inflationary predictions. I conclude that, for certain pa­
rameter values, it is not. Then I describe in considerable detail general aspects 
of the evolution of long wavelenth modes. I provide a careful link between the 
evolution of a set of homogeneous background scalar fields, treated as a dy­
namical system, and the evolution of physical, long wavelength modes. I show 
that in general we expect several physical modes which cannot be gauged away, 
and whose evolution depends on the behaviour of the background system. In 
parametric resonance the resonance can be seen as the instability of a periodic 
orbit in the background phase space. Finally I demonstrate that another type 
of background instability, dynamical chaos, can similarly lead to the rapid 
growth of long wavelength modes. 
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Chapter 1 

i 

Introduction 

In the study of the early universe, an important issue is the origin and early 
evolution of the small perturbations from homogeneity that eventually formed 
the exceedingly rich structure we observe today. While the evolution at late 
times, and in particular after Hubble radius re-entry, is well understood, much 
remains to be worked out regarding the earlier behaviour. In this context, the 
theory of inflation provides the most promising scenario to elucidate those early 
moments. Inflation was originally proposed as a means of resolving several 
issues with the standard hot big bang theory, which involve the apparently 
mysterious initial conditions required by that theory. In essence, it appears 
that the Hubble length at late times is much smaller than the true causal 
horizon size. Inflation provides a well-defined dynamical process during which 
the comoving Hubble length decreases, hence resolving the horizon issue and 
setting the stage for the standard hot big bang. 
- As an unexpected bonus, it was soon realized that inflation also provided 

a mechanism for the generation of cosmological perturbations. This involves 
quantum scalar field fluctuations being stretched outside the Hubble length. 
While many problems remain, most notably a concrete particle physics realiza­
tion of inflation, inflationary model building has become an industry, and the 
predicted spectrum of perturbations is a fundamental tool linking a particular 
model to observable quantities, such as the Cosmic Microwave Background 
(CMB) radiation and large-scale structure. 

In the simplest single-scalar-field inflationary models, this linkage is very 
straightforward, as a conserved curvature perturbation exists for long wave­
lengths which allows inflation-generated perturbations just after Hubble radius 
exit to be trivially propagated across the vast gulf of time until Hubble re-entry. 
However, it has long been known that the situation can be very different when 
two or more scalar fields are present. Then no conservation law exists in gen­
eral, and therefore the evolution during the entire super-Hubble era must be 
carefully followed. 

One example where such non-trivial evolution can occur is during the pe­
riod of reheating, which immediately follows inflation and is characterized by 
an essentially homogeneous scalar field oscillating and decaying into small scale 
fluctuations which thermalize and serve as the initial state for the hot big bang. 
It has been realized relatively recently that during this period it is possible, in 
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multi-field models, for long wavelength perturbations to be amplified tremen­
dously through the process of parametric resonance. 

The work in this thesis began by addressing the issue of how important 
this amplification can be in a specific model, once the backreaction of small 
scale perturbations is taken into account. The work then turned to more 
general questions. In particular, what are the general conditions under which 
long wavelength modes can grow? Are there specific kinds of dynamics other 
than parametric resonance which occur in realistic inflationary models, and 
which also may violate the conservation law? The practical importance of 
these questions lies in the fact that the violation of the standard inflationary 
predictions in any such model can be used to filter out that model as a viable 
description of the early universe. 

This thesis begins with a thorough review of the theoretical background 
required for the later results. While most of this material is not new, it is 
presented in a completely original manner, with essentially all of the required 
results exposed together. It is intended also as a reference to be queried in 
later work. Emphasis is made throughout on elucidating the physical meaning 
of the results, and on the important techniques and approximations that allow 
a tractable treatment of general relativistic perturbations. Chapter 2 reviews 
the general relativity of a homogeneous universe, describing the metric, energy-
momentum tensor, and solutions to Einstein's equation, and then describes the 
shortcomings of the hot big bang theory, before introducing inflation. 

Chapter 3 reviews a wide range of material regarding cosmological pertur­
bations. Fundamental techniques are introduced, such as the decomposition of 
quantities into scalar, vector, and tensor parts. Gauge invariance is discussed 
at length, emphasizing the physical meaning of the various results. A novel ap­
proach to the derivation of the arbitrary-gauge linearized Einstein's equation 
is made, and results are presented wherever possible in such arbitrary-gauge 
form. 

In Chapter 4 I describe a particular inflationary model which is known 
to exhibit parametric resonance. I then perform a study of the growth of 
long wavelength perturbations in this model, and try to determine whether 
the backreaction of small scale perturbations is sufficient to save the standard 
inflationary predictions. I conclude that, for certain parameter values, it is 
not. 

Finally, in Chapter 5 I describe in considerable detail general aspects of the 
evolution of long wavelenth modes. I begin with a discussion of the adiabatic 
conservation law. I next provide a careful link between the evolution of a set 
of homogeneous background scalar fields, treated as a dynamical system, and 
the evolution of physical, long wavelength modes. I show that in general we 
expect an adiabatic mode which looks locally like a time-translation of the 
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backgrounds, and several physical modes which cannot be gauged away, and 
whose evolution depends on the behaviour of the background system. I revisit 
parametric resonance with this picture in mind, according to which, for long 
wavelengths, the resonance can be seen as the instability of a periodic orbit 
in the background phase space. Finally I demonstrate that another type of 
background instability, dynamical chaos, can similarly lead to the rapid growth 
of long wavelength modes. 

In Appendix A, I present some early work in collaboration with Martin 
White regarding cosmological parameter estimation for the tensor contribution 
to the CMB. This work is not presented as a chapter because it lies somewhat 
outside the scope of the main part of the thesis and would require significant 
further background material. 

More thorough, but still concise, descriptions of the contents of each chapter 
can be found in their opening pages. 

The major original contributions in this work include Sections 4.3, 4.4, and 
4.5, which were published in [58]. In addition, parts of Sections 5.2 and 5.3 
have been submitted for publication. This work appeared in an earlier form as 
[59]. Appendix A was published.in [57]. While the references [58] and [57] were 
co-authored, in both cases essentially all of the calculations and most of the 
writing was done by myself. As I mentioned previously, much of the material 
on cosmological perturbations is presented in a novel manner, and it is hoped 
that this exposition can serve a pedagogical purpose. 
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Chapter 2 

Homogeneous Cosmological 
Background 

The study of the very early universe is based upon two main foundations: 
that of Einstein's theory of gravitation and that of the cosmological principle, 
which states that the universe at the largest scales can be well approximated 
as homogeneous and isotropic. In this chapter, I will review these two founda­
tions. First, in Section 2.1 I will provide a very brief "derivation" of Einstein's 
field equation and an elementary description of general relativity including the 
"conservation" of energy-momentum. My goal is to show how the field equa­
tion (and indeed all the results to come) follow from a very simple variational 
principle, and perhaps to motivate that principle somewhat. 

Next, in Section 2.2, I will discuss the cosmological principle and review 
the standard results of the theory of a precisely homogeneous and isotropic 
universe. I will derive the forms of the metric and the energy-momentum 
tensor consistent with exact homogeneity, and find that the metric will be 
constrained to within one free function, the scale factor a, and the energy-
momentum tensor to within two, the comoving energy density p and pressure 
P. Then I will write Einstein's equation, which relates a to p and P, present 
exact solutions in special cases, and describe some properties of the solutions, 
such as the existence of horizons. 

Next I will describe some shortcomings of the standard hot big bang model, 
and point out that each can be resolved with a very early period when the co-
moving Hubble length decreases. This will lead directly into an elementary 
description of scalar fields and the homogeneous dynamics of inflation in Sec­
tion 2.3. 

Most of the material in this chapter is review and can be found in standard 
texts [16-20]. 
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2.1 Theoretical background 
2.1.1 Gravitational action and Eintsein's field equation 
In cosmology, as in much of physics, we are interested in the dynamical evolu­
tion of various fields on a four-dimensional spacetime manifold. In particular, 
we are interested in the dynamics of the metric g^ and any other fields F which 
represent matter, given some specified conditions. Perhaps the simplest way to 
attempt to specify the dynamics is to specify g^ and F on a three-dimensional 
hypersurface E surrounding some four-dimensional spacetime volume in which 
we wish to determine the evolution (e.g. a "slab" between two spacelike hyper-
surfaces t'— ti, £2 and extending to spatial infinity). If we want our dynamical 
equations to be generally covariant, i.e. invariant under general coordinate 
transformations x M —* x^, we can begin with a scalar statement of the dynam­
ics. To do this we must first construct the action, S, a scalar-valued functional 
which maps configurations of g^v and F inside E to the real numbers. The 
simplest way to then single out one field configuration is to require that it 
correspond to an extremum of the action, i.e. 

(subject to 5g^u = 8F — 0 on E) for the actual dynamical configuration. 
This configuration will entail the classical evolution of the matter-gravitation 
system. 

The problem then becomes one of finding an action that describes the 
observed physical world. To start, an action ;Sg that describes the gravitational 
dynamics in the absence of matter must be constructed from g^ alone. To do 
this we can use the Ricci scalar, 

5S = 0 (2.1) 

R = Rfl (2.2) 
where the Ricci tensor Rul/ is a contraction of the Riemann tensor 

(2-3) 

The Riemann tensor is related to the connection coefficients T^x by 

R» = 2IT, (2.4) 

while the are finally expressed in terms of the metric as 

(2.5) 
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The simplest choice for the gravitational action is the Hilbert action, 

^ JR^gd'x, (2.6) 
5 G " 16TTG 

where the integral is over the volume bounded by E. Also, g = — detpM„, 
so that the volume element yjg d4x is invariant and thus Sg is a manifestly 
invariant scalar. The gravitational constant G gives the action units of angular 
momentum, and hence mass dimension zero. This (or any) action may be 
written in terms of the Lagrangian density £, which is defined by 

S= f Cd4x. (2.7) 

Thus the gravitational Lagrangian density is 

^ £ § • <2-8> 
Now I will review the derivation of Einstein's equation from the Hilbert 

action. First define the coefficient in the variation of Sg with respect to g^v to 
be the Einstein tensor, G^, i.e. 

SSe = JG^Sg,uyJgd4x. (2.9) 

To explicitly calculate G^u we need to evaluate three terms, 

Siy/gg^R^) = y/gR^8{9n + RSyJg + y/gg^SR^. (2.10) 

The third term can, after some work, be written as an ordinary divergence, 

y/QSTSR^ = 2 (JggTSThv) ,A]- (2.H) 
Thus by Gauss's theorem we may transform this term into a surface integral 
over E which promptly vanishes by virtue of the boundary conditions. Next, 
for the first term in (2.10), note that 

0 = % ^ A ) = 8{sT)9uX + sTSguX (2.12) 
so that 

v) = -<f V ^ P A . (2.i3) 
Also, we can calculate for the second term in (2.10) 

<Ws = ̂ <r%,. (2.i4) 
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Combining these results and reading off the coefficient of Sg^ we finally obtain 

= BT - \g^R. (2.15) 

In order to complete this "derivation" of Einstein's equation, I will need 
to discuss the matter action S m and construct the energy-momentum tensor. 
The total action for the system (g^, F) is the sum 

• S = Se + Sm. (2.16) 
Sm will be a functional of the fields F as well as g^, expressing the fact 
that matter couples to gravity. Thus when we determine the dynamics of the 
combined system through Eq. (2.1), the variation 5Sm must involve variations 
in both g^y and F. However, the part of 8Sm involving variations in F must 
be zero, since this condition determines the matter dynamics in the presence 
of a given gravitational background. Thus we have 

5Sg + 5Sm = 0 (2.17) 
subject to 5g^v = 0 on E and 5F = 0 everywhere. Now define the coefficient 
of the variation of 5Sm with respect to g^ to be the energy-momentum tensor 
T/_u/, i.e. 

5Sm=l-j T^5g^d4x. (2.18) 
Note that any antisymmetric part to TM„ will not contribute to 5Sm by the 
symmetry of Sg^, so we can always take the energy-momentum tensor to 
be symmetric (and similarly for G^). Finally, inserting the definitions (2.9) 
and (2.18) into Eq. (2.17), and allowing arbitrary variations bg^y inside E, we 
obtain Einstein's field equation, 

QIW = Ri»> _ \g^R = 8?rC7T^. (2.19) 

Note that we can modify the gravitational dynamics in a simple way by 
adding a constant term to the Ricci scalar in S'g, i.e. 

Ss = \tc j(R-2A)V9d4x- (2-2°) 
Then we have the additional term 

5 ( - 2 A V s ) = -2ASy/g (2-21) 
in the variation of S'g, which changes the field equation to 

+ Ag^ = 8 7 r G T ^ . (2.22) 
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Since involves second order spacetime derivatives, the effect of such a 
cosmological constant A will be most noticable at the largest scales. Also 
notice that the inclusion of the cosmological term is somewhat a matter of 
taste, since it is always possible to absorb any term Ag^ into a redefined 
energy-momentum tensor. 

2.1.2 Energy-momentum "conservation" 
The action formalism allows us to transparently relate symmetries of the dy­
namical system to corresponding conserved quantities. For example, gauge 
invariance in electrodynamics leads to conservation of charge. In a closely 
analogous way, the general covariance of Einstein's gravitational theory leads 
to a covariant law which generalizes the special relativistic conservation of the 
energy-momentum tensor. 

To demonstrate that TM„ satisfies such a covariant law, consider a special 
type of variation of g^, namely that due to a coordinate change 

x" -> = x» - (2.23) 

where f = 0 on E . In this case g^v will change, according to the tensor 
transformation law, as 

gM - g^'ix) = 9\P(x)^^- (2-24) 

The general covariance of the theory implies that Sm will not change under the 
replacements (2.23) and (2.24) (recall that Sm does not change under F —> F 
by the matter equation of motion). However, the coordinate x is a dummy 
integration variable in Sm, so Sm also does not change under 

(a) -» g^(x). (2.25) 

For an infinitesimal transformation this change in g^v becomes a Lie deriva­
tive (see Section 3.4.1), 

% i / = 9v*{x) - 9^(x) = C^g^u = itjx-y). (2.26) 

Thus, according to the definition of T^, Eq. (2.18), 

0 = 6Sm = J T^Zwy/gcPx (2.27) 

= J T^y/gcfix (2.28) 

= /{T^U^gd'x- jT^y/gtfx. (2.29) 
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With the aid of the identity 

V% = ^ ( V ^ X M (2-30) 

we can write 
J(T^^);,V9d4x = J ( v W U , d4x. (2.31) 

Thus the first term in (2.29) can be rewritten as a surface integral over E which 
vanishes, leaving 

Jr^^gd4x = 0. (2.32) 
Then, by the arbitrariness of £M, we obtain the covariant law 

T^.v = 0. (2.33) 
Note that by a completely analogous calculation we obtain 

G^.v = 0, (2.34) 
so that the contracted Bianchi identity can also be seen as a consequence of 
general covariance. 

We can obtain insight into the interpretation of the various components of 
T^v in a particular chart by considering the special case of Cartesian coordi­
nates x^ = (t, x%) in flat or Minkowsky spacetime (I label spatial components 
with latin indices). If we constrain £ M to lie along a (constant) timelike di­
rection, but let it be otherwise arbitrary, i.e. £ M = (£°,0), we conclude from 
Eq. (2.32) that 

T\ = d4~ + d4- = 0. (2.35) dt dxi 

This implies via Gauss's theorem that 

T"vdSu = 0, (2.36) 
s 

where the integral is over an arbitrary closed hypersurface E. In particular, if 
we let E enclose the slab between t = t\ and t = ti and extending to spatial 
infinity, and if T^v vanishes at infinity, then 

J T00d3x = const. (2.37) 

In words, time-translation invariance implies energy conservation, with T 0 0 the 
energy density and T°l the energy flux vector. Similary, for ^ = (0,£l), we 
obtain 

T\v = 0, (2.38) 
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which is the statement of momentum conservation. Again, T is the density 
of the i th component of momentum and TTJ is the momentum flux tensor, 
also called the stress tensor. Thus we recover the familiar connection between 
translational symmetries and energy-momentum conservation in Minkowsky 
spacetime. 

Note, however, that the covariant "conservation law", Eq. (2.33), does not 
in general imply the existence of conserved quantities in the sense of Eq. (2.37). 
This is because the tensor identity 

= -^-(y/gm,, + T;XT»X (2.39) 

implies instead that 

(2.40) 

and we cannot in general set the connection coeficient in the "source term" on 
the rhs to zero everywhere. Nevertheless, in special cases where the spacetime 
exhibits symmetries it may still be possible to write a strict conservation law. 
For example, if we can find a vector field itM for which = 0 (which implies 
an isometry of the spacetime; see the following section), then 

(T^u^ = T^uv = 0, (2.41) 

which, with the identity (2.30), implies that the vector T^vuv is strictly con­
served. Also, by the equivalence principle, we can always consider small enough 
regions of spacetime that are as near as we wish to Minkowsky, so conservation 
will be enforced locally in such regions. On the other hand, techniques exist 
to construct effective energy-momentum pseudotensors which attempt to take 
into account the contribution to energy and momentum of the gravitational 
field itself [16, 18, 19]. However, this cannot be done unambiguously, because it 
is impossible to define a unique covariant local gravitational energy-momentum 
density. 

2.2 Exactly homogeneous and isotropic 
spacetimes 

2.2.1 The cosmological principle 
The study of the early universe is based upon the foundations of general rel­
ativity, described briefly in the previous section, and the cosmological prin­
ciple. This principle states that on sufficiently large scales, the universe is 
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spatially homogeneous and isotropic, except for small perturbations which can 
be treated with linear perturbation theory. It is strongly motivated by galaxy 
surveys and measurements of the C M B . A crucial part of the cosmological 
principle is the tenet of antianthropocentrism, which states that we are in a 
typical place in the universe (at least insofar as large-scale structure is con­
cerned). Thus while galaxy surveys, for example, only reach so far, accepting 
the cosmological principle means assuming that the poorly or completely un­
observed regions are largely the same as ours. A theoretical basis for better 
understanding this homogeneity will be provided by the inflationary scenario. 

Motivated by the cosmological principle, we can decompose the metric 
and all matter fields into precisely homogeneous and isotropic backgrounds 
and arbitrary but "small" perturbations. Throughout this thesis, background 
quantities will be indicated by a superscript °, perturbations with a 5, and exact 
quantities will be unadorned, unless otherwise noted. Thus, e.g., a scalar field 
F is decomposed as 

Fix") =°F(t) + 5F(x*i). (2.42) 

For the remainder of this chapter, I will consider only the exactly homogeneous 
backgrounds, and thus I will drop the background superscript °. Perturbations 
will be the subject of Chapter 3. 

In order to state the cosmological principle in the language of general rel­
ativity, I will introduce two tensor properties. A n isometry of spacetime is 
defined as a coordinate transformation x^' —> x^ for which 

9ixu(x) =g^{x). (2.43) 

Similarly, any scalar, vector, or tensor field F representing matter is said to 
be form invariant if 

F(x) = F(x). (2.44) 

(Both of these conditions can be expressed by the vanishing of the Lie deriva­
tive, C^g^u = 0 and C^F = 0, where £M = x^ — 5^; see Section 3.4.1.) 

Homogeneity implies that there exists a foliation of spacetime, i.e. a choice 
of the time coordinate t, for which the constant-time hypersurfaces S t are 
homogeneous. That is, there exists a three-parameter family of spatial trans-
lational isometries of the metric tensor on the E t , and all matter fields F are 
form invariant under the same family of translations. 

Isotropy means that there exists a timelike vector field such that any 
observer with worldline tangent to « M can observe no preferred direction. Thus 
there is a three-parameter family of spatial rotations that are isometries of g^ 
and render all matter fields form invariant. Symmetry implies that the vector 
field is everywhere normal to the E t . The field defines the comoving 
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reference frame: if the matter is an ordinary fluid, the comoving frame coincides 
with the rest frame of the fluid. 

To summarize, when the cosmological principle is satisfied exactly, then at 
a fixed time the metric tensor and all matter fields have the same functional 
form regardless of where we look or how we orient our spatial coordinates. 

It is very natural in a homogeneous and isotropic spacetime to decompose 
tensors into space and time components. In doing this, an obvious choice for 
the time coordinate t is one that foliates spacetime into homogeneous hyper-
surfaces E t . Lines of constant spatial coordinate x% can be chosen to be integral 
curves of the comoving vector field u^. Unless I state otherwise I will always 
make these choices. It will be very important to understand the transforma­
tion properties of these space and time components under the restricted class 
of spatial coordinate transformations on the E t , 

x° x° = x°, xl x1 = xl(xj). (2.45) 

From the general transformation properties of a second-rank tensor SM„, 

S)TK C)T^ 

S^P) = hhs^xP)' (2-46) 

it is clear that under (2.45) Son transforms as a scalar while Soi and Sij trans­
form as three-vectors and second-rank three-tensors, respectively. (For exam­
ple, 

F)TK' C)T^ C)T^ 

so that Soi transforms like a spatial vector.) Similarly, the components Vo and 
Vi of a four-vector V M transform like spatial scalars and vectors, respectively. 
Thus in a homogeneous and isotropic background, the rotational isometry (or 
form invariance) implies that all spatial vectors Soi and Vi must vanish in a 
comoving frame, since the zero vector is the only vector that is invariant with 
respect to arbitrary rotations. Conversely, if such a vector were not zero, it 
would define a prefered direction. Similarly, a spatial tensor SV, can only be 
constructed from the "generic" tensors g^ and e^. Also, homogeneity implies 
that any spatial scalar must depend only on the time. 

2.2.2 The Friedmann-Robertson-Walker metric 
The high degree of symmetry in a spacetime satisfying the cosmological princi­
ple greatly simplifies its treatment. In fact, these symmetries alone will enable 
us to determine to a great extent the form of the metric, without any use of 
Einstein's field equation. 
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To begin our determination of the metric, define t such that t 2 — h is the 
lapse of proper time between hypersurfaces E t l and E t 2 in a comoving frame, 
so that goo = —1. Isotropy implies that the spatial vector got must vanish in 
the comoving frame, by the argument of the preceeding subsection. Thus in 
the comoving frame the line element has the form 

ds2 = -dt2 + gij(x^) dx'dxj. (2.48) 

Note that this form of the metric also follows from the orthogonality of the 
field to the E t . For, if is an arbitrary vector in a hypersurface E t , then 

0 = X X = goiX'u0 (2.49) 

for all X1 implies got = 0 in a chart in which = (u°,0), i.e. in a comoving 
chart. A metric of the form (2.48), with g0o = —1 and g0i — 0, defines a 
synchronous coordinate system. The name derives from the fact that in such 
a system it is possible to globally synchronize clocks [18]. In the present case 
the hypersurfaces E t provide that synchronization. 

Next, consider the time dependence in the spatial metric gij. To be com­
patible with the homogeneity and isotropy of the E t for all time, g^ must 
involve only an overall scale factor a(t), so that 

gij(xfi) = a2(t)lij(xk). (2.50) 

That is, any time dependence apart from a uniform expansion or contraction 
will distort the spatial geometry and destroy the symmetries. Thus the full 
metric is 

ds2 = -dt2 + a2{t)iij{xk) dx*dxj. (2.51) 

The form of the constant spatial metric 7^ is very tightly constrained by 
the six independent translational and rotational isometries. In fact, the E 4 are 
"maximally symmetric" constant-curvature spaces, and can take only three 
distinct forms, depending on whether the curvature is positive, zero, or neg­
ative. Although I will not need the explicit form of the spatial metric, I will 
state it here. We can choose spherical coordinates such that [19] 

ds2 = -dt2 + a2(t) 
dr 2 

1 - ACr2 
+ r2(d92 + sin 2 6 dcf)2) (2.52) 

where AC can take the values 1, 0, or —1. For AC = 1, each E t is a space 
of positive curvature, namely the closed three-sphere. For AC = 0, the E t 

are Euclidean. Finally, for AC = —1, each E t is an open space of negative 
curvature. The metric (2.52) is known as the Friedmann-Robertson-Walker 
(FRW) metric. In the case AC = 0, if we choose Cartesian coordinates, 7^ is 
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simply the unit matrix. Also in this case, the normalization of a(t) is arbitrary, 
and any physical prediction must depend only on ratios of the scale factor. 

We can put the metric and upcoming calculations into a more symmetrical 
form by defining the conformal time rj through 

a(t)drj = dt. (2.53) 

Then the metric becomes 

ds2 = a2(n)(-dn2 + 7 i i (x f c ) dxldxj). (2.54) 

This form of the metric is very useful for elucidating the causal structure of 
the spacetime, as we will see in Section 2.2.6. 

Recall that the spatial coordinates xl in the F R W metric written in the 
form (2.51) or (2.54) are comoving coordinates, i.e. worldlines of constant xl 

are the trajectories of observers to whom the universe appears isotropic. As I 
mentioned in Section 2.2.1, for an ordinary fluid this means the comoving ob­
servers are at rest relative to the fluid. At late times, for example, the comoving 
coordinates of galaxies are (roughly) constant. Often, on the other hand, it is 
useful to discuss the physical distances between events. The symmetry of the 
F R W metric makes it unambiguous and easy to write the physical separation 
between two events on the same constant-time hypersurface E 4 . Namely, if 
two such events are separated by comoving distance A r along the xl direction, 
then their physical separation Al is 

Al(t) = J a(t) dxi = a(t) J dxi = a(t)Ar. (2.55) 

(Of course no such simple relation connects the proper- and conformal-time 
separations between events—instead Eq. (2.53) must be integrated.) The 
proper time derivative of the physical separation is 

^ = a(t)Ar = H(t)Al(t), (2.56) 

where d = da/dt and H(t) =. a/a is the Hubble parameter. Eq. (2.56) is 
the famous Hubble's Law, expressing the linear relationship between recession 
speed and physical distances. 

2.2.3 Energy-momentum tensor and conservation 
Just as the cosmological principle enabled us to determine the form of the met­
ric up to a single arbitrary function a(rj), the background symmetries will allow 
us to deduce much about the form of the energy-momentum tensor and its 
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conservation law before we apply Einstein's equation. First, choose comoving 
synchronous coordinates as specified by the F R W metric (2.51). Homogeneity 
implies that T00 depends only on time. The arguments below Eq. (2.47) imply 
that Toi = 0 and that Tid- is a time-dependent multiple of g^-. That is, 

Too = p(t), (2-57) 
T0i = 0, (2.58) 

= P(t)9ij. (2.59) 

We can combine these components into the unified tensor 

= p(t)u^up + P(t)h^v, • (2.60) 

where 
hfu, = 9pv + u^Uu (2.61) 

projects orthogonal to ttM, which is the timelike unit vector field which defines 
the comoving frame. From the discussion of the energy-momentum tensor in 
Section 2.1, we can interpret p as the energy density in the comoving frame, 
and P as the "isotropic stress", i.e. the pressure, in the same frame. Note 
that in order that expression (2.60) for T^v be covariant, p and P must be 
four-scalars. Thus p and P are defined to be scalar fields which happen to 
take on the values of the energy density and the pressure at each event in the 
comoving frame. 

Expression (2.60) is in precisely the form of the energy-momentum tensor 
for a homogeneous perfect fluid. A perfect fluid is defined by the condition that 
at each point in spacetime there exists a reference frame (the comoving frame) 
such that the matter in the neighbourhood of the point appears isotropic. For 
an ordinary fluid this will be the case if mean free paths are much shorter than 
the distances over which the fluid parameters vary significantly, and viscosity 
and heat dissipation are negligible. 

Recall from Section 2.1 that in general the law T^v = 0 does not imply 
a strict conservation law. However, the symmetries of a homogeneous and 
isotropic spacetime will enable us to write a conservation equation. I will 
use the comoving synchronous chart defined by the F R W metric (2.51). The 
components T '" must be zero because they form a spatial vector. That is, mo­
mentum conservation is trivially satisfied in the comoving chart. To calculate 
the time component, we first have from Eq. (2.60) 

= (p + P)^u" + (p + P) K ; A X + + P^T = 0. (2.62) 

Thus the component parallel to uv is 

"JI""* = - (P + J > " ; „ = 0. (2.63) 
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However, p^u^ — dp/dt = p, and 

< M = T > A = JTjo = 3H (2.64) 

[see Eq. (2.72) in the next section]. Thus we have finally 

p=-3H(p + P). (2.65) 

This energy conservation equation can be rewritten 
d dn3 

1« = <2-66> 
which amounts to the first law of thermodynamics for the energy in a volume 
proportional to a 3 , under conditions of constant entropy (adiabatic expansion). 
The simple energy conservation equation (2.65) is very powerful, since it is 
independent of the presence of a cosmological term A or spatial curvature /C. 

Further progress requires specifying a relationship between p and P, namely 
the equation of state. If we define the parameter w, also called the equation 
of state, by 

w = —, (2.67) 
P 

then, in the case w = const, we can readily integrate the energy conservation 
equation to obtain 

p a 3 ( « , + i ) = c o n s t _ ^2.68) 
The value of w (if it is even a constant) must be determined by the particu­
lar form of the energy-momentum tensor derived from the matter action via 
Eq. (2.18). However, I can summarize three important special cases here. The 
case w = 0, which corresponds to pressureless "dust", or a "matter-dominated" 
universe, gives 

pa3 = const. (2.69) 
In words, the energy within a given comoving volume is constant. For the 
radiation-dominated equation of state, w = 1/3, 

pa4 = const. (2.70) 

This expresses the constancy of the number of relativistic particles within a 
comoving volume. Finally, for w = — 1, 

p = 0. (2.71) 

For such an equation of state, the energy density does not decay, as the negative 
pressure does work on a volume as it expands. Note that had we absorbed a 
cosmological constant term Ag^ into the energy-momentum tensor, then in 
vacuum we would have p = A/87rG and P = —A/8nG, so that w = — 1. Thus 
this equation of state is referred to as a cosmological-constant- or vacuum-
dominated equation of state. 
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2.2.4 Einstein's equation 
I have now derived the general form of the metric imposed by the cosmological 
principle, namely the F R W metric (2.51) or (2.54). Also, I have determined 
the form of the energy-momentum tensor consistent with homogeneity and 
isotropy, namely the homogeneous perfect fluid form (2.60). It is now time, 
finally, to apply Einstein's field equation (2.22) to the F R W metric in the 
presence of the cosmological and thus determine the dynamical evolution 
of the spacetime. In order to proceed, we first need to calculate the connection 
coefficients using their definition, Eq. (2.5). Very straightforward calculations 
give 

T)0 = H8), l t , - , « 2 / / 7 u , T)K = ^Y)K (2.72) 

for the proper-time, comoving chart defined by Eq. (2.51). Using instead 
conformal time, I obtain 

T°OQ = H, r j 0 = ra}, T% = H 1 I 3 , r$ f c = (3>r}fc, (2.73) 

where Ji = a'/a. The space-space-space components are equal to the connec­
tion coefficients on the constant-time hypersurfaces, 

( 3 ) r } f c = / ( l i W - \ljk^j , (2.74) 

although I will not need their explicit form. Note though that these purely 
spatial components vanish for Cartesian coordinates in a spatially flat (/C = 0) 
universe. A l l T's not shown here are either zero or related by the symmetry 

r £ , = r ^ . (2.75) 

Next, we can calculate the symmetric Ricci tensor from the contracted 
version of Eq. (2.4), 

R^w = 2r^[l/)A] + 2 r £ [ A r ^ . (2.76) 

We know that the vector i?oi is zero in a comoving chart. Thus we only need 
to calculate the two distinct components RQQ and Rij. From the expression 
(2.76), it is apparent that R^ can be written as the sum 

Rij = Rij\fc=Q + ^ ̂ Rij, (2.77) 

where ^Rij is the spatial Ricci tensor calculated from ^r*- f c alone. The only 
tensor that can be used to construct ^Rij on the maximally symmetric hyper­
surfaces £ t is 7ij, and hence we must have 

^Rij = 2 /C 7 i j , (2.78) 
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where the proportionality constant is determined by consistency with the F R W 
metric, Eq. (2.52). Thus, using Eq. (2.76) I find the non-zero components of 
the Ricci tensor to be 

R00 = - 3 - , Rij = (da + 2d 2 + 2/C) 7 i i (2.79) 

in the proper-time chart, or 

RQ0 = -3H', R^ = (H' + 2H2 + 2/C) 7 l J (2.80) 

in conformal time. Contracting the Ricci tensor gives the Ricci scalar, 

R = R\ = 1 (aa + d 2 + K) = | + 1CJ . (2.81) 

Collecting these expressions, together with the energy-momentum tensor 
(2.60), we can now write the two distinct components of Einstein's equation. 
(Notice that the forms of the Einstein and energy-momentum tensors we have 
arrived at are consistent—indeed we could have deduced the form of the cos­
mological by demanding it equal the FRW-derived G^.) The time-time 
component 

#oo - \gwR + Apoo = 87rGT00 (2.82) 

gives 
T2 a- a'2 „ , 8TTG K, A 

^ 2 = _ 
a* a 4 3 a1 3 

while the space-space components give 

i £ + * = M ; p + ! £ A . (2.84) 
a a1

 t r a 4 a1 

Eq. (2.83) is sometimes called the Friedmann equation. We can use the time-
time equation to eliminate the first time derivative from the space-space equa­
tion, giving 

* = + 3 P ) + £ (2.85) 
a 3 3 

Another useful way to write these equations is 

H = -AnG(p + P) + ^ . (2.87) 
a* 
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These equations are consistent with the covariant energy-momentum conser­
vation law, as the Bianchi identity demands: Taking the time derivative of 
Eq. (2.83) and substituting Eq. (2.84), we recover the energy conservation 
equation (2.65). 

Note that the time-time component, Eq. (2.83), does not contain second 
time derivatives. This is a general feature of Einstein's equation—the time-
time and time-space components contain only first time derivatives of the 
metric. This follows from the contracted Bianchi identity, Eq. (2.34), which 
can be written in components 

expression contains an explicit time derivative, so G0/x must contain at most 
first time derivatives. Thus only the space-space components of Einstein's 
equation are "dynamical", in the sense that they are second-order in time. 
The time components instead act as constraints on the metric components 
which must be satisfied when posing an initial-value problem. In the present 
case, if we fix the energy density p at some initial time, the scale factor is 
constrained by Eq. (2.83). 

2.2.5 Solutions of Einstein's equation 
Solutions to Einstein's equation in the homogeneous cosmological context are 
covered in detail in standard texts [16, 19, 20]. Here I will only briefly describe 
some qualitative properties of the solutions and present explicit solutions in a 
few special cases. 

Perhaps the best way to understand the qualitative behaviour of the various 
solutions is to reexpress the energy constraint equation (2.83) by multipling it 
by (a/ao)2, where ao is the value of the scale factor at some standard reference 
time [e.g. today). The result is 

Eq. (2.89) looks just like an ordinary energy equation for a mechanical system, 
with kintic term (d/ao)2, effective potential V(a/ao), and constant effective 
energy —/C/a2,. For matter- or radiation-dominated evolution (with p oc a - 3 

(2.89) 

where 

(2.90) 
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and a - 4 , respectively), the matter density term in the effective potential dom­
inates at small values of the scale factor, while the A term dominates at large 
values of a/an. For A = 0, we see immediately that the system is "bound" for 
a spatially closed universe (AC = 1), and the universe will reach a maximum 
size and then recontract, while an open universe (AC = 0 or —1) is "unbound" 
and will always expand (or always contract!). For A > 0, it is possible for 
the universe to begin in an ordinary compact expanding state, make it over 
the "potential hil l" , (perhaps with "hesitation"), and then accelerate down 
the cosmological constant slope at large a/a 0 . Similarly, a universe at large 
a/ao may contract, "bounce" off the potential hill, and then return down the 
slope. If the curvature term is precisely balanced by A and p, it is possible for 
a homogeneous universe to be stationary at the unstable fixed point at the top 
of the potential hill (this is the "Einstein universe"). 

We can conveniently express the balance between the matter density, cur­
vature, and cosmological constant by rewriting the energy constraint equation 
(2.83) yet again. Dividing it by H2, we obtain 

Qm + QK + ClA = l, (2.91) 

where 

n» = £ , ^ic = ~ ^ ^ = 7^- (2-92) 
Pc 

The parameter 

o?H2' ~ 3H2' 

3H2 

* s < 2-m> 

is called the critical matter density. This name derives from the fact that 
if A = 0, then p = pc implies that /C = 0, i.e. the universe is spatially flat. 
Thus the critical density value separates the qualitatively different cosmological 
solutions of eternal expansion and eventual recollape. In general, allowing non­
zero A, we have 

C < 1 if K < 0 
On + < = 1 if £ = 0 (2.94) 

[ > 1 if K. > 0 

so that spatial flatness corresponds to fim + fl^ = l. 
To close this subsection, I will derive explicit solutions to Einstein's equa­

tion in a few special cases. As was the case in solving the energy conservation 
equation, progress can only be made by specifying a relationship between p 
and P, namely the equation of state. In addition, in solving the dynamics we 
must also specify the spatial curvature /C and any explicit cosmological con­
stant A. I will assume here that the spatial curvature is zero (which is well 
justified in the real universe, as we will see), and I will consider the case of a 



Chapter 2. Homogeneous Cosmological Background 21 

positive A by deriving the solution for the case P. = —p. Again, the matter 
action must ultimately determine the equation of state. 

The equations of motion can be readily integrated on the assumption of 
a constant equation of state w = P/p. In this case, the energy conservation 
equation implied that pa3(-w+1^ is constant [see Eq. (2.68)]. Thus the energy 
constraint equation (2.83) implies 

d V . + i = ^ P o a 3 ( ^ ) ; ( 2 . 9 5 ) 

where p0 and ao are evaluated at some arbitrary reference time. Integrating 
this equation for the case w ^ — 1, I obtain the power law solution 

- = (wty/- , (2.96) 
a 0 

where 
w = hw + l) (2.97) 

and 

i = y j ^ - p o t (2.98) 

is a rescaled dimensionless time coordinate. Note that I have suppressed an 
additional arbitrary constant which determines the origin of the time coordi­
nate. 

For the case w = 0, which describes dust, Eq. (2.96) becomes 

a / 3 x 2 / 3 

arW) • (2-99) 

For radiation, w = 1/3, and Eq. (2.86) immediately gives 

a' = da = const. (2.100) 

The explicit solution is, from Eq. (2.96), 

— = V2~l (2.101) 
a 0 

Finally, for w — —1, which, as I discussed at the end of Section 2.2.3, is 
equivalent to the case of a pure cosmological constant, Eq. (2.95) must be 
integrated separately. The result is 

(2.102) 
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with 

H = \J^fpo = ^ ='const- (2.103) 

In this case the metric becomes, in polar comoving coordinates and recalling 
that AC = 0, 

ds2 = -dt2 + a2

0e2Ht [dr2 + r2(d82 + sin 2 6 # 2 ) ] . (2.104) 

This metric describes a spatially flat slicing of de Sitter spacetime. This 
spactime is of fundamental importance in general relativity as it is a maxi­
mally symmetric (constant Ricci curvature R) spacetime [21, 22]. It is also 
possible to write the de Sitter metric using spatially closed or open slicings, or 
in a static form. 

2.2.6 Horizons 
A very important property of the homogeneous and isotropic solutions to Ein­
stein's equation is the existence of horizons. Horizons delimit regions of space-
time that can have been in causal contact with a particular observer or can 
ever be in contact with the observer. While in Minkowsky spacetime all regions 
could have been or eventually can be in causal contact with any observer, this 
will turn out not to be the case in important cosmological models. In fact, 
this will lead to a serious problem with the standard hot big bang model. 

It will be easiest to discuss horizons using the conformal-time form of the 
metric, Eq. (2.54). The name "conformal" is indicative of the fact that the 
metric (2.54), for AC = 0, is manifestly a conformal transformation of the 
flat Minkowsky metric, i.e. g™w = Q2(xx)g^nk for Q = a. The conformal 
metric is very important because it preserves the causal structure of Minkowsky 
spacetime. Namely, a null light ray is characterized by drf = dxidx\ so that 
in an xl-r] spacetime diagram, the light ray follows a straight diagonal line and 
all of the usual causal structure of light cones, timelike or spacelike curves, etc. 
can be simply read off the diagram just as in the flat case. 

The conformal time rj is related to the proper time and the scale factor by 

(2.105) 

If this integral converges at its lower limit as a —»• 0, then all of the spacetime 
will lie above some value 77 = 770, and hence will be conformally related to 
only the portion of Minkowsky spacetime above a constant time hyperplane. 
Thus a spacetime diagram using 77 and a comoving spatial coordinate will only 
consist of the half-plane above the singularity at 770 (see Fig. 2.1). Clearly an 
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Figure 2.1: A particle horizon exists when the entire spacetime is conformally 
related to the portion of Minkowsky spacetime above r? = 770. In 
this case an observer at V cannot have yet been in causal contact 
with particles outside of a comoving radius r p . 

observer at some event V at coordinates (ifp,0) can only have been in causal 
contact with comoving particles that have been inside "P's past light cone, i.e. 
particles within a comoving radius r p of V, given by 

r p = 77^ - 770 = / (2.106) 
Jo  a a  

Particles outside of this radius will only be able to contact the observer at later 
times. The radius r p defines the particle horizon. The comoving radius can be 
translated into a physical distance, namely the spacelike distance between V 
and the event at comoving coordinates (rjj>,rp). Using Eq. (2.55), we have 

lp = a(riv)rp (2.107) 

as the physical distance to the particle horizon. 
Similarly, if the integral (2.105) converges at its upper limit as t —> 00 (or 

as t —>• t m a x if the universe recollapses to a singularity at £ m a x ) then all of the 
spacetime will be conformally related to the portion of Minkowsky spacetime 
below a constant time surface at some 77 = rjf (see Fig. 2.2). In this case 
an observer at V will clearly never be able to receive a signal from particles 
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Figure 2.2: A n event horizon exists when the entire spacetime is conformally 
related to the portion of Minkowsky spacetime below r\ = r]{. In 
this case an observer at V will never be in causal contact with 
particles outside of a comoving radius r e . 

outside a comoving radius 

f°° da 
re = Vf~VP= — (2.108) 

Ja(rrp) a a 

e (this expression is written for the case a —> oo as t —-> oo). Here the radius r, 
defines the event horizon. Once again, we can define a corresponding physical 
distance 

le = a(nv)re. (2.109) 

It is quite easy to specify general conditions on the function a(t) that 
must be satisfied in order that horizons exist. If a particle horizon exists, the 
integral (2.106) must converge, as I explained. Thus we must have d —• oo 
as a —> 0. (If d approaches a non-negative constant as a —> 0, then clearly 
the integral diverges logarithmically or worse.) Similarly, if an event horizon 
exists, then d —• oo as a —> oo (in the expand-forever case). Thus we can 
immediately conclude that the spatially flat matter- and radiation-dominated 
solutions (2.99) and (2.101) posses no event horizons, and the A-dominated 
solution (2.102) contains no particle horizon. Indeed, in an expanding universe, 
whenever d > 0 as a —•» 0 then d cannot diverge as a —> 0, so no particle horizon 
can exist. 

If d increases at least as quickly as a~a as a —>• 0, for some positive a, then 
the integral (2.106) will converge and a particle horizon will exist. Similarly, 
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if d increases at least as quickly as aa as a —> oo, for some positive a, then an 
event horizon will exist. For the case of a constant equation of state w = P/p 
and K, = A = 0, Eq. (2.95) implies that a oc a~^3w+l^2. Thus a particle horizon 
(and no event horizon) will exist for w > —1/3, in particular for the matter-
and radiation-dominated solutions, while an event horizon (and no particle 
horizon) will exist for w < —1/3, in particular for the de Sitter solution (and 
indeed any expanding universe with d > 0 will contain an event horizon). I 
should stress that for these results to hold the appropriate behaviour of d must 
persist as a —>• 0 (for the particle horizon) or as a —> oo (for the event horizon). 
This will provide a loophole to resolve the horizon problem which I will discuss 
in the next subsection. 

It is very staightforward to evaluate the integrals (2.106) or (2.108) for 
the case of constant uu using Eq. (2.95). The result for the physical horizon 
distance can be summarized as 

<* = ̂ rn- (2-110) 

where lx = lp (particle horizon) for w > —1/3, and lx — le (event horizon) for 
w < —1/3. In particular, for the matter-dominated case, the physical particle 
horizon is 

lp = 2H~1, (2.111) 
while for the radiation-dominated case 

lp = H~1. (2.112) 

For the de Sitter case, the physical event horizon is 

Ze = H~\ (2.113) 
It is not surprizing that the results are each of order the Hubble radius H~l, 
as this is a fundamental length scale in the universe. Note also that, for this 
reason, the term "horizon" is often conflated with the term "Hubble radius" 
in the literature. However, in general (and in the particular case of inflation, 
as we will see), the correspondence between horizons and H~l may not exist 
(indeed, for w ~ —1/3, Eq. (2.110) shows that lx » H~l). Thus, in order 
to avoid ambiguity, in this thesis I will always clearly indicate whether I am 
referring to the particle or event horizon or to the Hubble length. 

2.2.7 Shortcomings of the hot big bang1 

The standard hot big bang model is extraordinarily successful at describing 
the thermal history of the early radiation-dominated phase and later matter-
dominated phase of the universe. Standard texts (e.g. [20]) spell out its 

1In this subsection the subscript Q indicates a present value. 
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achievements, most notably regarding nucleosynthesis. In this subsection, I 
will highlight a few deep issues that the standard hot big bang model cannot 
address. These questions are outside of the domain of the big bang theory 
because they involve the form of the initial conditions used in that theory. 
Indeed it is not surprizing that there is more to the story than the big bang 
tells us, since we expect fundamentally new physics to operate as a —> 0. Two 
central issues can be summarized by the questions why is the universe so big 
(the flatness problem) and why is the universe so smooth (the horizon prob­
lem). A related problem is the very high density of relic particles predicted 
by theories of particle physics. The horizon problem is compounded by the 
fact that the universe is not perfectly smooth—inhomogeneities do exist, and 
their origin must be explained. I will demonstrate that each of the problems 
covered in this subsection will turn out to arise from the single fact that the 
Hubble length H~L appears to be much smaller than the causal horizon size. 
Thus each will be amenable to the same solution provided by inflation and 
described in Section 2.3.2. 

The flatness problem 

Recent years have seen dramatic progress in measuring the matter and vac­
uum density parameters Qm and fl\. Results from the Wilkinson Microwave 
Anisotropy Probe (WMAP) satellite combined with Type la supernova obser­
vations and the Hubble Space Telecope Key Project measurement of HQ imply 
that nm + ttA = 1.02 ± 0.02 today [23]. Thus the Friedmann equation (2.91) 
demands that the curvature parameter is in the 2<r range 

-0.04 < ft* < 0. (2.114) 

This is especially interesting because, subject to a certain restriction, the value 
Qtc = 0 is an unstable fixed point in an expanding universe. To demonstrate 
this, I will calculate the time derivative Cl/c from the definition (2.92). The 
result is 

tlK = -2tiK% (2.115) 
a 

= 3^[47rG(p + 3 P ) - A ] , (2.116) 

where I have substituted Eq. (2.85) to obtain the second line. Thus if the 
curvature parameter Cl/c is initially zero it will remain so, as expected. How­
ever, as long as the expanding universe decelerates in the sense that d < 0, 
any non-zero Q/c will grow in magnitude. (This is also clear from the fact that 
\nlc\ = ic/d2.) 
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The statement that the value VtK = 0 is an unstable fixed point appears to 
be temporally asymmetric, which may seem to conflict with the symmetry of 
Einstein's equation. However, as Eq. (2.115) shows, the stability or instability 
of £lfc is determined by the sign of d, in addition to that of d. Consider, e.g., 
a closed universe which undergoes'a big bang and a big crunch, so that d < 0 
always (regardless of how we choose the direction of time!). Then the value 
Cifc = 0 is unstable as we move in time away from either singularity, which is 
a time-symmetric situation. This is why I always qualify above that fl/c = 0 
is unstable in an expanding universe. (Formally, Eq. (2.115) contains an odd 
number of time derivatives on each side, so is invariant under t —> —t.) 

I should emphasize that the statement that the curvature parameter value 
Q/c = 0 is unstable in an expanding universe, and hence that any non-zero 
\fl/c\ will increase, does not mean that the spatial curvature will increase. 
From Eq. (2.78) we can calculate the Ricci curvature scalar for the spatial 
hypersurfaces, 

<3>i2 = <3>i2y</« = ^ . (2.117) 

Thus in an expanding universe, the spatial curvature always decreases, which 
should be geometrically obvious. The statement that |Q/c| increases instead 
means that the contribution of spatial curvature to the rhs of the Friedmann 
equation (2.83) decreases more slowly than that of the energy density. That 
is, as the universe expands, any non-zero spatial curvature will have a greater 
and greater effect on the dynamics, relative to the effect of the matter density. 

Returning to the problem this issue presents to the standard big bang the­
ory, I have now shown that flic — 0 is unstable in an expanding universe when 
d < 0. We can see from Eq. (2.116) above that the condition d < 0 requires 
a sufficiently small A, or, if A = 0, it requires P > —p/3. These conditions 
are certainly satisfied during the "standard" matter- or radiation-dominated 
phases of evolution (before any late-time domination of A). In fact, during 
matter domination the solution (2.99) gives d oc a - 1 / 2 , so that Qic oc a. Thus 
at matter-radiation equality, when the scale factor was aeq ~ ao/3500, this 
proportionality together with the observational limit (2.114) imply that the 
curvature parameter was \£ljc\ < 10 - 5 . Similarly, during radiation domination 
we have 0,% oc a 2 . Assuming radiation domination and adiabatic evolution 
(temperature T oc a - 1 ) all the way back to the Planck time (Tp ~ 10 1 9 GeV) 
gives \Qic\ < 10~ 6 1 at this very early time. This clearly entails a fine-tuning 
problem. 

This flatness problem can be restated in a number of ways. Corresponding 
to the spatial curvature parameter Q/c we can define a curvature length Rcurv = 
(H^/\Q^\)-1 = a/\K\. Then at the Planck time, Rcurv > lO^H'1, i.e. the 
curvature scale far exceeded any natural length scale. Similarly, the current 
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Hubble radius is HQ1 ~ 10 2 8 cm. At the Planck time, the comoving volume 
corresponding to today's Hubble radius was roughly 1 pm across, or 10 2 9 times 
the Planck length. Also, the current entropy within the Hubble radius and 
the total mass relative to the Planck mass are extremely large. For any of 
these comparisons, it is at first sight a complete mystery where such huge 
(or miniscule) numbers come from. Without exceedingly fine tuned initial 
conditions, after emerging from a quantum gravity era the universe should 
be expected to either recollapse on the order of the Planck time if closed, or 
expand rapidly to an essentially empty open universe. 

Note, however, that Eq. (2.116) hints at a resolution to the flatness problem: 
If we can arrange to have P < — p/3 (i.e. w < —1/3) at some very early stage of 
evolution, then = 0 becomes a stable fixed point and the spatial curvature 
parameter will be driven towards zero. Equivalently, if d > 0 at an early stage, 
then d increases and hence \£IK\ = rZ/d? decreases. [Note again that this is 
a time-symmetric statement: regardless of what initial (or final!) conditions 
we set for Q/c, if w < —1/3 then 0^ will be driven to zero in an expanding 
universe (and conversely will grow in a contracting universe).] Indeed, for the 
equation of state P = — p the explicit solution (2.102) gives Q/c oc a - 2 . This, 
in fact, is precisely how the inflationary scenario solves the flatness problem, 
as we will see in the next section. 

The horizon problem 

As I demonstrated in Section 2.2.6, both matter- and radiation-dominated 
evolution exhibit particle horizons. In other words, if the universe had a dust 
or radiation equation of state to arbitrarily early times, there are (and always 
were) regions that cannot have had causal contact with us. Thus at any 
particular time, there is no reason to expect the universe to be homogeneous 
on scales greater than the horizon distance at that time, Zp ~ H~L. Sub-
horizon regions, on the other hand, have been in causal contact and hence 
could have been homogenized by microphysical processes. 

While this poses no problem for our local cosmological neighbourhood, we 
can observe (apparently) causally disconnected regions at early enough times. 
For example, the cosmic microwave background (CMB) radiation was emitted 
at around the time of matter-radiation decoupling at an age of roughly 370 kyr. 
We observe the C M B temperature to be highly uniform (AT/T < 10 - 4 ) even 
in opposite directions in the sky. Opposing patches of the C M B are separated, 
in comoving coordinates, by a few times our current comoving Hubble radius 
(aoiifo) - 1 (see Fig. 2.3). At the decoupling time i d e e , the comoving Hubble 
radius (and by assumption the causal length scale) was of course much smaller 
than it is today. Thus we are led to the serious horizon problem: The universe 
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Figure 2.3: Conformal spacetime diagram extending from today (rj = 1) to the 
singularity (n = 0), assuming radiation domination as a —> 0. The 
coordinate r is comoving, and our worldline is the vertical line at 
r = 0. The long diagonal lines indicate our past light cone to idee 

(indicated by the dotted line), when the C M B was released. The 
small cones indicate the (apparent) horizon size at that time. This 
diagram is to scale, so we can directly see how much larger the ob­
served smoothness scale is than the (apparent) horizon size at idee-

The dashed curves are the numerically calculated comoving Hub­
ble length, 1/d, which increases during matter domination but de­
creases at late times due to the vacuum density (I used fim = 0.29, 
fl\ = 0.71 today). Since |ft/c| = fC/a2, the diagram also illustrates 
the extreme fine tuning required to give a small flic today. 

was apparently not nearly old enough at tdec to allow what we observe as 
opposing patches to have interacted and equilibrated to the same temperature. 
Indeed it is straightforward to calculate the angle subtended at earth by the 
horizon size at idee (assuming radiation domination as a —• 0). Using scale 
factors at the decoupling and equality times of an /adec = 1090 and a n / a e q = 

3500, respectively [23], I find that the causal horizon at the emission of the 
C M B subtends only 1°.3. Why does the cosmological principle apply on scales 
that are apparently causally disconnected? 

This problem is only amplified if we consider earlier times still. For exam-
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pie, at the time of nucleosynthesis ( a n u c / a 0 ~ 10~9), the causal horizon was 
roughly 10~ u times the comoving width of today's Hubble radius (assuming, 
again, that w = 1/3 as a —> 0). And, as mentioned above, at the Planck time 
the corresponding length ratio was 1 0 - 2 9 , so that something like 10 8 7 appar­
ently causally disconnected regions eventually expanded to form our strikingly 
homogeneous universe! 

I have carefully stated a crucial assumption in discussing the horizon prob­
lem, namely that of a radiation dominated equation of state as a —> 0. Recall 
from Section 2.2.6 that if the equation of state instead approaches a constant 
w < —1/3 as a—> 0, then there will be no particle horizon. Thus such a 
period of evolution before the standard hot big bang phase could enable con­
tact between regions previously assumed to be causally disconnected. Note 
from above that the condition w < —1/3 is also required to solve the flatness 
problem. Inflation, as we will see, fulfills this requirement and can thus solve 
both problems. 

Relic abundances 

Particle physicists expect that the strong and electroweak interactions were 
unified at an energy scale above roughly 10 1 4 GeV. As the universe cooled 
below the corresponding temperature, a unified gauge symmetry was sponta-
neouly broken. As a result, point topological defects (magnetic monopoles) 
are generically expected to be produced [20]. Because the fields undergoing 
symmetry breaking should not be correlated on length scales greater than 
the particle horizon, it is expected that the number of monopoles generated 
this way (via the Kibble mechanism) is of order unity per horizon volume. 
Their mass is expected to be very high, of order 10 1 6 GeV, and they are not 
expected to annihilate quickly. Since the comoving horizon length at the sym­
metry breaking time was of order 10~ 2 4 times the current comoving horizon 
length (assuming radiation domination as a —• 0), the monopoles are expected 
to contribute a "somewhat significant" density today, namely approximately 
10 1 1 times the critical density! Equivalently, the energy density of heavy parti­
cles like monopoles should decay like a - 3 , so that they would quickly dominate 
over the radiation background. Other types of particles are similarly predicted 
to be produced and to contribute too large relic abundances. 

A solution is provided, again, by proposing that after the symmetry break­
ing production of monopoles there was a period during which the scale factor 
accelerated, d > 0 (i.e. w < —1/3). This condition is equivalent to the con­
dition that the comoving Hubble radius (aH)~l = d - 1 decreases. Thus, after 
a sufficiently long period of accelerated expansion, the number of relics per 
comoving Hubble volume will become as small as is needed. Equivalently, for 
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w < —1/3, the total density must decay more slowly than a - 2 [see Eq. (2.68)], 
and hence will quickly dominate over any heavy particles. As long as the tem­
perature after such a period is not high enough to. restore the symmetry, the 
problem can be solved. 

A common solution 

I have indicated that each of the three problems I have discussed here can be 
solved if, before the standard radiation-dominated phase, there was a period 
during which w < —1/3, or equivalently d > 0, i.e. the comoving Hubble radius 
(aH)~l decreased. This suggests that there is essentially a single physical 
source to these problems, namely that the true causal horizon size is much 
greater than the current Hubble radius H-1. In other words, it appears that 
when we examine our current Hubble volume, we are actually seeing only a 
small fraction of the current causally connected volume. Hence our Hubble 
volume can be extremely smooth, causally connected, and very dilute of heavy 
relics. 

I illustrate the situation in Fig. 2.4. This is a conformal spacetime diagram, 
like Fig. 2.3, so the causal structure is manifest. The figure is identical to 
Fig. 2.3, except that I have added a very early period during which w = —1. 
The new period ended just after n = 0, when a/an was extremely small (but 
non-zero), so the singularity has been "pushed down" to a time earlier than the 
plot shows. It should be clear from the diagram that if this new early period 
was long enough, then it provided plenty of spacetime volume to causally 
connect opposing patches of C M B . 

Fig. 2.4 also shows the comoving Hubble length, 1/d, which decreased dur­
ing the new early period. Since \fl/c\ = fC/d2, the plot shows how the new pe­
riod solves the flatness problem: At some extremely early time (e.g. rj = —1), 
we suppose that flic was small but not exceedingly so (e.g. flic ~ 0.01). Then 
flic was driven exceedingly close to zero while w = — 1 (recall that fl/c = 0 
is stable for w < —1/3). Later, during the familiar radiation- and matter-
dominated stages, fl/c grew back to some value consistent with observations. 
The need to explain exceedingly fine-tuned values of the curvature parameter 
near r\ — 0 is thus apparently removed. 

Finally, Fig. 2.4 also illustrates how the early period of accelerated ex­
pansion can solve the relic problem. Suppose, for example, that defects were 
produced near the time n ~ —1/3. At this time, the plot shows that the co-
moving Hubble length was comparable to today's value. Thus we immediately 
conclude that, if roughly one defect was produced per Hubble volume, then 
roughly one would lie in our current Hubble volume (or fewer, if the defects 
annihilate). 
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Figure 2.4: Conformal spacetime diagram, identical to Fig. 2.3, except with 
a very early period (prior to rj = 0) when w = — 1. Again I plot 
our past light cone to tdec, but now there is plenty of volume at 
earlier times to account causally for the smoothness scale. The 
dashed curves indicate the comoving Hubble length, 1/d, which 
decreases during the new early period. (Again I used flm = 0.29 
and Cl\ = 0.71 today and plotted the diagram to scale.) 

It should now be clear that our only hope to understand the apparently 
very baffling initial conditions required by the big bang is by extending the 
spacetime as I did in going from Fig. 2.3 to Fig. 2.4. A very early period when 
the comoving Hubble length decreased accomplishes this task. Inflation, as we 
will see next, provides a dynamical realization of such a period. 

2.3 Scalar fields and inflation 
Finally it is time to write down the fundamental action of a matter field and 
deduce its possible cosmological consequences. In current theories of particle 
physics, scalar fields play a fundamental role. They occur in the process of 
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spontaneous symmetry breaking, during which some gauge group is broken 
and some fields gain mass. A n example is the Higgs field which is expected 
to facilitate the electroweak transition. In addition, many scalar fields are 
expected to be associated with the compactified dimensions in string theory. 
Aside from any particle physics plausibility, a scalar field at very early times 
satisfying certain relatively weak constraints will provide, as we will see, a 
scenario which can solve each of the problems with the standard hot big bang 
model described in the previous section. This inflationary scenario involves 
a dynamical, scalar-field driven period of evolution during which the comov­
ing Hubble radius decreases by many e-folds, setting the stage for the tradi­
tional hot big bang. The tremendous success of inflation is qualified by new 
challenges, such as the need to explain very small coupling constants and to 
work out the details of the transition between inflation and the standard hot 
big bang. Of course the greatest challenge is in finding a convincing particle 
physics realization of inflation. The flip side is the potential for cosmological 
observations to elucidate physics beyond the standard model. In this section 
I will briefly describe the homogeneous and classical dynamics of inflation. 

2.3.1 Scalar fields 
I will consider a system of TV scalar fields (pA, A = 1,..., TV. The action for 
this system coupled to gravity takes the general form 

S™ = ~\j • <P» + £R<P-<P + 2 V ( ^ ) ) V9d*x. (2.118) 

Here, in order to reduce index clutter, I have defined 

ip-ip = <pAipA (2.119) 

(I will assume a Euclidean "field space" metric, so cpA = <pA)- The kinetic 
term ip'^ • (p.^ ensures that the scalar field equation of motion will be a second 
order differential equation. The parameter £ couples the scalar fields to gravity 
via the Ricci scalar curvature, and is in principle free, although there are two 
important special values. For £ = 1/6, the scalar field dynamics is conformally 
invariant, in the sense that, for V = 0, <pA is a solution to the field equations 
with metric g^ if and only if £l~ lLpA is a solution with metric QPg^ [17]. The 
case £ = 0 is called minimal coupling, as it results in the simplest action. I 
will assume minimal coupling throughout this thesis. The potential function 
V(ipA) enables the fields to interact and have masses. 

The classical scalar field equation of motion is very straightforward to de­
rive by varying the action Sm with respect to ipA or equivalently by writing 
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Lagrange's equations. The result is the iV-component equation 

n<pA-VVA=0, (2.120) 

where VlfiA = dV/difA- This is known as the Klein-Gordon equation. 
The scalar field energy-momentum tensor is almost as simple to derive from 

the fundamental definition (2.18). Varying the scalar Lagrangian density with 
respect to the metric, I find 

= -l-[5j-g{g^^ • W + W) + V W > ; M • <P-A- (2-12l) 
Using relations (2.13) and (2.14) for the variations 5(g^u) and 5^/g, this be­
comes 

6C = -\{g^(V;x • <p'x + 2V) - 2 < • <p>"]Jg5g^. (2.122) 

Thus we can simply read off the energy-momentum tensor from the definition 
(2.18), 

== <p» • ^ - ± < T fa • ̂  + 2V(cpA)) . (2.123) 

Notice that the equation of motion (2.120) is also contained within the 
covariant energy-momentum conservation law, = 0. For 

= (n<p-Vv)-ip'li. (2.124) 

This must hold for each arbitrary component hence energy-momentum 
conservation implies the Klein-Gordon equation (2.120). Conversely, the ar­
gument clearly runs in reverse, so that the Klein-Gordon equation implies 
conservation of T^u. 

The preceeding results for scalar fields are completely general (apart from 
the minimal coupling assumption). In this chapter, however, I am considering 
the dynamics of a precisely homogeneous and isotropic universe. As discussed 
in Section 2.2.1, precise homogeneity means there exists a time coordinate t 
such that all matter fields are form-invariant under all spatial translations on 
the constant-time hypersurfaces. This implies that a scalar field depends only 
on t (which follows also from isotropy, which demands that there exists a frame 
in which <p^ = 0). Thus I will now restate the general results above for the 
case of homogeneous fields <pA in a spatially flat F R W background. 

The d'Alembertian becomes (suppressing the scalar field index A) 

Uu> - u><» + F" wx - I ̂  + 3 H r ° t C h a r t (2 125) 
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using the F R W connection coefficients (2.72) or (2.73). Setting all spatial 
gradients to zero, the Klein-Gordon equation becomes 

<pA + 3H<pA + VVA=0 (2.126) 

1 
( ^ + 2 ? V J + V„A=0. (2.127) 

cr 
There are only two distinct components of the homogeneous scalar field 

energy-momentum tensor. In the proper time chart, they are 
T™ = p=l<p.<p + V(<pA) (2.128) 

and 

Tii = ^9ij(iP-ip-2V((pA)), (2.129) 

which gives for the isotropic pressure 

P=l-T\=l-ip-v-V{ipA). (2.130) 

Note that, as a consistency check, the energy-momentum tensor we have ob­
tained for the homogeneous scalar field is of the general form (2.60) imposed 
by the cosmological principle. Note also that for a homogeneous and static 
field ((fiA = 0) we have a constant equation of state w = P/p = —1, which 
corresponds to a cosmological-constant-like energy-momentum tensor. This is 
the familiar result that a constant scalar field merely amounts to a "restruc­
turing" of the vacuum; the energy-momentum tensor affects only gravitational 
dynamics. 

2 . 3 . 2 H o m o g e n e o u s i n f l a t i o n a r y d y n a m i c s 

The presence of a scalar field at very early times can dramatically change the 
evolutionary history of the universe. Indeed, the equation of state of (approx­
imately) w = — 1 for a (nearly) constant scalar field mentioned above implies 
that the scale factor will increase (nearly) exponentially [recall Eq. (2.102)]. 
Such an approximately de Sitter phase of evolution is called a period of in­
flation. Crucially, an inflationary equation of state satisfies the condition 
w < —1/3, i.e. the comoving Hubble length decreases, which as I explained in 
Section 2.2.7 allows us to resolve each of the problems with the hot big bang 
theory described there. The goal of this section is to make plausible such an 
inflationary phase, given an appropriate scalar field, and to determine the con­
ditions that allow inflation. I will, for definiteness, mainly discuss the special 
case of a massive, non-interacting scalar field. Later in this section I will briefly 
generalize to arbitrary potentials, emphasizing the physical requirements for 
inflation. Warning: This section will, I am afraid, involve some hand-waving. 
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I n i t i a t i n g c h a o t i c i n f l a t i o n 

There are very many scalar field models that realize inflation [24]. Here I will 
only describe the simplest, that of chaotic inflation (see [21] for an excellent 
review), for the case of a single-component non-interacting massive scalar field 
ip, i.e. a field with the potential 

V(p) = \ m \ \ (2.131) 

Such a scalar field that leads to inflation is called an inflaton field. Suppose that 
during a very early period the matter sector is dominated by the scalar field 
<p. At some extremely early time, the energy density in ip will be of order mp, 
where mp = G"1^2 is the Planck mass. Prior to this time we expect to require a 
quantum mechanical description of the spacetime. Consider a time soon after 
this, when it has become roughly sensible to speak of a classical spacetime. If 
we cavalierly suppose that at this time the scalar field is randomly distributed 
due to the quantum fluctuations of the preceeding era (hence the origin of 
the name "chaotic" inflation), then we should expect the energy density to be 
randomly distributed spatially according to 

p ~ m p . (2.132) 

Decomposing into potential and kinetic terms, we also expect them to be 
randomly distributed according to 

V(<p)~rr4, (2.133) 
^ ~ m p . (2.134) 

Similarly, invariants R constructed from the Riemann tensor should satisfy 

i 2 ~ m | . (2.135) 

Now consider at this early time a region of physical size on the order of the 
Planck length or larger, in which the spatial gradients of <p and the curvature 
invariants which contribute to spatial inhomogeneity and anisotropy are several 
times below their averages. That is, consider a relatively spatially smooth 
region in the "chaotic sea". In this region, we can consider the metric to be 
approximately F R W in form, and hence the energy constraint equation (2.83) 
becomes 

Here I have neglected spatial gradients and inserted the energy density for the 
homogeneous scalar field, Eq. (2.128). Similarly, the Klein-Gordon equation 
approximately takes the homogeneous form 

<p + 3H(p + m2ip = 0. (2.137) 
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This equation of motion is precisely of the form of a damped harmonic oscillator 
with frequency m and time-dependent damping proportional to H(t). Thus, 
for Hit) sufficiently slowly varying, we expect either overdamped decay of if or 
underdamped oscillations, depending on the relative strength of the damping 
to the oscillation frequency, i.e. 

3 (< m underdamped oscillations, ,^ \2>S) 
2 \> m overdamped decay. 

H o m o g e n e o u s d y n a m i c s 

First consider the behaviour in the strongly overdamped regime. We will 
soon see what conditions on ip this implies. We can write the solution to the 
homogeneous Klein-Gordon equation as a sum of two decaying modes in the 
adiabatic approximation, 

p = C i e x p j - y 3H/2 - y/(3H/2)2 - m2 d i j (2.139) 

+ C 2 e x p | - y [3iJ/2 + ^/{3H/2)2 - m 2] d i j + 0(H/H2). 

I will make the assumption 
\H\ < H2 (2.140) 

and drop the 0(H/H2) terms, and check at the end that this is a consistent 
assumption. In the strongly overdamped regime, 

# > m (2.141) 

and the mode proportional to C2 decays much more quickly than the other 
mode. Thus after a brief transient the field becomes 

if ~ C i exp J H~l dtj , (2.142) 

and hence 

^ - w - (2-143) 

Therefore, recalling the form of the Klein-Gordon equation (2.137), we see that 
in the strongly overdamped regime we can ignore the second time derivative ip 
(i.e. the "force" due to the potential matches that due to the damping). Also, 
Eq. (2.143) and the condition (2.141) imply that 

\ip\<^m\f\, (2.144) 
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so that the energy density is potential dominated and the Hubble parameter 
(2.136) becomes simply 

H2 ~ - (2-145) 
3ml a 

Taking the time derivative gives 

m2 /C 
3 a 

H ^ - ^ + ^ . (2.146) 

Now m2 <C H2 by the strongly overdamped assumption, and the spatial cur­
vature term decays approximately exponentially, as we will see in a moment. 
Thus if the spatial curvature is not too great initially, then \H\ <C H2 rapidly 
holds, and the earlier assumption of adiabaticity is consistent. 

Approximate solutions in the strongly overdamped regime are easy to de­
rive. The scalar field decays according to Eq. (2.142). For times such that 
Ht <C H2/m2, this expression can be approximated by 

< ^ ) ^ 0 ) - ^ t s g m > ) . (2.147) 

The scale factor is given (as always) by the exact expression 

- = e $ H d \ (2.148) 
a 0 

where in H any spatial curvature term rapidly decays and we can write 

„ / ^ i M . ( 2 . 1 4 9 ) 

V 3 m P

 K J 

We can easily calculate the number of e-folds of expansion, defined by 

N = J Hdt. (2.150) 
Combining Eq. (2.149) for the Hubble parameter with Eq. (2.143) for (p, I find 

N = K(ri-tf) (2-151) 
/ T i p 

for the number of e-folds between the times that <p = <po and ip = iff. Since 
H <C H2, the time evolution of the scale factor can be called quasi-exponential. 
Indeed, Eq. (2.143) together with the scalar field expressions for energy density 
and pressure, Eqs. (2.128) and (2.130), give 

W + l^^^^-4«1
 (2-152) V on (pz 
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in the overdamped regime. In words, the equation of state is close to that of 
the exponentially expanding de Sitter space (w = —1) and we have achieved 
inflation. Also note that the neglected spatial gradient terms rapidly redshift, 
adding weight to their exclusion. 

The overdamping condition (2.138) together with the approximate form of 
H in the overdamped regime, Eq. (2.149), imply that the universe will inflate 
when 

M £ (2-153) 

The proposed initial condition (2.133) implies that initially 

M ~ ^4. (2.154) 
m 

Thus if 
m<mP (2.155) 

then the universe will begin (at the early time we have been considering) in 
the overdamped, inflating phase (provided, of course, that inhomogeneities 
are small at this early time as we have assumed). This condition on m will 
turn out to be very easily satisfied because the inflationary generation of an 
appropriate amplitude of perturbations will require a very light inflaton mass. 
Also, according to Eqs. (2.151) and (2.154), we expect 

(2.156) 

e-folds of inflation in total, which will be a large number for a light inflaton. 
The scalar field decays according to Eq. (2.142) during inflation. Therefore 

at some critical time, the condition (2.153) will become violated and the field 
will start to undergo underdamped oscillations, 

<p - ( ^ - J [Cicos(mt) + C2sm(mt)} (2.157) 

for \(p\ <C rap. If, as we are doing in this chapter, we ignore spatial inhomo­
geneities, these damped oscillations will continue indefinitely, leading to a very 
uninteresting featureless universe. It is only when perturbations of the inflaton 
and other fields are considered that the process of reheating will transform the 
oscillating homogeneous inflaton into the particle excitations that we see in 
the actual universe. Aspects of this process will be the subject of Chapter 4. 

To summarize this description of the inflationary dynamics of a massive 
scalar field, in order to obtain chaotic inflation we must begin with two rel­
atively painless assumptions. The first is that at a very early post-Planck 
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time, inflaton and metric quantities are distributed randomly according to 
Eqs. (2.133) to (2.135), and that in some region spatial inhomogeneities of the 
inflaton field as well as of the spacetime can be ignored. The second assumption 
is that the inflaton mass is light, m < mp. Then, the scalar field will undergo 
overdamped decay and the spacetime will undergo a near-de Sitter inflationary 
phase. Once drops below a critical value, the field undergoes underdamped 
oscillations which decay into inhomogeneities through the process of reheating. 
The stage has been set for the standard hot big bang. 

General single-field potentials 

It is of course possible to generalize the conditions that allow inflation to 
arbitrary single-field potentials V((p). The condition for a strongly inflating, 
near-de Sitter state can be written in a number of completely equivalent ways: 

H 
W + 1 < 1 ^ (p2 « y ( ^ ) <<=» - — ^ i . (2.158) 

The first condition tells us immediately that the comoving Hubble length de­
creases. The middle condition says that in the energy density, the potential 
dominates over the kinetic term. This is the origin of the expression slow roll 
which is often used to describe a strongly inflating state. The final condition 
indicates that the expansion is quasiexponential. 

In order that inflation last long, we must again have overdamped decay of 
the inflaton. In the general case, the field's oscillation frequency (or effective 
mass) is time-dependent, 

m 2 = y w . (2.159) 

The overdamping condition thus becomes 

VW < \H\ (2.160) 

and when this is strongly satisfied the Klein-Gordon equation again effectively 
becomes the first-order 

3Hip~-Vv. (2.161) 

When we have both strong inflation and an overdamped scalar field, we can 
write conditions in terms of the potential alone. The third condition in (2.158) 
combined with Eq. (2.161) can be written 
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Similarly, the overdamping condition (2.160) combined with the middle con­
dition in (2.158) give 

(1163) 

While the two "slow-roll conditions" (2.162) and (2.163) are necessary for 
inflation to occur and to last long, they are not sufficient, since they do not 
exclude any transient phase where the kinetic term may dominate over the 
potential. Also note that for the massive scalar field V = m2(p2/2 (and indeed 
for any power law potential) both slow-roll conditions are equivalent. 

What does inflation do for us? 

I have now shown that for a cosmological scalar field system, we can obtain a 
period during which ip undergoes overdamped decay and the equation of state 
is essentially vacuum-dominated, w + 1 <C 1. This latter condition is sufficient 
to resolve the flatness, horizon, and relic problems of the standard big bang 
theory, as I discussed in Section 2.2.7. Indeed, Fig. 2.4 illustrates precisely how 
inflation solves these problems, as that plot was drawn for the case w = — 1 
before the standard radiation-dominated phase. While for that figure the 
inflationary stage was simply "tacked on", we now have the dynamics under 
our belt to do a realistic calculation. In Fig. 2.5 I plot the comoving Hubble 
length, 1/d, calculated by numerically evolving the homogeneous Klein-Gordon 
equation, Eq. (2.126), coupled with the flat space Einstein energy constraint, 
Eq. (2.83), for the case of a quartic chaotic inflation potential, 

V(<p) = ±<p*. (2.164) 

I chose an initial value of ip = 1.38mp, which gave a reasonable span of in­
flation, and integrated through a similar span (in conformal time) of under-
damped oscillations. The value of A is irrelevant here since it only sets the 
time scale, which is arbitrary in the figure. Fig. 2.5 shows the comoving Hub­
ble length decreasing during inflation, as expected, followed by a period of 
modulated growth. The oscillations do not decay since here I have only in­
tegrated the background equations and hence have ignored energy transfer to 
fluctuations. This plot can be considered an extreme blow-up of the "throat" 
in Fig. 2.4. 

How long must inflation last? As I explained in Section 2.2.7, the tem­
perature after inflation must not exceed roughly 10 1 4 GeV in order to prevent 
defect formation. Assuming radiation domination all the way back, this means 
that there could have been at most roughly 60 e-folds of expansion since the 
end of inflation. In addition, to solve the problems discussed in Section 2.2.7, 
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1/aH 

Figure 2.5: Comoving Hubble length as a function of conformal time dur­
ing the latter part of inflation and into the reheating stage for 
a quartic scalar field potential, ignoring inhomogeneities. Initially 
ip = 1.38mp. This plot is an extreme blow-up of the "throat" in 
Fig. 2.4. 

we required that the comoving Hubble length at the beginning of inflation was 
as least of the order of the current comoving Hubble length, i.e. 

& | beginning ^$ ^ | today 

But during inflation, d oc a, and during radiation domination, d oc a - 1 . Since 
we have at most 60 e-folds after inflation, we therefore can solve the flatness, 
smoothness, and relic problems if inflation lasted at least N ~ 60 e-folds. As I 
explained above, typically the inflaton must be very light, and so Eq. (2.156) 
tells us that we can very easily attain at least 60 e-folds. Of course I have 
neglected many details here, but my purpose was simply to explain how a 
number of the size N ~ 60 appears as an inflationary requirement. 

I will close this chapter with a few comments on the rather mysterious 
sounding initial conditions required to initiate inflation. While many argue 

(2.165) 



Chapter 2. Homogeneous Cosmological Background 43 

that those initial conditions are reasonable [21], it should be emphasized that 
it is by no means necessary to attempt to describe the universe near the Planck 
era, as I have very sketchily done above, in order to understand the inflationary 
period. Indeed, even if we were to conclude that inflation did occur, but found 
that it required fine-tuned initial conditions, we still would have accomplished a 
great deal, namely the description of an extremely early period of the universe. 
Just as it should not be the job of the big bang theory to explain its initial 
conditions, it should not (necessarily) be the job of inflation to explain its. 
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Chapter 3 

Cosmological Perturbations 

The spatially homogeneous and isotropic universe described in the previous 
chapter is of course only an approximation. In this chapter I will generalize 
the results of the previous chapter in order to describe the perturbations from 
homogeneity that must eventually lead to the structure observed at late times. 
The general approach in cosmological perturbation theory is to decompose any 
exact geometrical or matter quantity S(t, xl) according to 

S{t,xi)=°S{t) + 5S{t,xi). (3.1) 

Here °S(t) is a homogeneous and isotropic background part, which, as dis­
cussed in the previous chapter, must depend only on the time that foliates the 
background spacetime homogeneously, and 5S(t,xl) is the perturbation, which 
encapsulates the departures from homogeneity of the exact quantity. 

In this chapter I will introduce three techniques to simplify the treatment 
of the perturbations. First, in Section 3.1 I will describe a decompostion of 
the perturbed metric into terms that transform spatially as scalars, vectors, 
and tensors. This will greatly simplify metric calculations as it will enable 
us to treat individually the perturbation modes that lead to structure forma­
tion and those that correspond to vector modes or gravitational waves. In 
Section 3.2 I will provide a full geometrical interpretation of the metric per­
turbation functions, decomposing the curvature into intrinsic and extrinsic 
parts. In Section 3.3 I will repeat the spatial transformation decomposition on 
the energy-momentum tensor and generalize the covariant conservation law to 
linear perturbations. 

In general relativity, perturbations contain an inherent ambiguity. This 
gauge freedom is especially important for cosmological perturbations, and in 
Section 3.4 I will describe it in detail. I will elucidate the origin of the am­
biguity, and point out that removing the ambiguity by fixing a gauge will in 
fact enable a simplification of the form of the metric and the equations of mo­
tion. I will show that only temporal gauge transformations are "physical", in 
that linear spatial transformations do not affect Einstein's equations due to 
the homogeneity of the background. I will describe several choices of gauge 
that are physically motivated, and close with some cautionary remarks on the 
applicability of gauge transformations. 
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In Section 3.5 I will derive the perturbed dynamical equations under the 
linear approximation. This is known to be a valid approximation at sufficiently 
early times, and it will substantially simplify the equations of motion. My 
derivation is novel: To ease metric manipulations, I derive the equations in 
a particular gauge, and then generalize them to completely arbitrary gauges 
by utilizing the known gauge transformation properties of the Einstein tensor. 
I stress the utility of presenting the dynamical and conservation equations in 
arbitrary gauge: this enables us to easily specialize to any particular gauge, if 
that gauge is well-defined. 

While in general the perturbed Einstein equations consist of ten metric 
functions satisfying nonlinear equations, the simplifying techniques I introduce 
will reduce this to two metric functions satisfying linear equations, for the 
modes that can form structure. Even more reduction will be possible when 
the matter is a scalar field, which I discuss in Section 3.6. I derive the general 
forms of the dynamical equations for scalar field perturbations, and then write 
them in longitudinal gauge, where only a single metric function appears. 

Parts of the material in this chapter are based very loosely on the review 
articles [25, 26] as well as standard texts, in particular Wald [17]. 

3.1 Decomposition of the metric 
The completely general perturbed line element has the form 

ds2 = a2(rf) [-(1 + 2cf))dr]2 + 2Bidxidn + Eijdxidxj] , (3.2) 

where d> and Bi are arbitrary functions and Eij is symmetric. (We have ten in­
dependent functions altogether, as required for the arbitrary symmetric tensor 
5<7M„.) This general metric reduces to the FRW metric (2.54) for c/> = Bi = 0 
and = ^j. I have made no assumption yet about the size of the departures 
in the general metric from the homogeneous F R W metric. As I discussed in 
Section 2.2.1, under the restricted class of spatial coordinate transformations 
on constant-time hypersurfaces 

x°-*x° = x0, x{ xl = x\xj), (3.3) 

d) transforms as a scalar while Bi and E^ transform as spatial three-vectors 
and second-rank three-tensors, respectively. Here, the lack of homogeneity 
means that we cannot in general find coordinates such that all spatial vectors 
vanish and scalars depend only on the time. In reference to metric perturba­
tion functions, the terms "scalar", "vector", and "tensor" will always refer to 
these spatial transformation properties, rather than to spacetime transforma­
tion properties. 
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Geometrically, the function </> determines the lapse function, which specifies 
the ratio between proper- and coordinate-time separations between two neigh­
bouring constant-time hypersurfaces. The function a2Bi is the shift vector 
and specifies the rate of deviation of a constant spatial coordinate line from a 
line normal to a constant-time hypersurface. The function o?Eid- specifies the 
spatial metric on constant-time hypersurfaces. The physical interpretation of 
the metric functions will be discussed more fully in Section 3.2. 

The functions Bi and Ei3- can be decomposed as follows [27]. The shift 
function (indeed any vector function in a constant-curvature space) can be 
written as the sum of the gradient of a scalar and a transverse (solenoidal) 
vector, 

Bi = B\i + Su (3.4) 

where the transverse condition 

S* = 0 (3.5) 

says that Si has no part that transforms like a scalar. (Here the symbol \i 
designates a covariant derivative with respect to the homogeneous background 
spatial metric 7^. Thus in the case of Cartesian coordinates in a spatially flat 
background, this covariant derivative reduces to a partial derivative. Also, in 
Eq. (3.5) and henceforth indices on spatial vectors and tensors are raised and 
lowered with the background spatial metric 7^ or 7^, as is conventional, rather 
than with the perturbed spatial metric a2Eij.) Thus the three components 
of Bi are decomposed into a single scalar component and two independent 
transverse vector components. Next the symmetric three-tensor Eij can be 
written [27] 

E^ = (1 - 2^)7^ + 2 % + 2Fm + hij, (3.6) 

where ijj and E are scalar functions, F, is a transverse vector, and the symmetric 
tensor is transverse and traceless (TT), i.e.. 

= 0, hi = 0. (3.7) 

The conditions (3.7) mean that no parts of transform as vectors or as 
scalars. Thus the six components of Ey are decomposed into two scalar com­
ponents, the two components of the transverse vector, and the two independent 
components of the T T tensor. 

We can now make the conventional classification of metric perturbations 
into parts derived from scalars, vectors, and tensors. First, collecting terms 
derived from scalar functions, the "scalar" perturbation line element is 

dsfs) = a2(r)) {-(1 + 2(/))drj2 + 2B\idxidr] + [(1 - 2ip)jij + 2 % ] a V o V } . 
(3-8) 
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Note that the (standard) notation is perhaps confusing: the scalar perturbation 
line element is derived from scalar functions alone, but does contain the vector 
and tensor parts B\i and E\ij. The scalar line element contains four independent 
functions. 

Similarly, collecting terms derived from vectors, the vector-perturbed line 
element is 

ds2

{v) = a 2 ( 7 7 ) [-cfy2 + 2Sidxidri + (7;; + 2Fm) dx{dxj] . (3.9) 

Four independent functions (two for each transverse vector) determine the 
vector line element. Finally, the tensor-perturbed line element is 

ds2

(t) = a2{ri) [-drj2 + (7^ + h^d^daP] , (3.10) 

which is determined by the two independent components of hij. These corre­
spond to the two independent polarization modes of gravitational waves. The 
total number of independent functions for scalar, vector, and tensor perturba­
tions is thus ten, in agreement with the original general line element, Eq. (3.2). 

Note that the decompositions (3.4) and (3.6) are purely mathematical re­
sults. The physical importance of this classification derives first from the fact 
that the decompositions (3.4) and (3.6) are unique. Thus any vector or tensor 
equation such as 

dj = SirGTij (3.11) 
can be unambiguously decomposed into an equation where all quantities are 
derived only from scalars, 

G\f = 87tGTt

{;\ (3.12) 

and likewise for vector- and tensor-derived equations. The classification is 
useful secondly because in linearly constructing a tensor from another tensor 
using only covariant derivatives and the spatial metric 7^ the decomposition 
is maintained [26]. For example, if we construct the linear perturbation SGij 
from the metric tensor, then 

SG\f(g^ = SG^). (3.13) 
In words, the scalar-derived part of SG^ will depend only on the scalar-derived 
parts of goo, goi, and gij. Thus when we write the linearly perturbed Einstein 
equation 

SG„V = ZirGST^ (3.14) 
the equations of motion for the scalar parts of the metric, <fi, B, xb, and E, 
will depend only on the scalar-derived part of ST^. Similarly the vector and 
tensor parts of g^v will couple only to the vector and tensor parts of oTM„, 
respectively. In particular, scalar fields will only couple linearly to scalar parts 
of the metric. Importantly this result does not hold beyond first order in the 
perturbations. Second order terms will couple scalar and vector terms etc. 
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3.2 Geometrical interpretation of metric 
functions 

A particular choice of the perturbation functions in the general form of the 
perturbed metric, Eq. (3.2), implicitly implies a choice of coodinates, and in 
particular a choice of a time coordinate n. We can visualize such a choice 
of a time coordinate as a foliation of the spacetime into hypersurfaces E^ of 
constant coordinate time. We can also imagine a set of timelike curves with 
tangents n M which are everywhere normal to the E,, (these normal curves will 
in general differ from the curves of constant spatial coordinates xl). Then the 
geometrical properties of the spacetime can be fully described by the intrinsic 
curvature of the E,,, encapsulated by the spatial part gi3- of the metric, and 
the extrinsic curvature K^, which, as we will see, describes how the normal 
curves evolve in time. In this section I will evaluate various intrinsic and 
extrinsic geometrical properties for our perturbed metric, Eq. (3.2). This will 
be very useful not only to clarify the geometrical meaning of the perturbation 
functions, but also, as we will see in Section 3.4, to help us apply simplifying 
gauge conditions. 

3.2.1 Intrinsic curvature 
The simplest measure of the intrinsic curvature of the hypersurfaces E^ is the 
three-dimensional Ricci scalar ^R. This can be calculated in the usual way by 
constructing the Ricci tensor l- from the spatial metric g^-. However, there 
is an easier way to calculate ^R in the case that the metric perturbations 5g^u, 
defined by 

g^ = °9fMu + Sglxu, (3.15) 

are "small". Here 0g^,u is the homogeneous background metric. By "small" I 
will mean that their products can be ignored, so that a first-order linearized 
approximation can be made. For a spatially flat background, the scalar cur­
vature (3lR is equal to the perturbation S^R in the curvature. Thus we can 
take the linearized result Eq. (3.221) that I will demonstrate in Section 3.5.1 
and apply it to the three-dimensional case, giving 

(3)i?=h (-̂ +*40 • (3-16) 
Here I have used the fact that the background Ricci tensor vanishes for a 
spatially flat background. Also, the factor 1/a2 compensates for the fact that 
I raise indices on spatial vectors with 7^ rather than with p^-. Next, note 
that by the argument given at the end of Section 3.1, the linearized curvature 
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is a scalar and hence can only be constructed from the scalar metric 
functions </>, ip, B, and E. Thus ^R vanishes for purely vector or tensor linear 
perturbations. 

I will now calculate ^R for general (linear) scalar metric perturbations Sgij. 
From the general scalar line element, Eq. (3.8), we have 

Sg^ = - 2a 2 ^7u + 2a 2./%, (3-17) 

6gi

j = -2if>8i

j + 2E]i

j. (3.18) 

Therefore the trace of the spatial metric perturbation is 

Sg = Sg\ = -6V> + 2 V 2 £ , (3.19) 

where V2E EE E^\. The next term needed for ^R is easily calculated to be 

8g

i ?' = _ 2 V 2 ^ + 2 V 2 V 2 £ . (3.20) 

Combining these terms I find the very compact expression 

= 4TVV (3.21) 
cr 

Thus the Ricci scalar curvature of the spatial hypersurfaces is completely 
determined (to linear order) by the metric function ip. 

3.2.2 Extrinsic curvature 
Above I described the set of normal curves, curves with tangents n M everywhere 
normal to the hypersurfaces T,v. As I stated briefly, there exists a tensor K^, 
called the extrinsic curvature, which completes (with the intrinsic curvature 
gij) the description of the curvature of the full spacetime. The extrinsic cur­
vature is defined by 

Kv* = hp.%.p, (3-22) 

where hp

y is the projection tensor onto the subspace orthogonal to n^, 

Wv = S\ + n»nu. (3.23) 

A very short calculation gives 

Kvn = + a,jiv, (3.24) 

where the acceleration aM is defined by 

o>[j, — n^piiF (3.25) 
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and I have assumed that the timelike vector field is normalized, i.e. n^n^ — 
— 1. Next we can decompose the tensor K^v (as indeed any tensor) into an 
antisymmetric part, the twist, 

K[nv\ = (3.26) 

and a symmetric part, 

K^) = <v + -Oh^. (3.27) 

Here I have further decomposed the symmetric part into a traceless part, the 
shear a^u, and a trace part proportional to the expansion 8 defined by 

9 = = K\. (3.28) 

Note that when the integral curves of n M are everywhere normal to a set of 
hypersurfaces, as is true in the case we are considering here, then it can be 
shown [17] that the twist vanishes, i.e. = 0. Thus we can write the extrinsic 
curvature as 

= = + (3-29) 

To decipher the physical meaning of K^, consider a displacement vector 
£ M from some particular normal curve. Suppose that £ M is Lie dragged along 
the field n^, i.e. Cn^ = 0 (Lie derivatives are introduced in Section 3.4.1). 
That is, £ M and are coordinate vector fields. Then 

nvi% = = (K% - a»nv) f . (3.30) 

In words, the rate of change of ^ along the direction n1' (i.e. the failure of ^ 
to be parallelly transported along nv) is determined by the "map" K^v — a^n^. 
Consider now a bundle of normal curves near some fiducial normal curve. The 
Lie dragged displacements from the fiducial curve to the other curves in the 
bundle evolve according to Eq. (3.30). Thus the bundle's volume expansion 
rate will be 9, and it will experience shear if ^ 0. The time components 
of the displacements will change if aM ^ 0. (If we had not been considering 
hypersurface-normal curves, the bundle would twist about the fiducial curve 
if ^ 0.) 

Now the task remaining is to evaluate the geometrical quantities of expan­
sion, shear, and acceleration for the general perturbed metric we have been 
considering. It will be helpful to introduce a few more geometrical objects. 
First consider a vector field t^ defined to be tangent to curves of constant 
spatial coordinates. Thus t^ has contravariant components in our chart 

*" = (1,0). (3.31) 
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Next define the shift vector N11 to have the entirely spatial contravariant com­
ponents 

= (0,/^). (3.32) 

Finally define the lapse function N such that 

^ = Nrf + / V \ (3.33) 

We can easily solve for the lapse and shift in terms of n M , with the result 

iV = 1 JV* = -Nn\ (3.34) 

The shift vector gives the spatial deviation between a constant-coordinate 
curve and a normal curve. The lapse function specifies the ratio between 
the values of coordinate time (given by t ° ) and proper time (given by the 
0-component of the normalized nM) along a normal worldline between neigh­
bouring hypersurfaces. 

Now I will evaluate the extrinsic curvature in terms of the lapse and shift. 
Very straightforward calculations give 

= h\nv.p = X- (nA

; M/iA i, + n A . > v + nx V;A) (3.35) 

= [(Nnx).phXu + {Nnx),uhXll + Nnxh^,x] (3.36) 

= I f (£t/v - Z-Nh^). (3.37) 

The first line involves simple algebra while the final follows from the definition 
of the Lie derivative, Eq. (3.102), and its linearity. Finally, we can write the 
spatial components of the extrinsic curvature in our chart as 

Kij = ^kihX ~ Nk>ikkj ~ Nk'jhki ~ Nkflij^ ( 3 - 3 8 ) 

= ^ - 2Nm) (3-39) 

Here I have used the facts that hij = ^ and tx = (1,0). 
At last I am ready to evaluate the extrinsic curvature for linear scalar 

perturbations in our chart, which is defined by the general scalar metric (3.8). 
I will need the first-order expressions 

g00 = -1(1 - 2<f>), g0i = IB'*, gij = 1 [(1 + 2 t f ) 7

y - . 
° a a 
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The defining orthogonality condition 

npX» = 0 (3.41) 

for any contravariant vector X^ — (0, X1) lying in T,^ implies that ri; = 0 in 
our chart. Thus the relations n M = g^unv and n^n^ = — 1 give 

TV = (-o(l + 0 , 0 ) , n" = - ((1 - </>), -B*) . (3.42) 
(X 

Hence 
TV = a(l + c6), M = a 2 % (3.43) 

Inserting the spatial part of the perturbed scalar metric Eq. (3.8) into the 
expression (3.39) for the extrinsic curvature, I find to lowest order 

Kij = a{H[(l-<f>- 2^)ll3 + 2E\ij] - xb'^ + (E' - B){lJ} . (3.44) 

Calculating the trace and carefully retaining all first-order terms, I find for the 
expansion 

9 = h^nll,p = giiKij (3.45) 

= 3H(l-<f))-3ip +\v2\a(E' - B)}. (3.46) 
a1 

Notice that, as expected, the volume expansion rate is a first-order pertur­
bation from the background rate, 3H. The spatial components of the shear 
are 

Oij = Ki3 - ^9gij (3.47) 

= a(E' - B)\ij - l-V2[a{E' - B)}lir (3.48) 

To work out the acceleration, I need to calculate one perturbed connection 
coefficient, 

r ° 0 ==<^ + 7 i % (3.49) 

Then I find 
a,i = Ui-^ = 4>\i. (3.50) 

The relation aMuM = 0 then leads to 
a0 = 0, (3.51) 

to first order. 
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To summarize these results, I have considered the normal curves to the 
constant-time hypersurfaces T,v for the completely general scalar-perturbed 
metric, 

dsfs) = a2(n) {- (1 + 2<p)drf + 2B^dxidn + [(1 - 2^)^ + 2 % ] dxW} . 
(3.52) 

I found, to first order, a perturbed volume expansion rate 

89 = -SH(p -3ip + \ v 2 a 

and traceless shear tensor 

Oij = a\ij - - V a-fij, 

where I define the shear scalar a by 

a = a(E' - B). 

The acceleration is 
a? = (O,0|i). 

Repeating these calculations for the general vector line element, E q . 
I obtain to linear order 

and shear tensor 

56 = a ( t = 0, 

3.53) 

3.54) 

3.55) 

3.56) 

(3.9), 

3.57) 

3.58) 

3.59) 

3.60) 

3.61) 

where 

ai = a(Fl-Si). 

Finally, for linear tensor perturbations [Eq. (3.10)] I obtain 

89 = a„ = 0, 

and shear tensor 

3.3 Perturbed energy-momentum tensor 

3.3.1 Decomposition of the energy-momentum tensor 
Now that I have thoroughly discussed the perturbed metric tensor, it is time to 
introduce the corresponding perturbed energy-momentum tensor. I wi l l write 
the completely general arbitrarily perturbed energy-momentum tensor as 

T^v = pUyUv + Ph^y + 2q^uu) + 7 ^ , (3.62) 
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where is the spatial projection tensor 

and is some (arbitrary for now) timelike unit vector field. The functions gM 

and ir^ are defined to be (and is by construction) orthogonal to u M , 

qX = n^u* = = °- (3-64) 

Also, the tensor 7 r M „ is defined to be symmetric and traceless, 

v i > = T T ^ , 7T^ = 0. (3.65) 

Counting degrees of freedom, we have two for p and P, three for the four-vector 
constrained by Eq. (3.64), and five for the symmetric ir^ constrained by 

Eqs. (3.64) and (3.65). Thus we have a total of ten independent functions, 
which proves that we indeed can represent an arbitrary symmetric TM„ by the 
expression (3.62). 

Now, for definiteness, I will choose the field u M to be the unit vector field 
orthogonal everywhere to the hypersurfaces E,, of constant coordinate time 
rj. This choice (called the normal frame in some references) means that is 
identical to the normal field n M discussed in Section 3.2.2. That is, according 
to Eq. (3.42), in our chart, which is specified by the perturbed metric (3.2), 
we have 

u / i = ( - a ( l + 0),O). (3.66) 

Thus in the case of a precisely homogeneous universe, if we choose the E^ 
to coincide with the surfaces of homogeneity, then the field defines the 
comoving frame discussed in Section 2.2.1. In this case the functions and 
7r^u must vanish, and we recover the homogeneous energy-momentum tensor, 
Eq. (2.60). 

To understand the physical meaning of the perturbations q^ and TT^ in the 
general case, recall Section 2.1.2 where I showed that (in Minkowsky spacetime) 
the components Tl° give the momentum density (or energy flux) of the matter 
and Tlj gives the momentum flux, or stress. Evaluating the mixed form of our 
perturbed energy-momentum tensor, Eq. (3.62), I find in our chart 

T° 0 = - p , T ° = ^ , T) = PS) I ^ (3.67) 
a J J J 

to first order in the perturbations. Thus determines the momentum den­
sity seen by an observer at constant spatial coordinates. The function P 
again determines the isotropic stress, or pressure, and the tensor 7rl- gives 
the anisotropic stress. The function p, of course, still gives the energy density. 
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(Note that the component Tl

0 in general differs from T° i 5 but we will only need 
one of these for a complete set.) 

Decomposing the energy-momentum tensor into homogeneous background 
and perturbation, T^(x^) == °T^(r?) + 5T^(x^), we have 

8T°0 = -5p, <5T° = | , 5T) = SPS^ + T T V . (3.68) 

The energy density and pressure perturbations are manifestly scalar quantities. 
The spatial momentum density and anisotropic stress can be decomposed into 
scalar-, vector-, and tensor-derived parts using Eqs. (3.4) and (3.6), just as I did 
for the metric perturbation functions. Thus I can decompose the momentum 
density as 

q% = Q\i + vu (3.69) 

where the vector part Vi is transverse, v\ = 0. The anisotropic stress can be 
decomposed according to 

TTij = TL\ij - ^V 2IT.7JJ + 7T(i|j) + Tij, (3.70) 

where TT̂ . = 0 and the tensor part is T T , i.e. T\ = T^- = 0, and symmet­
ric, T^ = Tji. The Laplacian term ensures that TT^ is traceless. With these 
definitions, we can decompose the non-trivial components of the perturbed 
energy-momentum tensor into the scalar-, vector-, and tensor-derived parts 

6T°V = STf] = ^ (3 .71) 
(X CL 

and 

5Tf = (SP - ^v2ri) ̂  + In'V tfTf > = ̂ V W srj* = T). 

. (3.72) 

3.3.2 Conservation 
I will now work out the components of the covariant conservation law T^v — 0 
for the general perturbed energy-momentum tensor (3.62). Taking the covari­
ant derivative of this expression for T^v, I find 

= (P+p),,uv + (P+P) «x + ti/vg + p„<r 
+ 2q^.y) + 2g ( / V ) . / , + T T ^ = 0. (3.73) 

The energy conservation law will be determined by the component parallel to 
uv, which is 

uJT^ = - p , X - (P + P ) ^ - - g VU„ ;M - ir^u^ = 0. (3.74) 
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Here I have used the fact that uvuv = — 1, which implies that uvuv';M = 0, and 
the defining orthogonality conditions qvuv = ir^u^ = 0. I will now proceed to 
evaluate the terms in Eq. (3.74) in terms of the matter and metric variables 
alone. First, recall from Section 3.2.2 that the expansion of the set of integral 
curves of the vector field is, to first order, 

Q = u».^ = 3H(1 -<p)-3rp + ^ V V . (3.75) 

Similarly, the acceleration is 

av = vfuv-n = ( 0 , ( 3 - 7 6 ) 

so that 

(frfu^ = 0 (3.77) 

to first order in the perturbations. Also, using Eq. (3.24) I can write 

^vuv,IJL = ̂ {Kia,-avull) (3.78) 
= nlJKij, (3.79) 

since to first order TV^ is purely spatial. Therefore, inserting the explicit 
expression (3.44) for the extrinsic curvature Kij, and using the tracelessness 
of T T ^ , I find 

T T ^ X M = 0 ( 3 - 8 ° ) 

to first order in the perturbations. The term gM in Eq. (3.74) is easy to 
evaluate explicitly: 

^ = ̂  + ̂  = ̂ 4 ^ (3-81) 

to first order, since g^ is spatial and to lowest order the connection coefficient 
vanishes according to Eq. (2.73). 

Continuing with the evaluation of the terms in Eq. (3.74), I next decompose 
the exact energy density into a background and a perturbation according to 

p(t,xi)=°p(t) + 6p(t,xi) (3.82) 

and similarly for the pressure. Then 

p, X + (p + P K ; / 1 = °pfiv° + (°p + °P)0 + 5p,X + (Sp + 5P)6 (3.83) 

=(°p+°p) ( ~ 3 i j > + ^ 2 ° ) + 5 P + 3 H ( 6 P + 5 p y 
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Here I have used Eq. ( 3 . 4 2 ) for the component u° and I have applied the 
background energy conservation law, Eq. ( 2 . 6 5 ) . Finally, I will now drop the 
background superscript °, and combine all of these results to write the first 
order perturbed energy conservation law as 

5p + 3H(5p + 5P) + (p + P) (-34> + ̂ y2(7) + ^2 y 2 2 = °- ( 3 - 8 4 ) 

Note that, as expected, only scalar matter and metric functions enter into this 
expression. 

Next I will evaluate the spatial part of the energy-momentum conservation 
law by multiplying Eq. ( 3 . 7 3 ) by the spatial projection tensor h\v. This will 
give the momentum conservation law, which of course was trivially satisfied 
in the homogeneous case in Section 2 . 2 . 3 . Combining expressions ( 3 . 6 3 ) and 
( 3 . 7 3 ) , we have 

hx„T^ = (p + P),X«A + (P + P) ( « > + ^ A ; m ) + PA ( 3 . 8 5 ) 

+ q^ux + q^u^ + g A ; X + Qx^ + A/* + U \ U » T ^ = °-
Next, evaluating this expression for the spatial component X — i, each term 
proportional to u\ drops out because of Eq. ( 3 . 6 6 ) . We are left with the exact 
expression 

= {p + P)ar + SP,i + qjKi3 + q^v? + qtf + = 0. ( 3 . 8 6 ) 

Here I have used Eq. ( 3 . 2 4 ) and the fact that gM is purely spatial. As expected, 
this equation reduces to the trivial 0 = 0 when all perturbations vanish. The 
terms in this last expression can be easily calculated to first order using the 
explicit expressions for a», 9, and Ki3 from Section 3 . 2 . 2 , and by evaluating 
the covariant derivatives. The results are 

qJK,:i-Hqh ( 3 . 8 7 ) 

ft:X = Qi~ Hqu ( 3 . 8 8 ) 

- V = <j = ^ V 2 ( f l l , + ^) . ( 3 . 8 9 ) 

For the last expression, I used the anisotropic stress decomposition ( 3 . 7 0 ) and 
the transverseness of the vector and tensor parts of the anisotropic stress, 
•Ki and Tij. Combining these results, the first order momentum conservation 
equation becomes 

. (p + P)<pti + 5Pti + qz + 3HQi + ^ V 2 Q n ; + ^ = 0 . ( 3 . 9 0 ) 
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Note that in this equation p and P can be considered background quantities 
without changing the result to first order. Finally, this equation can be decom­
posed into scalar- and vector-derived parts (the tensor part clearly vanishes) 
using the momentum density decomposition [Eq. (3.69)] a* = qti + Vf 

2 
q + SHq + (p + P)d> + 5P+ — V 2 n = 0, scalar part, (3.91) 

Vi + 3Hvi + - l v 2 7 T i = 0, vector part. (3.92) 
2or 

In writing the scalar equation, I have integrated an equation involving spatial 
gradients. The resulting arbitrary spatially constant function C(t) can be 
absorbed into q, since the physical momentum density is determined by the 
gradient qti. 

3.4 Gauge transformations 

3.4.1 General form 
Why consider gauge transformations? 

The tensor transformation law 

= % W S K X W ( 3 - 9 3 ) 

gives the new value of an arbitrary tensor after the coordinate change 
x^ —> x^, but with the tensor evaluated at the same physical spacetime event. 
Thus the law describes how the components of the tensor transform. In the 
case of a scalar, the transformation law therefore reduces to the trivial 

4>(xft) = 0(x") , (3.94) 

i.e. the scalar has the same value at the event irrespective of the choice of 
coordinate basis. 

We can, of course, ask about the transformation properties of tensors eval­
uated at different events. In fact, these transformation properties will be 
extremely important in actually solving Einstein's equation. Because of its 
general covariance, we cannot expect to find unique solutions to Einstein's 
equation: if metric tensor g^u{x) is a solution for energy-momentum tensor 
T/J,u(x), then so must g^.y{x) be a solution for T^u{x) after coordinate change 
xix rpĵ -g akji^y t 0 start with any given solution and generate "new 
solutions" with the same physical content corresponds to the gauge freedom 
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of general relativity, and the associated coordinate transformations are called 
gauge transformations. A general gauge transformation consists of four arbi­
trary functions, namely the four components of (x^ — This gauge freedom 
will mean that only six of the ten degrees of freedom in are "physical" 
and the rest correspond to "gauge modes". This is consistent with the fact 
that the four relations (the contracted Bianchi identity or energy-momentum 
conservation) 

G\,, = 0 (3.95) 

reduce the number of independent components of Einstein's equation from 
ten to six. Indeed, in Section 2.1.2 general covariance was used to derive the 
Bianchi identity. 

In the context of linear perturbation theory, it will be very useful to under­
stand how tensors change under infinitesimal gauge transformations. In fact, 
since any perturbation is only defined to within such a transformation, we are 
forced to consider such transformations. To understand this, recall that we are 
interested in the behaviour of some perturbation 5S(t, x1) defined through 

Sit,^) = °S{t) + 6S(t,xi), (3.96) 

where S(t, xz) is some exact quantity and °S(t) is a (fictional) homogeneous 
background quantity. We perform this split with the expectation that the equa­
tions of motion for both the background and the perturbation will be simpler 
than the full equations for the exact quantity (because of symmetries of the 
background and perhaps an approximation of linearity for the perturbations). 
In a non-relativistic theory, this procedure poses no conceptual problems what­
soever: We find solutions to the perturbation and background equations and 
then trivially sum them to recover the dynamics of the exact quantity. How­
ever, in general relativity Einstein's equation tells us that any perturbation 
5S(t, x1) must be accompanied by a perturbation of the metric (if S was not 
already the metric!). Thus the exact and background spacetimes are not the 
same, and hence there is no unique way of "mapping" or identifying events in 
one with events in the other. In particular, we cannot say whether the coordi­
nates on the lhs of Eq. (3.96) refer to the same event as the coordinates on the 
rhs. Therefore the perturbation SS(t,xl) is not uniquely defined. Conversely, 
if we do solve the background and perturbation dynamics, we cannot unam­
biguously sum them to recover the evolution of the exact quantity S. The best 
we can say is that 

Sfoz*) = °S(t) + 5S(t,xi), (3.97) 

where S(t, x1) is related to S(t, xl) by some coordinate transformation; this 
is just a gauge transformation as discussed in the previous paragraph in the 
context of general covariance. In the context of linear perturbation theory, we 
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are helped somewhat by the fact that the gauge transformations we allow in 
Eq. (3.97) must be appropriately "small" in order not to destroy the smallness 
of the perturbation SS^,^1). However, we still have four arbitrary (but small) 
functions with which to gauge transform. 

To summarize, we must determine how quantities change under gauge 
transformations since a perturbation is only defined up to such a transforma­
tion. While this may seem to throw cosmological perturbation theory into a 
state of hopeless ambiguity, in fact we will soon see that the gauge freedom will 
be very useful in simplifying the form of the dynamical equations if we choose 
the gauge appropriately. In the remainder of this subsection I will thus derive 
the tensor transformation law under infinitesimal gauge transformations, with 
applications to linear perturbation theory in mind. 

Change of a tensor 

I wish to determine the change of a tensor under an infinitesimal gauge trans­
formation 

x» = x" - ^ , (3.98) 

where the four functions ^ are small in a sense to be determined. First, 
consider the infinitesimal form of the general transformation law, Eq. (3.93), 

s^x) = s,w(x)+c,,sKV++ °(?)- . (3-") 
We can Taylor expand S^x) to express it in terms of x, 

SV(x) = S^(x) - r<WO) + °(?)- (3-100) 

Combining these two expressions gives 

s^x) = s,„(x)+c-,,sKU+e^K+rsv;K + o(e). ( 3 . 1 0 1 ) 

In this expression, in replacing the partial derivatives with covariant derivatives 
the terms involving connection coefficients have cancelled. Defining the Lie 
derivative of a second rank covariant tensor by 

= iK;^KU + C-uS^ + CS^V-K, (3.102) 

we can finally write 

SU*) = S^x) + CzS^ix) + C(£ 2 ) . • (3.103) 

The Lie derivative can be similarly defined for other types of tensors and 
expressions analogous to Eq. (3.103) will hold. In particular, for a scalar x the 
Lie derivative becomes simply 

(3.104) 
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so that 

X(x)=x(x) + ̂ x,, + 0(e) (3.105) 
as expected. 

We can now re-express the statement on gauge freedom from above using 
the Lie derivative. If metric g^v{x) and energy-momentum tensor T^(x) solve 
Einstein's equation, then so will 

9„u(x) = g^(x) + C^(x) + C>(£2) (3.106) 

and 
T^{x) = T^(x) + C^u(x) + 0(C2), (3.107) 

where £ M is an infinitesimal gauge transformation. Similarly, in the context of 
perturbation theory, the statement above that a perturbation can only be de­
fined up to a gauge transformation of the exact quantity can be expressed now 
as the statement that to any perturbation 8S can be added a Lie derivative, 

5S ^5S = 5S + jZIS + 0{C2), (3.108) 

without any physical consequences, as long as all matter and metric quantities 
are similarly transformed, i.e. all quantities are presented in the same gauge. 

To close this subsection, I will explicate the sense in which the functions 
£M must be "small" if we are to approximate a gauge transformation with the 
Lie derivative. In order that we can ignore the 0 ( £ 2 ) terms in Eq. (3.99), the 
derivatives £M must be much smaller than unity. This means that the size 
of £M must be much smaller than the characteristic length scale of variation of 
^(x). Similarly, if we are to ignore the 0(£,2) terms in the Taylor expansion 
(3.100), then the second order term proportional to ^S^KX must be much 
smaller than the first order term. That is, the size of ^ must be much smaller 
than the characteristic length scale of curvature of SfiU(x). 

3.4.2 Gauge transformations of the metric 
Returning to the perturbed metric tensor, the gauge ambiguity mentioned 
above can be removed by arbitrarily adopting a particular coordinate system, 
i.e. by fixing the four functions This will amount to imposing four coordi­
nate conditions on g^, which together with the six independent components 
of Einstein's equation will give an unambiguous solution. 

To begin, I will describe the effect of infinitesimal gauge transformations 
on scalar, vector, and tensor metric perturbations. Using the vector decompo­
sition, Eq. (3.4), an arbitrary coordinate change can be written 

£" = « ° , + (3-109) 
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where £° and £ are scalar functions and ££r is a transverse spatial vector field. 
(Note that I define 

£ K = 7 % , (3-110) 

where is the covariant derivative with respect to xj = x M | M = j . ) For the met­
ric tensor, whose covariant derivative vanishes, the Lie derivative Eq. (3.102) 
reduces to 

A & u ' = 2f(w)> (3.111) 

although the non-covariant form 

A v = 2 f , ( A ) K + ^V,« (3-112) 

is slightly more convenient for these calculations. Note that the change C^g^ 
in the metric tensor under an infinitesimal gauge transformation is a linear 
function of covariant derivatives of £ M and hence, by the result stated at the 
end of Section 3.1, we expect that a scalar gauge transformation 

? = (3-113) 

will change only the scalar-derived terms in the perturbed metric, a vector 
transformation 

£" = (<>,&) (3.H4) 

will change only the vector part of the metric, and no infinitesimal gauge 
transformation will change the tensor part of the metric. While the metric 
will change under all types of linear gauge transformations, we will see in 
Section 3.4.3 that due to the homogeneity of the background, only the temporal 
scalar transformation £° will effect the quantities that appear in the dynamical 
equations. Nevertheless, I will exhibit the effect of all gauge transformations 
in this section. 

Anticipating Section 3.5,1 will consider the case where the perturbed metric 
functions and their derivatives are small in the sense that the products 

f^J and ?<ptU . (3.115) 

can be ignored, and similarly for the remaining metric perturbation functions. 
This means that to linear order we can consider the metric in the expression 
(3.112) to be the homogeneous background F R W metric, Eq. (2.54). I will 
use the comoving, conformal time background chart specified by that metric, 
and assume spatial flatness and Cartesian coordinates so that spatial covariant 
derivatives become partial derivatives. 
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I will start by calculating the effect of an infinitesimal vector gauge trans­
formation, Eq. (3.114), on the metric. The spatial part of the metric tensor, 
gtj, changes by 

Ci9ij = 2£"#gi)K + r<tov. (3-116) 

= 2a 2e f c

( j 7 j > (3.118) 

= 2a2eW). (3,119) 

Here I've used = 0 for the homogeneous background and £° = 0 for a 
vector transformation. Now from Section 3.1, the completely general spatial 
part of the perturbed metric tensor is 

9 i j = a2 [(1 - 2^)7ij + 2Etij + 2F{iJ) + htj] , (3.120) 

for scalars ip and E, transverse vector Fj, and T T tensor hij. Thus we see 
from Eq. (3.119) and from the uniqueness of the decomposition (3.120) that 
the effect of the vector gauge transformation on the spatial metric consists of 
a shift in the vector Fi, 

Fi->Fi = Fi + ti>tI, (3.121) 

while ip, E, and are unchanged, as expected. 
By a very similar calculation, the time-space component of the metric ten­

sor changes under a vector gauge transformation by 

Cigoi = a% (3.122) 

where ^ = = d^/dr}. Thus the only change in the time-space part of the 
general perturbed metric 

g0i = a2{Bii + Si) (3.123) 

is in the vector part 
S i & = Si + (3.124) 

For a vector gauge transformation 

Ci9oo = 0 (3.125) 

so 0 is unchanged. 
Next I will consider the change in the metric due to a scalar gauge trans­

formation, Eq. (3.113). Calculations similar to those for the vector case give 

C m = -2a\e + ne), (3.126) 
Aflbi = a 2 ( f t - ^ ) , (3.127) 

Ciglj = 2a2(ilj + neiij)- (3.128) 
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These expressions imply that a scalar gauge transformation changes only the 
scalar metric functions as follows: 

(3.129) 
(3.130) 
(3.131) 
(3.132) 

3.4.3 Gauge transformations of the energy-momentum 
tensor 

We have now seen that the functions appearing in the general perturbed metric 
(3.2) all change under the arbitrary gauge transformation 

e = (e,zli+(i)- (3.133) 

We expect the perturbed energy-momentum tensor to also change under such 
a transformation. In fact, in this section I will show that, to first order, the 
mixed form components 5T°0, <5T°, and bT%

3- only change under the tempo­
ral transformation £°. Thus the corresponding components of the linearized 
Einstein equation 

bG*v = 8irG5T^ (3.134) 

will be gauge invariant under linear spatial transformations. 
I will calculate the change in the energy-momentum tensor under a gauge 

transformation by using the mixed form of Eq. (3.102), 

A n = -e*T\+e^x+£An;A (3.135) 

= -e,xT\+e,„T\+eT\x. (3.136) 

I choose this form because the components in our chart contain fewer trouble­
some appearances of the scale factor a. Inserting the components T^v from 
Eq. (3.67) and the general infinitesimal gauge transformation (3.133) into 
Eq. (3.136), I find 

Ar°0 = -p'e°, (3.137) 
L(T\ = - (p + P ) f ° . , (3.138) 
LtLTi = P'g&i. (3.139) 

Indeed, as promised, the spatial transformations £ or £Jr do not appear in 
these expressions. Note that the spatial transformations do appear in the 

B-+B = B + t'-£°, 

E -»• E = E + C 
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component >QTJ

0 (as well as in the covariant or contravariant forms C^T^ and 
C{T^V). However, only the components 5T°0, 5T%, and 5Tlj are needed to 
write a complete set of components of Einstein's equation (3.134), namely the 
energy and momentum constraints and the space-space dynamical equation. 
The expressions (3.137) to (3.139) imply that that complete set of equations 
is gauge invariant under linear spatial transformations. In particular, this 
means that the vector (as well as the tensor) part of the equations of motion 
will be gauge invariant, and the scalar part will depend only on the single 
degree of gauge freedom £°. Physically, this is due to the homogeneity of the 
background—as we move infinitesimally along the constant-time hypersurfaces 
S^, no physical quantity changes at zeroth order. 

The gauge transformations of which I have just calculated can be read­
ily expressed in terms of the matter variables defined in the decompositions 
(3.68), (3.71), and (3.72), just as I expressed the gauge transformations of 
gM„ in terms of the metric functions in the previous subsection. Under the 
arbitrary gauge transformation (3.133), we have 

Sp^ 8p = Sp + p'f°, (3.140) 

SP^5P = 8P + P'f, (3.141) 

q->q = q-a(p + P)e, (3.142) 

and each of 
Vi, n, TTi, and r) (3.143) 

are gauge invariant. 
What these results mean is that when we write the complete set of linearized 

equations, 

6G°0 = 8nG5T°0, 8G°i = 87rC7oT°, SG^ = ZixGST), (3.144) 

we are guaranteed that only combinations of the metric functions that are 
spatially gauge invariant will appear. Thus the homogeneity of the background 
itself reduces the number of physical metric degrees of freedom from four to 
three for the scalar modes, and from four to two for the vector modes. Of 
course the remaining scalar gauge mode is still not physical, and fixing £° 
will reduce the number of independent scalar degrees of freedom to two. The 
various choices for fixing £° will be the subject of the next section. 

3 . 4 . 4 Choice of gauge 
I proved in the previous section that the vector- and tensor-derived parts of 
the linearly perturbed Einstein equation are gauge invariant, while the scalar-
derived part depends only on the single gauge function £°, i.e. on the choice 
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of time slicing. Considering the gauge transformations (3.121) and (3.124) for 
the vector functions Ft and Si, it follows that the vector equation of motion 
must only contain the gauge-invariant combination 

In Section 3.2.2 I found that the quantity cr* determines the shear of the nor­
mal curves to constant-time hypersurfaces. Similarly, considering the gauge 
transformations (3.129) to (3.132) for the scalar metric functions, the scalar 
equation of motion must only contain 

each of which are gauge invariant under spatial transformations. Recalling 
Eq. (3.54), the quantity o determines the shear of the normal curves in the 
scalar case. 

For reference I will summarize here all of the geometrically or physically im­
portant metric and matter functions that depend only on the choice of time slic­
ing £°. The metric function d> determines the lapse function through Eq. (3.43). 
The function ip determines the Ricci curvature scalar of the constant-time hy­
persurfaces Y,v through Eq. (3.21). The function o determines the shear of the 
normals to the T,v, as I just mentioned. These three functions can be com­
bined according to Eq. (3.53) to form the perturbation in the expansion of the 
normals, 59. The matter side is described by the perturbed energy density, 5p, 
the perturbed pressure, 5P, and the momentum density scalar, q. 

I will now summarize the gauge transformation properties of each of these 
seven scalar perturbation functions. The forms of the expressions are cleaner 
if we write them in terms of the shift in proper time T = a£°, rather than 
conformal time f°. Collecting expressions (3.129) to (3.132), (3.140) to (3.142), 
and definitions (3.53) and (3.55), I find 

Oi = a{F[ - Si). (3.145) 

4>, tp, and o~ = a(E' - B) (3.146) 

4> = 4> + T, 
i> = ip- HT, 
o = o + T, 

(3.147) 
(3.148) 
(3.149) 

(3.150) 

5p = 5p + pT, 
5P = 5P + PT, 

q = q-(p + P)T. 

(3.151) 
(3.152) 
(3.153) 

This list of expressions makes it easy to define several physically meaningful 
choices of time slicing T. Namely, with a suitable choice of T we can set any 
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one of the seven quantities to zero. Thus each such choice will simplify the 
equations of motion while completely removing the gauge ambiguity (except 
for synchronous and static curvature gauges; see below). After defining some 
notation and giving some general results I will next summarize each of these 
gauge choices. 

Notation and general results 

I will follow a simple notation convention. Consider any two matter or metric 
perturbation variables p and r (e.g., p = ip and r = 8p). When written 
unsubscripted, such a variable will refer to that quantity in an arbitrary gauge, 
unless otherwise noted. On the other hand, the variable p in a gauge specified 
by r = 0 is given the symbol pr. (For example, the uniform density gauge 
curvature perturbation is written tpsp, or xpp for short.) Thus pp = 0 for all 
p. In a gauge defined by r = 0, the hypersurfaces E t of constant coordinate 
time coincide with the hypersurfaces of vanishing r, which I denote E r . Thus 
Pr = p | E r -

When p and r transform like 

p = p + a(t)T, (3.154) 
r = r + (3(t)T, (3.155) 

[as most of the important variables do; recall Eqs. (3.147) to (3.153)], some 
simple results with clear geometrical interpretations apply. The gauge trans­
formation 

T _ p = - - (3.156) 
a 

results in 

P = PP = 0, (3.157) 

and similarly r is gauged away with the shift 

T^r = -~. (3.158) 

The shift T_, p is simply the temporal displacement between an arbitrary gauge 
hypersurface and a vanishing-p hypersurface, E p , and similarly for r. Thus we 
have 

Pr=P~y (3.159) 

and 
rp = r--p. (3.160) 

a 
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It follows that pr and rp are proportional, 

ct 
Pr = ™ V (3.161) 

This result has a simple geometrical interpretation. Both pr and rp are pro­
portional to the temporal displacement Tp^r between hypersurfaces E p and E r 

of vanishing p and r, 

T p _ r = T _ r - T^p = - - ^ . (3.162) 

Indeed, performing the shift T p ^ r from £ p , where p = 0, to E r , where p = pr, 
we see [with Eq. (3.154)] that pr must be proportional to Tp^r, and similarly 
for r p. 

Synchronous gauge 

The choice 
t = -</>, 

that is 

T = - J c/>dt + C ( x i ) , 

where C(xl) is an arbitrary spatial function, results in 

0 = 0. (3.165) 

This choice, known as synchronous gauge, is particularly useful in that it sim­
plifies considerably the form of the equations of motion. This is because 0 = 0 
implies that the lapse function is unperturbed, so that coordinate time coin­
cides with proper time along constant spatial coordinate worldlines. 

However, there is a cost to this simplicity. Since synchronous gauge only 
fixes T, there remains the residual gauge freedom in T represented by the 
spatial function C(xl). This can complicate the treatment of solutions, as 
the residual gauge mode must be tracked and not mistakenly interpreted as 
a physical mode. Ultimately this residual freedom corresponds to a (spatially 
dependent) arbitrariness in the choice of time origin, and can in fact be useful 
in understanding the behaviour of long-wavelength perturbations, as I will 
show in Chapter 5. 

Static curvature gauge 

(3.163) 

(3.164) 

Setting 
(HT) = xh, (3.166) 
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that is 
T = t ± ^ l (3.167) 

H 
where C(xl) is an arbitrary spatial function, results in 

-0 = 0 (3.168) 

and 
^ = - c r y ) . (3.169) 

Since ip is static with this slicing [and hence, recalling Eq. (3.21), has only 
the trivial time dependence ^R oc a - 2 ] , I will name this gauge static curvature 
gauge, although I am not aware of this gauge discussed in the literature under 
any name. 

As with synchronous gauge, this gauge only fixes a time derivative, and 
hence is only defined up to an arbitrary residual gauge function C(xl). How­
ever, it will also prove very useful in discussing long-wavelength dynamics in 
Chapter 5. 

Uniform curvature gauge 

If we fix the residual gauge function C(xl) in static curvature gauge to vanish, 
i.e. if we choose 

T=^, (3.170) 

then we obtain precisely 

and hence 

4> = 0 (3.171) 

( 3 )ft = 0. (3.172) 

Thus the constant-time hypersurfaces E t are spatially flat in this gauge, if 
the background is flat. (In the general case, the E t are of constant scalar 
curvature.) 

Zero-shear or longitudinal gauge 

A time slicing specified by 
T = -a (3.173) 

yields 
a = 0. (3.174) 
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This condition has the geometrical interpretation that the normals to the E t do 
not experience shear. As described below, with a further spatial transformation 
we can set _ _ 

B = E = 0, (3.175) 

which defines longitudinal gauge. 

Uniform expansion gauge 
Choosing for the time slicing T the solution to the equation 

ZH + -4-V2 ) T = -59 (3.176) 
a J 

results'in 
59 = 0. (3.177) 

That is, in this gauge the expansion rate of the normals to the E 4 is given by 
the unperturbed value 3H. 

Uniform density gauge 

The choice of time slicing 

means that 

T = - — (3.178) 
P 

5p = 0, (3.179) 

that is in this gauge the hypersurfaces E t are constant-energy-density sur­
faces. Thus the uniform density gauge (together with the following two gauge 
choices) has a particularly striking physical meaning. Note, however, that the 
gauge transformation T becomes singular if the background density becomes 
stationary, p = 0. I will discuss this situation in Section 3.4.5. 

Uniform pressure gauge 

We can similarly set the pressure perturbation to zero on the E t , 

5P = 0, (3.180) 

by performing a gauge transformation with 

T = -y. (3.181) 

This gauge shares with uniform density gauge the potential for singular be­
haviour. 
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Comoving gauge 

A particularly intuitive gauge choice results from the slicing 

T=-T15- (3-182) p + P 

Then we have 
q = 0 (3.183) 

on the constant-time hypersurfaces, so that the momentum density vanishes in 
our coordinates. This gauge choice is, in this sense, a natural generalization of 
the comoving coodinates we used in the homogeneous case. It can also become 
singular. 

Spatial gauge choice 

Recall again that spatial gauge transformations £'1 + do not affect the final 
equations' of motion, and hence only the choice of time slicing T is "physical" 
in this sense. However, spatial transformations do affect the metric functions 
E and B according to Eqs. (3.130) and (3.132). Therefore in addition to each 
of the gauge choices described above we can make a further spatial transfor­
mation to eliminate either E or B. The advantage to this procedure is that 
in simplifying the form of the metric it will make metric-based calculations 
easier. 

In particular, according to Eq. (3.132), performing a spatial gauge trans­
formation with 

£ = (3.184) 

results in 

E = 0. (3.185) 

Similarly, according to Eq. (3.130), setting instead 

£ = J(e-B)dV + C(xi), (3.186) 

where C(xl) is an arbitrary spatial function, gives 

B = 0. (3.187) 

As in the case of synchronous gauge described above, the arbitrary function 
C(xl) represents a residual spatial gauge freedom. 

For example, in uniform curvature gauge, where ip = 0, we can further set 
E — 0 and the scalar line element (3.8) becomes 

dsfs) = a2(n) [-(1 + 24>)dn2 + ZB^dtfdq + ̂ dx^xA . (3.188) 
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That is, the spatial 3-metric 7^ is completely unperturbed. 
Likewise, in zero-shear gauge, where d = 0, we can also set E = 0. Thus, 

since o = a(E' — B), we also have 

B = 0. (3.189) 

In this case, zero-shear gauge is commonly referred to as longitudinal gauge. 
According to Eqs. (3.147), (3.148), and (3.173), the scalar metric functions d> 
and ip become 

0 = 0 a = 0 - a = $, (3.190) 
^ = ̂ (J = ̂  + Ha = ^. (3.191) 

The symbols $ and ^ are conventionally used to designate the longitudinal 
gauge scalar functions. The scalar line element becomes 

ds2

(s) = a2(r)) [-(1 + 2$)dn2 + (1 - 2^)lijdxidxj] (3.192) 

in this gauge. This simple form makes longitudinal gauge particularly suited to 
doing metric calculations. In the absence of anisotropic stress, the longitudinal 
gauge metric will take an even simpler form, as we will see. 

Vector gauge 

I proved above that Einstein's equation for linear vector perturbations is gauge 
invariant (in a homogeneous background). However, just as with the scalar 
gauge choices listed above, there is a "trick" we can perform to make interme­
diate calculations with the vector metric simpler. According to Eqs. (3.121) 
and (3.124), performing a spatial gauge transformation with 

& = -F* (3.193) 

produces 
Ft = 0 (3.194) 

and' 
St = Si - F[. (3.195) 

I will call this choice "vector gauge". The metric in this gauge takes the very 
simple form 

ds2

v) = a 2 ( 7 7 ) (-drf + 2Sidxidr] + T y d x W " ) . (3.196) 

After completing a metric-based derivation of the equation of motion, we can, 
recalling definition (3.145) and Eq. (3.195), simply replace each occurence of 
—aSi with the gauge-invariant physical variable CTJ representing the shear. 
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Gauge fixing vs. "gauge-invariant variables" 

The approach of several works on cosmological perturbation theory [25, 26, 28] 
is to attempt to construct metric and matter variables that are independent of 
the choice of gauge. For example, the metric function ty, defined in Eq. (3.191), 

is considered such a "gauge-invariant" variable. Indeed, it is very easy to 
confirm with Eqs. (3.148) and (3.149) that the combination ip + Ha does not 
change under arbitrary linear gauge transformations. This is to be expected 
according to the interpretation surrounding Eq. (3.162), under which ipa is 
simply proportional to the (manifestly gauge-invariant) temporal displacement 
between uniform curvature and zero shear hypersurfaces. 

However, Eq. (3.197) is a prescription for taking an arbitrary gauge pertur­
bation tp and translating it into zero-shear gauge. Thus the "gauge-invariance" 
of can be seen as just a reflection of the fact that this prescription must pro­
duce the same result on arbitrary initial gauges. In fact, it is not hard to con­
vince oneself that such "gauge-invariant" variables can be constructed simply 
by specifying the prescription for taking any metric or matter variable and rep­
resenting it in any completely fixed gauge [29, 30]. That is, working with any 
such "gauge-invariant" variable is completely equivalent to working in some 
specific gauge—equations of motion, for example, will be identical in either ap­
proach. While the interpretation of a variable such as ^ as a gauge-invariant 
displacement between hypersurfaces is attractive, not all "gauge-invariant" 
variables can be interpreted this way (e.g., $ = <pa cannot). Instead, I find it 
physically clearer and safer to simply fix all variables according to some gauge 
condition, and this is the approach I take in this thesis. 

3.4.5 A gauge transformation too far? 
In this subsection I will make some cautionary remarks on the applicability of 
gauge transformations. Situations can arise in which a transformation to some 
particular gauge is singular or ill-defined. Indeed, there is no gauge transfor­
mation (infinitesimal or not) that can gauge away density perturbations after 
they have collapsed sufficiently in the process of forming galactic structure. 
That is, uniform density gauge is ill-defined at late enough times. 

To see why this is so, consider the gauge transformation of some scalar 
quantity, x, decomposed as usual into a homogeneous background and a per­
turbation: 

^ = Vv = i> + Ha, (3.197) 

(3.198) 
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[recall Eq. (3.104)]. As above, T = acj° is the proper time displacement asso­
ciated with the transformation. Thus, exactly as in the preceeding subsection, 
if we perform a gauge transformation with 

T = -64, 
X 

the result is 
SX = 0, (3.200) 

that is we appear to have gauged away the x perturbations. 
This procedure should be geometrically clear upon examining Fig. 3.1. 

There I plot the homogeneous background x(i) a s w e U a s the perturbation 
5x(xl,t) for some spatial coordinate value x1. As I explained in Section 3.4.1, 
any perturbation is only ever defined up to a gauge transformation of the 
corresponding background quantity. In this case, this means that we are free 
to shift the two curves relative to each other along the time direction, in a 
way that varies smoothly with time and space. In Fig. 3.1(a), for the case of 
a small amplitude perturbation Sx, it is clear that we can shift the two curves 
into coincidence and hence eliminate the perturbation. 

As the amplitude of the perturbation oscillation increases, we may need 
to violate the conditions that the Lie derivative be a good approximation to 
the gauge transformation, namely that the size of £M not exceed the variation 
scale of £M or the curvature scale of the background (recall the end of Sec­
tion 3.4.1). This only means that a more accurate representation of the gauge 
transformation is needed than the Lie derivative. However, if the perturbation 
amplitude becomes great enough that the exact quantity is no longer mono-
tonically decreasing, then no gauge transformation whatsoever can gauge away 
the perturbation. This should be clear from Fig. 3.1(b). Essentially the trans­
formation would need to be discontinuous and not one-to-one (so that it is no 
longer a diffeomorphism). This is essentially the reason that at late enough 
times density perturbations cannot be gauged away. 

A related scenario is illustrated in Fig. 3.1(c). Here the background quan­
tity is no longer monotonic, and near the times when x — 0 the gauge trans­
formation is not defined, even if the oscillation amplitude of the perturbations 
is small. Notice that the expression (3.199) for T diverges at these times. 

Conversely, if near the times when x = 0 we restrict gauge transformations 
to "small" shifts T, then the gauge transformation (3.198) will have negligible 
effect on the perturbation Sx- At sufficiently late times in the evolution of 
the universe all background time derivatives become negligible. This is the 
reason that (small) gauge transformations have no significant effect on late 
time perturbations. 

(3.199) 
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t 

Figure 3.1: A scalar homogeneous background quantity %(£) (heavy lines) and 
its perturbation d~x(x\t) (fine lines) along some worldline. In (a) 
the perturbation can be gauged away with a time-dependent shift 
in time (small arrows). In (b), this cannot be done smoothly. In 
(c) it cannot be done because x changes sign. 

Of the several gauge choices discussed in the previous section, uniform den­
sity, uniform pressure, and comoving gauges all share the potential for singular 
behaviour. For uniform density gauge, the gauge transformation T becomes 
singular if the background density becomes stationary, p = 0. This can in 
fact happen during the phase of reheating when the inflaton field oscillates 
about the minimum of its potential. From the conservation equation (2.65) 
and Eqs. (2.128) and (2.130), a universe dominated by homogeneous scalar 
fields ifA satisfies 

p = -3Hip-ip. (3.201) 
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Thus when the scalar field velocities vanish, uniform density gauge becomes 
singular. This gauge also becomes singular in the slow-roll limit, Eq. (2.158). 
Similarly, for P — 0, uniform pressure gauge is singular, and, since p+P = (p-<p 
for homogeneous scalar fields, comoving gauge can become singular as well. 
Thus these gauge choices should be used with caution in inflationary studies. 

3.5 Linear perturbation dynamics 

3.5.1 General form of perturbed Einstein tensor 
The previous sections in this chapter provide us with two important tools which 
greatly simplify the treatment of the perturbed metric and energy-momentum 
tensor. The vector and tensor decompositions allow us to write separate equa­
tions of motion for scalar, vector, and tensor modes, and to concentrate on 
the scalar modes as sources of large-scale structure. A n appropriate choice 
of gauge can furthermore eliminate the ambiguity in the metric and allows a 
considerable simplification of the form of the metric and hence of the equa­
tions of motion. In this section, I will use these two results and introduce a 
technique that will further simplify the dynamical equations. Namely, I will 
derive the equations of motion under the approximation of linear perturbation 
theory, which the cosmological principle and actual observations imply will be 
accurate. 

Recall from earlier in this chapter that the general approach in cosmological 
perturbation theory is to decompose any arbitrarily perturbed exact quantity 
into a homogeneous and isotropic background and a perturbation. The exact 
metric g^ and energy-momentum tensor are supposed to represent the real 
universe, and they are the quantities we are ultimately interested in determin­
ing. In doing so we concoct the fictitious homogeneous background quantities 
°glxv and °TfJ,u, which "exist" on a fictitious homogeneous and isotropic space-
time manifold. On this background manifold these quantities are decreed to 
precisely satisfy Einstein's equation, i.e. 

0 G V = 8vrC7%,. (3.202) 

To define the perturbations we must specify a correspondence, or mapping, 
between events on the background and exact manifolds. As I discussed in 
Section 3.4.1, the ambiguity in this mapping amounts precisely to the ability 
to perform arbitrary gauge transformations of the exact quantities. Thus, for 
example, the exact metric tensor can be decomposed as the sum 

g^(t, x{) = 0gfil/(t) + Sg^t, x{). (3.203) 
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Here I have indicated that this decomposition is only denned up to a gauge 
transformation: pM„ is the result of performing an arbitrary gauge transforma­
tion x^ —> x^ on the exact metric tensor g^v. 

In defining the background and perturbed quantities, I must choose certain 
conventions. I will raise and lower indices on background quantities with the 
unperturbed metric °gllv. Thus in particular we have 

V A V = (3-204) 

as an exact statement. Indices on perturbed quantities can be raised or lowered 
with the background or the exact metric—the results are the same to first 
order. Also, I will define 

bg\ = g^8gXv (3.205) 

so that by Eq. (2.13), or equivalently via a simple calculation using Eq. (3.204), 

5(gn = -8g'w + 0(6g2). (3.206) 

However, I define 

5G\ = S(g^GXu) (3.207) 

= -5g»xGxv + gf*5Gxv (3.208) 

to first order, so that in general 

oG^^g^8GXu. (3.209) 

Now I will proceed with the derivation of the perturbed Einstein equation. 
Using the definition of the connection coefficients, Eq. (2.5), the perturbations 
SKX are 

SKx = <T (-SgPaKx + - \6gvx^j • (3-210) 

In this expression I have dropped the 0(6g2) terms, and I will henceforth 
only write the first order terms in all perturbation equations. This is the 
linear approximation, where all products of perturbations are supposed to be 
negligible. Note that ST^X is in fact a third-rank tensor: writing 

5gp*,\ = Sgpv.x + r;x5g„a + Ylx5gpa (3.211) 

and similarly for the permuted terms in Eq. (3.210), the connection coefficients 
cancel and we are left with 

*Kx = <VV;A) - (3.212) 
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Next, linearly perturbing the definition of the Riemann tensor, Eq. (2.4), 
gives 

5Rpu = 25TX^X] + F5F terms. (3.213) 

Here the F5F terms are each proportional to the zeroth order connection co­
efficients. Therefore, if we choose locally geodesic coordinates each of these 
terms vanishes, and we can immediately write the perturbed Ricci tensor as 
the covariant expression 

5Rpi/ = 25TX

W.X] (3.214) 

= \ (VW,A + ̂  - - 59w>) > (3-215) 

where 

Sg = 5g^ (3.216) 

is the trace of the metric perturbation. Finally, writing 

G% = g»xRXu - ±6»„R, (3.217) 

I find the linear perturbation of the Einstein tensor to be 

6G»V = -6gpXRXu + g»x5RXu - l-5p

v5R (3.218) 

= \ (-<fo : "„ - V „ : A A + &9\\ + * / V ~ 6»y8R) - Sg\R\, (3.219) 

where 

8R = 5(gXpRXp)=-5gxPRXp + gxP5RXp (3.220) 

= -8gx

pRp

x-8g'\ + 8g\x

p (3.221) 

is the perturbed Ricci scalar. The first order linearized Einstein equation is 
simply 

o"G"„ = 8irG8T^, (3.222) 

where 8Gil

v is given in terms of the perturbed metric by expression (3.219), and 
5T^V = 5(T^) is given in terms of the matter variables by Eqs. (3.68), (3.71), 
and (3.72). Recalling Eq. (3.203), this linearized Einstein equation specifies 
the perturbations only up to a gauge transformation of the backgrounds. 
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3.5.2 Explicit form of perturbed Einstein tensor 
Scalar perturbations 

I will now evaluate the scalar-derived part of the perturbed Einstein tensor. 
According to Eq. (3.13), only the scalar parts of the perturbed metric will 
enter into this part of the linearized Einstein tensor. I will use the spatially 
flat, comoving, conformal time background chart specified by Eq. (2.54). I will 
perform the calculations in longitudinal gauge, where 

otfoo = - 2 a 2 $ , 5goi = 0, 59ij = - 2 a 2 ^ 7 i j , (3.223) 
<5«7°0 = 2$, ^ = 0, 5gy = -2Wp (3.224) 

and afterwards generalize to arbitrary gauge. 
First I determine the perturbed Ricci scalar. I obtain after straightforward 

calculations 

8gx

pRp

x = — [H'$ - (W + 27i 2 )^] , (3.225) 

^ ; A A = ~\ Hd" ~ 2ri5g' + VHg) , (3.226) 

5gx

p.x

p = --1 [$" + 5 W + 3 W + {3H' + 6ft 2) ($ + + V 2 * ] , (3.227) 

where 
8g = 2$ - 6*. (3.228) 

Thus by Eq. (3.221) 

5R=-^r [3tf" + 3ft(3*' + $') + 6(ft' + ft2)$ + V 2 ( $ - 2*)1 . (3.229) 

Now I must calculate the terms needed for the component 5G°Q. Straight­
forward but somewhat lengthy calculations give 

8gfi

0 = \(-6g" + HSg'), (3.230) 

Sg°0,x

x = A [_$" - 2H& + 6ft 2 ($ + + V 2 $ ] , (3.231) 

5gx

Q'\ = Sg\.0

x = 1 [-$" - 2H& - 3W + 3ft 2 ($ + *)] , (3.232) 

Sg°xRx

Q = -2H'$. (3.233) 

Summing the terms in Eq. (3.219) thus gives 

5G°Q = 4 [3W(tf' + ft$) - V 2 ^ ] (3.234) 
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as the time-time component of the linearized Einstein tensor in longitudinal 
gauge. 

Completely analogous calculations give 

a* 
+ HQ) (3.235) 

and 

SGrV = -4 25% ( + H(2V' + $') + (H2 + 2H')$ + T^V 2 ($ -

(3.236) 

as the remaining scalar-derived components. (As I explained in Section 3.4.3, 
the component 5Gl

0 will provide no independent information.) Notice that 
the time-time and time-space components contain no second time derivatives— 
these expressions lead to constraints on the scalar functions and their first time 
derivatives. As discussed in Section 2.2.4, only the space-space component of 
Einstein's equation contains second time derivatives and is "dynamical". 

Vector perturbations 

Next I will evaluate the vector-derived part of the perturbed Einstein tensor. 
Recall from Section 3.4.3 that this vector part is gauge invariant in a homo­
geneous background. Also recall from Section 3.4.4 that I can, nevertheless, 
always perform a spatial gauge transformation on the metric functions to vec­
tor gauge, where F j = 0, and thus simplify the metric calculations. In the 
end I can simply replace all instances of Si in the Einstein tensor with —Oi/a, 

where CTJ is the shear vector, to obtain the gauge-invariant equation of motion. 
Again, only the vector-derived parts of the perturbed metric will enter the 

calculation of the Einstein tensor, and in vector gauge they become 

Sgoo = 0, Sgoi = a2 Si, Sgi3- = 0, (3.237) 
«Jp°o = 0, lg*i = -Si, 5^ = 0. (3.238) 

Since we cannot linearly construct a scalar from a transverse vector, we can 
immediately conclude that 

5g = 5R = 0. (3.239) 

Similarly we must have 

<5G°0

V) = 0 (3.240) 

so that the time-time Einstein equation is trivial. 
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I calculate the terms needed for the time-space component to be 

o<?V = ^ (S? + mS'i - 6H2S% - S72Si) , (3.241) 

6g\\ = 1 (SI + mS[ - 4W 2 50 , (3.242) 

5<A/ = [^3 + (2W + 6H2)Si] , (3.243) 

^ ° A i ? A , = - \ (V! + 2ft 2) (3.244) 

Combining these terms we obtain the concise result 

SG°\V) = ^ V 2 $ . (3.245) 

Similar calculations give 

for the space-space component of the vector-perturbed Einstein tensor. 
Finally, we can express these components in explicitly gauge-invariant form 

by substituting Si with —<7j/a. The result is 

^ V ) = - 2 ^ V V i ' ( 3 - 2 4 7 ) 

= ^ - f fa*) + H ° ( U ) ) • (3.248) 

Tensor perturbations 

The derivation is simplest and most elegant for tensor modes (gravitational 
waves). Here we immediately conclude that 

= 8g = 5R = SG0^ = 6G0\l) = 0, (3.249) 

since no scalar or vector can be linearly constructed from hij. Also, we have 
no gauge freedom, since / i l • does not change under infinitesimal gauge trans­
formations, as we found in Section 3.4.2. 

The first condition in (3.249) is known as the covariant transverseness con­
dition. This condition allows us to derive a compact covariant expression 
for the perturbed dynamical equation. We can do this by commuting the 
derivatives in the third and fourth terms in the perturbed Einstein tensor, 



Chapter 3. Cosmological Perturbations 82 

Eq. (3.219), and then exploiting the transverseness property. Explicitly, the 
properties of the Riemann tensor imply that 

= *TV*VA + <foW (3-251) 
However, 

2 ^ \ ; M = tf^x - Sg\.M (3-252) 

= Sg\-,„x (3-253) 

by transverseness, so we simply have 

8g\-,„x = 8gx

pRp„„x + 5gp,RPu. (3.254) 

Exchanging fi and v gives 

Sg\,x = Sgx

pRp

vpx + < W V (3-255) 

When we sum these two expressions we will need 

SgXpRpHv\ + 5gXpRpupx = Sgxp(RppvX + RxvpP) (3.256) 
= 5gxp(Rppux + R„PXu) (3.257) 
= 25gXpRp^x, (3.258) 

by the symmetries of the Riemann tensor and Sg^. We now have all the non­
zero terms in the perturbed Einstein tensor, Eq. (3.219). Performing the sum, 
I find 

S G^) = I (-U8g»v + 25gx

pRpp

vX + 5gp

vR% - 5g»pRp

u) . (3.259) 

Finally, note that for an isotropic background, Rlj oc <51-, and so the last two 
terms in Eq. (3.259) cancel. We are left with 

6GM = + Sgx

pRp^x (3.260) 

as the covariant tensor mode linearized Einstein tensor. 
We can also express this tensor in the standard chart defined by Eq. (3.2). 

In this case we have 

8 goo = Sgoi = 0, Sgij - a2hij, (3.261) 
Sg°o = Sg°i = 0, 5^- = /iV (3.262) 
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To calculate the term 
Sg\Rpl

jX = gin6gl

mRm

nji (3-263) 

we can use the definition of the Riemann tensor, Eq. (2.4), together with the 
F R W connection coefficients, Eqs. (2.73), to obtain 

Rm

njl = H2{5m

jlnl - 5man3). (3.264) 

Thus we have 

5g\Rpl

jX = ^Hhmhl

m{5m

jlnl - 5man3) (3.265) 

= \ri2h\. (3.266) 

Next, straightforward calculations give 

OSg) = 1 (-ti? - mti'j + 2H2tij + V 2 /^-) , (3.267) 

and so we finally obtain 

SGf = l j {ti'l + 2Hh^ - V 2 ^ . ) (3.268) 

for the linearized Einstein tensor. 

3.5.3 Perturbed Einstein's equations 
In this subsection, I will combine the results of the previous subsection for the 
perturbed Einstein tensor with the results from Section 3.3.1 for the perturbed 
energy-momentum tensor and write explitly the various components of the 
scalar-, vector-, and tensor-derived parts of the linearly perturbed Einstein 
equation. 

Scalar part 

I calculated the scalar-derived part of the perturbed Einstein tensor in Section 
3.5.2 using longitudinal gauge. In this section I will describe a very sim­
ple way to generalize those results and write Einstein's equation in arbitrary 
gauges. The idea is that we know how the rhs of Einstein's equation changes 
under arbitrary gauge transformations—I calculated the transformation of the 
energy-momentum tensor in Section 3.4.3. Thus we know how the lhs must 
transform. Now the lhs calculated in Section 3.5.2 is missing terms linear in the 
shear a, which was set to zero in the longitudinal gauge derivation. Therefore 
we simply need to add an appropriate term to the lhs, linear in a, to produce 
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the correct gauge transformation behaviour. (Recall from Section 3.4.4 that 
because Einstein's equation is spatially gauge invariant, only the functions </>, 
ip, and o can appear in the scalar equation of motion.) 

To begin I will write the scalar-derived components of Einstein's equation 
in longitudinal gauge, using Eqs. (3.234) to (3.236) for the perturbed Einstein 
tensor, and Eqs. (3.68), (3.71), and (3.72) for the perturbed energy-momentum 
tensor. I will rewrite the expressions using proper time rather than conformal 
time, to simplify the forms of the gauge transformations. The results are 

3H(i> + HQ) - l v 2 * = -AnGSp, 0-0 component, (3.269) 
or 

+ = -47rGg ,i, 0-i component. (3.270) 

The perturbed matter variables must also be specified in longitudinal gauge 
here. The space-space components can be decomposed into an off-diagonal 
part (essentially the tracefree part), and a trace part, 5G\ = 8TTG5T\: 

( * - $ ) • ' . = SvrGn-V, i j j , (3.271) 

* + H{3i> + Q) + (3H2 + 2H)Q + l j V 2 ($ - Q) 

= ATTGSP, trace. (3.272) 

Now to generalize these zero-shear gauge expressions to arbitrary gauge, 
recall that each of these expressions must contain only terms linear in <p, ip, 
and cr, and their derivatives. Thus the arbitrary-gauge time-time component 
must have the form 

3H(ijj + H(P) - \v2tp + f(o) = -4irG6p, (3.273) 

where f(o) denotes terms linear in o and its derivatives. The rhs of (3.273) 
changes under a gauge transformation t —> t = t — T according to Eq. (3.151), 

rhs = rhs - A-nGpT (3.274) 
= rhs - 3HHT, (3.275) 

where for the second line I have used the background energy conservation equa­
tion (2.65) and the background equation of motion (2.87). Similarly, according 
to Eqs. (3.147) to (3.149), the lhs of (3.273) changes under a temporal gauge 
transformation according to 

lhs = lhs - 3HHT + \v2TH + f(a + T) - f(o), (3.276) 
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where I have used the linearity of / . Therefore, equating Eqs. (3.275) and 
(3.276) I conclude that f(o) must transform according to 

f(o- + T) = f(o)-±V2TH (3.277) 

so that 
f(a) = - J - V V # . (3.278) 

a2. 

Thus, substituting this expression into (3.273), I can now write the energy 
constraint equation in a completely arbitrary gauge as 

ZHH) + H<j>) - \v2(ip + Ha) = -AnGSp. (3.279) 
a1 

Repeating this procedure for the longitudinal gauge momentum constraint 
equation, (3.270), I find that both sides already transform identically under 
a temporal gauge transformation. Thus the shear a does not appear in this 
component, and I can immediately write 

(j) + Hep), = -4nGqti (3.280) 

as the arbitrary gauge momentum constraint. Note that this equation implies 
that 

ip + H<f>= -4nGq + C{t), (3.281) 

for arbitrary spatial constant C(t). However, since the momentum density is 
determined by qti, the scalar q is only defined up to a spatial constant. Thus 
we can absorb the constant C(t) into q without altering the physical content 
and write 

ip + H<p = -A-nGq. (3.282) 

For the dynamical (space-space) equations, (3.271) and (3.272), I find that 
shear terms do need to be added. The result for the off-diagonal part is 

ip-(j) + a + Ha = 8nGU. (3.283) 

Here I have used a result paralleling that of Eq. (3.296) in the following section 
and have absorbed a spatial constant arising from the mixed spatial derivatives 
into the function II, just as I did for the momentum constraint equation. The 
result for the trace part is 

4> + H(3ip + <j>) + (3H2 + 2H)(j> = 4nG (sP + A V 2 n \ , (3.284) 
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where I have substituted the off-diagonal equation. Each of these equations is 
valid in any gauge. Note, however, that the off-diagonal equation is actually 
gauge invariant, since the anisotropic stress IT. is gauge invariant. 

Taking the time derivative of the energy constraint Eq. (3.279) and using 
the remaining components of Einstein's equation it is straightforward to verify 
the perturbed energy conservation equation, (3.84). Similarly, substituting 
the momentum constraint Eq. (3.282) into the trace equation (3.284) it is very 
easy to verify the momentum conservation equation, (3.91). The contracted 
Bianchi identity does indeed hold. 

To close this treatment of the scalar dynamics, I will rewrite the two Ein­
stein equations (3.279) and (3.284) in terms of the expansion perturbation 56, 
Eq. (3.53), and the Ricci curvature scalar of constant-time hypersurfaces, 
Eq. (3.21). While the equations can be rewritten in many ways, these forms 
are particularly illuminating. For the energy constraint equation, I find 

2H5H=^5p--f, (3.285) 
3 6 

where I define 5H = 56/3. Noting that the Ricci scalar for a homogeneous 
background is ^R = 6/C/a 2 [recall Eq. (2.117)], this equation is precisely the 
result of naively "perturbing" the background Friedmann equation (2.83)! Of 
course, there is no reason (that I can think of, at least) to expect that perturb­
ing the homogeneous Friedmann equation should yield the correct equation for 
inhomogeneous perturbations valid in an arbitrary gauge. 

Similarly rewriting the trace part of the space-space equation, I find 

2 WR 
-25H + 2H(f) - 6H5H + -^V 2 c/> = 8TTG5P + — , (3.286) 

3az 6 

which looks, again, like a perturbed version of the homogeneous space-space 
Einstein equation (2.84), taking into account that the coordinate time is per­
turbed relative to the proper time via the lapse function. 

Note that in writing the off-diagonal equation (3.283) I have made an as­
sumption. In particular, I have restricted the universe to be spatially flat on 
average. To see this, notice that according to the actual off-diagonal equation, 

(i;-(t> + & + Hoyi

j = 8nGUA

j, (3.287) 

I can always shift the curvature perturbation according to 

xjj^ip + Cr2, (3.288) 

for constant C and comoving radius r 2 = XiX 1. Such a transformation is 
not allowed in Eq. (3.283), however. (In my derivation of that expression I 
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referred to a result based on a Fourier expansion, which assumes ip is bounded.) 
But Eqs. (3.285) and (3.286) show that such a shift in ip is equivalent to a 
(homogeneous) perturbation towards a spatially open or closed universe [the 
momentum constraint is invariant under (3.288)]. Therefore, as claimed, in 
writing the off-diagonal equation in the form (3.283), I ignore such a possibility 
and assume spatial flatness on average. But this is a completely reasonable 
assumption: recall from Section 2.2.7 that any departure from Cl/c = 0 will 
grow by a tremendous factor between the time near the end of inflation (which 
I am interested in) and today. (As I explained there it is not the spatial 
curvature which grows, but its contribution to the Friedmann equation, 0,%.) 
Since we know that the universe is currently very close to flat, it is completely 
valid to ignore such a homogeneous curvature perturbation at early times. 

Vector part 

The vector-derived Einstein equations are much easier to write down. Com­
bining the expressions (3.247) and (3.248) for the perturbed Einstein tensor 
with Eqs. (3.71) and (3.72) for the energy-momentum tensor, I find 

— V V j = — 16nGvi 0-i component, (3.289) 

+ Ha(ij) = 8ivGiT(ij) i-j component. (3.290) 

The function Vi determines the momentum density and 7Tj determines the 
anisotropic stress. As I have discussed above, these equations are gauge in­
variant and describe the evolution of completely general linear vector pertur­
bations. Combining these two equations it is very easy to verify the vector 
part of the momentum conservation law, Eq. (3.92). 

Tensor part 

Using the covariant expression (3.260), I can write the tensor part of the per­
turbed Einstein equation (in an isotropic background) in the covariant form 

-\nS(fv + 5g\Rp^x = 8nGSTf\ (3.291) 

Using instead the component form (3.268) of the Einstein tensor and Eq. (3.72) 
for the perturbed energy-momentum tensor we have 

^ ft" + ZHlJ'j - V2ti3) = 8TVGT). (3.292) 

The source function r*- is the tensor part of the anisotropic stress. This equa­
tion is gauge invariant, and describes the evolution of linear gravitational 
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waves. Notice also that, without the source term, this equation looks ex­
actly like the equation of motion for a pair of massless, free scalar fields, if 
metric perturbations are ignored [see Eq. (3.346)]. 

3.5.4 Behaviour of perturbations in Minkowsky 
vacuum 

Having now derived the first-order dynamical and constraint equations, it will 
be instructive to consider what they tell us about linear metric perturbations 
in the special case of a vacuum Minkowsky background spacetime. In this 
case, we have 77 = ST^ = 0. 

First, for the scalar modes, the off-diagonal part of the longitudinal gauge 
dynamical scalar equation (3.271) gives 

(H> _$)•*. = 0, i^j. (3.293) 

If we Fourier-decompose the perturbation functions into momentum-space, 

^ ' ^ = / ( 2 ^ e ^ > k ( ? 7 ) ( 3 ' 2 9 4 ) 

and similarly for $, then the off-diagonal equation becomes 

k%{y - $ ) k = 0 (3.295) 

for each mode k. This implies that, for each k, kl = 0 for two distinct i. 
However, the orientation of the spatial coordinates is arbitrary. Thus we must 
have kl — 0 for all i, and hence ^ — $ is a spatial constant, 

$ _ $ = _ $)( 7 ?). (3.296) 

The longitudinal gauge energy constraint equation (3.269) becomes in Minkow­
sky vacuum 

V 2 * = 0. (3.297) 

The only bounded solution is the spatial constant 

* = #(77). (3.298) 

This is clear in £>space, where k2^^ = 0 implies k = 0. Combining Eqs. (3.296) 
and (3.298) gives 

$ = $(77). (3.299) 
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Such spatially constant perturbations can always be absorbed into the back­
ground or transformed away. The longitudinal gauge scalar-derived metric 
is 

dsl) = a 2 (?7) {-[1 + 2Q{rj)]dr]2 + [1 - 2$>{r1)}lijdxidxj} . (3.300) 

Defining 
a

2(ry) = a 2 ( 7 7 ) [ l - 2 * ( ? 7 ) ] (3.301) 
the metric becomes 

ds2

{s) = a2(r)) {-[1 + 2Q{n) + 2^(r?)]dr?2 + 7 i j a V d x J ' } . (3.302) 

Now if I perform a gauge transformation with £ 0 / = — Q(rj) — ̂ (rj) and £ l = 0, 
then according to Eqs. (3.129) to (3.132), $ is transformed away while B gains 
a spatially constant part. Since only the gradient Bti appears in the metric, 
this shift in B is irrelevant. The metric now becomes 

ds\s) = a2{n) (-dn2 + ̂ djPdtxP) . (3.303) 

The background equations of motion of course imply that a = const for the 
Minkowsky vacuum. At any rate, the important result here is that there are 
no physical scalar metric perturbations in the Minkowsky vacuum at linear 
order. 

Next, for the vector modes, when the momentum density Vi vanishes, the 
momentum constraint Eq. (3.289) becomes 

V V ; = 0. (3.304) 

Again, this implies 
o-i = (Ti(v). (3.305) 

Recalling from Section 3.2.2 that for vector perturbations the geometry of the 
spacetime is completely determined by the shear tensor 

= a(i,j) = °> (3.306) 

we see that there are no physical vector perturbations when the momentum 
density vanishes. Equivalently, considering the gauge transformations (3.121) 
and (3.124), when Oi = o~i(r]), we can gauge away Si, while Fi becomes an 
irrelevant spatial constant. This conclusion holds in particular, of course, for 
the Minkowsky vacuum. When Vi J 0, we can still constrain Si tightly in the 
case that the anisotropic stress TT^J) vanishes. Then the dynamical Einstein 
equation (3.290) becomes 

dij + Hai3 = 0, (3.307) 
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which can be readily integrated to give 

Oij oc a - 1 . (3.308) 

Thus in an expanding universe, the shear tensor cr^ decays towards zero. To 
summarize, when the anisotropic stress vanishes but the momentum density 
does not, linear vector mode perturbations decay in an expanding universe, 
while when the momentum density vanishes there are no physical linear vector 
modes whatsoever. 

Finally, for tensor modes, the single Einstein equation (3.292) becomes in 
Minkowsky vacuum 

ti" - V 2^- = 0. (3.309) 
The tensor perturbation hl

3- cannot be gauged away, and Eq. (3.309) describes 
the evolution of (physical!) gravitational waves. The TT tensor perturbation 
hlj contains two degrees of freedom, and these correspond to the two transverse 
polarization states of the wave. 

The covariant transverse and traceless conditions 

89^ = 89 = 0 (3.310) 

are often used to define transverse traceless gauge. It is now clear that the 
metric can always be brought into this gauge in Minkowsky vacuum, where 
the physical scalar and vector modes vanish leaving only the tensor modes 
which trivially satisfy Eq. (3.310). 

3.6 Scalar fields 
Having developed the completely general formalism for treating linear pertur­
bations in a cosmological background, it is now time to apply the formalism to 
a concrete and important example, that of the system of N minimally coupled 
scalar fields ipA introduced in Section 2.3.1. Here I will decompose the scalar 
fields into homogeneous background parts and "small" perturbations, 

<pA(t, x<) = °(pA(t) + <W*> x'). (3.311) 
First I will calculate the perturbed energy-momentum tensor 8T^V for a set of 
scalar fields, and then I will calculate the equations of motion for the metric 
functions as well as for the field perturbations 5(pA. 
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3 . 6 . 1 P e r t u r b e d e n e r g y - m o m e n t u m t e n s o r 

Recall that in Section 2.3 .11 derived the general form of the scalar field energy-
momentum tensor directly from the Lagrangian. The result was 

T"„ = ^ • </v - \s\ (<p<A • </>,A + 2V{<pA)) , (3.312) 

where I defined 
ip • ip = <pAipA. (3.313) 

Now I wi l l perturb the scalar fields according to E q . (3.311). However, for 
consistency wi th Einstein's equation, I must also perturb the metric, according 
to 

g ^ x 1 ) = V(*) + Sg^&x'). (3.314) 

Thus the perturbation of E q . (3.312) reads 

5T\ = 5 ( T ^ ) = 5 (^V,A • ¥V) - \5»v [5 (<?AV,A • tpj + 25V (<pA)] , (3.315) 

where for example 

5 (<7"VA • = ~ ( V A ) V,A • V , „ + W A • \,» + V A < V , , • V,A (3.316) 

and here I have used E q . (3.206). A typical term in this expression is 

5 (S°V,A • ¥> o) = - (Sg00) V o • V,o + 2 ( V ° ) ô ,o • V,o (3.317) 

= \ ( V • - V • V ) , (3-318) 
or 

where I have used 

5gm = -4̂ , (3.319) 

which follows from the general perturbed metric (3.2). Also we have 

5V{ipA) = • 6<p. (3.320) 

Combining all such terms, and dropping henceforth the superscript 0 on the 
background quantities, I find to linear order 

5T°0 =-<p - 5<p + <p • tp<p - Vv • 5<p, (3.321) 

8TQ

i = --<p-8(ptU (3.322) 
a 

5T) = ((j> • 6tp - (p • tp<j> - V# • 6(p) 5). (3.323) 
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Thus the denning relations (3.68), (3.71), and Eq. (3.72) give 

Q 
5P 

Sp 

n 

<pd> + Viip • Sip, 

(pd> — V>ip • Sip, 

(3.324) 
(3.325) 
(3.326) 
(3.327) 

and of course all of the vector or tensor matter variables vanish for the scalar 
field. It is important to point out here that the anisotropic stress LT vanishes for 
any system of minimally-coupled scalar fields, to linear order. Also, the energy 
density and pressure perturbations look like perturbations of the homogeneous 
background relations, (2.128) and (2.130), considering that the coordinate time 
is perturbed relative to the proper time. 

It is now very straightforward to write down the perturbed energy and 
momentum conservation equations, (3.84) and (3.91), for the scalar field mat­
ter variables listed above. The perturbed energy conservation law gives the 
equation of motion for Sip A (recall from Section 2.3.1 that energy-momentum 
conservation implies the Klein-Gordon equation), though I derive this equa­
tion more directly below. The momentum conservation law turns out to be 
automatically satisfied for the scalar field. 

The value of the scalar field perturbation Sip A will of course depend on the 
gauge. The change in Sip A under a gauge transformation t —> t — T is given by 
the transformation for a scalar quantity, Eq. (3.104). In the present case this 
becomes the rather obvious 

It is easy to check that this transformation law is consistent with the previously 
calculated transformations of the matter variables in Eqs. (3.324) to (3.326). 

3.6.2 Perturbed equations of motion 
The four distinct components of Einstein's equation are easy to write down 
now, using the general expressions (3.279) and (3.282) to (3.284) with the 
scalar field values for the matter variables derived in the previous section. The 
result is 

SifA = Sip A + <fAT. (3.328) 
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for, respectively, the energy constraint, momentum constraint, off-diagonal 
space-space, and trace part of space-space equations. These equations are 
valid in any gauge. I have made a slight simplification by using the background 
relations <p • <p = p + P and (2.87). The energy constraint and trace equations 
can be put into a more compact form by subtracting from them 3H times the 
momentum constraint equation and using the background equation of motion. 
The results are 

Hdo - \ v 2 ( i p + Ha) = ATTG{-V • 8<p + <p • 6<p), (3.333) 

i> + H<fi + H(p = 4irG(ip -8(p + <p-5<p). (3.334) 

The second equation here is just the time derivative of the momentum con­
straint, which demonstrates that the components of Einstein's equation are 
not independent, but are of course related by the contracted Bianchi identity 
(2.34). 

The vanishing of the anisotropic stress in the off-diagonal equation resulted 
in a significant simplification of the trace equation. In fact, the off-diagonal 
equation reduces the number of physical metric functions from two ((/>, ip, and 
a with one gauge degree of freedom) to one. This is most apparent if we 
write the equations in zero-shear or longitudinal gauge. Setting a = 0, the 
off-diagonal equation becomes 

= $. (3.335) 

(Recall that upper-case symbols designate values in longitudinal gauge.) Thus 
the equations of motion in longitudinal gauge take the very simple form 

3H{Q + HQ) + HQ- ^ V 2 $ = 4 T T G ( - 0 -Sip-V^- Sip), (3.336) 

<t> + HQ = AuGip • Sip, (3.337) 
Q + 4HQ + (3H2 + H)Q = 4TTG(0 -8<p-Vv- Sip). (3.338) 

The scalar field perturbation Sip A must also be expressed in longitudinal gauge 
here. 

A n equation of motion for the field perturbation Sip A can be derived from 
the components of Einstein's equation, Eqs. (3.329) to (3.332) [or, as men­
tioned already, from the energy conservation equation, (3.84)]. However, this 
approach involves unilluminating algebra, and so instead I will simply perturb 
the exact Klein-Gordon equation, OtpA = VilfiA. With the identity (2.30) we 
can write 

• f / = ^ ( V W 1 , V j ) i / 1 . (3-339) 
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In perturbing this expression, there will be four terms. Using Eq. (2.14) we 
have 

Sy/9 = = -zy/gSg (3.340) 

and hence 

We will also need 

2 

1 \ 1 

V9j 2V9 
Sg. (3.341) 

^g = a 4 (3.342) 

for Cartesian coordinates in a flat background. Since the scalar field equa­
tion of motion cannot contain vector- or tensor-derived parts, the only metric 
perturbations we need are 

Sg00 = - % Sg" = ~ Sg* = -\ tyrf - E'ij) (3.343) 
az az az 

which imply that the trace is 

Sg = 2<p - 6ip + 2V2E. (3.344) 

Finally, we will need the variation 

SV^A = VVAVB5ipB = VipA<p • S(P (3.345) 

Combining these results, I find 

aS<pA +(j> + 3ip- ^ V 2 ^ <pA - 2<f>VtVA = VtipAip • Sip (3.346) 

for the perturbed Klein-Gordon equation, valid in any gauge, where 

U5ipA = -5(pA - ZHSipA + \v28ipA (3.347) 
az 

to first order. In longitudinal gauge this equation takes the more compact form 

nSifA + ^><pA - 2^VtipA = V,VAV • Sip. (3.348) 

Again, 5(pA must also be in longitudinal gauge in this final expression. 
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Chapter 4 

Parametric Resonance and 
Backreaction 

4.1 Introduction 
It is now time to apply the results I have carefully derived in Chapters 2 
and 3 to a specific scalar field inflationary model. The model will provide a 
period of ordinary chaotic inflation, as described in Section 2.3.2. However, its 
importance will lie in the description it provides of the post-inflationary period 
of reheating, when the inflaton field begins oscillating. It has long been realized 
that reheating is a crucial part of the inflationary scenario. During reheating 
the large energy density contained within the coherently oscillating inflaton 
field is converted into particle excitations of whatever fields are coupled to the 
inflaton, vastly increasing the temperature and entropy density and setting 
the stage for the standard big bang phase. The term "reheating" refers to 
the appearance of this thermal state after the "cold" emptiness of inflation, 
which was possibly preceeded by a very early thermal state. If inflation is ever 
to be a useful picture for describing the early universe, then it is essential to 
understand the details of how the vacuum energy is transformed into familiar 
particles. 

The original (or "elementary") theory of reheating described the process of 
the slow perturbative decay of the zero-mode inflaton particles into the other 
types of particles the inflaton is coupled to [21]. In recent years it has been 
realized that reheating can occur much more efficiently than the old theory 
described, through the process of parametric resonance [1, 31, 32]. Field modes 
within certain resonance bands in momentum space can grow exponentially 
with time, defining the "preheating" era. This name originates from the fact 
that the spectrum produced by parametric resonance is highly non-thermal, 
and thus the fields after preheating must still thermalize. 

The possibility of resonant growth of linear scalar metric perturbations 
was first studied in [2]. Recently it has been argued that the resonance of 
scalar metric perturbations can extend to k -C aH (where A; is a comoving 
momentum), i.e. that super-Hubble perturbations can be amplified [33, 34]. 
This opens up the possibility of new observational consequences, since the 
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scales relevant to the cosmic microwave background and large-scale structure 
are much larger than the Hubble radius during preheating. In [35] it was found 
that simple single-field chaotic inflation models do not exhibit super-Hubble 
growth beyond what is expected in the absence of parametric resonance. The 
absence of parametric amplification of super-Hubble modes in these single-field 
models was shown to hold in a full nonlinear treatment [3], and a general no-
go theorem in these models was suggested in [36]. Preheating has also been 
studied in non-minimally coupled single-field [4] and multi-field [5] models. 

For the first model which was claimed to exhibit growth of super-Hubble 
metric perturbations beyond that of the usual theory of reheating [34] (see also 
[37]), it was soon realized that the growth was unimportant since it followed 
a period of exponential damping during inflation [38-40]. This damping of 
super-Hubble modes arises because the field perturbations which are amplified 
during preheating have an effective mass greater than the Hubble parameter 
during inflation. This results in a very "blue" power spectrum at the end of 
inflation, with a severe deficit at the largest scales [40]. The relatively plentiful 
small-scale modes can also grow resonantly during preheating. Thus the end 
of parametric resonance occurs when the backreaction of the dominant small-
scale modes becomes important, and the cosmological-scale modes are still 
negligible. A n obvious class of models to study, then, consists of those with 
small masses during inflation and strong super-Hubble resonance [41, 42]. A 
simple example was provided by Bassett and Viniegra [43], namely that of a 
massless self-coupled inflaton ip coupled to another scalar field x, i.e. a model 
with potential 

% ) = ^ 4 + ^ . (4-1) 

This model has been studied in detail, but in the absence of metric perturba­
tions, by Greene et al. [44], who found that the model contains a strong reso­
nance band for x fluctuations which extends to k = 0 for the choice g2 = 2 A. 
Bassett and Viniegra [43] found that super-Hubble metric perturbations are 
resonantly amplified as well in this model (see also [42, 45]). 

To date, however, a thorough analysis of the parametric amplification of 
super-Hubble-scale metric fluctuations in the model (4.1), including the effects 
of backreaction on the evolution of the fluctuations, has not been performed. 
The backreaction of the growing modes on the background fields is expected to 
shut the growth down at some point, but exactly when? Backreaction is also 
the only hope to make models which exhibit parametric amplification of super-
Hubble cosmological perturbations compatible with the Cosmic Background 
Explorer (COBE) normalization [46]. 

In this chapter I will investigate the effects of backreaction on the growth 
of matter and metric fluctuations using the Bassett and Viniegra model (4.1) 
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as my toy model. I will begin in Section 4.2 with a detailed description of the 
model, including an analytical and numerical description of the parametric 
resonance it exhibits. I will then continue in Section 4.3 by studying the 
growth of scalar field and scalar metric perturbations, including the effect of 
backreaction in the Hartree approximation. I carefully treat the evolution 
during inflation, which can be very important for super-Hubble scales. I will 
compare the large-scale normalization predicted for this model with the C O B E 
value, and find that, although backreaction is crucial in limiting the growth 
of the fluctuations, the final amplitude is larger than allowed by the C O B E 
normalization (for supersymmetry-motivated coupling constant values). Note 
that the final amplitude of fluctuations in my model is independent of the scalar 
field coupling constant (unlike what happens without parametric resonance 
effects). In Section 4.4 I also extend the model to study the effect of x _ n e l d 
self-coupling, which can be important in limiting the growth of fluctuations. 
The importance of this work is that it indicates that the dynamics of super-
Hubble scales during preheating must be carefully analyzed in inflationary 
models in order to decide whether or not this dynamics invalidates the standard 
inflationary prediction of metric perturbations. 

4.2 Model and linearized dynamics 

4.2.1 Equations of motion 
The inflationary model I will consider in this chapter consists of a set of scalar 
fields minimally coupled to standard Einstein gravity, so that the system is 
described by a Lagrangian density of the general form 

C = £g + Cm = & {^R - <p* • - 2V{pA)Sj (4.2) 

[recall Eqs. (2.6) and (2.118)]. I continue to use the shorthand notation 

ip-ip = ipAipA, (4.3) 

where A = 1,..., N labels the scalar field. In this chapter I will only consider 
the case of N = 2 real scalar fields, ip\ = (p and ip2 = X- The potential 
that I will consider through most of this chapter corresponds to a massless, 
self-interacting ip field coupled quartically to the x field, 

(4.4) 
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(In Section 4.4 I will consider the effect of a self-interacting x term.) In these 
two-field models the field <p will drive inflation and hence is referred to as the 
inflaton field. 

Note that the behaviour of this system is expected to be robust under the 
addition of a small mass term m2</?2 with <C y/Xmp and for the ratio of 
coupling constants satisfying g/VX < y/Xmp/mv [44]. In particular, this will 
be the case for supersymmetric models, which motivate the choice g2 = 2A 
[47]. In addition, I will show that large values of g/VX are in fact inconsistent 
with the significant amplification of super-Hubble modes. On the other hand, 
for g/VX > VXmp/m^, the theory of "stochastic resonance" for a massive 
inflaton may need to be applied [31]. 

In describing the dynamics of our inflationary model, we can use the tech­
niques developed in Chapter 3. Namely, to satisfy the cosmological principle, 
we can separate the metric and matter variables into homogeneous background 
parts and small perturbations that should satisfy the linearized evolution equa­
tions. That is, we can write 

gfW{t,xi) = °gltv(t) + Sgtu/(t,xi) (4.5) 

and 
<M*,*\)= V i M + ^ f o z ' ) . (4.6) 

Here, as discussed in Section 3.4.1, the tildes indicate that these decompo­
sitions are only defined up to a gauge transformation. Thus, in writing the 
perturbation equations of motion we have the freedom to specify a gauge choice 
that simplifies those equations. 

Homogeneous dynamics 

The" equations of motion for the homogeneous parts of the inflaton and x 
fields are determined by the general homogeneous Klein-Gordon equation, 
Eq. (2.126), which arises from the matter-sector variational principle 5Sm = 0. 
For the potential (4.4), the evolution equations become (henceforth I drop the 
superscript 0 on background quantities) 

(p + SHip + Acp3 + £2xV = 0 (4.7) 

and 
X + 3Hx + g2f2X = 0- (4.8) 

Recall from Section 2.3.1 that for scalar fields, the covariant energy-momentum 
conservation law is equivalent to the Klein-Gordon equation, so it provides no 
additional information here. 
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To complete the homogeneous background dynamics we must specify the 
evolution of the background spacetime metric. In a homogeneous cosmology, 
the spacetime is described by the F R W metric, Eq. (2.51), 

ds2 = -dt2 + a2{t)li3{xk) dxldxj. (4.9) 

The evolution of the metric is provided by Einstein's equation, which I derived 
from the gravitational variational principle 5Sg = 0 in Section 2.1.1. I found 
the time-time component of Einstein's equation to be the Friedmann equation, 
Eq. (2.83), which, with the scalar field energy density Eq. (2.128), becomes in 
the two-field case 

3mp \<i>2 + \x2 + v(<p,x) (4.10) 

Here I have assumed spatially flat homogeneous constant-time hypersurfaces, 
i.e. K, = 0, which is well justified soon after inflation starts, as I discussed in 
Section 2.3.2. Also, I have ignored any explicit cosmological constant. Since 
the Einstein field equation implies the covariant conservation of the energy-
momentum tensor, no new information is provided by the space-space dynam­
ical equation. 

P e r t u r b a t i o n d y n a m i c s 

The completely general metric perturbation Sg^ can be decomposed into 
scalar-, vector-, and tensor-derived parts as described in Section 3.1. However, 
recall from Section 3.6.1 that the perturbed scalar field energy-momentum 
tensor contains only scalar-derived parts (as should be obvious!). Thus so 
must the first-order perturbed Einstein tensor, when the matter sector is ex­
clusively scalar-field. [Importantly this will no longer be true for the second-
order perturbed Einstein tensor, as I explained at the end of Section 3.1. 
Also, the vanishing of of SG^ does not imply the vanishing of Sg^f1 (recall 
Eq. (3.268)). However, gravitational waves do not couple to scalars at linear 
order and therefore can be treated separately.] Therefore we can write the 
general-gauge perturbed metric as the scalar form [recall Eq. (3.8)], 

ds2 = a2{n) {-(1 + 2<p)drj2 + 2B\idxidn + [(1 - 2ip)-ftj + 2E{ij] dx{dxj} . 
(4.11) 

To simplify the appearance of this metric, I will choose for this chapter to work 
in longitudinal (zero-shear) gauge, which I described in Section 3.4.4. With 
this choice, B = E = 0 and the metric becomes Eq. (3.192), 

ds2 = a2(r]) [-(1 + 2$)dn2 + (1 - 2V)dxidxi] (4.12) 
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(recall from Section 3.4.4 that the upper case symbols $ and ^ designate zero 
shear gauge quantities). As discussed in Section 3.2, the metric function $ 
determines the lapse function, while ^ determines the three-curvature of the 
zero-shear hypersurfaces. We can make a final simplification to the line el­
ement by recalling Section 3.6.2, where I showed that the vanishing of the 
first-order anisotropic stress II in the off-diagonal space-space Einstein equa­
tion led directly to the equality of the remaining metric functions, 

# = (4.13) 

Thus the metric can finally be written, using proper time, 

ds2 = - (1 + 2$)dt 2 + a2(rj)(l - 2^)dxidxi. (4.14) 

I will Fourier-decompose all perturbations X(t, xl) into comoving wavenum-
ber k, according to 

Xk{t) = J X ( t , x ^ d3x. (4.15) 

Then the linear partial differential evolution equations decouple into ordinary 
differential equations for each mode k. I will often drop the subscript k on 
these modes to reduce clutter. The evolution of the perturbations is described, 
to first order, by the components of the linearized Einstein equation derived 
in Section 3.5. The energy constraint equation, applied to scalar fields and 
written in longitudinal gauge, is Eq. (3.336), 

fk2 \ 4-K 
3H$ + — + 3# 2 U> = j (<p • Sip — $ip • (p + ViV • Sip). (4.16) 

\o> J rrip 

Similarly, I found the momentum constraint equation to be Eq. (3.337), 

47T 
$ + = — = - 0 . <fy>. (4.17) 

mp 

To complete the description of the perturbation dynamics, I will use the per­
turbed Klein-Gordon equation, Eq. (3.348), 

k2 

S(pA + 3HStpA + -^SipA + VVAV • Sip = 4<$>ipA - 2VtV>A$, (4.18) 

rather than the space-space Einstein equation. Note that in each of these 
equations the field perturbations Sip A must be specified in longitudinal gauge. 
Equations (4.16) and (4.17) can be combined to give 

<p.5<p + (3H<p + V„).5<p 

-(m2/4TT)(k/a)2 + ip-ip\ 1 ' ' 
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which fixes <3? once the matter fields are known. 
In Section 5.1.2 I show that the quantity 

(4.20) 

is conserved for adiabatic perturbations on large scales, i.e. k/a <C H, and 
when the anisotropic stress II vanishes: 

Geometrically, as I show in Section 5.1.2, (MFB is simply the comoving curva­
ture perturbation ipq (when IT = 0), and approaches the uniform density curva­
ture perturbation, ipp, on large scales. Since ( is conserved for long-wavelength 
adiabatic modes (I drop the subscript M F B for the remainder of this chapter), 
the behaviour of £ will be crucial in determining whether non-adiabatic metric 
perturbations are amplified by resonance in the current model, Eq. (4.4). 

4.2.2 Analytical theory of parametric resonance 
H o m o g e n e o u s b a c k g r o u n d s 

The two-field model I am considering in this chapter, Eq. (4.4), should produce 
inflation at early enough times if it is to be a viable model. Indeed, for initial 
X sufficiently small, the Klein-Gordon and Friedmann equations, (4.7) and 
(4.10), approach those of the inflationary single-field case described in Section 
2.3.2. Since the effective masses of x a n d <f fields are comparable (for g2 ~ A), 
an initially small x remains small until parametric resonance begins, so the 
inflationary dynamics is essentially that of (A/4)</94 chaotic inflation. That 
is, for ip > mp the universe undergoes slow-roll inflation, with <p undergoing 
overdamped decay, and with H decreasing slowly (\H\ <C H2) and the scale 
factor a increasing approximately exponentially with time. The dynamics 
during the inflationary phase is illustrated in Fig. 4.1. This figure shows a 
numerical simulation of the homogeneous background equations of motion, 
Eqs. (4.7) and (4.10), for the case x = 0. The integration began at ip = 
4mp, and we see that approximately 50 e-folds of inflation occur before the 
oscillatory preheating phase begins. In addition to the decaying ip and H 
curves, the figure also shows the equation of state, which can be seen to be 
close to the value w = — 1 during most of inflation. 

As slow-roll ends, the damping term 3H(p becomes less important in Eq. 
(4.7) and the homogeneous field begins underdamped oscillations about <p = 0. 
This marks the start of the preheating period. Averaged over several oscilla­
tions, the equation of state (in the absence of backreaction) is very nearly 

(p + P ) C M F B = 0. (4.21) 
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Figure 4.1: Numerical simulation of homogeneous background scalar field 
<p/mp, equation of state w, and H/Ho, where Ho is the Hubble 
parameter at the start of the simulation, for potential \<p4/4. We 
see about 50 e-folds of inflation before the underdamped oscilla­
tions begin. 

that of a radiation-dominated universe [32], and the amplitude of the infla-
ton's oscillations decays as a - 1 . This is a consequence of the near conformal 
invariance of this massless model, which considerably simplifies the treatment 
of parametric resonance as compared with the massive case [31, 44]. 

To see this explicitly, consider the conformally scaled fields 

<pA = aipA. (4.22) 

Rewriting the homogeneous Klein-Gordon equation (4.7) in terms of conformal 
time and the conformal fields, I find (setting the homogeneous x to zero) 

'̂+(~? + A^2)̂  = 0' (4"23) 

The term proportional to a"/a = a2R/6 would have been precisely canceled 
had I chosen a conformally coupled Lagrangian with £ = 1/6, as I discussed 
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at the beginning of Section 2.3.1. However, during the oscillatory preheating 
phase this term is negligible: Using the Einstein equations, (2.83) and (2.84), 
and the scalar field expressions for energy density and pressure, Eqs. (2.128) 
and (2.130), I find 

= £ ( A , < _ 4 ) . ( 4 , 4 ) 

a 3 \ mp mp / 
Thus the a"/a term in Eq. (4.23) is of order (p2/mp smaller than the \<p2 

term. But (p2/mp ~ 10~2 at the end of inflation and only decreases thereafter. 
Thus to enable an analytical description of the preheating dynamics, I will 
ignore the a"/a term in this subsection. The validity of this approximation 
will be confirmed when I perform numerical integration of the exact equations 
of motion later in this chapter. 

The homogeneous Klein-Gordon equation now takes the very simple form 

(p" + \(pz = 0. (4.25) 

This equation describes undamped oscillations of the conformal field (p in a 
quartic well, and hence we can immediately conclude that, as claimed above, 
the amplitude of oscillation of the physical field <p decays like a - 1 . The period 
of oscillation is constant in conformal time. To obtain an analytical solution to 
the homogeneous inflaton equation (4.25), we can begin with the first integral 
of this equation, 
X-(p12 + ^ 4 = const = ^<pl (4.26) 

where </3n is the amplitude of oscillation of (p. Now defining a scaled conformal 
time x by 

x = V\<p0ri (4.27) 

and a scaled field by 

/(*) = ^ , (4.28) 

Eq. (4.26) can be easily rewritten as 

^ / 1 y = P = ^ - ^ (4-29) 

where the constant XQ represents the arbitrariness of the time origin. The 
integral in this last equation is an elliptic integral of the first kind. It can be 
evaluated in terms of the Jacobian elliptic functions [48]; the result is 

^ ( ^ F - " " ^ ) ' ( 4 3 0 ) 
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where the inverse elliptic function c n _ 1 ( / , l / \ /2) is known as an (inverse) cosine 
amplitude. The second argument, 1/V2, is called the modulus. We can now 
finally write the conformal field solution as 

<p(x) = ipo cn - x0, -^J . (4-31) 

This elliptic cosine function is very similar to the ordinary trigonometric cosine: 
its Fourier series expansion is dominated by the fundamental harmonic. (We 
have [48] 

cn (x, ~ 0.9550 cos {^^) + ° - 0 4 3 0 5 c o s (j^j + • • • (4-32) 

where 
, IY1/4) 

T = V^f(3/4) ^ 7 - 4 1 6 3 <4-33) 

is the period of the elliptic cosine.) 
In Fig. 4.2 I illustrate the evolution of the homogeneous background quan­

tities in the case x = 0- The plot covers the time period from just before the 
end of inflation to several oscillations of tp into the preheating period. The 
exact equations of motion Eqs. (4.7) and (4.10) were integrated numerically. 
The conformal time parameter x is used in the plot, and it is apparent that the 
oscillations have a constant period with a value in agreement with Eq. (4.33). 

Perturbations 

In the absence of metric perturbations, the linearized dynamics in the model 
described above is known to exhibit parametric resonance of the scalar field 
perturbations during preheating [44]. To demonstrate that the resonance per­
sists in the presence of the metric perturbations, I will write the linearized 
equation of motion (4.18) in terms of the conformal fields and scaled confor­
mal time, x. This is similar to the approach taken in Ref. [43]. I will assume the 
homogeneous x background is negligible and ignore the a"/a terms, as I did for 
the homogeneous inflaton equation of motion. For the x field perturbations, I 
obtain 

where n2 = k2/(\(pl) is a dimensionless momentum parameter. Similarly, for 
the inflaton perturbations I find 

^ + (K2 + 3 ^ % 1 2 A * » . (4.35) 
dx2 \ <PQJ X<pl \ dx dx 
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Figure 4.2: Numerical simulation of scalar field <p/mp, Hubble parameter H, 
and equation of state w near the end of inflation and into the pre­
heating stage. HQ refers to the value at the start of the integration, 
when <p ~ 1.38mp. 

Notice that for the 8\ equation there is no coupling to the metric perturbations 
at first order, when the homogeneous x vanishes. Thus the results of [44] also 
apply in this treatment. Namely, for Eq. (4.34), which is known as a Lame 
equation, there are bands of parameter space in which the perturbations Sx 
grow exponentially with time x. However, for the 8<p equation, there are forcing 
terms which depend on the metric function Nevertheless, the resonant 
behaviour of the homogeneous part of Eq. (4.35) can still be studied—indeed 
the homogeneous part of Eq. (4.35) corresponds to Eq. (4.34) for the special 
case g2/X — 3. 

Floquet form 

Parametric resonant behaviour is well known in mechanical systems [49]. It dif­
fers from the even more familiar forced resonance in that no non-homogeneous 
forcing terms are required in the equations of motion. Instead it is a periodicity 
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in a system parameter, in particular the frequency, that drives the resonance. 
To see how such instability is expected generically, first note that Eq. (4.34) 
is of the general form of a linear dynamical system with periodic coefficients, 

77 = A(t)r7, (4.36) 

where rj(t) is an ./V-dimensional real state vector and A(t) is a time-periodic 
matrix, A(t + T) = A( i) . [To write Eq. (4.34) in this form, let 

«-(&) ( 4 3 7 ) 

and 

A = ( _ ° 2 J ) , (438) 

where 
w

2 = /<2 + ^ , (4.39) 

and rename t to x] 
Consider a set of N independent solutions to Eq. (4.36), r)n(t), where n = 

1,..., N. Because the dynamical equation is invariant under t —> t + T, the 
functions rjn(t + T) must also be solutions to Eq. (4.36), and hence can be 
expanded in the set rfn(t), i.e. 

r7 n(i + T) = a n m r7 m ( t ) , (4.40) 

where anm is a constant matrix and summation is implied. Now consider some 
arbitrary solution rj(t) to Eq. (4.36) with expansion 

rj(t)=PnVM (4-41) 

Combining the last two equations, we have 

7j(t + T)=pnanTnrlm(t). (4.42) 

The vector (3n will be an eigenvector of anm with eigenvalue e^, i.e. 

PnOnm = ^ e " 7 , (4.43) 

if the secular equation is satisfied, 

det (cw - e^lmn) = 0, (4.44) 



Chapter 4. Parametric Resonance and Backreaction 107 

for iV x JV identity lmn. Ignoring the special case when some roots coincide, we 
will have N veal or complex-conjugate pair eigenvalues eM T, since the solutions 
r](t) are real. Choosing f3n to be such an eigenvector, Eq. (4.42) becomes 

rj{t + T) = e^(5mr)m{t), (4.45) 

and using the definition Eq. (4.41), this becomes 

rj(t + T) = e»Tr){t). (4.46) 

The most general function with this property is 

rj(t) = f{t)ef*t (4.47) 

where / is periodic, f(t + T) = f(t). To summarize, we generally expect either 
exponentially growing or decaying solutions to the original system (4.36) for 
Re(/i) 7^ 0 , or oscillatory solutions if Im(/x) ^ 0 , in both cases modulated by 
a period-T oscillation. The form (4.47) for the solutions is called the Floquet 
form, and the values p are called the Floquet indices. The demonstration above 
has a close parallel with Bloch's theorem regarding quantum mechanical states 
in spatially periodic potentials. 

One property of the Floquet indices can be easily derived for the case of 
the two-dimensional non-dissipative system 

*-!•(;)-W.)S)- ™ 
of which our 5x equation (4.34) is an example. For the two solutions r]l and 
r)2 satisfying Eq. (4.46) we have 

771 + w2?7i = 0, (4.49) 

772 + UJ 2T]2 = 0. (4.50) 

Multiplying these two equations by 772 and 771, respectively, and subtracting, 
we find 

jt(ViV2 ~ V2V1) =0. (4.51) 

However, according to Eqs. (4.46) and (4.36), 

(V1V2 ~ mVi)\t=t0+T = e^+^T (771772 - 772771)\t=tQ (4.52) 

where \i\ and fi2 are the Floquet indices corresponding to r]l and T]2, respec­
tively. The last two equations are only consistent if 

fJ-i = -P>2- (4.53) 
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Thus a pair of real eigenvalues corresponds to two eigenvectors growing and 
contracting like ept and e - ^ , and a complex-conjugate pair must be purely 
imaginary, corresponding to rotating eigenvectors. This circumstance is a spe­
cial case of the general case of symplectic systems, typified by Hamiltonian 
dynamics, which are characterized by pairs of eigenvalues A, 1/A, a result 
which is related to the conservation of phase space volumes in such systems. 

It is important to stress again that exponential instability is expected quite 
generally, as long as Re(p u) ^ 0 for some eigenvalue / i u . For then generic 
initial conditions will contain some component of the eigenvector corresponding 
to |Re(/iu)|, and hence this component will grow exponentially according to 
Eq. (4.47). This closely parallels the situation in the linearized dynamics of 
an autonomous system about a fixed point. In fact, for the non-autonomous 
system (4.36), we can define an autonomous "time-T map" by sampling the 
dynamics at time intervals T. The state r] = 0 will be a fixed point of this 
map. For this linear map, there will be a spectrum of eigenvalues corresponding 
to the Floquet indices of the the full system (4.36) and describing the usual 
possible behaviours near the fixed point, namely that of a source, sink, spiral 
point, pure oscillation, etc. 

While this should be sufficient mathematical motivation to look for in­
stabilities in our scalar field perturbation equation, (4.34), a more physical 
motivation is provided by the observation that Eq. (4.34) is in the form of 
the equation of motion for a linear pendulum with periodically modulated 
frequency, and by recalling the familiar experience of modulating a children's 
swing's frequency by bending the knees and hence pumping the oscillations. 

Relation to Mathieu's equation 

While the Floquet form (4.47) tells us what the general solutions to the Sx 
equation of motion must look like, there still remains the problem of deter­
mining the indices p as a function of the parameters K2 and g2/X. A closely 
related problem, but with purely sinusoidally varying frequency, is presented 
by Mathieu's equation, 

ri + u^[l + 6cos(u;t)]r? = 0. (4.54) 

This equation describes perturbation dynamics in a massive inflaton model 
[31], 

V(<pA) = \m2v2 + ^ W - (4-55) 

[Recall Eq. (2.157)]. The Mathieu equation can be analyzed analytically in the 
case K < 1 (see, e.g., Ref. [49]). In this case Eq. (4.54) has resonant bands, 
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with one positive Floquet exponent, near 

uj = 2u0/n, n = l , 2 , . . . . (4.56) 

The bands have vanishing width at b = 0 and widen with increasing b. In 
addition, the problem can be analysed even with the inclusion of a damping 
term in the equation of motion using the method of multiple time scales. 

In our case, Eq. (4.34), the frequency varies periodically like the square of 
an elliptic cosine. Recall from Eq. (4.32) that our elliptic cosine is dominated 
by its first harmonic. Thus we might expect that our Lame equation, (4.34), 
posseses resonant band structure similar to the Mathieu case described above. 
Approximating the elliptic cosine by its first harmonic, we can write 

2 , 0 * 2 /
 1 \ _ ,2 , 92 , 92 „J^A 

K + t m \ * < ? 2 ) ^ + !k + Tx°»\-T)- < 4 5 7 ) 

where here T is the period of the elliptic cosine, Eq. (4.33). Thus, comparing 
this expression with the standard form of the Mathieu equation, Eq. (4.54), we 
should expect that, according to Eq. (4.56), resonance will occur in Eq. (4.34) 
near 

K2 + £~(?ip^ ~0.7178n 2 , n = l , 2 , . . . . (4.58) 

For g 2 / A < 1, we expect narrow resonace bands near 

K2 ~ 0.7178n2, n = l , 2 , . . . , (4.59) 

and these bands will extend along roughly the directions 

K2 + | - = const, (4.60) t 
2A 

getting wider for increasing g 2 /A. The bands will reach the axis K2 = 0 at very 
roughly the points 

o 2 

^ - ~ 1 . 4 n 2 , n = l , 2 , . . . . (4.61) 
A 

Further analytical progress is difficult for the Lame equation, although 
some results are known [44]. To accurately illustrate the complete resonance 
structure in the n2-g2/X plane, the Lame equation must be numerically inte­
grated. In Fig. 4.3 I present the results of a numerical simulation of the Sx 
equation of motion, Eq. (4.34). For a grid of K and g2/X parameter values 
I integrated this equation with some initial value Sx(0), and calculated the 
Floquet index from 

- M S ) - ™ 



Chapter 4. Parametric Resonance and Backreaction 110 

For sufficiently long integration times x, the exponential growth dominates 
the oscillatory behaviour of SX, and so this expression converges to the true 
Floquet index. 

0 5 10 15 20 

Figure 4.3: Floquet index p for perturbation Sx calculated by numerically 
evolving Eq. (4.34). Parameter K is a rescaled wavenumber. The 
seven contour levels are equally spaced from \i = 0.03 to 0.21. 

As expected, we see resonance band structure, in rough agreement with the 
predictions based on Eq. (4.58). The strongest resonance is for k = 0, where 
we find a sequence of 5Xk resonance bands, centred at g2/X — 2n 2 with width 
2n, for positive integral n, in agreement with [44]. In particular, b~Xk exhibits 
strong resonance at k — 0 for the supersymmetric point g2/X = 2. Resonance 
bands are weak at small scales. Thus 6<pk, which, according to Eq. (4.35) 
should evolve like Sxk for g2/X = 3, exhibits only weak small-scale resonance. 
The Floquet index reaches a maximum value of pimax ~ 0.238 at the centre of 
each k = 0 band. 

4.2.3 Numerical results 
For my numerical calculations, I was primarily interested in the behaviour of 
cosmological-scale matter and metric modes. Thus I evolved a scale which 
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left the Hubble radius (at time rj0) at about N = 50 e-folds before the end of 
inflation. For (A/4)<p4 models, the number of e-folds during slow-roll inflation 
after initial time to is [21] 

N^J^M.)2. (4.63) 

thus I used the homogeneous inflaton initial value of <p(to) = Amp. I began 
the calculations with the modes still somewhat inside the Hubble radius, so 
the initial conditions for the matter field fluctuations were simply given by the 
adiabatic vacuum state 

t<PAk(to) = -4TT f O~T~77T ) . (4-64) 

1/2 
A 

a 3/ 2(t 0) \2uA{t0) 

S(pAk(t0) = -iujA(to)8pAk(to), (4.65) 

with u*(t) = (k/a)2 + 3A</?2 + g2x2 and w 2 (i) = (k/a)2 + g2<p2. Physically, the 
a-3/2 dependence arises because particle number densities n& oc |<5</?.4fc|2 must 
decay like a - 3 in the massive, adiabatic regime. The initial metric perturba­
tions were then determined by Eq. (4.19). 

To illustrate the dynamics in the absence of backreaction, I numerically 
integrated the coupled set of background equations (4.7) and (4.10) and per­
turbation equations (4.17) and (4.18) using the initial conditions described 
above, and for g2/X = 2, A = 1 0 - 1 4 , and a zero x background. (According 
to Fig. 4.3 these parameters are expected to give strong resonance for 5xk as 
k —> 0.) The set of coupled ordinary differential equations was integrated with 
the NIST Core Math Library routine ddrivl called from Fortran. I used the 
constraint Eq. (4.19) as well as the conservation equation (4.21) to check the 
accuracy of the calculations. In Fig. 4.4 I display the evolution of my cosmo­
logical modes, together with the comoving curvature perturbation (k, during 
inflation and preheating. For each of the perturbations = 5xk, Sfk, &k, 
and £fc I plot the power spectrum [51] 

-Px(k) = ^\Xk\2, (4.66) 

rather than the mode amplitudes, to facilitate comparison with the C O B E 
measured normalization which gives V<$> ~ 10~ 1 0 [46]. 

Figure 4.4 shows how the modes begin early in inflation as sub-Hubble 
oscillations, and become "frozen in" after they exit the Hubble radius. Note 
that the Sxk fluctuation experiences some damping late in inflation, when 
its effective mass squared g2<p2 becomes somewhat greater than H2, which 
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Figure 4.4: Numerical simulation of linear cosmological-scale perturbations 
in the two field model described in the text, in the absence of 
backreaction. Plotted are the logarithms of the power spectra 
Vx{k) = (k3/2ir 2)\Xk\

2, for Xk - Sxk, <Vfc, ®k, and ( k , and us­
ing m p = 1, g2/X = 2, A = 10~ 1 4, and zero x background. The 
main figure shows the evolution during inflation, while the inset 
details the behaviour during preheating, using the rescaled con­
formal time x. This particular comoving scale leaves the Hubble 
radius approximately 5 e-folds after the start of the simulation, 
which corresponds to k/(aH) ~ 10~ 1 9 at the start of preheating. 
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decreases like <p4 in the slow-roll approximation. The inflaton perturbation 
5<fk, however, stays roughly constant during inflation even though its effective 
mass is comparable to that of the 5xk mode. This is because of the coupling 
between Stpk and $k m the linearized perturbation equations. We can also 
observe a growth of &k between the time the mode exits the Hubble radius 
and the beginning of preheating, by a factor of approximately 20, in good 
agreement with the growth predicted from the "conservation law" Eq. (4.21). 
Also note that after this small growth stage the cosmological-scale metric power 
spectrum ends up close to the 1 0 _ 1 0 ( ~ e~23) level, as the standard theory 
predicts for A ~ 10~ 1 4 in the absence of parametric resonance [25]. During 
preheating we observe exponential growth of Sxk while the super-Hubble 5(pk 
mode does not grow, as expected from the analytical theory. Qk and (k remain 
constant, since according to Eq. (4.17) the metric perturbations couple only 
to Sifk m the absence of a x background, at linear level [42]. 

To observe the effect of including a non-zero homogeneous x background, 
I repeated the above calculation with an initial value of x(to) = 10 _ 1 0 mp (this 
value illustrates well the various stages of evolution). Figure 4.5 indicates that 
5xk grows as before, but Sipk and now grow initially with twice the Floquet 
index of 8xk- This is the result of the driving term 2g2tpx°~Xk in the equation 
of motion for Sifk, Eq. (4.18), which contains two factors growing like e^m a x X 

(the background x satisfies the 8xk equation of motion for k —> 0). Once the 
background x field becomes comparable to the inflaton background, all the 
perturbations synchronize and grow at the same rate. (Note that although it 
is not plotted, the comoving curvature perturbation (k behaves in essentially 
the same way as $k in this and all subsequent figures.) It is important to 
emphasize that, ignoring the resonant growth during preheating, my model 
reproduces the standard predictions for (A/4)<p4 inflation [this statement holds 
even for initial homogeneous values as large as xi^o) ~ nip]. Thus parametric 
resonance is an important new effect, which must be examined to determine if 
the model does in fact make realistic predictions. I will discuss the significance 
of the homogeneous x field in relation to the nonlinear evolution of the fields 
in the next section. 
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Figure 4.5: Simulation of linear cosmological-scale perturbations in the ab­
sence of backreaction as in Fig. 4.4, but with a non-zero initial 
background x(to) = 10~ 1 0mp. Plotted are the logarithms of the 
power spectra Vx(k) = (k3/2n2)\Xk\'2, for Xk = Sxk, o~<Pk, and 
and using mP = 1, g2/X = 2, A = l O " 1 4 , and k/(aH) ~ 1(T 1 9 

at the start of preheating. Coupling through the x background 
causes 5<pk and to grow initially at twice the rate of 5xk-
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4.3 Backreaction1 

4.3.1 Equations of motion 
The linearized equations in the previous section describe unbounded growth 
of perturbations during resonance. In reality this growth must of course stop 
at some point, namely when the perturbed field values are on the order of 
the background values. A full nonlinear simulation will include this effect 
automatically, but approximation methods can alleviate the computational 
costs significantly. A common approach to approximate this backreaction on 
the background and perturbation evolution is to include Hartree terms in the 
equations of motion [6, 31]. This entails making the replacements <pA ~^ 

A + 8tpA, 8<p\ —> (5ipA), and 8<p\ — > 3(5ipA)6ipA. In this approximation, the 
background equations (4.7) - (4.10) become 

H 2  

3mp 

1 
2 

(4.67) 

Cp + 3H<p + Vv + 3\(5ip2W + g2(5x2)<P = 0, (4.68) 

x + 3HX + Vx + g2(5^)X = 0. (4.69) 

Similarly, the momentum-space linearized field perturbation equations (4.18) 
become 

8Cpk + 3H8ipk + + 3\(5ip2) + g2(8x

2)^ 5<pk 

+ Vw • Scpk = 4<p^k - 2V„$k, (4.70) 

'k2 

5Xk + 3H5Xk +(^2+ 92(S<P2)J $Xk 

+ VtXV> • 8ipk = Ax^k - 2Vx$k. (4.71) 

In this approach, the field fluctuations are calculated self-consistently from the 
relations 

(8<PA) = (2^)3 / ^ 1 W - (4.72) 
1A version of Sections 4.3, 4.4, and 4.5 has been published. Zibin, J. P., Brandenberger, 

R., and Scott, D., (2001) Backreaction and the Parametric Resonance of Cosmological Fluc­
tuations, Phys. Rev. D 63: 043511. 
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In practice, the strongest resonance band will provide a natural ultraviolet 
cutoff. 

The Hartree terms approximate the full nonlinear dynamics of the fields. To 
illustrate what this approximation entails, we may consider the exact dynamics 
of the fields, treating the Klein-Gordon equation as a classical field equation. 
As an example, consider the exact evolution equation for 5<p in position space, 
obtained by perturbing the Klein-Gordon equation, setting the background x 
to zero, and ignoring metric perturbations, 

S(p + 3HSip + 1 V2<V + 3\<p25<p + 3\<p5<p2 + XSip3 

a2 

+ g25X

2<P + g2Sx28v = 0. (4.73) 

The terms in this equation describing the interaction between the ip and x 
fields become in momentum space 

92LP f JZIJ^. r „ , 92 /" J 3 , / J 3 , / / J 

(2TT) 3/ 2 J dzk'5xu5x*-u + - J ^ p J d3k'd3k"6xw6xv>S<Pk-w-v>. (4.74) 

Thus the Hartree term g2(Sx2)Sipk in Eq. (4.70) corresponds to the second 
term in expression (4.74), restricted to k" = —k'. Physically, this means that 
only scattering events which do not change the Sipk momentum are included 
in the Hartree approximation, and "rescattering" events are ignored. 

It is important to notice that the first term in (4.74), which scatters parti­
cles from the homogeneous inflaton background into mode 8<pk and rescatters 
Sx particles, could be larger than the Hartree term since initially \ip\ > \8(p\, 
unless the first term vanishes upon averaging (integrating) over the entire phase 
space of contributing terms (which is what is assumed in the Hartree approx­
imation). If it does not vanish, the first term in (4.74) will act as a driving 
term for the Sip modes in (4.73). Since some 5x modes experience parametric 
amplification with Floquet exponent p, this term will lead to an important 
second-order effect, namely the growth of Sip as e2px. This effect is left out 
in the Hartree approximation. Because the metric perturbations are coupled 
to Sip through Eq. (4.17), we also expect that, with the homogeneous x s e t 
to zero, the Hartree approximation will miss the corresponding growth of 
Note, however, that by including the x background term 2g2x(pSx in (4.73), 
and setting x2 ~ (<5x2)> w e c a n approximate the effect of the important first 
term in (4.74), as we saw in Fig. 4.5. 

Note that the calculations to follow, based on the Hartree equations of 
motion listed above, are not intended to accurately describe the evolution of 
the fields after the nonlinear terms become important. Instead, I use the 
Hartree approximation of the nonlinear terms as an indication of when those 
terms become important, and hence the growth of fluctuations should stop. 
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4.3.2 Analytical estimates 
Evolution of perturbations during inflation 

Perturbations will grow during parametric resonance until backreaction be­
comes important. We can analytically estimate the amount of growth by 
estimating the time at which the Hartree term g2(o~x2) is of the order of the 
background Xip2 [cf. Eq. (4.70)]. Note that in the absence of metric fluctua­
tions, such an estimate should be accurate, at least for g2/X ~ 1, as nonlinear 
lattice simulations indicate [8, 52]. In order to estimate the variance (Sx2), we 
will need to calculate the evolution of 5xk modes, starting from the adiabatic 
vacuum inside the Hubble radius, continuing through inflation, and finally 
through preheating. The evolution during inflation is quite complicated, and 
will have a crucial effect on the final variances, so I will describe the inflation­
ary stage in some detail. I consider general values of g2/X, rather than just 
the supersymmetric point. 

I will only need to consider the contribution to (Sx2) from modes which are 
super-Hubble at the start of preheating. To see this, first note that for g2/X = 
2, the small-scale boundary of the strongest (and largest-scale) resonance band 
is at kmax/a ~ v /Av ?o/2, where <po(t) is the amplitude of inflaton oscillations 
during preheating [44]. Next, we can use the Friedmann equation (4.10) to 
write the Hubble parameter in terms of <£>o, giving 

(Note that this equation also applies approximately during slow-roll.) Using 
the value ipo = 0.2mp, I calculate the ratio aH/kmax ~ 0.6 at the start of pre­
heating. Thus the Hubble radius corresponds closely to the smallest resonant 
scale. This result is not very sensitive to g2/X as long as we are near the centre 
of a band, i.e. g2/X = 2n 2 , since fcmax increases only slowly with g2/X in this 
case [44]. Also, we can ignore the resonance bands at higher k values, since 
they correspond to narrow resonance. 

To estimate the evolution of Sxk on super-Hubble scales during inflation, 
we can ignore terms containing the background x a s well as the spatial gradient 
term in Eq. (4.18), resulting in a damped harmonic oscillator equation with 
time-dependent coefficients, 

5xk + SHSxk + gVSXk = 0. (4.76) 

During slow-roll, we can use the adiabatic approximation to find solutions to 
this equation, since \H\ <§C H2. Thus for g2ip2 > (3H/2)2 we have under-
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damped oscillations with damping envelope 

5xk oc exp (3H/2)dt a" 3 / 2 . (4.77) 

For g2<p2 < (3H/2)2, we have the overdamped case with two decaying modes. 
Ignoring the more rapidly decaying mode, I obtain 

Sxk oc exp - j (3H/2 - y/§H2/4 - dt (4.78) 

In this case, the fluctuations are very slowly decaying in the massless limit 
g2(p2 <C (3H/2)2, while they approach the a~ 3 / 2 decay as g2<p2 -> (3H/2)2. 

During slow-roll we have H2 oc <p4 [see Eq. (4.75)], so that H2 decreases 
more rapidly than g2<p2, and there is a transition between the over- and un­
derdamped stages. The two types of behaviour are separated by the critically 
damped case, g2ip2 = (3H/2)2. Using Eqs. (4.75) and (4.63), we can write 
this critical damping condition in terms of the number of e-folds after critical 
damping, Nciit, as 

W m t = m ( ^ ) = | ^ i n f i ) , (4.79) 
\ Qcrit / O A \ / C c r i t / 

where subscript " / " refers to the end of inflation and "crit" to the time of 
critical damping. Wavevectors kCI-lt and kf leave the Hubble radius at t c r; t 

and tf, respectively. We see that as g2/X increases, cosmological scales are 
damped like a - 3 / 2 during a greater and greater part of inflation. We thus 
expect that for large enough g2/X, the backreaction of the smaller-scale modes 
will terminate parametric resonance when cosmological-scale 5xk modes are 
still greatly suppressed. In other words, there will be a maximum value of g2/X 
for which there is significant amplification of super-Hubble 5xk perturbations, 
as anticipated in [43]. 

I first consider the evolution of the modes which leave the Hubble radius 
after t c r i t , i.e. k > /c c r i t (but which are still super-Hubble at the end of inflation, 
k < kf). These modes are effectively massive during inflation, and hence we 
can simply use the adiabatic vacuum state, Eq. (4.64), which for k <C aH gives 

Note that if we define the spectral index n through Vx(k) oc kn~l [51], then 
for this part of the spectrum we have n = 4, an extreme blue tilt. 

Next, I will calculate the evolution of modes which leave the Hubble radius 
before £ c r j t , i.e. modes with k < fccrjt. In this case, the modes are approximately 
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massless when they exit the Hubble radius [g2(p2 < (3H/2)2 for t < £ c r i t ] , so 
we can use the standard result for a massless inflaton [20], 

l ^ ( t f c ) | 2 = ^ , (4.81) 

where tk is the time that mode 5\k exits the Hubble radius. We now must use 
Eq. (4.78) to evolve the modes during the overdamped period, tk < t < tcrit. 
Writing dt = dip/ip, and using the slow-roll approximation (p ~ —V<p/3H, we 
can perform the integral to obtain 

\$Xk(t^)\> = ^ e - 3 * ™ (4.82) 

where Nk is the number of e-folds after time tk and 

F(Nk) = Nk- Nciit - y/WkxjNk - Nt c n t 

+ N c M i J ^ ± ^ M ) . (4.83) 
\ V -< vcrit / 

Next we can readily propagate the modes through the underdamped period, 
t c r i t <t <tf, using Eqs. (4.77) and (4.79), giving 

\ S x k ( t f ) \ 2 - ^ e - ^ - 2 ^ \ (4.84) 

Since the damping term F(Nk) is positive, we see as expected that large-scale 
modes are strongly damped for large g2/X-

Finally, we can approximate the conformal time dependence of all super-
Hubble modes during parametric resonance as 

5xk oc eM m a x X , (4.85) 

if we are near the centre of a resonance band. This is valid since, in this case, 
the Floquet index fxk varies only slightly for scales larger than a few times the 
Hubble radius (i.e. the smallest resonant scale) [44]. 

Variances and total resonant growth 

Now I can proceed to calculate the field variance, (5x2)- I will use Eq. (4.72), 
restricting the integral to the resonantly growing modes. I begin with the 
case g2/X = 2. Equation (4.79) tells us that in this case 7Vcrj t ~ 4/3, so that 
essentially all of the evolution during inflation is in the overdamped regime, 
and we only need to consider modes with k < kcvlt. The variance integral will 
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be dominated by modes with Nk » AT c r i t, so we may approximate the damping 
term in Eq. (4.83) as 

e~mm" (styJ/>• (4-86) 

For the current case, g2/X = 2, we can now combine the expression (4.84) 
with Eqs. (4.63), (4.75), (4.85), and (4.86) to obtain for the power spectrum 
on resonant scales at the end of preheating 

Vx(k,te) = ^ e 2 ^ * x ° . (4.87) 
b4ira 

Here te is the time that the resonance shuts down, and xe is the corresponding 
scaled conformal time. As we will see, the important thing about this result 
is that the power spectrum is essentially Harrison-Zel'dovich (independent of 
k), with spectral index n = 1. 

We can next rewrite the variance integral, Eq. (4.72), in terms of the power 
spectrum as 

(SX

2(Q) = / dNkVx(k,te) = N0VX(Q, (4.88) 
Jo 

where Ao — 50 is the total number of e-folds during inflation. Finally, the 
criterion g2($X2(te)} ~ X<p2(te) gives, using the value ip(te) ~ 10 _ 2 mp, 

Vx(te) ~ 10 _ 6 mp (4.89) 

for the b~Xk power spectrum on cosmological scales at the end of preheating. 
Note that this result used only the /c-independence of the power spectrum 
(which is a result of the special choice g2/X = 2), and the values of Wo and 
<p{te). In particular, the result is independent of A, unless, contrary to my 
implicit assumption, A is so large that g2(8x2) > X<p2 already at the start of 
preheating. In this case, Eq. (4.89) will be an underestimate. 

According to the results from Section 4.2.3, we expect synchronization of 
the other fields to $Xk, so that in particular we expect ~ Pxlm\- Therefore 
I conclude that, for g2/X = 2, the metric perturbation amplitude will indeed be 
considerably larger than the C O B E measured value, even including the effect 
of backreaction. 

Next I will repeat the preceding analysis for the second super-Hubble res­
onance band, at g2/X = 8. In this case we have W c r i t — 5, so we must consider 
modes that exit the Hubble radius both before and after tCTit. For the large-
scale modes, k < fccrjt, it will be sufficient to place an upper limit on the 
variance. Using Eq. (4.84), but ignoring the damping factor e _ 3 F , I obtain 

?x{K tf) <
 Hyt^~2g2/X - 2 x 10- 8Amp (4.90) 

[2KY 
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on scales k < kCTit at the end of inflation. Thus, using Eq. (4.88), the contri­
bution to the variance from modes with k < kCTlt satisfies the (probably very 
conservative) bound 

{5x2(tf))k<kcTit < 9 x 10 - 7 Am P . (4.91) 

Next we can use Eq. (4.80) to calculate the contribution to (5x2) from smaller-
scale modes with £;crj t < k < kf, 

fe2fe))fc.„^ = I i ^ £ ' A (4.92) 
crit 

,5 

^4 (4-93) 
on gz mp 

~ 3 x 10- 6Amp. (4.94) 

Here I have used k3

rit <C k3

f (which follows from Eq. (4.79) for g2/X = 8), the 
relation kf/af = H(tf), Eq. (4.75), and the value <pf = 0.2mp. This value 
of the small-scale variance exceeds our upper limit on the large-scale variance 
in Eq. (4.91), so we can ignore the contribution from the large-scale modes, 
(8x2(tf))k<kciit. 

Now we can again apply the condition g2(Sx2{te)) ~ Xip2(te), which in this 
case gives 

e 2 M m a x x e ^ 4 ^ - i _ (4.95) 

Finally, I can use Eq. (4.84) without approximation to calculate the cosmolog­
ical scale power spectrum at the end of preheating, for the case g2/X = 8, 

H2(to)_\ n92 

3F(N0) - 2 y + 2 M m a x x e (4.96) 
L A J 

10- 1 4mp. (4.97) 

In this case the growth stops before the cosmological perturbations exceed 
the C O B E value, and thus parametric resonance does not change the standard 
predictions [25] for the size of the fluctuations. Therefore, since the damping of 
super-Hubble 5xk modes increases as g 2 / A increases, the standard predictions 
are not modified for all resonance bands beyond the first, i.e. for g 2 /A > 8. 

4.3.3 Numerical results 
It is straightforward to check my analytical estimates from the previous section 
by numerically integrating the coupled set of Hartree approximation evolution 
equations (4.67) - (4.72) and metric perturbation equation (4.17). I now must 
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evolve a set of modes that fill the relevant resonance band. For example, for 
g2/X = 2, the first resonance band extends from K = 0 to K = 0.5 [44]. Again 
I begin each mode's evolution inside the Hubble radius during inflation, using 
the initial vacuum state, Eqs. (4.64) and (4.65). Each mode is incorporated into 
the calculation shortly before it leaves the Hubble radius, so that the spatial 
gradient terms are never too large. The variances are calculated by performing 
the discretized integrals, Eqs. (4.72), only over the resonance band; thus they 
are convergent. Note that the variances are calculated simultaneously with the 
field backgrounds and perturbations. 

In Fig. 4.6 I present the evolution of the 5xk, <Vfc> a n d $fc power spectra 
on the same cosmological scale as was studied in Section 4.2.3. A l l parame­
ters are the same as for Fig. 4.5, except here I use for the initial background 
value x(to) = 10~6mp, which means that during preheating x2 — (°~X2)- The 
evolution is initially similar to that of Fig. 4.5, only here the growth satu­
rates at Vx ~ 3 x 10~7mp, in good agreement with my prediction based on 
Eq. (4.89), and also in good agreement with the results of Tsujikawa et al. 
[45]. In addition, the other fields closely follow Vx, as expected. Whereas in 
the linear calculations the Einstein constraint equation (4.19) was satisfied to 
extremely good accuracy, with the inclusion of backreaction V§ saturates at a 
factor of roughly 103 higher using Eq. (4.19) than the illustrated result, which 
used Eq. (4.17). Note that a similar discrepancy was found in [39]. I suspect 
that this is a fundamental problem related to my attempt to capture some of 
the nonlinear dynamics with the Hartree approximation. Regardless of which 
value is used, the cosmological metric perturbations considerably exceed the 
C O B E normalisation. 

As discussed above, larger values of g2/X result in increased damping of Sxk 
on large scales during inflation, and at large enough g2/X we expect insignifi­
cant amplification of super-Hubble modes. This is illustrated in Fig. 4.7. Here 
I examine the second resonance band at g2/X = 8, but use otherwise iden­
tical parameters to Fig. 4.6. Resonance stops at Vx ~ 10~14rap, consistent 
with my analytical estimate from Eq. (4.97), and not exceeding the standard 
predictions for A ~ 10~ 1 4 [25]. Note that the small rise in V§ at late times 
should not be trusted, as my Hartree approximation scheme will not capture 
the full nonlinear behaviour. For resonance bands at even higher g2/X, I find 
extremely suppressed cosmological 5xk amplitudes, in quantitative agreement 
with the calculations of the previous section. 
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Figure 4.6: Numerical simulation of cosmological-scale perturbations with 
Hartree backreaction terms included and with a non-zero initial 
background, x(to) = 10 _ 6 mp. Plotted are the logarithms of the 
power spectra Vx(k) = (fc 3/27r 2)|X f c | 2, for Xk = <S%fc, 8<Pk, and 
using m P = 1, g2/X = 2, A = 10" 1 4 , and k/(aH) ~ 1(T 1 9 at the 
start of preheating. Backreaction terminates the growth of each 
field perturbation. 
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Figure 4.7: Same as Fig. 4.6, except for parameters lying in the second res­
onance band, i.e. g2/X = 8, and with x(to) — 10~6mp and 
A = 1CT 1 4. Here backreaction of the small-scale modes terminates 
the growth before the C O B E value is exceeded. 
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4.4 Self-interacting x models 

4.4.1 Positive coupling 
I now consider the addition of a quartic self-interaction term for the X field, 
so that our potential becomes 

with g2 > 0. The significance of such a term for parametric resonance was stud­
ied in lattice simulations [52] and analytically [54], but in the absence of metric 
perturbations. Bassett and Viniegra [43] included metric perturbations, but 
ignored backreaction. Essentially, for A x > A we expect the x self-interaction 
to limit the growth of perturbations as compared with the A x = 0 case studied 
above, due to the presence of the "potential wall" (A x /4)x 4 -

More precisely, the linearized equation of motion for the X field perturba­
tion becomes, with x self-interaction but ignoring metric perturbations, 

5xk + oH5Xk + ( - + 3A xx 2 + <? V 5Xk + 2g2<pX6<pk = 0. (4.99) 

Thus for small enough initial x background, the initial behaviour of the modes 
will be essentially unchanged from the Xx — 0 case. However, when the X 

background grows to the point that xV^2 ^ 91' lAxi ^ n e analytical parametric 
resonance theory of Section 4.2.1 no longer applies, and we may expect the 
perturbations to stop growing. Since, as discussed above, for the significant 
production of super-Hubble modes we require g2 ~ A, we expect that x self-
interaction will shut down the resonance when x2/f2 ~ AlAxi as long as 
A x > A. If A x < A, then the x4 interaction term will not lead to a shutdown 
of the resonance since (based on my numerical simulations) the homogeneous 
X field never substantially exceeds the value of the inflaton background. 

I have confirmed this expectation numerically, and I give an example of 
my results in Fig. 4.8. Here I have included Hartree backreaction and metric 
perturbations, and used coupling constant values A = 10~ 1 4, g2/X = 2, and 
A x = 10~ 1 0, and initial backgrounds <p(t0) = 4mp and x(to) = 10~6mp. We 
indeed observe the termination of the super-Hubble modes' growth at approx­
imately the time when x2/'•P2 = A/Ax-

Note that, in the absence of backreaction, Bassett and Viniegra observed 
a continued slow growth of super-Hubble perturbations after the initial ter­
mination of the resonance when x2/V2 ~ - V A X [43]. I confirmed this result; 
however, note that when we include the backreaction term 3Ax(#x2) in the evo­
lution equations, we expect backreaction to become important also at the time 

(4.98) 
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Figure 4.8: Same as for Fig. 4.6, except with x field self-coupling A x = 
The x self-coupling causes the early termination of growth. 

10 -10 

that x2/V2 ~ V^x> with my choice x2 — i^X2)- Hence, as seen in Fig. 4.8, 
the slow growth is completely suppressed. 

4.4.2 Negative coupling 
The presence of x self-coupling means that we no longer require g2 > 0 for 
global stability. In fact, for the case g2 <-0, the potential will be bounded 
from below for XXx/g4 > 1 [55]. This negative coupling case was studied in the 
absence of metric perturbations using lattice simulations in [55], and without 
backreaction in [42]. The behaviour of the fields is qualitatively different in the 
negative and positive coupling cases. For g2 < 0, potential minima exist with 
non-zero homogeneous part of the x field. Thus, assuming the fields fall into 
these minima, the problem of choice of x background discussed in previous 
sections for the positive coupling case is alleviated. 

For initial homogeneous x fields large enough [x(to) ̂  mp], I find numeri­
cally that the fields fall into the potential minimum by the end of inflation, and 
the two fields subsequently evolve in step during preheating. This effectively 
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reduces the system to a single-field system, and hence no resonance is possible 
on super-Hubble scales. 

To see this explicitly, consider the case \ x = A, for which the symmetry of 
the potential requires the potential minima to lie along x2 = lP2- If w e choose 
the same initial signs for x and P> then during preheating the backgrounds 
lie along the attractor ip = X- Similarly, since the behaviour of super-Hubble 
modes is essentially the same as that of the backgrounds, we have Sx — Sip 
during preheating. Then the perturbation equation (4.99) becomes 

Thus the effective mass of the Sx oscillations is precisely three times the ef­
fective mass of the background inflaton oscillations [cf. Eq. (4.7)], so that just 
as with the case of the inflaton perturbations in Eq. (4.35), there will be no 
resonance on super-Hubble scales for all allowed values of g2. I have confirmed 
this numerically; indeed more generally, as long as initially x(̂ o) ~ mP but 
for any A x > A, the two fields will be proportional during preheating and no 
super-Hubble resonance will result. 

This result assumes that during preheating only the "field" Sx + Sip is 
excited. If orthogonal field excitations Sx — Sip are present, they can grow 
resonantly. The effective squared mass of Sx~Sip excitations is (3A — g2)<p2, so 
that according to the analytical parametric resonance theory of Section 4.2.1, 
super-Hubble resonance will occur near 3X — g2 = 2n 2(A + g2), for integral 
n (we require n > 2 for negative g2). That is, super-Hubble Sx — Sip modes 
will grow for g2 ~ A(3 — 2n 2 ) / ( l + 2n 2). However, numerically I observe only 
extremely small components Sx — Sip by the end of inflation, so their growth 
is substantially delayed. 

On the other hand, for small initial homogeneous part x(̂ o) *C m P , I find 
that the potential minima are not reached by the end of inflation, and the two 
fields evolve in a very complicated manner during preheating. The analytical 
theory of parametric resonance cannot be applied, but numerically I do find 
roughly exponential growth of super-Hubble modes in this found in 
[42]. The growth rate increases as g2 decreases towards the value at which 
global instability sets in, g2 = — \/XXx. 

I have illustrated this case in Fig. 4.9, using the parameter values A = 1 0 - 1 4 , 
g2 = —0.5A, A x = A, ip(t0) = 4mp, and x(*o) = 10 _ 6 mp. Here the growth rates 
and final power spectra values are comparable to the A x = 0 case of Fig. 4.6, 
though the Sx field is not damped during inflation for negative coupling. For 
A x > A, the growth is terminated early, just as in the positive coupling case. 

SXk + 3H5Xk+ ^ + 3(A + <?V 5Xk = 0. (4.100) 
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Figure 4.9: Same as for Fig. 4.8, except for the negative coupling case, with 
parameters A = 1 0 - 1 4 , g2 = —0.5A, and A x = A. Here the growth 
is comparable to the A x = 0 case of Fig. 4.6, even though analytical 
parametric resonance theory cannot be applied. 
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4.5 Summary and discussion 
In this chapter I have studied backreaction effects on the growth of super-
Hubble cosmological fluctuations in a specific class of two field models with 
a massless inflaton <p coupled to a scalar field X - My study was based on 
the Hartree approximation. Ignoring the resonant growth during preheating, 
my model can reproduce the standard predictions of (A/4)<p4 inflation, but 
preheating changes the picture dramatically. 

For the non-self-coupled x Held case, I found that backreaction has a crucial 
effect in determining the final amplitude of fluctuations after preheating. For 
values of the coupling constants satisfying g2/X = 2 (the ratio predicted in 
supersymmetric models), the predicted amplitude of the super-Hubble metric 
perturbations at the end of preheating is too large to be consistent with the 
C O B E normalization, thus apparently ruling out such models. In addition, 
the final amplitude of the fluctuation spectrum is independent of the coupling 
constant A. Note that the growth of inflaton fluctuations 5(pk (and hence metric 
perturbations $*,) occurs in these models either through coupling to 8xk via a 
homogeneous background X field or through nonlinear evolution effects. 

The situation for g2/X 3> 1 is very similar to the previously studied case of 
a massive inflaton in the broad resonance regime [38-40]. Cosmological-scale 
5xk modes are significantly damped during inflation, and the end of resonant 
growth is determined by the growing small-scale modes. Already for the sec­
ond resonance band (centred at g2/X = 8) cosmological metric perturbations 
are not amplified above the C O B E normalization value. This implies that 
preheating does not alter the standard predictions for the normalization 
in (A/4)</?4 inflation for the second and all higher resonance bands. The im­
portant difference between the model I have studied and the massive inflaton 
case is that, in the massive model, weak super-Hubble suppression at small g2 

is accompanied by weak resonant growth during preheating [39], so that no 
significant super-Hubble amplification is possible. 

The inclusion of X field self-interaction alters the evolution in a predictable 
way: the resonant growth stops when x2/V2

 ~ A / A x , as long as A x > A. 
This means that we are unable to rule out models (on the basis of a too large 
production of metric perturbations) with A x / A > 104. In the negative coupling 
case, there are two possibilities. For large initial x backgrounds, x(*o) ~ ^ P ; 
the system becomes essentially single-field, and no resonance occurs (at least 
until late times). For small initial x, exponential growth occurs for large 
enough allowed \g2\-

The Hartree approximation provides a useful approach for the inclusion 
of the effects of backreaction. However, as mentioned in Section 4.3.1, this 
approximation misses terms which could contribute to the evolution of flue-
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tuations in an important way. I believe, nevertheless, that my results are 
sufficiently accurate to predict, for the models studied, whether or not the 
metric perturbation amplitude after preheating is consistent with the C O B E 
measurement. Nonlinear effects, or rescattering, will primarily affect the de­
tailed evolution of matter fields after backreaction is important. Still, it is of 
great interest to extend my analysis to a full nonlinear treatment, as was done 
in the absence of gravitational fluctuations in [8, 52, 56], and including metric 
fluctuations in [3] for single-field models. 
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Chapter 5 

Long Wavelength Perturbations 

I have now developed the formalism of cosmological perturbation theory in 
Chapter 3, and applied it in the study of parametric resonance in a partic­
ular inflationary model in Chapter 4. I showed that for that model, matter 
and metric perturbations can grow during preheating exponentially fast for 
long wavelength (k —> 0) modes, and that the growth may even exceed the 
limits on the primordial amplitude of perturbations determined from C M B 
measurements. 

The model studied in Chapter 4, however, was very special in that the 
homogeneous inflaton trajectory could be expressed analytically in terms of 
a periodic elliptic cosine function. In more general multi-field models, the 
background fields may behave very erratically. The questions I will address in 
this chapter, then, are what can we determine in general from the behaviour 
of the background fields about the evolution of long wavelength cosmological 
perturbations? For what kinds of systems might we expect these modes to 
grow and hence violate the adiabatic conservation law? 

To begin, in Section 5.1, I carefully define the notion of adiabaticity (as 
it is used in cosmological perturbation theory), and then proceed to provide 
proofs of the constancy of the adiabatic curvature perturbation on uniform 
density hypersurfaces, ipp. I extend previous efforts and attempt to elucidate 
the geometrical significance of the conservation law, so as to clarify the meaning 
of its violation in the non-adiabatic case. 

Next, in Section 5.2, I systematically address the general evolution of long 
wavelength modes. I begin by considering exactly homogeneous perturbations. 
I show that by perturbing the background equations considering the time vari­
able as rigid, we obtain the correct perturbation equations in a gauge in which 
that time variable can at most be shifted by a constant. This provides a key 
link in the rigourous connection between the behaviour of a background N-
component scalar field dynamical system and the behaviour of long wavelength 
modes. I show that we expect one adiabatic time-translation homogeneous 
mode and 2N — 1 physical modes which cannot be gauged away. Next I show 
how realistic inhomogeneous modes can be generated from such homogeneous 
solutions. The homogeneous adiabatic mode becomes physical, but locally ap­
pears to be a time-translation of the background. A n additional constraint 
reduces the physical homogeneous modes to 2N — 2 inhomogeneous modes. 
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This work is based upon, but an extension of, previously published work. 
Finally, in Section 5.3, I revisit parametric resonance in light of the results 

of this chapter. I then point out a previously undiscussed general route for the 
amplification of super-Hubble scalar field and metric curvature perturbations 
in multi-field models, namely through dynamical chaos in the background field 
evolution. (Note that "dynamical chaos" here refers to the evolution of a 
low-degree-of-freedom dynamical system of homogeneous fields, and should 
not be confused with "chaotic inflation", which refers to the insensitivity of 
certain inflationary models to the inflaton initial conditions.) This involves 
instability in the background fields as is the case with parametric resonance, 
but applies in much more general cases. Since dynamical chaos is common 
in nonlinear systems with two or more degrees of freedom (e.g. in quartically 
coupled oscillators), I stress that the possible chaotic overproduction of super-
Hubble modes must be considered in such inflationary models. 

5.1 Conserved curvature perturbations 
In studying the evolution of cosmological perturbations it is clearly important 
to identify any conserved quantities. Such quantities could help propagate 
perturbations through the vast stretches of time at very early stages when the 
detailed physics is not known. For example, the production of scalar field and 
metric perturbations during inflation is reasonably well understood [25]. In 
an appropriate gauge, the curvature perturbation tp [recall our scalar metric, 
Eq. (3.8)] has long been known to be conserved on sufficiently large scales and 
for a class of perturbation called adiabatic (see, e.g., [65]). Thus for a particular 
inflationary model, we may take the standard inflationary prediction for the 
curvature perturbation just after the modes leave the Hubble radius during 
inflation, and immediately deduce the value of the curvature just before the 
modes re-enter the Hubble radius at late times. The subsequent behaviour of 
the modes as they seed structure formation is also well understood, and hence 
the predictions of the inflationary model can be compared with observations 
of C M B and large-scale structure. 

The crucial assumption in the preceeding discussion is that of adiabatic-
ity. As I will show, perturbations in single-scalar-field inflationary models are 
essentially guaranteed to be adiabatic. However, many inflationary models in­
volve multiple scalar fields, which in general allow non-adiabatic perturbations. 
Hence the above method for connecting inflationary predictions to observable 
quantities may be suspect. 
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5.1.1 Adiabaticity 
Adiabatic perturbations arise when there is a well-defined equation of state, 

P = P(p). (5.1) 

This implies that at any spacetime event, the pressure perturbation SP is 
proportional to the energy density perturbation, Sp, 

dP P 
5P = ^-Sp = -Sp. (5.2) 

dp p 

This will be true, e.g., for a pure radiation or matter equation of state, but not 
for a mix of both. It is useful to decompose a general pressure perturbation 
into adiabatic and non-adiabatic parts: 

SP=^5p + 5P--5p (5.3) 
P P 
P 
P 

= -Sp + PT, (5.4) 

where 
T=5Z-5-l (5.5) 

P P 
is called the entropy perturbation. Then we can call 

SPad = -Sp (5.6) 
P 

and 
S P n a d = P T (5.7) 

the adiabatic and non-adiabatic pressure perturbations, respectively, and write 
simply 

SP = SPad + SPnad. (5.8) 

Modes for which <5Pnad J 0 are variously called non-adiabatic, entropy, or 
isocurvature perturbations. Note that while this terminology is often techni­
cally inaccurate or misleading, it is standard. 

The entropy perturbation T has a very simple physical interpretation. Re­
call from Section 3.4.4 [in particular Eqs. (3.178) and (3.181)] that 
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is the temporal gauge transformation required to move from an arbitrary gauge 
to uniform density gauge, and that an analogous expression holds for the pres­
sure. Thus T is equal to the temporal displacement between uniform density 
and uniform pressure hypersurfaces. Hence it is a gauge-invariant quantity. 
Considering the discussion surrounding Eq. (3.162), T must be proportional 
to both SPP and 5pp. [Recall my notation: pr represents an arbitrary matter 
or metric perturbation variable p in a gauge specified by r = 0 (or 5r = 0), 
where r (or 5r) is any other matter or metric perturbation.] Indeed, we have 

5PP = PT = 5Pnad (5.10) 

and 
5PP = -pT. (5.11) 

When 5Pnad = 0, this interpretation makes it clear that we can simultane­
ously gauge away both density and pressure perturbations. For a scalar field 
system, I showed in Section 3.6.1 that the anisotropic stress n vanishes to lin­
ear order. Indeed the anisotropic stress generally vanishes for a perfect fluid. 
Thus the adiabaticity condition is very strong: In these cases, an adiabatic 
perturbation satisfies 

Sp = 5P = n = 0 (5.12) 

(in the appropriate gauge), and the only non-zero matter perturbation is the 
momentum density q. For an exactly homogeneous perturbation, such an 
adiabatic mode can be completely gauged away! 

5.1.2 Conservation laws: Algebraic derivation 
It is extremely easy to derive an adiabatic conservation law for the curvature 
perturbation on uniform density slices [60], using only the perturbed energy 
conservation law, 

5p + 3H(5p + 5P) + (p + P) (-3tp + 4 V 2 ^ + \ V 2 g = 0, (5.13) 

which I derived in Section 3.3.2. Evaluating this energy conservation law in 
uniform density gauge, we have 

(p + P)j>p = H5Pnad + ^ V2[qp + (p + P)ap], (5.14) 

where I have used Eq. (5.10). However, using the gauge transformations for a 
and q, Eqs. (3.149) and (3.153), we can easily write 

Qa = qP + (p + P)o-p, (5.15) 
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so that 

(p + P)xbp = HSPnad + ^ V V (5.16) 

Similarly, we can equivalently write 

(p + P)xbp = H5PNAD + ^ r ^ V V (5.17) 

This is the final result: For adiabatic perturbations, for which 6PNA,D = 0, 
and when the Laplacian of the shear on comoving hypersurfaces, oq, can be 
ignored (equivalently, when the Laplacian of the momentum density in zero-
shear gauge, qa can be ignored), then the uniform density gauge curvature 
perturbation ipp is conserved. This quantity (ipp) is precisely equal to the 
parameter £ introduced by Bardeen, Steinhardt, and Turner [65], who derived 
its conservation law by a different route. Note that the conservation law does 
not necessarily apply when p + P = 0. However, as I discussed in Section 3.4.5, 
in this case the uniform density gauge becomes singular, so ipp is not defined. 

A closely related quantity is the curvature perturbation on comoving hy­
persurfaces, xpq. Combining the general transformation law for the curvature 
perturbation, Eq. (3.148), with the transformation required to move from an 
arbitrary gauge to comoving gauge, Eq. (3.182), we have, for arbitrary gauge 
perturbations ip and q, 

1>q = 1>-—TK (5-18) 
Hq_ 

p + P 

= TP-S-(iP + Hd>). (5.19) 
12 

The second line here was obtained using the background equation (2.87) and 
the perturbed momentum constraint (3.282). This expression can also be 
written using the background energy constraint (2.83) as 

2 (H-lib + <p) , 
*' = * + 3 L T T i T i - ( 5 ' 2 0 ) 

where w = P/p is the equation of state. This final form for the comoving 
curvature perturbation xpq, when evaluated in longitudinal gauge with the as­
sumption that the anisotropic stress II vanishes, so that ^ = $, becomes pre­
cisely the expression given by Mukhanov, Feldman, and Brandenberger [25] 
for a quantity they showed is conserved on large scales and for n = 0, 

2 (H~lQ + $) 
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To see why the comoving curvature perturbation ipq is conserved on large 
scales, notice that the gauge transformations for ip and p imply that 

1>q = 4>P- (5-22) p 

However, combining the perturbed energy and momentum constraint equa­
tions, (3.279) and (3.282), we have 

SPq = j^V\iP + Ha). (5.23) 

That is, ipq and ipp differ by a term that vanishes on sufficiently large scales. 
Therefore, when the uniform density curvature perturbation is conserved, 
which I showed above requires <5Pnad = 0 and scales large enough that the 
Laplacian of the comoving shear aq can be ignored, then so must the comov­
ing curvature perturbation tpq be conserved. Under these conditions, and when 
the anisotropic stress vanishes, the quantity CMFB must therefore also be con­
served. 

5.1.3 Conservation laws: Geometrical derivation 
While the previous derivation of the adiabatic conservation law was very easy, 
it offered little insight into the physical origin of this law. To elucidate this 
origin, I will now describe a method to derive the conservation law in a more 
general form, based on the work of Lyth and Wands [66]. 

Exactly homogeneous case 

I will begin this discussion of the adiabatic conservation law by considering 
exactly homogeneous perturbations about a homogeneous F R W background. 
In this special case it will be trivial to demonstrate an adiabatic "conservation 
law". However, the usefulness of this approach lies in the insight it provides 
into the physical origin of the long-wavelength conservation law. In addition, 
generalization to the realistic long-wavelength case will be relatively straight­
forward. 

To begin, consider the homogeneous energy density conservation law, 

p + 3H(p + P) = 0, (5.24) 

which I derived in Section 2.2.3. I can write this law in a more revealing form 
by defining the "number of e-folds of expansion", N, through 

dN = Hdt. (5.25) 
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The integrated expansion 

N= I Holt (5.26) 

indeed does give the number of e-folds or Hubble times of linear expansion 
between any two values of time, since 

— = eN (5.27) 
a 0 

holds exactly. With this change of time variable the conservation law becomes 

^ + 3(p + P) = 0. (5.28) 

Now the crucial observations. When there is a well-defined equation of 
state, 

P = P(p), (5.29) 

which I explained in Section 5.1.1 implies that perturbations are adiabatic, 
then there is a unique solution p(N) to Eq. (5.28). In the p-dp/dN phase plane, 
the first order autonomous differential equation (5.28) describes a unique curve 
in this adiabatic case. The autonomous character or N-translational symmetry 
of this first order equation implies that any solution must be of the form 
p(N + SN), where SN is a constant. That is, any solution must be a trivial 
translation of the unique phase plane solution along itself. This means that we 
can exactly determine the perturbation dynamics: If °p{N) is the background 
evolution, then the perturbed dynamics must be of the form 

°p(N) + 6p(N) = °p(N + SN) (5.30) 

for some constant SN. Thus the density perturbation is given by 

Sp(N)=°p(N + SN)-°p(N), (5.31) 

i. e. Sp(N) is simply the (time-dependent) change in p produced by a (constant) 
shift SN (see Fig. 5.1). Note that this relation is exact. It can, however, be 
readily evaluated to any order in SN. To linear order, we have 

Sp(N) = ^SN = pN. (5.32) 

Therefore the quantity 

SN = H6-^ (5.33) 
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N 

Figure 5.1: For any background evolution °p(N) (heavy line) a homogeneous 
adiabatically perturbed evolution °p(N) + Sp(N) (fine line) must 
be obtained by a constant shift SN. The evolution of Sp is thus 
trivially determined. 

must be conserved to linear order. To second order, we have 

( 5 ' 3 4 ) 

Inverting this expression and making use of the background equations, I find 
that the quantity 

rSp _ HE Sp2 

P 2H p2 

must be conserved to second order. 
The preceeding "derivation" of adiabatic conserved perturbation quantities 

should have raised serious alarm bells. First of all, the background equation 
was perturbed naively, with reckless disregard for general covariance. Sec­
ondly, any perturbed quantity, as I explained in great detail in Section 3.4.1, 
is only ever defined up to a gauge transformation. This certainly applies to 

6 N = H ^ - ^ ^ (5.35) 



Chapter 5. Long Wavelength Perturbations 139 

the quantity Sp in the above expressions. Given a quantity HSp/p which is 
claimed to be conserved, it is easy to gauge transform it so that it is no longer 
conserved. So what gauge is 5p to be specified in in order that the expressions 
(5.33) and (5.35) are conserved? On top of these problems, is the perturba­
tion 5p described above not simply a pure gauge artifact, with no physical 
significance whatsoever? 

To resolve these issues, note first that writing the density perturbation in 
the form of Eq. (5.31), i.e. assuming that it corresponds to a constant shift 
SN, amounts to a gauge choice for the perturbation. In fact, allowing an 
arbitrary constant (first order) shift SN = HSt is equivalent to specifying 
static curvature gauge, where ip = 0. Recall from Section 3.4.4 that this gauge 
choice is only defined up to the residual gauge freedom 

HT = 5N = C(xi), (5.36) 

for arbitrary spatial function C(xl). For the exactly homogeneous case I am 
considering here, it follows that static curvature gauge is defined only up to a 
constant shift 8N. 

It should be clear now that I could have perturbed the background energy 
conservation equation (5.28) in a more general way, using a time- (or N-) 
dependent shift SN. This would encompass the full generally covariant freedom 
available in an exactly spatially homogeneous system. However, I have actually 
already done this, in deriving (the homogeneous special case of) the perturbed 
energy conservation equation, Eq. (5.13), which here reads 

Sp + 3H(Sp + SP) - 3(p + P)ip = 0. (5.37) 

This equation, evaluated in static curvature gauge (so ip = 0), reproduces 
the "naive" perturbation of the background conservation law above, where I 
implicitly assumed that the time parameter N was rigid. 

Now it is easy to address the second problem raised above. In implicitly 
assuming that N was unperturbed, or rigid, I restricted the perturbation 5p 
to be in static curvature gauge. However, if 

SN = H^- (5.38) 
P 

is constant for any gauge where ip = 0, it must in particular be constant when 
-0 = 0. Therefore 

SN = H6-^ (5.39) 
P 

must be constant. But according to Eq. (3.161), 

H5^ = IPP) (5.40) 
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and we have recovered the adiabatic long-wavelength limit of Eq. (5.17), which 
states that the uniform density gauge curvature perturbation is conserved. 
[There is a subtlety here: it might appear that ip = 0 implies that 5p = 0. 
However, only ip (not ip) appears in the homogeneous Einstein equation. Thus 
whenever ip = 0 all (constant) values of ip are physically equivalent, and static 
curvature gauge is indistinguishable from uniform curvature gauge.] 

To answer the final objection raised above, yes, dp is simply a pure gauge 
mode. Hence this confirms the argument at the end of Section 5.1.1 that 
homogeneous adiabatic perturbations can be completely gauged away. Nev­
ertheless, this reasoning will generalize to the inhomogeneous case, where it 
is non-trivial, and similarly to analogous arguments regarding the scalar field 
equations of motion. 

To summarize, in the adiabatic case the background energy conservation 
equation specifies a unique one-dimensional trajectory in the p-dp/dN phase 
plane. If we treat i V a s a rigid time parameter, which is equivalent to choosing 
static curvature gauge, then exactly homogeneous perturbations Sp correspond 
to a constant shift 6N, and thus we are immediately led to the conserved 
quantities (5.33) and (5.35). Translating to uniform density gauge, we find the 
conserved curvature perturbation ipp. 

Inhomogeneous case 

I will begin the discussion of the inhomogeneous case by deriving a general­
ization of the energy conservation law Eq. (5.28) that applies exactly in the 
presence of spatial perturbations. The derivation begins with the completely 
general energy conservation law, 

uuT^ = - (P + P ) ^ - 9% - tfvTuu* ~ = 0, (5.41) 

which I derived in Section 3.3.2. Once a coordinate chart is chosen, the unit 
vector field is defined to be orthogonal to the constant coordinate time hy­
persurfaces, and and are the momentum density and anisotropic stress, 
respectively, in that chart. As we are here considering arbitrary spacetimes, 
scalar modes no longer evolve independently from vectors and tensors, and 
hence gM and ix^ must include vector and tensor parts. Recall that Eq. (5.41) 
is exact, and not based on any approximation about the closeness of the space-
time to F R W or whatever. 

Now I choose the chart to be comoving (if this is possible; recall from 
Section 3.4.5 that comoving gauge can be ill-defined), so that q^ — 0. Thus 

is the unit comoving vector field, and p^u^ = dp/dr is the derivative with 
respect to proper time r along the comoving worldlines. Also, u*1.^ = 9q is the 
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expansion of this field. Finally, with the assumption that 

T T ^ M = 0, (5.42) 

which, with Eqs. (3.24) and (3.29), implies 

T T ^ O V = 0, (5.43) 

I can write the energy conservation law (5.41) as 

+ 6q(pq + Pq) = 0. (5.44) dpq 

dr 

This relation looks remarkably similar to the homogeneous F R W energy con­
servation law, Eq. (5.24) (and immediately reproduces it for the homogeneous 
case). To get this expression into its final form, I will change time variables 
from proper time r to the number of e-folds of expansion, N, as I did in the 
homogeneous case. Here I define N through 

dN = \eq dr. (5.45) 

The integrated expansion 

N = - j dqdr (5.46) 1 
3 

now gives the exact number of e-folds of linear expansion of the comoving 
vector field along the path of integration. Finally, the energy conservation law 
becomes 

^ + 3(Pq + Pq) = 0. (5.47) 

This simple expression looks just like its homogeneous counterpart, Eq. (5.28), 
but is exact, subject only to the existence of the comoving chart and the 
vanishing of ir^cr^. 

Once again, in the adiabatic case P = P(p) we can conclude that there is a 
unique solution pq{N) to Eq. (5.47). In the current inhomogeneous case, this 
means that the comoving densities along any two comoving worldlines differ at 
most by a constant shift 5N, i.e. that pq is of the form pq(N + 5N), where 5N 
depends only on the worldline. Thus the integrated expansion displacement 
AN(xl) between any two particular values of pq is the same for each comoving 
worldline, i.e. 

AN(x*) = const. (5.48) 

Since the set of points where pq takes on any particular value defines a hy­
persurface E p of uniform density, this means that slices of uniform density are 
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separated by uniform integrated expansion AN. But as shown in the para­
graph surrounding Eq. (5.22), on sufficiently large scales uniform density and 
comoving hypersurfaces coincide. Therefore on large scales comoving slices are 
also separated by uniform integrated expansion AN. 

But I can evaluate this integrated expansion separation AN between two 
comoving hypersurfaces E 9 l and E 9 2 directly from the definition Eq. (5.46): 

1 Z"2^ 1 fte 
AN = - Oqdr = - [3#(1 - <j>q) - 3^](1 + <pq) dt (5.49) 

6 JXqi

 6 Jtx 

42 Hdt- [tpq(t2, x<) - ip^tux')]. (5.50) 
i 

Here I have used the explicit value of the expansion 6q from Eq. (3.53) and 
have ignored the term V V / a 2 , since we are considering large scales. I have 
also rewritten the integral in terms of the comoving coordinate time t, which is 
constant along the hypersurfaces E 9 . I showed in the previous paragraph that 
AN = const for each comoving worldline, and clearly ft*2 H dt is independent 
of the worldline since H is unperturbed, so we can now infer that 

iPq(t2,xi)-Tpq(tux*) = C(t), (5.51) 

where C(t) is an arbitrary function which is the same for each worldline. This 
means that ipq is constant up to at worst a spatially homogeneous part, C(t). 
But in the previous subsection I established that a homogeneous adiabatic 
perturbation ipq must be constant (indeed such a perturbation can be gauged 
away). Therefore we can conclude that ipq (and hence ipp) is constant on large 
scales, as was to be shown. 

The essence of the current argument is that the integrated expansion dis­
placement AN between hypersurfaces E^, of uniform curvature is spatially 
constant. We can infer this from Eq. (5.51), when we recall that ipq is simply 
equal to the expansion displacement SN between uniform curvature and co-
moving hypersurfaces, and given that the conservation law Eq. (5.47) tells us 
that comoving hypersurfaces E 9 are separated by uniform integrated expan­
sion AN. If both the E^, and the E g are separated by uniform AN, then their 
relative displacement ipq along any comoving worldline must be constant up to 
a spatially homogeneous part. Any such spatially uniform but time dependent 
shift between the E^, and the T,q must be pure gauge. 

Note that this demonstration of the constancy of ipp, while similar in spirit 
to that for the homogeneous case above, differs in the important sense that 
here the gauge is fixed from the start. The density p q is exact and hence it 
already contains the comoving gauge perturbation. 
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5.2 Long wavelength scalar field 
perturbations 

I will now systematically discuss the evolution of long wavelength scalar field 
perturbations. I will begin with the homogeneous case, and display a very 
close connection between perturbations to the background dynamical system 
and homogeneous cosmological perturbations. I will also illustrate the types 
of solutions we expect (adiabatic, time-translation modes and physical, non-
gauge modes). This will generalize readily to the long wavelength inhomoge­
neous case. A crucial point to make here is that for multi-field models, there 
is much more "freedom to perturb" the system than there is gauge freedom, 
so there are many physical modes. 

In this section I consider exclusively a system of N scalar fields, so that for 
linear perturbations the anisotropic stress II vanishes, as I showed in Section 
3.6.1. 

5.2.1 The homogeneous equations 
It will be very useful to begin my discussion of the behaviour of long wave­
length scalar field perturbations with a thorough treatment of the precisely 
homogeneous CclSGj clS I did for adiabatic conservation laws in the previous 
section. I will start with some general remarks on the nature of the exact 
solutions to the homogeneous equations of motion, which I can take to be the 
energy constraint or Friedmann equation, Eq. (2.83), 

(5.52) 

and the homogeneous Klein-Gordon equation, Eq. (2.126), 

(pA + 3H<pA + VVA = 0. (5.53) 

Note that while previously these equations had been considered as descriptions 
of the (fictitious) background, and inhomogeneous perturbations satisfied the 
equations of motion derived in Chapter 3, here any homogeneously perturbed 
universe must also satisfy Eqs. (5.52) and (5.53) exactly. 

To consider how these equations could be solved, note that the scalar field 
energy-momentum tensor can be used to write the energy density p in terms 
of the scalar fields [recall Eq. (2.128)], 

p = -tp .ip + V{cpA)- (5.54) 



Chapter 5. Long Wavelength Perturbations 144 

Also note that for any realistic cosmological model, we must have H > 0 at 
early times (of course at very late times we may have H = 0 momentarily when 
a closed universe begins to recollapse). In this case we can use the square root 
of (5.52) to write H uniquely in terms of the scalar fields, and hence we obtain 
a closed set of N coupled second order equations, 

Thus we expect a unique solution <pA(t) which will depend on 2N arbitrary 
parameters (e.g. the initial values of <PA and PA)- Once we have obtained such 
a solution (of course these are nonlinear equations and in practice it may be 
impossible to obtain an explicit solution without divine intervention) we can 
substitute it back into Eq. (5.52) and integrate to obtain the scale factor, 

Note that there is no physical constant of integration here—the value ao is 
not observable. This is ultimately due to the homogeneity of the spacetime, 
since a constant rescaling of the scale factor a is equivalent to a spatial gauge 
transformation, which I explained in Section 3.4.3 does not affect the equations 
of motion. Therefore, we expect that the evolution of the scalar fields and 
metric is fully determined by 2N arbitrary parameters. 

However, it should be clear that one of these parameters can be chosen to 
be a measure of the time at which the initial conditions are specified. That is, 
varying this parameter simply translates any solution along itself in the 2N-
dimensional scalar field phase space. As I will discuss in more detail below, 
this parameter corresponds to a pure adiabatic gauge mode. We then expect 
only 2N — 1 physical parameters. 

5.2.2 Exactly homogeneous perturbations 
Next I will consider the evolution of exactly homogeneous perturbations from 
some homogeneous background solution. I will assume that the perturbations 
are small enough that they can be treated by linearized theory. The approach 
I take here was inspired by Sasaki and Tanaka [70]. 

Synchronous gauge and the time-translation mode 

Perturbing the homogeneous Klein-Gordon equation, (5.53), I find 

CpA + 3H((pB,(pB)<PA + KVA = 0- (5.55) 

i i = efH(t)dt^ (5.56) 

8(pA + 3H5<pA + SSHipA + V<pAip • <fy> — 0. (5.57) 
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Similarly, the linearization of the energy constraint Eq. (5.52) gives 

2HSH = ^-Sp. (5.58) 

The density perturbation can be evaluated explicitly in terms of the scalar 
field perturbations and the backgrounds using Eq. (5.54), 

6p=?£-6<p + ^-5<p (5.59) 
dip dip 

= <p-S<p + Vv>-5<p. (5.60) 

Combining these expressions we obtain a closed set of equations for the scalar 
field perturbations, 

Sip A + 3H5ipA + ^j-{>p> • Sip + Viip • 5ip)ipA + VtipAtp • Sip = 0. (5.61) 

To these linear equations we expect 2N independent solutions Sip Ait)-, once 
the background evolution ipA(t) has been specified. 

Here, just like in the discussion of conservation laws in Section 5.1.3, there 
should appear to be serious problems with this simple "derivation" of the per­
turbation equations. In particular, what of general covariance? What gauge 
are Sip A and Sp to be specified in? Surely, given some solution to Eq. (5.61), 
I have the freedom to gauge transform it. Wi l l the result of this transforma­
tion also be a solution to Eq. (5.61)? Also, what about the adiabatic time-
translation mode that I promised? 

The solution to these questions lies, as before, in the observation that 
in perturbing the background equations, I have implicitly assumed that the 
time coordinate t is rigid. That is, my method of perturbing Eqs. (5.53) and 
(5.54) was not fully generally covariant. At most, my method can accomodate 
a trivial reparametrization of time, t —> t + T, for constant T. But this 
is precisely the freedom that exists in synchronous gauge (where (f> = 0) in 
the homogeneous case (recall Section 3.4.4). Thus, in naively perturbing the 
homogeneous background equations as I have, I have not made any error; 
rather, I have implicitly restricted myself to synchronous gauge. 

To verify this reasoning, we only need to evaluate the fully generally co-
variant perturbed Klein-Gordon equation, which I derived in Section 3.6.2 
[Eq. (3.346)], in the homogeneous synchronous gauge case, with the result 

S(pA + 3HSipA - 3ip<t><pA + V<pA<p • S<p = 0. (5.62) 

Next, the perturbed energy constraint Eq. (3.279) gives, in homogeneous syn­
chronous gauge, 

3^V = —jj~sP<t>i (5-63) 
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and the synchronous gauge perturbed energy density is [recall Eq. (3.324)] 

5p<j> = v-5(p + Vtp- 8<p (5.64) 

[which matches Eq. (5.60)]. Combining these expressions, I recover Eq. (5.61) 
precisely. (In each of these expressions, the field perturbation Sip A must also be 
specified in synchronous gauge, but I have ignored the cp subscripts to reduce 
clutter.) 

Next I will discuss the time-translation mode, which I argued in Section 
5.2.1 must generally exist. First, we can write the homogeneous background 
equation (5.55) as an autonomous 2,/V-dimensional dynamical system, 

Vi = Fifa), (5.65) 

with the identifications 

yi = tpi, yi+N = i = l,...,N. (5.66) 

The flow vector Fi is a nonlinear function of the fields and velocities which I do 
not need to state explicitly. For any such autonomous system, we can trivially 
find the linearization of the time-translation mode. Any linear perturbation of 
Eq. (5.65) about some background solution y~i(t) must satisfy 

5y3, (5.67) 
y 

But the time derivative of Eq. (5.65) gives 

dF-
V\ = -^m- (5.68) 

Thus we can immediately conclude that 

Syi(t) = Vi(t)T (5.69) 

is a solution to the linearized equations about any background solution Ui(t) 
and for any constant T. Since yi is the tangent vector to the 2N-dimensional 
phase space trajectory, this perturbed solution indeed corresponds to a trans­
lation along the trajectory. 

Note that this result again assumes that the time t is rigid. Hence we can 
apply it to the perturbed Klein-Gordon equation (5.61), which was derived 
under the same assumption, and conclude that 

m 
dyj 

SipA(t) = <pA(t)T, (5.70) 
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for constant T, is the time-translational mode of that equation. [Indeed it is 
not hard to verify that Eq. (5.70) is a solution of the perturbed Klein-Gordon 
equation (5.61).] Since T is constant, Eq. (5.70) implies that 

(6<pA(t),8<pA(t)) = T(<pA(t),<pA(t)), (5.71) 

i.e. the perturbation is parallel to the background trajectory in the full 2N-
dimensional phase space. But this solution corresponds precisely to a pure 
synchronous gauge mode. Recall that in synchronous gauge we have the free­
dom to perform a temporal gauge transformation t —-> t + T for constant T. 
According to the scalar field gauge transformation law (3.328), such a trans­
formation induces a scalar field perturbation which is exactly that given by 
Eq. (5.70). Furthermore, inserting expression (5.70) into Eq. (5.60) for the 
perturbed density and using the background equations of motion, it is very 
easy to show that for the time-translational mode 

5p = pT. (5.72) 

Similarly, I find 
5P = PT, (5.73) 

and using Eq. (5.63) I obtain 

%]) = -{HT). ' (5.74) 

Recalling gauge transformations (3.148) to (3.152), each of these perturbed 
quantities is precisely that expected for a pure synchronous gauge mode (of 
course the momentum density q and shear a vanish in this homogeneous case). 
Also, Eqs. (5.72) and (5.73) immediately tell us that this mode satisfies con­
dition (5.2), and hence is adiabatic. 

S t a t i c c u r v a t u r e gauge a n d t h e . /V- t rans la t ional m o d e 

To further illustrate these ideas, I will derive the perturbed homogeneous 
Klein-Gordon equation in another gauge, static curvature gauge, where ip = 0. 
Recall from Section 3.4.4 that, in the homogeneous case, this gauge choice 
contains the residual freedom to transform by 

r = § , (5.75) 

where C is a constant. As I discussed in Section 5.1.3, this is equivalent to the 
freedom to shift the time variable N defined by 

dN = Hdt (5.76) 



Chapter 5. Long Wavelength Perturbations 148 

by a constant amount SN = C. The variable iV is a measure of the elapsed 
number of e-folds of expansion. 

Based on my previous arguments, we should expect to be able to derive 
the static curvature gauge Klein-Gordon equation by naively perturbing the 
background equation written in terms of the time variable N, i.e. by treating 
./V as rigid. To change variables from t to N, I need the relations 

/ = Hf (5.77) 

and 

f = H2f" + Hf, (5.78) 

for arbitrary function / , and where, for this subsection only, I define 

/ ' = § • (5.79) 

The homogeneous Klein-Gordon equation (5.53) then becomes 

< + (3 + f) ^ + ^ = 0. (5.80) 

Linearizing this equation, and then translating back to time t, I find 

SH\' Sff 
SifiA + ZHSifA +{-jf) <PA~ 2—ViV>A + VVAV -8(p = 0. (5.81) 

But, in static curvature gauge, the homogeneous energy constraint equation 
(3.279) gives 

H 3 H2 v V ' 
Therefore, evaluating the general gauge perturbed Klein-Gordon equation, 
Eq. (3.346), in static curvature gauge, and substituting this expression for 
SH/H, we immediately confirm that Eq. (5.81) is correct. Again, we have a 
pure adiabatic gauge mode due to the residual gauge freedom, but in this case 
it is an TY-translation mode, 

6<pA(N) = <p'A(N)SN = Mt)T[t), (5.83) 

for constant SN and T(t) = SN/H. This mode corresponds to a constant 
translation SN along the trajectory (<pA,<p'A) for solutions to Eq. (5.80). 
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Physical modes 

So what have we accomplished in deriving the synchronous or static curvature 
gauge Klein-Gordon equation in this way, when we already had the general 
gauge equation? This certainly is an easy way to derive the gauge-fixed equa­
tions, but the real importance of this result is that it allows us to rigourously 
connect the behaviour of the low-dimensional background dynamical system 
(5.55) or (5.80) to the evolution of physical homogeneous cosmological pertur­
bations. The dynamical system of homogeneous scalar fields (5.55) or (5.80) 
may be known to exhibit various behaviours, such as parametric resonance or 
dynamical chaos. This behaviour can be determined by the ordinary techniques 
for dynamical systems, without any concern for general covariance. Then, the 
evolution of homogeneous cosmological perturbations in synchronous or static 
curvature gauge is given precisely by the evolution of perturbations of the 
dynamical system. 

To summarize, if we perturb the homogeneous equations of motion treating 
the time t (or N) as rigid, we obtain the perturbed equations in synchronous 
(or static curvature) gauge. The residual freedom in these gauges corresponds 
precisely to an adiabatic time- (or N-) translational mode, which must always 
exist. Fixing the (arbitrary) amplitude of this mode amounts to fixing the 
remaining freedom in the gauge. There are then 2N — 1 physical modes 5<PA 
which cannot be gauged away. The evolution of these physical modes is deter­
mined precisely by the evolution of perturbations of the background scalar field 
equation, treated like an ordinary dynamical system. The full usefulness of this 
approach will become more apparent in the next sections, where I show how 
to generate realistic inhomogeneous perturbations from homogeneous ones. 

5.2.3 Inhomogeneous perturbations 
My interest in this thesis is in the evolution during reheating of those pertur­
bations which eventually became the cosmological scale modes that we observe 
in the C M B or in large-scale structure. These modes must have left the Hubble 
radius roughly 60 or 70 e-folds before the end of inflation in order to solve the 
flatness, horizon, and relic problems, as I discussed in Section 2.3.2. There­
fore, during reheating we have aH/k ~ 10 2 5 or 10 3 0 for these cosmological 
scales. The immensity of this ratio of mode wavelength to the only important 
physical scale, the Hubble length, should convince us that the behaviour of 
these modes is essentially identical to the homogeneous evolution described in 
the previous subsection. Nevertheless, it is important to consider what effects 
departures from homogeneity might have. Indeed, it is those departures from 
homogeneity that produced the observable structure today. 



- i 

Chapter 5. Long Wavelength Perturbations 150 

Recall the general gauge perturbed Klein-Gordon equation, Eq. (3.346), 

Above I discussed the homogeneous case, where both Laplacian terms can be 
ignored. In that case, the momentum constraint and off-diagonal Einstein 
equations both vanish, so the dynamics is completed by the perturbed en­
ergy constraint, Eq. (3.279). In order to obtain a closed set of equations for 
the homogeneous scalar field perturbation 8<PA we must make a gauge choice, 
such as (p = 0 or ip — 0 (or some linear combination of these), and then use 
the perturbed energy constraint to eliminate the remaining metric function. 
Whether we set (p = 0 (synchronous gauge) or ip = 0 (static curvature gauge), 
we cannot fix the gauge completely, and hence the solutions Sep A must contain 
a residual gauge mode, which corresponds simply to time- or W-translations 
of the background. The remaining 2N — 1 modes, however, are true physical 
modes which cannot be gauged away. 

Now, when we consider inhomogeneous perturbations, Eq. (5.84) becomes a 
partial differential equation. But because it is linear, when we Fourier-expand 
the perturbations in /c-space, modes for different k do not couple. Thus, for any 
value of k, Eq. (5.84) again becomes a set of N ordinary differential equations. 
Of course it is, nevertheless, more complicated than in the homogeneous case. 
In particular, we can no longer ignore the shear o. In addition, the momen­
tum density does not in general vanish, and the momentum constraint and 
off-diagonal equations are non-trivial. To put the perturbed Klein-Gordon 
equation (5.84) into closed form we must fix the gauge completely. For exam­
ple, we can specify zero shear gauge, where a = 0. Then, as I discussed in 
Section 3.6.2, the off-diagonal Einstein equation tells us that ip = <p. Com­
bining the energy and momentum constraint equations, we can solve for ip in 
terms of the scalar field perturbations [recall Eq. (3.333)]. Substituting this 
expression back into the Klein-Gordon equation, we obtain a closed set of equa­
tions for Sip A- There are thus 2N independent modes for each k, although one 
will be removed by a further constraint provided by the momentum constraint 
equation, leaving 2N — 1 modes. A l l of these are physical, as the gauge is fixed 
completely. 

We do not expect to find a time-translation mode in this inhomogeneous 
case, since the Klein-Gordon equation for k ^ 0 is not a simple homogeneous 
perturbation of the background equation. For example, if the background 
fields oscillate at some frequency u, we expect a mode k to oscillate at a 
frequency y/uj2 + k2. Thus if we set such a mode so that initially, at some 
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position, it corresponds to a perturbation along the background trajectory, 
i.e. (SifA, Sip A ) OC (<pA, <PA), then the mode will not in general remain along the 
background trajectory. 

Interestingly, we certainly can nevertheless always create an inhomogeneous 
pure gauge mode. If we begin with an exactly homogeneous universe and 
perform a gauge transformation Tk(t) at any wavenumber k, then we trivially 
produce a scalar field perturbation SipAk = P>ATk. The reason this is possible is 
that general covariance demands that we also generate a corresponding shear 
o~k = Tk which precisely cancels the gradient term V25<P>A/O? in the Klein-
Gordon equation! Thus the gauge "perturbation" can evolve at the same 
frequency as the background and remain along it. 

These remarks apply for arbitrary k. In the next subsection I will spe­
cialize to the long-wavelength case, and discuss a precise connection between 
homogeneous and long-wavelength perturbations. 

5.2.4 Generating long wavelength solutions. . . 
The situation regarding scalar field perturbations in the exactly homogeneous 
case was very simple: we found one adiabatic, pure gauge, time-translation 
mode, and 2N — 1 physical modes. I argued in the previous subsection that 
we again expect 2N — 1 physical modes for each k in the inhomogeneous case. 
I will now describe a method to generate long wavelength scalar field solutions 
from exactly homogeneous ones. This is based on the work of Kodama and 
Hamazaki [67], but see also [29, 68]. 

. . . from the homogeneous gauge mode 

To start, consider the homogeneous time-translational mode in synchronous 
gauge, 

6<pA{t) = <pAT, (5.85) 

for constant T. I showed in Section 5.2.2 that for this mode we have 

5p = pT, 5P = PT, iP = -HT-C, (5.86) 

for arbitrary constant C [recall Eqs. (5.72) to (5.74)]. Of course, we also have 
0 = <7 = g = Oin this case. Now let me propose that each of the expressions 
(5.85) and (5.86) holds for an inhomogeneous mode at some (long) wavenumber 
k. That is, I will write 

5(pAk{t) = pATk, Spk = pTk, 5Pk = PTk, ipk = -HTk - Ck, (5.87) 
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where again Tk and Ck are constants. Next, I will choose the shear ak to 
exactly satisfy the off-diagonal Einstein equation, Eq. (3.283). Since the linear 
anisotropic stress vanishes for scalar fields, we can rewrite this equation as 

^ = cpk - ipk. (5.88) 
a 

Inserting the expression (5.87) for ipk, we can integrate this equation to give 

1 
Cfc = -a 

J a(HTk + Ck) dt + Dk (5.89) 

= Tk + ̂ (ckJ adt + D f c ) , (5.90) 

where Dk is an integration constant. 
Now that I have my proposed inhomogeneous solution, I must check that 

it does in fact satisfy Einstein's equation in the long wavelength limit. First 
of all, for scalar fields the momentum density is given by qk = —<p • 5<pk [recall 
Eq. (3.325)]. Thus for my proposed solution (5.87), the momentum constraint 
equation (3.282) becomes 

-HTk = 47rG<p • <pTk) (5.91) 

which is satisfied by virtue of the background equations. Next, the off-diagonal 
Einstein equation is satisfied because I chose o~k such that it was. Third, the 
trace Einstein equation (3.284) is automatically satisfied, since it was satisfied 
for the homogeneous solution I began with, and it contains no spatial gradients 
or appearances of ak. Finally, the energy constraint equation (3.279) is satisfied 
for the same reason, when we ignore the Laplacian term k2(ipk + Hok) / a2. This 
should be valid as long as the constants Ck and Dk do not diverge like 1/k2 

or faster as k —» 0. Thus my proposed solution is indeed a long wavelength 
solution. 

Notice that my long wavelength solution (5.87) is always adiabatic, so 
according to the results of Section 5.1 the curvature perturbation tpp must 
be conserved. Indeed, it is easy to see that 

VVfc = ~Ck. (5.92) 

Note however that when Ck = Dk = 0, the solution becomes exactly a pure 
gauge mode. Thus when these constants do not vanish, the solution is physical 
and cannot be gauged away. Therefore locally, i.e. over regions much smaller 
than l/k in size, such a physical mode can be considered as essentially a pure 
synchronous gauge mode, i.e. a time-translation of the background. However, 
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over regions larger than l/k, it cannot be gauged away, as the shear becomes 
important. Locally the mode appears indistinguishable from the background, 
while the "physicality" of the mode is encoded in the long wavelength be­
haviour. Indeed this "long wavelength behaviour" becomes "short wavelength 
behaviour" when such a mode reenters the Hubble radius at late times and 
contributes to the clearly physical formation of structure. 

However, there is something odd about this picture. When I checked that 
the components of Einstein's equation were satisfied, I (justifiably, apparently) 
ignored terms of order k2 in the energy constraint, but I deemed that the off-
diagonal equation, which is entirely of order k2, be satisfied exactly. Why 
should I have ignored k2 terms in one component, only to keep another com­
ponent which is itself of order k2? Would not any reasonably well-behaved 
shear ak, together with Eq. (5.87), satisfy all components of Einstein's equa­
tion to order k? 

. . . from the homogeneous physical modes 

I have now shown that we can generate a physical, adiabatic, long wavelength 
mode from the time-translational, pure gauge, homogeneous mode. Next I will 
try to duplicate this success with the physical homogeneous modes. In Section 
5.2.2 I deduced that there were 27V — 1 such modes, each of which I can write 
in synchronous gauge as the (in general non-vanishing) set 

(5<pA,5p,SP^), (5.93) 

together with 
(j) = a = q = Q. (5.94) 

The explicit forms of the non-vanishing perturbations are determined by the 
background evolution, and are not important here beyond that they do not 
constitute a pure gauge mode. 

Once again, I propose that an inhomogeneous solution be the set 

(5ipAk,6pk,5Pk,ipk), (5.95) 

obtained by "promoting" the set (5.93) to wavenumber k. I maintain the 
synchronous condition <pk = 0. Again I deem that ak satisfy the off-diagonal 
equation, which gives 

a k = ~(^Jatpkdt + D^ . (5.96) 

Exactly as before, this solution satisfies the off-diagonal and trace equations, 
and also the energy constraint equation when we ignore terms of order k2. 
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However, things are different with the momentum constraint. Now, combining 
the momentum and energy constraints, I find that the scalar field perturbations 
in my proposed solution (5.95) must satisfy the constraint 

k2 

4TTG(<P' -6<pk-(p- 5<pk) = — OAfc + Hak) (5.97) 
CL 

[recall Eq. (3.333)]. For long wavelength solutions we can ignore the order k2 

terms and simply write 
Cp • 5ipk - 0 • ?><Pk = 0. (5.98) 

This single constraint on 5<p>A will reduce the number of these modes from the 
2N — 1 homogeneous modes we began with to 2N — 2. This constraint actually 
has a very simple geometrical interpretation in the 2A r-dimensional scalar field 
phase space: if we write it in the form 

(6(pk,6(pk)-(<p,-(p) = 0, (5.99) 

we see that it simply means that the perturbation vector (5(fiAk, S^Ak) must 
have no component along the direction ( < P A , — < P A ) , which is defined in terms 
of the background fields. That is, the perturbation vector is constrained to a 
(27V — 2)-dimensional subspace in the tangent space at the background point. 

The question of the significance of the direction (tpA, —<PA) to the back­
ground field dynamics is certainly an interesting one. For the simplest single-
field case, N = 1, this direction is simply the orthogonal to the background 
trajectory (</?,</?). In this case there is one pure gauge homogeneous solution, 
parallel to the background trajectory, and there is only 2N — 1 = 1 physical 
homogeneous mode, which must be orthogonal to the background trajectory 
since it is independent of the gauge mode. Therefore, in the single-field case, 
the constraint (5.99) eliminates the single mode generated from the physical 
homogeneous mode, and we are left with only the adiabatic mode. I do not 
know the significance of the direction (<PA,—<PA)  M the case N > 1. 

To summarize, I have shown how the homogeneous modes I discussed in 
Section 5.2.2 can be used to generate physical inhomogeneous solutions. The 
homogeneous, pure gauge, time-translational mode can be "promoted" to a 
physical, adiabatic fc-mode. This mode conserves the curvature perturbation 
ipp and looks locally like a time-translation of the background, but on large 
scales is not. The 2N—1 homogeneous physical modes can be promoted to just 
2N—2 physical A;-modes, as they are subject to a simple geometrical constraint. 
These modes do not look like translations of the background trajectory even 
locally, as they correspond to perturbations orthogonal to it. In the next 
section I will describe how these non-adiabatic modes might behave. 
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5.3 Non-adiabatic long wavelength modes 
In the previous section I developed in some detail a description of long wave­
length scalar field perturbations. I showed that in the single-field case, only 
an adiabatic mode is possible, which conserves the curvature perturbation 
ipp, looks locally like a time-translation of the background trajectory, and is 
responsible for the standard inflationary spectrum of perturbations. For a 
system with N = 2 or more scalar fields, however, I showed that we expect 
2N — 2 physical modes (for each k) which can be generated from perturbations 
orthogonal to the background trajectory, and whose behaviour is determined 
only by the behaviour of the corresponding homogeneous scalar field dynam­
ical system. It is finally time to examine how these modes might evolve and 
what consequences if any they may have on the spectrum of inflationary per­
turbations. Two important types of behaviour of the background dynamical 
system will be periodic orbits, which can lead to parametric resonance, and 
dynamical chaos, which leads to a more general type of instability. 

5 . 3 . 1 C o s m o l o g i c a l p h a s e s p a c e f l o w s 

First I will demonstrate an important result regarding the phase space flow 
of a cosmological scalar field system. Consider an arbitrary 2iV-dimensional 
autonomous dynamical system 

If V is some 2iV-dimensional volume in the phase space, then we can use 
Gauss's theorem to write 

for the rate of change of the volume V when it evolves under the flow Fi: where 

Vi =  F i ( V j ) - (5.100) 

(5.101) 

V-F = 
dF\ 
dyi' 

(5.102) 

Taking the limit of a small volume, we have 

1 dV 
= V - F , (5.103) 

or 
(5.104) 

for constant VQ. 



Chapter 5. Long Wavelength Perturbations 156 

Now, as before, I can write the scalar field homogeneous background equa­
tion of motion 

<PA + 3H(<pB,<pB)<pA + VtVA=0 (5.105) 

in the form of the dynamical system (5.100) with the identifications 

Vi = <Pi, Vi+N = <fi, 

Fi = <pi, Fl+N = -3H<pi - Vv. 

To evaluate the divergence V • F I need 

dH _ 4nG<pA 

dpA ~ ~3~~H' 

The result is then 

i = ! , . . . ,#. (5.106) 

(5.107) 

V F = -3NH - ATTG^-^ (5.108) 
H 

= -3NH+^. (5.109) 
H 

For all realistic models in an expanding universe we have H < 0 and H > 0, 
so the divergence is strictly negative, 

V - F < 0 . (5.110) 

In particular, during inflation we have \H\ <§; H2 [recall Eq. (2.158)], so that 

V - F ~ - 3 / V # . (5.111) 

The result (5.110), with Eq. (5.101), implies that phase space volumes for 
the homogeneous scalar fields are always contracting in an expanding universe. 
The result (5.111) implies that phase space volumes contract very quickly 
during inflation: 

V ~ V0e~3NHt. (5.112) 

Let us consider what this result means for the evolution of perturbations 
(6<p, Sep) of the background dynamical system of scalar fields, Eq. (5.105), dur­
ing single-field inflation. We know that one solution to the perturbed dynam­
ical system is the adiabatic time-translation mode, 

<Vad = fiT, (5.113) 

for constant T. But recall from Section 2.3.2 that during slow roll inflation, the 
inflaton ip undergoes overdamped decay, and hence the second time derivative 
can be ignored in the Klein-Gordon equation, i.e. 

\$\ < H\<P\- (5-114) 
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Thus the adiabatic perturbation mode must decay slowly on the Hubble time 
scale, 

| ^ a d | < #|oVad|. (5-115) 

The second perturbation mode (Sipnad, Sipna,d) must contain a component or­
thogonal to the background trajectory (<p,ip). But , since the adiabatic mode 
decays only very slowly, while the two-dimensional phase space volume de­
creases like exp(—3Ht), the non-adiabatic orthogonal mode must also decay 
very quickly, like 

^ n a d o c e - 3 m . (5.116) 

We can readily visualize the phase space dynamics. If we imagine a disc 
of perturbations (Sip, Sip) centred on some background trajectory at an ini t ia l 
time, then under the inflationary phase space flow, the area of the disc must 
decay like exp(—3Ht), while the extent of the disc along the trajectory, i.e. 
the amplitude of the adiabatic mode, must remain roughly constant. Therefore 
the disc becomes squeezed exponentially quickly into a very thin ellipse along 
the background trajectory. This , of course, is a description of a well-known 
phenomenon. The background field dynamics during inflation is sometimes 
said to exhibit attractor solutions [25], which in the current view corresponds 
to the rapid decay of perturbations orthogonal to any background trajectory 
onto that trajectory. Similarly, it is often pointed out that during slow roll , 
the field dynamics is essentially reduced to first order [recall E q . (2.161)]. 
This means that solutions are, to good approximation, described by a single 
parameter, which corresponds to the amplitude of the adiabatic mode. 

The important point here is that this straightforward and very easily visu­
alized result concerning phase space flows and perturbations of the background 
dynamical system translates directly, v ia the arguments of the preceeding sec­
tion, into a statement about the behaviour of long wavelength cosmological 
perturbations. In particular, we can conclude that after only a few e-folds of 
inflation, long wavelength cosmological perturbations for a single-field system 
are dominated by the adiabatic mode. Finally, I note that this behaviour is 
consistent wi th the result I demonstrated above, that the constraint E q . (5.99) 
leads to the elimination of the non-adiabatic mode in the long wavelength 
l imit . 

5.3.2 Parametric resonance revisited 
Now it is time to look again at the results of Chapter 4. There I discussed the 
behaviour of cosmological perturbations in a two-field system, wi th potential 

n ^ ) = ^ + fW- (5-117) 
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The field p is assumed to dominate over X during inflation. I defined confor­
mally transformed fields by ipA = apA (fi = ¥2 = x) a n d showed that, 
during the oscillatory phase following inflation, the transformed inflaton (p 
performs elliptic cosine oscillations with period T, 

<p(x) = <pQcn ̂ x - xQ, - j ^ , (5.118) 

where x = V~X<poV is a rescaled conformal time. I showed that the linear 
evolution equations for the perturbations 5CpA had periodic coefficients, which 
meant that solutions had to be in the Floquet form, Eq. (4.47), 

5<pA(x) = / (x )e^ , (5.119) 

where f(x) is periodic with period T, and the Floquet index p can be real or 
imaginary. I showed that the Floquet index for 8Xk was real and positive in 
certain bands in the parameter space defined by comoving wavenumber k and 
the ratio g2/X (recall Fig. 4.3). The inflaton perturbation 8(pk was only weakly 
unstable at small scales (large k) in the case of vanishing background X -

My primary interest in Chapter 4 was in the behaviour of modes in the 
extremely long 'wavelength limit, k —• 0. Thus it will be interesting now 
to consider the evolution of the homogeneous dynamical system specified by 
Eq. (5.117) and to try to understand how it relates to parametric resonance in 
the k —> 0 limit of the perturbation equations. The solution 

(p,X) = (pocn(x),0) (5.120) 

(where I have abbreviated the argument of the elliptic cosine) is a periodic 
orbit in the four-dimensional background scalar field phase space. Therefore 
the question of the stability of long wavelength cosmological perturbations 
is precisely equivalent to the question of the stability of this periodic orbit. 
When we linearize perturbations about the periodic orbit, we obtain a set of 
equations whose coefficients depend on the background and hence are periodic. 
The solutions must take the Floquet form, and they correspond to the long 
wavelength modes studied in Chapter 4. There will be an adiabatic time-
translation mode and three modes orthogonal to the background trajectory. 
When the ratio g2/X is such that 8j(k, for k —> 0, is unstable, then the periodic 
orbit is unstable to perturbations in the X directions. Since 8(f>k is always 
stable for k —> 0 and X

 = 0, the periodic orbit is stable to all perturbations 
that lie in the (<p, Cp') plane. This situation is illustrated in Fig. 5.2. 

To summarize, it is the behaviour of the dynamical system of background 
scalar fields that determines the evolution of long wavelength cosmological 



Chapter 5. Long Wavelength Perturbations 159 

A 

Figure 5.2: Periodic orbit in phase space of background fields <p and x, with one 
dimension suppressed. The orbit lies in the (<p, <p') plane. Pertur­
bations orthogonal to that plane into some x direction are unstable 
for appropriate g2/X, as illustrated by the short curve. This is the 
growth by parametric resonance described in Chapter 4. Pertur­
bations in the plane of the orbit are always stable. 

perturbations. During parametric resonance in the model (5.117), the back­
ground fields follow a periodic orbit in phase space, which is unstable in the 
X directions and stable in the <p directions. This gives us an easy to visualize 
picture of the evolution of long wavelength modes. Importantly, we can answer 
the question of whether long wavelength perturbations are unstable or not by 
examining only the background dynamical system. Of course, as I discussed 
in Chapter 4, the backreaction of perturbations on small scales can be impor­
tant in eventually limiting the growth of the long wavelength modes. Thus we 
can use the background dynamics as an easy prefilter on models to determine 
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if long wavelength modes are unstable. Once we have done so, we must al­
ways perform the much more difficult task of determining whether small scale 
perturbations limit the growth before it is significant. 

It should be apparent that this model is very special in possessing an ana­
lytically describable periodic orbit in phase space. Actually, recall from Section 
4.2.2 that I had to ignore a term of order ip2/mp in order to make analytical 
progress, though this was well justified. In addition I had to transform the 
fields and use a scaled conformal time coordinate. In more general cases, we 
must study the stability of arbitrary trajectories of the backgrounds. Fortu­
nately much can be said about this from the theory of dynamical systems. A 
particular form of instability known as dynamical chaos will be my next topic. 

5.3.3 Dynamical chaos 
The qualitatively distinct types of behaviour possible for a two-dimensional 
dynamical system can be established exhaustively (see, e.g., [69]). These in­
clude periodic orbits, fixed points, and cycle graphs (e.g. the trajectory of a 
particle in a potential well that has just enough energy to reach a local maxi­
mum of the potential). Each of these orbits can be stable or unstable to small 
perturbations. However, for orbits that are bounded in the phase space, a 
perturbation cannot grow without bound. (A trivial example to illustrate the 
caveat is the inverted oscillator, or potential hill, where clearly perturbations 
can grow without limit.) 

The situation for dimension three or greater is far more complicated and 
the task of describing all qualitatively distinct types of behaviour is unsolved. 
However, it is known that a type of instability can exist which is not possible 
in two dimensions. For the general dynamical system 

m = F i ( y j ) , (5.121) 

a sufficiently small perturbation from some background trajectory y(t) obeys 
the linearized equations 

OF-
Syi = -K-1 SVr (5-122) 

°Vd y 

I will define the length of a perturbation 5yi by 

\8yi(t)\ = ^8Vi8y\ (5.123) 

The Lyapunov exponent, h, for the system Fi and for initial conditions y(0) 
and 8yt(0) is defined by 

W).W0))-l™i t o(J*g}), (5.124) 
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where the perturbation Syi(i) is evolved according to the linearized equations. 
Thus, the Lyapunov exponent is a logarithmic measure of the long time di­
vergence rate of perturbations small enough to always evolve linearly. Had 
the exact perturbation dynamics been used to define the Lyapunov exponent 
instead of the linearized dynamics, then in a bounded system any perturbation 
is limited in size and hence h would always trivially vanish. 

A dynamical system will exhibit a spectrum of Lyapunov exponents, for 
different directions of initial perturbation <%(0). If, for a bounded system and 
for some background trajectory, at least one of the spectrum of exponents is 
positive, we call the system chaotic. (Again, the requirement of boundedness 
excludes trivially unstable systems.) In this case, it should be clear that generic 
perturbation initial conditions will contain some component along the direction 
Syi(0) corresponding to the largest Lyapunov exponent, and hence Eq. (5.124) 
will generically yield the largest Lyapunov exponent. Also, it is typically the 
case that the Lyapunov exponent will be independent of the choice of the 
background initial condition y(0), within some regions of the phase space [69]. 
Therefore I will henceforth drop both arguments on h and take it to repre­
sent the largest Lyapunov exponent for generic initial conditions within some 
chaotic region. For a background trajectory in such a chaotic region, and for 
a typical initial perturbation, we can then write 

l i m j M f i U e " (5.125) 

Necessary conditions for chaos in the dynamical system (5.121) are that 
it contain nonlinearities (clearly for an W-dimensional harmonic oscillator, 
h = 0), and, as already mentioned, that the dimensionality be three or more. In 
practice, chaos is a very common property of systems such as quartically cou­
pled oscillators, of which many self-interacting multi-field inflationary models 
are examples. Recall our closed homogeneous background equations of motion 
for N scalar fields, 

PA + oH(pB,pB)pA + VttpA=0, (5.126) 

which I have pointed out can be written as a 27V-dimensional dynamical sys­
tem. Thus, for a system of TV = 2 or more nonlinearly coupled homogeneous 
scalar fields, chaos is possible. 

The importance of the presence of dynamical chaos in the background 
system of fields (5.126) is that, according to Eq. (5.125), for typical initial per­
turbations (SipA, SipA) those perturbations will grow exponentially in time with 
some Lyapunov exponent h. This means, as I discussed in Section 5.2.2, that 
typical physical homogeneous cosmological perturbations will grow exponen­
tially as well. As I also explained, this statement applies in synchronous gauge 
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when the background system is written for proper time (or, e.g., static cur­
vature gauge using integrated expansion N). However, remember that these 
modes are physical and cannot be gauged away. Furthermore, as I described 
in Section 5.2.4, these physical homogeneous modes can be straightforwardly 
"promoted" to realistic, long wavelength, inhomogeneous modes, which must 
also grow exponentially. Thus the presence of chaos in the background system 
directly implies that long wavelength perturbations will grow rapidly. Note 
the parallel with the argument for parametric resonance; only the nature of 
the unstable background orbit differs. Again, if some background system is 
found to be chaotic, the small scale behaviour must be examined carefully to 
determine if the large scale effect is important. 

There have been a number of studies of chaos in systems of homogeneous 
fields in cosmology, although apparently none have made the connection with 
the growth of super-Hubble perturbations. Easther and Maeda [62] studied 
the chaotic dynamics of a two-field hybrid inflation system during reheating, 
although they did not include metric perturbations. They found two effects: 
the enhancement of defect formation, and a significant variation in the growth 
of the scale factor. However, they claim that only scales k ~ aH at the time of 
reheating will be affected. Cornish and Levin [63] studied a single field model, 
and followed the evolution for several "cosmic cycles" of bang and crunch. 
Chaos is possible in such a simple system where a is no longer monotonic, 
since then we can no longer solve uniquely for H in terms of the scalar fields, 
and hence the full phase space is three-dimensional. Latora and Bazeia [64] 
studied a class of two-field quartically coupled systems which are chaotic in 
some regions of parameter space. See also [11, 12] for discussions of chaos in 
the context of reheating. 

5.3.4 Hybrid inflation 
I can illustrate the ideas of the preceeding subsection with a double scalar 
field model, which, as discussed above, is sufficiently complex for dynamical 
chaos to be possible. A popular class of two-field inflationary models is hybrid 
inflation [13, 71]. In these models inflation can be terminated by a symmetry 
breaking transition in one of the fields, and the subsequent oscillations can be 
chaotic [62]. I will consider the potential 

Vfa X) = j~x(M2- Ax 2 ) 2 + \ m V + ̂  W - (5.127) 

Inflation occurs at large ip, where the effective mass of the x field, mx = 
g2<p2 + Ax 2 — M2, is large and the x field sits at the bottom of a potential valley 
at x = 0. Once the inflaton field drops below the critical value ipc = M/g, 
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the mass-squared m 2 becomes negative (the potential valley becomes a ridge), 
and the fields undergo a symmetry breaking transition to one of the global 
minima at p = 0, X

 = ^Xo, where xo = Mj\/X. I consider the "vacuum-
dominated" regime, where the potential during the inflationary stage, V{ip) = 
M 4 / ( 4 A ) + m2p2/2, is dominated by the false vacuum energy term M 4 / ( 4 A ) . 
I also consider the case where the Hubble parameter at the critical point, 

Hi = (5-128) 3A mi 

is much smaller than the oscillation frequencies about the global minima, which 
are mv = gM/y/X and mx = y/2M for small oscillations. This ensures that the 
fields will oscillate very many times after the critical point is reached before 
Hubble damping is significant. 

Preheating has been studied in hybrid models for various parameter regimes 
in the absence of metric perturbations [14]. The behaviour of large-scale metric 
perturbations was studied in [42], where it was found that growth is possible 
on large scales. Oscillations in hybrid inflation were found to be chaotic in [62], 
although for a very different parameter regime than I examine here. Also, the 
connection with the growth of large-scale perturbations was not made in [62]. 
See also [15] for a discussion of chaotic dynamics in hybrid inflation. 

Since my interest in this section is to establish a kinematical connection 
between dynamical chaos in the background fields and exponential growth of 
metric perturbations, I ignored the evolution of perturbations during the in­
flationary stage. It is important to note that for the parameters I consider, 
the large X mass during inflation implies damping of large scale perturbations 
during inflation. Thus the question of whether the amplitude of metric per­
turbations produced in this model is consistent with the C M B normalization 
is not addressed here. A careful analysis, following the evolution of all im­
portant scales during inflation and preheating, and including the effects of 
backreaction, is required [58]. 

I considered the slice through parameter space specified by M = 10~8rap, 
m — 10 - 1 6 mp, A = 10~3, and g2 = 1CT 2 -10 - 4 . These parameters give an am­
plitude of cosmological density perturbations of the order 10~5 according to the 
standard inflationary calculation [71]. I evolved the homogeneous background 
fields according to Eqs. (5.126) with initial conditions <p(t0) = 0.999<pc and 
x(to) = O.OOlxo- I followed the evolution of the comoving curvature perturba­
tion Cfc just as I did in Chapter 4, using the perturbed Klein-Gordon equation, 
Eq. (4.18), the momentum constraint, Eq. (4.17), and the expression (4.20) for 
£fc. I considered the super-Hubble value k/a = 1Q~3HQ. 

I calculated the largest Lyapunov exponent h for the background evolution 
using Eq. (5.125). The results, shown in Fig. 5.3, indicate the presence of rich 
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Figure 5.3: Largest Lyapunov exponent (solid line) for the homogeneous fields, 
and logarithmic growth rate of Cfc (dotted line) for a scale k/a — 
10~ZH0. The homogeneous fields are oscillating about one of the 
hybrid model's global minima. The parameters are M = 10 _ 8 mp, 
m = 10~ 1 6mp, and A = 10~3. There is a clear correlation between 
the two curves. 

structure as g2 is varied. Regions of chaos with h ~ 0.05M are interspersed 
with regular stability bands where h ~ 0. The most prominent stability band is 
near the super symmetric point g2/X = 2. I also plot in Fig. 5.3 the logarithmic 
growth rate of The correlation between the Lyapunov exponent and the 
growth rate of large scale metric perturbations is strong numerical evidence in 
support of my arguments. 

The growth at large scales is not simply due to the negative mass-squared 
(or "tachyonic") instability near the potential ridge at x = 0 [72]. To demon­
strate this, I plot in Fig. 5.4 the logarithmic growth rate of ( k perturbations 
as a function of scale k. The solid line corresponds to the same parameters 
as in Fig. 5.3 (with g2 = 10~3), and shows a growth rate which is large at 
scales k ~ aM (due to the tachyonic instability), and approaches a constant 
(the chaotic Lyapunov exponent) as k/(aH) —> 0. The dotted line shows the 
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Figure 5.4: Logarithmic growth rate of Oc as a function of scale for the pa­
rameters of Fig. 5.3 and g2 = 10~3 (solid line) and g 2 = 2 x 1 0 - 3 

(dotted line). 

results for the same parameters except with g2 = 2 x 10 - 3 . In this case, Fig. 5.3 
indicates that the background trajectory is non-chaotic, and indeed in Fig. 5.4 
the growth rate of £fc approaches zero at large scales. However, there is still 
strong growth at small scales for g2 = 2 x 10~3, due again to the tachyonic 
instability. Note that both trajectories pass close to the critical point during 
their oscillations, and hence experience similar tachyonic effects. Thus, since 
only one exhibits growth on large scales, the tachyonic and chaotic effects are 
distinct. 

To summarize, I have demonstrated a general link between instability in 
scalar field background evolution and the growth of super-Hubble metric per­
turbations. In particular, dynamical chaos in the fields can drive the growth— 
it is not necessary to have periodic motion and parametric resonance in the 
fields. Since chaos is common in multi-field systems, it is important to examine 
the super-Hubble evolution during preheating carefully, and also to follow the 
evolution during the inflationary period, in order to determine whether the 
model conflicts with C M B measurements. 
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Chapter 6 

Conclusions 
I have studied various aspects of the behaviour of long wavelength cosmological 
perturbations. I have presented a thorough description of the relevant theoret­
ical background. Emphasis was made throughout on elucidating the physical 
meaning of the results, and on the important techniques and approximations 
that allow a tractable treatment of general relativistic perturbations. 

I have examined the behaviour of super-Hubble modes in an inflationary 
model that exhibits parametric resonance. I performed a study of the growth 
of long wavelength perturbations in this model, and tried to determine whether 
the backreaction of small scale perturbations is sufficient to save the standard 
inflationary predictions based on the adiabatic conservation law. I concluded 
that, for certain parameter values, it is not. 

I have also studied in considerable detail the connection between the be­
haviour of a homogeneous background dynamical system of scalar fields and 
the evolution of long wavelength cosmological perturbations. I showed how re­
alistic, long wavelength modes can be constructed with only the knowledge of 
the background dynamical system. The presence of instabilities in that system 
implies the exponential growth of long wavelength metric perturbations. 

As an example, it is the instability of a periodic orbit in the background 
phase space that is responsible for the growth of perturbations during para­
metric resonance as k —> 0. I found that dynamical chaos is a new route by 
which super-Hubble modes can be amplified during reheating. In this case, 
it is the instability of a background orbit that evolves in a much more gen­
eral way than a simple periodic orbit which implies the amplification. I stress 
the importance of these results: dynamical chaos is expected to be common 
in multi-scalar-field models, and therefore any such model must be carefully 
examined to determine whether growth on large scales can be used to rule out 
the model. Of course, if a particular model is found to exhibit such growth, 
the behaviour must still be examined at small scales before a final conclusion 
is made. 

There are many directions for future research. What other models exhibit 
resonant or chaotic growth of perturbations leading to a violation of the stan­
dard adiabatic predictions? What might a rigourous second order treatment 
of the perturbations reveal about the unbounded linear growth? What effects 
might even a limited period of growth, which does not violate observational 
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constraints on the amplitude, have on the spectra? 
Importantly, the behaviour of primordial cosmological modes will be in­

creasingly subject to experimental test in the coming years. The satellite 
missions W M A P and later Planck will tightly constrain the spectral index of 
the cosmological power spectrum, and may detect a running index as well as 
a gravitational wave component in the C M B . These measurements are usually 
considered very important in constraining the inflationary model, and in par­
ticular the scalar field potential. Indeed the W M A P data already disfavour a 
\p 4 model [23]. However, the high precision of the experiments will require a 
correspondingly thorough understanding of the evolution of large scale modes 
after inflation. Indeed, the results to come may in fact provide a window on 
the post-inflationary physics. 
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Appendix A 

Limits on the Tensor 
Contribution to Microwave 
Anisotropics 

Here I attach earlier work in collaboration with Martin White which lies some­
what outside the scope of the main part of the thesis. This work was published 
in [57]. While the content of this appendix is perhaps better suited to an en­
tire chapter, it does not fit well into the flow of the main part of this thesis 
and would require considerable background material. Thus I have decided to 
include a concise description of the work here.1 

A . l Introduction 
The presence of a primordial gravitational wave perturbation spectrum was an 
early prediction of inflationary models of the big bang [73]. However, it was 
not until the results of the COBE satellite mission that it became possible to 
begin to meaningfully constrain the tensor contribution to the overall pertur­
bation spectrum [74-78]. In an early result, Salopek [78] found that, assuming 
power-law inflation, tensors must contribute less than about 50% of the cosmic 
microwave background (CMB) fluctuations at the 10° scale. 

Since that time, ground- and balloon-based experiments have begun to 
fill in the smaller-scale regions of the C M B power spectrum. These scales 
are crucial for constraining the gravity wave contribution because the tensor 
spectrum is expected to be negligible on scales finer than ~ 1°, and therefore 
large-scale power greater than that expected for scalars can be attributed to 
tensors. Markevich and Starobinsky [79] have set some stringent limits on the 
tensor contribution. For example, they found that the ratio of tensor to scalar 
components of the C M B spectrum is T/S < 0.7 at 97.5% confidence for a 
flat, cosmological-constant-free universe with H0 = 5 0 k m s - 1 M p c - 1 . However, 
their analysis used a limited C M B data set and considered only a restricted 

*A version of this appendix has been published. Zibin, J. P., Scott, D., and White, M. 
(1999) Limits on the gravity wave contribution to microwave anisotropies, Phys. Rev. D 60: 
123513. 
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set of values for the cosmological parameters. Recently Tegmark [80] has 
performed an analysis using a compilation of C M B data, and found a 68% 
upper confidence limit of 0.56 on the tensor to scalar ratio. In this work 
specific inflationary models were not considered, but a number of parameters 
were allowed to vary freely. In another recent study Lesgourgues et al. [81] 
analysed a particular broken-scale-invariance model of inflation with a steplike 
primordial perturbation spectrum, and found that the tensor to scalar ratio 
can reach unity. Melchiorri et al. [82] placed limits on tensors allowing for 
a blue scalar spectral index, and indeed found that blue spectra and a large 
tensor component are most consistent with C M B observations. 

Our aim here is to provide a more comprehensive answer (or set of answers) 
to the question: how big can T/S be? We present constraints on tensors for 
specific models of inflation as well as for freely varying parameters. In all 
cases we marginalize over the important, but as yet undetermined, cosmolog­
ical parameters. We use both COBE and small-scale C M B data, as well as 
information about the matter power spectrum from galaxy correlation, clus­
ter abundance, and Lyman a forest measurements. We refer to these various 
measurements of the power spectra as "data sets". We additionally consider 
the effect, for each data set, of various observational constraints on the cos­
mological parameters, such as the age of the universe, cluster baryon density, 
and recent supernova measurements. We refer to these constraints as "param­
eter constraints" (this separation between "data sets" and "parameter con­
straints" is somewhat subjective, but dealt with consistently in our Bayesian 
approach; it is conceptually simpler to consider power spectrum constraints 
as measurements with some Gaussian error, while regarding allowed limits on 
cosmological parameters as restrictions on parameter space). Finally we con­
sider what implications our results have for the direct detection of primordial 
gravity waves. 

A.2 Inflation models 
Our goal is to provide limits on the tensor contribution to the primordial per­
turbation spectra using a variety of recent observations. In models of inflation, 
the scalar (density) and tensor (gravity wave) metric perturbations produced 
during inflation are specified by two spectral functions, As(k) and Ar(fc), f ° r 

wave number k. These spectra are determined by the inflaton potential V(<p) 
and its derivatives [83]. However, when comparing model predictions with ac­
tual observations of the C M B , it is more useful to translate the inflationary 
spectra into the predicted multipole expansions of the C M B temperature field: 
AT/T(9, <f>) = Y ^ m aimYgm(9, </>), where Ygm(9, (p) are the spherical harmonics. 
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The spectrum Ct = (|a^m|2) can be decomposed into scalar and tensor parts, 
Ct = Cf + Cj. In the literature the tensor to scalar ratio is conventionally 
specified either at I = 2 or in the spectral plateau at I ~ 10 — 20. Here we 
have chosen the I = 2 or quadrupole moments of the temperature field, and 
write S = 5Cf/4TT and T = 5CJ/4TT as usual [84]. 

In order to constrain the tensor contribution T/S, we need to specify the 
particular model of inflation under consideration. This is because the model 
may provide a specific relationship between the ratio T/S and the scalar spec­
tral index ns- Except in Sec. A.6 we only consider spatially flat inflation 
models (i.e. QQ + OA = 1, where O 0 and QA = K/(ZH2) are the fractions of 
critical density due to matter and a cosmological constant, respectively). In 
addition, we do not consider the "quintessence" models [85, 86], where a sig­
nificant fraction of the critical density is currently in the form of a scalar field 
with equation-of-state different from that of matter, radiation, or cosmological 
constant (although it would not be difficult to extend our results for explicit 
models with recent epoch dynamical fields). We will also restrict ourselves to 
models which use the slow-roll approximation, and incorporate only a single 
dynamical field - a class of models sometimes called "chaotic inflation" [87]. 
This is not as restrictive as it might sound, since most viable inflationary mod­
els are of this form. Although some genuinely two-field models are known [88], 
many multi-field models, the "hybrid" class, have only one field dynamically 
important and in these cases we effectively regain the single field case [89]. 
In addition, theories which modify general relativity (e.g. "extended" inflation 
[90, 91]) can often be recast as ordinary general relativity with a single effective 
scalar field [89, 92]. 

It is often convenient to classify inflationary models as either "small-field", 
"large-field", or the already mentioned hybrid models [93]. Small-field models 
are characterized by an inflaton field which rolls from a potential maximum 
towards a minimum at (</>) J 0. These models generally produce negligible 
tensor contribution, but may result in the spectral index ns differing signifi­
cantly from scale invariance [83]. In hybrid models, the important scalar field 
rolls towards a potential minimum with non-zero vacuum energy. These mod­
els also typically have very small T/S, and the scalar index can be greater 
than unity [83]. The large-field models involve so-called "chaotic" initial con­
ditions, where an inflaton initially displaced from the potential minimum rolls 
towards the origin. Large-field models can produce large T/S and 1 — ns, and 
these are the models considered in this paper. This is not to say that small-
field and hybrid models are not interesting; on the contrary, current views of 
inflation in the particle physics context suggest that T/S is expected to be 
small [94]. However, large-field models must be considered when examining 
the observational evidence for a large tensor contribution. 
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It is also worth pointing out that we could construct models with a dip 
in the scalar power spectrum at large scales which compensates for the tensor 
contribution. Although we have not explored detailed models, we imagine 
that in principle models could be constructed with arbitrarily high T/S. We 
consider all such models with features at relevant scales to be unappealing 
unless there are separate physical arguments for them. 

In addition to considering models with free scalar index and tensor contri­
bution T/S, we shall thus focus on two classes of inflationary models which can 
be considered representative of those predicting large gravity wave contribu­
tions. Both are restricted to "red" spectral tilts, ns < 1. The first, "power-law 
inflation" (PLI) [95, 96], is characterized by exponential inflaton potentials of 
the form 

y ( 0 ) a e x p , / ^ , (A.l) 

and results in a scale factor growth a(t) cx tq, hence the name. For PLI the 
tensor-to-scalar ratio in £>space can be calculated exactly as a function of ns: 

A2

s(k) 3 - n s

 1 ' ' 

Note the tensor contribution is directly related to the scalar spectral index ns, 
which is further related to the tensor spectral index nx = ns — 1 in this model. 
Converting from /c-space to the observed anisotropy spectrum introduces a 
dependence on the cosmological constant which can be approximated by [84] 

T/S = - 7 n [0.97 + 0.58n + 0.25fiA - ( l + l . l n + 0.28n2) tt2

A] , (A.3) 

where n = ns — 1 = nx- The dependence on A arises because of different evolu­
tion for scalars and tensors when A dominates at late times. The dependence 
on other cosmological parameters is negligible [84]. 

We also consider the large-field polynomial potentials, 

V{4>) cx <jP, (A.4) 

for integral p > 1 [97]. In this case both ns and nx are determined by the 
exponent p [83]: 

n s = 1 - ^ 2 0 0 ' ( A 5 ) 

•* = FTlo- ( A 6 ) 

The tensor index may be related to T/S through the consistency relation [84] 

s > 
T AO) 

* = - 7 ^ n T , (A.7) 
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where the cosmological parameter dependence, again dominated by Q A , can 
be approximated by 

As a third possibility, we will also consider models with scalar index varying 
over the range ns = 0.8 — 1.2, but with an independently varying tensor 
contribution T/S. 

A.3 Microwave background anisotropies 
In order to evaluate likelihoods and confidence limits for T/S based on C M B 
measurements, we performed x2 fits of model Ct spectra to C M B data. We 
did this for a set of "band-power" estimates of anisotropy at different scales, 
and separately for the COBE data themselves. For our first approach, we 
used a collection of binned data to represent the anisotropies as a function of 
L Specifically we took the flat-spectrum effective quadrupole values listed in 
Smoot and Scott [98] and binned them into nine intervals separated logarith­
mically in L We chose this simplified approach since we anticipated a large 
computational effort in covering a reasonably large parameter space. The use 
of binned data has been shown elsewhere [99] to give similar results to more 
thorough methods. If anything, there is a bias towards lowering the height of 
any acoustic peak, inherent in the simplifying assumption of symmetric Gaus­
sian error bars [100]; for placing upper limits on T/S our approach is therefore 
conservative. We are also erring on the side of caution by using the binned 
data only up to the first acoustic peak, neglecting constraints from detections 
and upper limits at smaller angular scales. 

We ignored the effect of reionization on the Ct spectra. Reionization to 
optical depth r reduces the power of small-scale anisotropies by e~2r. Thus, 
in placing upper limits on T/S, it is conservative to set r = 0. 

A fitting function for the spectrum, valid up to the first peak at I ~ 220, 
has been provided by White [101]: 

where u is the (nearly) degenerate combination of cosmological parameters 

u = ns-l- 0.32 ln( l + 0.76r) + 6.8(Q B ^ 2 - 0.0125) - 0.37 ln(2/i) - 0.16 ln(ft 0)-
( A . l l ) 

/<f} = 1.04 - 0.82fiA + 2Cl2

A, 

/ ^ = 1 . 0 - 0 . 0 3 Q A - 0 . i n A . 

(A.8) 

(A.9) 

(A.10) 
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Here r = \AC^Q/CfQ is the tensor to scalar ratio at £ = 10, normalized to 
provide r = T/S for = 1 and ns —• 1. The parameter h is defined through 
H0 = 100ft, k m s _ 1 M p c _ 1 , and is the fraction of the critical density in 
baryons. Thus the standard C D M (sCDM) spectrum is specified by v = 0. 
We found that the Q A dependence of r can be well captured by introducing 
the rescaled variable r', defined by 

T 
T ' = 0.94+ 1.105Qf 5 ' ( A ' 1 2 ) 

and setting r' = T/S. 
We fitted the model spectra of Eq. (A. 10) to the binned data as fol­

lows. For each combination of parameters (h, QB^2, Qo, n>s, T/S) we normal­
ized the model spectrum to the binned data, and evaluated the likelihood 
C(h,Vt-Qh2,Vio,ns,T/S) oc exp(—x2/2). Next this likelihood was integrated, 
uniformly in the parameter, over the ranges of h = 0.5 — 0.8, Vi^h2 = 0.007 — 
0.024, and flo = 0.25 — 1, subject to the constraints of Eq. (A.3) for PLI and 
Eqs. (A.5), (A.6), and (A.7) for polynomial potentials. For the case of free 
T/S, the scalar index was varied in the range ns = 0.8 — 1.2. Finally the 
resultant C(T/S) was normalized to a peak value of unity and the 95% con­
fidence limits evaluated. We tried to choose reasonable ranges for the prior 
probability distributions of the "nuisance parameters", guided by the current 
weight of evidence. We checked that mild departures from our adopted ranges 
lead to only small modifications to our results. However, we caution that our 
conclusions will not necessarily be applicable for models which lie significantly 
outside the parameter space we considered. In addition, note that according 
to Eq. (A. 11) we can crudely estimate an upper limit on T/S by combining 
the observational lower limit on v with the maximal baryon density and min­
imal flo a n d h from our parameter ranges. However, this turns out to be an 
overly conservative estimate: for example, for ns = 1, and using a lower limit 
of v = —0.2, Eq. (A. 11) gives an upper limit of T/S = 3.8, compared with the 
limit T/S = 1.6 from Sec. A.7. 

For the separate constraint from the COBE data, we used the software 
package C M B F A S T [102] to calculate likelihoods based only on the COBE 
results at large scales. C M B F A S T calculates the spectrum using a line-of-sight 
integration technique. It then calculates likelihoods by finding a quadratic 
approximation to the large scale spectrum and using the COBE fits of Bunn 
and White [103]. These likelihoods were integrated and 95% limits calculated 
as above, except that the baryon density was fixed at Q B = 0.05 to save 
computation time (and since Q B has negligible effect at these scales). The 
results of this procedure are presented in Sec. A.7. 

> 
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A . 4 Large-scale structure 

A.4.1 Galaxy correlations 
We next applied observations of galaxy correlations to constrain TjS indirectly 
through the power spectrum of the density fluctuations, A2(k). The power 
spectrum A2(&;) is expressed, following Bunn and White [103], by 

/ rk\ 3 + n s 

A 2 ( * ) = < £ ( £ ) T\k). (A.13) H0) 

Here 5n is the (QQ, ns, and r dependent) normalization described in Sec. A.4.2, 
and T(k) is the transfer function which describes the evolution of the spectrum 
from its primordial form to the present. 

We explicitly used for the transfer function the fit of Bardeen et al. [104], 

T(g) = l n ( 1

2

+

3 ^ 3 4 g ) [1 + 3.89g + (16.1g)2 + (5.46g)3 + (6.7L?)4] ~ 1 / 4 

with the scaling of Sugiyama [105] 

A;(T7o/2.7 K ) 2 

(A.14) 

(A.15) 
Qoh2exp ( - f i n - y/h/0.5QB/^o) 

Here T7o is the temperature of the C M B radiation today. 
We performed x2 fits of the (unnormalized) model power spectrum given by 

Eqs. (A.13) - (A.15) to the compilation of data provided in Table I of Peacock 
and Dodds [106], excluding their four smallest scale data points. These points 
were omitted because, while there are theoretical reasons [107] to expect that 
the galaxy bias approaches a constant on large scales, at-the smallest scales the 
assumption of a linear bias appears to break down [108]. Here we are fitting 
for the shape of the matter power spectrum, ignoring the overall amplitude, 
since the normalization is complicated by the ambiguities of galaxy biasing. 

The fitting was performed in exactly the same way as was described in 
Sec. A.3 for the binned microwave anisotropies. Namely the model curves 
were normalized to the Peacock and Dodds data, the integrated likelihood was 
calculated, and the 95% confidence limits for ns were evaluated. Since the 
shape of the power spectrum [Eq. (A.15)] is independent of the tensor ampli­
tude, this technique can only provide limits on T/S when T/S is determined 
by the spectral index. That is, the galaxy correlation data can only constrain 
T/S for our PLI and dp cases, using the relationships [Eq. (A.3) or Eqs. (A.5), 
(A.6), and (A. 7)] between T/S and n s . 
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A.4.2 Cluster abundance 
A very useful quantity for constraining the amplitude of the power spectrum 
is the dispersion of the density field smoothed on a scale R, defined by 

a2 
f°° die 

(R) = / W2(kR)A2(k)^-. (A.16) 
Jo k 

Here W{kR) is the smoothing function, which we take to be a spherical top-hat 
specified by 

sin(kR) cos(kR) 
W(kR) = 3 (A.17) 

(kR)3 [kR)2 

Traditionally the dispersion is quoted at the scale 8 / i _ 1 Mpc, and given the 
symbol as- For our experimental value we used the result of Viana and Liddle 
[109], who analysed the abundance of large galaxy clusters to obtain 

a8 = 0.56 °'47> (A-18) 

with relative 95% confidence limits of - 1 8 C £ 2 1 o g l ° n ° and - f -20Qo 2 1 o g l ° Q ° per­
cent. Several other estimates have been published; the one we used is fairly 
representative, and with a more conservative error bar than most. 

To compare this experimental result with the model value predicted by 
Eq. (A.16), we must fix the normalization 5 H . We used the result of Liddle 
et al. [110] who fitted 5H using the COBE large scale normalization to obtain 

105<5H(ns,O)) = 1 .94f i 0 - a 7 8 5 - 0 0 5 1 n ^ e x p [ / ( n s ) ] , (A.19) 

where 
,/ N f —0.95n — 0.169n2, No tensors, , . 

^ ^ { l - O O n - r 1.975?, PLI . <A- 2 0) 
For the case of non-PLI tensors, we used the fitting form of Bunn et al. [ I l l ] : 

105 5H = 1.91 o-o.8o-o.Q5mn0 exp(-l .Oln) = 

0 V i + ^ S - O . l S Q ^ r 
x ( l + 0 . 1 8 r ^ A - 0 . 0 3 r f t A ) . (A.21) 

We calculated likelihoods for our model as using a Gaussian with peak and 
95% limits specified by Eq. (A. 18), and then integrated C and found limits for 
T/S as in the binned microwave case. 

http://o-o.8o-o.Q5
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A.4.3 Lyman a absorption cloud statistics 
Another measure of the amplitude of the matter power spectrum has been 
obtained recently by Croft et al. [112], who analysed the Lyman a (Lya) 
absorption forest in the spectra of quasars at redshifts z ~ 2.5. These results 
apply at smaller comoving scales than the cluster abundance ag measurements, 
and hence are potentially more constraining. Croft et al. found 

A 2(fc p) = 0 . 5 7 + ^ (A.22) 

at lo confidence, where the effective wavenumber kv = 0.008(km s - 1 ) - 1 at 
z = 2.5. 

These results cannot be directly compared with the model predictions of 
Eq. (A. 13), because Eq. (A. 13) provides its predictions for the current time, 
i.e. z = 0. To translate to z = 2.5, we must first convert the model k from the 
comoving M p c - 1 units conventionally used in discussions of the matter power 
spectrum to (km s - 1 ) - 1 at z = 2.5, using 

fc[(km s" 1)- 1] = MMpc"1], (A-23) 

where 
H(z) = H0y/n0(l + zf + ftA (A.24) 

for flat universes. 
Next, we must consider the growth of the perturbations themselves. In a 

critical density universe (and assuming linear theory), the growth law is simply 
A2(k,z) — A 2 (fc,0)(l + z)~2. As QA increases, the growth is suppressed, and 
this can be accounted for by writing 

A . ( M = tf(M)M_L_, ( A , 5 ) 
where the growth suppression factor g(Q) can be accurately parametrized by 
[113] 

m = b(l + ^ - ^ y \ (A.26, 
2 V 7 0 1 4 0 1 4 0 

and the redshift dependence of f2 is given by 

"W-fti-fr'+V+VtV ( A 2 7 ) 

all for spatially flat universes. 
We calculated likelihoods using the normalized model predictions of Eq. 

(A. 13), translated to z = 2.5 as described above, and then obtained limits for 
T/S as in the cluster abundance case. 
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A.5 Parameter constraints 

A.5.1 Age of the universe 
In flat A models, the age of the universe is [113] 

3HQ N / H A 

2 sinh 1 ( \/QA 
(A.28) 

During the integration of the likelihoods, we investigated the effect of imposing 
a constraint on the parameters h and Qo, so that regions of parameter space 
corresponding to ages below various limits were excluded. This simply corre­
sponds to a more complex form for the priors on the parameters. The precise 
limit on the age of the universe is a matter of on-going debate (e.g. [114, 115]). 
A lower limit of around 11 Gyr now seems to be the norm, so we considered 
this case explicitly. We also considered the effect of a more constraining limit 
of 13 Gyr, still preferred by some authors. 

A.5.2 Baryons in clusters 
Recent measurements of the baryon density in clusters have suggested low QQ 
for consistency with nucleosythesis. We chose to use the results of White and 
Fabian [116] for the baryon density 

where the errors are at the lcr level. We explored the implications of applying 
this constraint during the likelihood integrations, by adding a term 

to each value of %2. 

A.5.3 Supernova constraints 
Measurements of high-z Type-la supernovae (SNe la) are in principle well-
suited to constraining f2n on the assumption of a flat A universe, since such 
measurements are sensitive to (roughly) the difference between f2n and We 
used the experimental results of Filippenko and Riess of the High-z Supernova 
Search team [117], who found for flat A models 

O B 

n0 

= (0.056 ± 0 . 0 1 4 ) / i " 3 / 2 , (A.29) 

(A.30) 

Oo = 0.25 ± 0 . 1 5 (A.31) 
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at la confidence. We also investigated the effect of applying this constraint as 
above. 

A.6 Open models 
For models with open geometry the situation is more complicated, and so we 
restrict ourselves to a brief discussion here. In addition to the added techni­
cal complexity involved in working in hyperbolic spaces, the presence of an 
additional scale, the curvature scale, renders ambiguous the meaning of scale-
invariant fluctuations. For the most obvious scale-invariant spectrum of gravity 
wave modes, the quadrupole anisotropy actually diverges! For this reason one 
requires a definite calculation of the fluctuation spectrum from a well realized 
open model. The advent of open inflationary models [118] has allowed, for the 
first time, a calculation of the spectrum of primordial fluctuations in an open 
universe. As with all inflationary models, a nearly scale-invariant spectrum of 
gravitational waves (tensor modes) is produced [119, 120]. The size of these 
modes in A;-space, and their relation to the spectral index, is not dissimilar to 
the flat space models we have been considering. In the inflationary open uni­
verse models the spectrum of perturbations is cut-off at large spatial scales, 
leading to a finite gravity wave spectrum. However, the exact scale of the 
cutoff depends on details of the model, introducing further model dependence 
into the ^-space predictions. 

Since gravitational waves provide anisotropies but no density fluctuations, 
their presence will in general lower the normalization of the matter power spec­
trum (for a fixed large angle C M B normalization). Open models already have 
quite a low normalization [121, 122], so the most conservative limits on grav­
ity waves come from models which produce the minimal tensor anisotropies, 
i.e. where the cutoff operates as efficiently as possible. The COBE normaliza­
tion for such models with PLI is [123] 

105 5U = 1-95 Q -0 -35 -0 .191nP . 0 +0 .15n e x p ^ Q 2 ~ + ( A _ 3 2 ) 

Combining this normalization with the cluster abundance gives a strong con­
straint on T/S. We show in Fig. A . l the 95% C L upper limit on T/S as a 
function of QQ in these models. 

A.7 Results 
Figure A.2 presents likelihoods, integrated over the parameter ranges described 
above, and plotted versus T/S, for the various data sets, and specifically for 
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Figure A . l : 95% upper confidence limits on T/S for the open models described 
in the text. The cluster abundance data set was used with no 
parameter constraints. 
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Figure A.2: Integrated likelihoods versus T/S for the various data sets: short-
dashed, long-dashed, dotted, dash-dotted, and solid curves repre­
sent respectively COBE, binned C M B , cluster abundance, L y a 
absorption, and combined data. A l l curves are for PLI inflation, 
using the priors discussed in Sec. A.3, with no additional param­
eter constraints. 

PLI models. For the curve labelled "combined", likelihoods for each data set 
(except the COBE data) were multiplied together before integration. (Includ­
ing the COBE data would have been redundant, since the binned C M B set 
already contains the COBE results.) Thus the "combined" values represent 
joint likelihoods for the relevant data sets, on the assumption of independent 
data. Note that the combined data curve of Fig. A.2 differs significantly from 
the product of the already marginalized curves for the different data sets, 
which indicates that parameter covariance is important here. Also, the max­
imum joint likelihood in Fig. A.2 corresponds to x2 — 9, which indicates a 
good fit for the 15 degrees of freedom involved. 

Figure A.3 displays integrated likelihoods versus T/S for each data set 
and for the combined data, again on the assumption of PLI . The effect of 
each parameter constraint is illustrated. The COBE data shape constraint 
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is very weak, and exhibits essentially no cosmological parameter dependence, 
as expected. Thus the parameter constraints have little effect on the likeli­
hoods, and the curves are not shown here. Cluster abundance is not much 
more constraining than the COBE shape, but exhibits considerably stronger 
cosmological parameter dependence, and hence is affected substantially by the 
various parameter constraints. The matter power spectrum shape constraint 
is so weak that we do not plot it here. The strongest constraint comes from 
the binned C M B data, and indeed these data dominate the joint results. 

We can understand the general features of the large parameter dependence 
exhibitted by the likelihoods for the matter spectrum data sets as follows. Near 
s C D M parameter values, it is well known that the matter power spectrum 
contains too much small-scale power when COBE-normalized at large scales. 
The presence of tensors improves the fit at small scales by decreasing the scalar 
normalization at COBE scales. Reducing h or C»0) however, also decreases the 
power at small scales, improving the fit over s C D M , and thus reducing the need 
for tensors. When an age constraint is applied, we force the model towards 
lower h and fin according to Eq. (A.28), and hence towards lower T/S, as is 
seen in Fig. A.3. The cluster baryon and supernova constraints similarly move 
us to smaller fin. 

Figure A.4 displays likelihoods versus p for df inflation, while Fig. A.5 
presents likelihoods versus T/S for the case of free tensor contribution and 
ns = 1. In all plots, curves have been omitted for the very weakly constraining 
data sets. The curves of Fig. A.4 closely resemble those of Fig. A.3. This is 
because, for p > 2 , Eqs. (A.5), (A.6), and (A.7) give T/S ~ —6.85n, which is 
similar to the PLI result of Eq. (A.3). 

In Fig. A.5 we see that the data are considerably less constraining, com­
pared with the PLI case, when we allow T/S to vary freely. This was expected, 
since in the PLI case, the lowering of ns tends to enhance the effect of increas­
ing T/S. We also expect that a blue scalar tilt would oppose the effect of 
tensors on the spectrum and hence allow larger T/S. Figure A.6 illustrates 
this effect by plotting the 95% upper confidence limits on T/S versus scalar 
index with T/S free. Note that we cannot meaningfully constrain T/S here 
by marginalizing over ns, since the best fits to the spectrum remain good even 
for very blue tilts and very large T/S. 

Our confidence limits are summarized in Table A . l for the case of power-law 
inflation, Table A.2 for polymomial potentials, and Table A.3 for free T/S and 
ns = 1. In all cases 95% upper limits on T/S are presented, after integrating 
over the ranges of parameter space specified in Sec. A.3. The row gives the 
data set used, while the column specifies the type of parameter constraint 
applied, if any. 
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Figure A.3: Integrated likelihoods versus T/S for PLI and for the various data 
sets; clockwise from upper left: binned C M B , cluster abundance, 
Lyo: absorption, and combined data. Solid, short-dashed, long-
dashed, dotted, and dot-dashed curves represent no constraint, 
to > 11 Gyr, to > 13 Gyr, cluster baryon fraction, and SNe la 
parameter constraints, respectively. 
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Figure A.4: Integrated likelihoods versus p for </P inflation and for various data 
sets; clockwise from upper left: binned C M B , cluster abundance, 
Lya absorption, and combined data. Solid, short-dashed, long-
dashed, dotted, and dot-dashed curves represent no constraint, 
to > 11 Gyr, t 0 > 13 Gyr, cluster baryon fraction, and SNe la 
parameter constraints, respectively. 
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T/S T/S 

Figure A.5: Integrated likelihoods versus T/S for T/S free and ris = 1, for 
binned C M B (left) and combined data (right). Solid, short-
dashed, long-dashed, dotted, and dot-dashed curves represent no 
constraint, to > 11 Gyr, to > 13 Gyr, cluster baryon fraction, and 
SNe la parameter constraints, respectively. 
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Figure A.6: 95% confidence limits on T/S versus ns, for T/S free and for 
binned C M B (dashed) and combined data (solid). No parameter 
constraints have been applied. 

Table A . l : 95% confidence limits on T/S for various data sets and parame­
ter constraints, and for power-law inflation. "2.5+" represents no 
constraint (for values as high as this we do not expect our approx­
imations to be adequate in any case). 

Data set No constr. i n > H Gyr to > 13 Gyr Baryon SN 
COBE 2.1 2.1 2.1 2.1 2.1 

binned C M B 0.60 0.62 0.67 0.63 0.65 
galaxy correl. 2.5+ 2.5+ 2.5+ 2.5+ • 2.5+ 
cluster abund. 1.8 1.4 1.1 1.5 1.1 

L y a 1.6 1.1 0.82 1.3. 0.96 
combined 0.52 0.52 0.51 0.53 0.47 
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Table A.2: 95% confidence limits on T/S as for Table A . l but for <$? inflation. 
Data set No constr. to > 11 Gyr t 0 > 13 Gyr Baryon SN 

binned C M B 0.63 0.64 0.67 0.64 0.65 
galaxy correl. 2.5+ 2.5+ 2.5+ 2.5+ 2.5+ 
cluster abund. 2.1 1.5 1.2 1.8 1.2 

Lya 1.8 1.2 0.87 1.5 1.1 
combined 0.49 0.49 0.49 0.50 0.45 

rable A.3: 95% confidence limits on T/S as for Table A . : . but for n$ = 1 
T/S free. 

Data set No constr. t 0 > 11 Gyr to > 13 Gyr Baryon SN 
COBE 2.5+ 2.5+ 2.5+ 2.5+ 2.5+ 

binned C M B 1.6 1.6 1.8 1.6 1.8 
cluster abund. 2.5+ 2.5+ 2.5+ 2.5+ 2.5+ 

L y a 2.5+ 2.5+ 2.5+ 2.5+ 2.5+ 
combined 1.3 1.3 1.3 1.3 1.0 

A.8 The Future 
The discovery of a nearly scale-invariant spectrum of long wavelength gravity 
waves would be tremendously illuminating. Inflation is the only known mech­
anism for producing an almost scale-invariant spectrum of adiabatic scalar 
fluctuations, a prediction which is slowly gaining observational support. In 
the simplest, "toy", models of inflation a potentially large amplitude almost 
scale-invariant spectrum of gravity waves is also predicted. For monomial in­
flation models within the slow-roll approximation, detailed characterization of 
this spectrum could in principle allow a reconstruction of the inflaton potential 
[83]. This surely is a window onto physics at higher energies than have ever 
been probed before. 

Inflation models based on particle physics, rather than "toy" potentials, 
predict a very small tensor spectrum [94]. However, essentially nothing is 
known about particle physics above the electroweak scale, and extrapolations 
of our current ideas to arbitrarily high energies could easily miss the mark. 
We must be guided then by observations. We have argued that observational 
support for a large gravity wave component is weak. Indeed observations 
definitely require the tensor anisotropy to be subdominant for large angle C M B 
anisotropies. One the other hand, it is still possible to have T/S ~ 0.5, and 
since it would be so exciting to discover any tensor signal at all we are led to 
ask: how small can a tensor component be and still be detectable? What are' 
the best ways to look for a tensor signal? 
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A.8.1 Direct detection 
The feasibility of the direct detection of inflation-produced gravitational waves 
has been addressed by a number of authors [74, 124-129], with pessimism 
expressed by most. 

The ground-based laser interferometers LIGO and V I R G O [130] will oper­
ate in the / ~ 100 Hz frequency band, while the European Space Agency's pro­
posed space-based interferometer LISA [131] would operate in the / ~ 1 0 - 4 Hz 
band. Millisecond pulsar timing is sensitive to waves with periods on the or­
der of the observation time, i.e. frequencies / ~ 10~7 — 10~ 9Hz [130]. These 
instruments probe regions of the tensor perturbation spectrum which entered 
during the radiation dominated era. Expressions for the fraction of the crit­
ical density due to gravity waves per logarithmic frequency interval can be 
found in [124-128]. Assuming that fio = 1 in a PLI model, with the only rela-
tivistic particles being photons and 3 neutrino species, and taking the COBE 
quadrupole Q = T + S ~ 4.4 x 10" 1 1 , one finds [128] 

where N = \n(k/Ho) and nx = —(T/S)/I is the tensor spectral index. 
Using Eq. (A.33) Turner [128] found that the local energy density in gravity 

waves is maximized at T/S = 0.18 for / ~ 10~4 Hz. At this maximum, the 
local energy density is in the range Q G W ' I 2

 — 10~ 1 5 — 10~ 1 6, which lies a couple 
of orders of magnitude below the expected sensitivity of LISA, and several 
orders below that of L I G O / V I R G O [130]. This is also well below the current 
upper limit of Q Q W ^ 2 < 6 X 10~8 (at 95% confidence) from pulsar timing [132]. 
As T/S increases above 0.18, f2cw(/ ~ 10~ 4Hz)/i 2 begins to decrease due to 
the increasing magnitude of the tensor spectral index. 

Recall that our joint data constraint for PLI gives T/S < 0.5, so our 
results predict that the inflationary spectrum of gravity waves from PLI is not 
amenable to direct detection. 

With the advent of WMAP and especially the Planck Surveyor, with its higher 
sensitivity, detailed maps of the C M B are just around the corner. What do we 
expect will be possible from these missions? This question has been dealt with 
extensively before. Assuming a cosmic variance limited experiment capable of 
determining only the anisotropy in the C M B but with all other parameters 
known, one can measure T/S only if it is larger than about 10% [133]. A more 
realistic assessment for MAP and Planck suggests this limit is rarely reached 
in practice [134, 135]. 

O G W C / > 2 = 5.1 x 10 , -15 

nT - 1/7 

A.8.2 Limits from the C M B 
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However the ability to measure linear polarization in the C M B anisotropy 
offers the prospect of improving the sensitivity to tensor modes (for a recent 
review of polarization see [136]). In addition to the temperature anisotropy, 
two components of the linear polarization can be measured. It is convenient 
to split the polarization into parity even (E-mode) and parity odd (B-mode) 
combinations - named after the familiar parity transformation properties of 
the electric and magnetic fields, but not to be confused with the E and B 
fields of the electromagnetic radiation. 

Polarization offers two advantages over the temperature. First, with more 
observables the error bars on parameters are tightened. In addition the polar­
ization breaks the degeneracy between reionization and a tensor component, 
allowing extraction of smaller levels of signal [137]. Model dependent con­
straints on a tensor mode as low as 1% appear to be possible with the Planck 
satellite [134, 135, 138, 139]. Extensive observations of patches of the sky from 
the ground (or satellites even further into the future) could in principle push 
the sensitivity even deeper. 

There is a further handle on the tensor signal however. Since scalar modes 
have no "handedness" they generate only parity even, or E-mode polarization 
[137, 140]. A definitive detection of 73-mode polarization would thus indicate 
the presence of other modes, with tensors being more likely since vector modes 
decay cosmologically. Moreover a comparison of the 73-mode, E-mode and 
temperature signals can definitively distinguish tensors from other sources of 
perturbation (e.g. [141]). 

Unfortunately the detection of a 73-mode polarization will prove a formid­
able experimental challenge. The level of the signal, shown in Fig. A.7 for 
T/S = 0.01, 0.1 and 1.0, is very small. As an indicative number, with T/S — 
0.5, our upper limit, the total rms 73-mode signal, integrated over £, is 0.24 pK 
in a critical density universe. These sensitivity requirements, coupled with our 
current poor state of knowledge of the relevant polarized foregrounds make it 
seem unlikely a 73-mode signal will be detected in the near future. 

A.9 Conclusions 
We have examined the current experimental limits on the tensor-to-scalar ra­
tio. Using the COBE results, as well as small-scale C M B observations, and 
measurements of galaxy correlations, cluster abundances, and Lya absorption 
we have obtained conservative limits on the tensor fraction for some specific in­
flationary models. Importantly, we have considered models with a wide range 
of cosmological parameters, rather than fixing the values of Qo, H0, etc. For 
power-law inflation, for example, we find that T/S < 0.52 at the 95% con-
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Figure A.7: 73-mode tensor polarization signal Cge for T/S = 0.01, 0.1, and 
1.0, with the remaining parameters specified as standard C D M . 
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fidence level. Similar constraints apply to d? inflaton models, corresponding 
to approximately p < 8. Much of this constraint on the tensor-to-scalar ra­
tio comes from the relation between T/S and the scalar spectral index ns in 
these theories. For models with tensor amplitude unrelated to scalar spectral 
index it is still possible to have T/S > 1. Currently the tightest constraint is 
provided by the combined C M B data sets. Since the quality of such data are 
expected to improve dramatically in the near future, we expect much tighter 
constraints (or more interestingly a real detection) in the coming years. 


