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Abstract 

This thesis reports a systematic study of near-band edge linear and nonlinear optical 

properties of doped and undoped semiconductor multiple quantum well samples, aimed 

at quantifying and separating the numerous contributions to the overall material response 

from photon excitation. Information obtained from both linear absorption and nonlinear, 

degenerate four-wave-mixing experiments is compared with elaborate numerical simula

tions. Accurate measures of 1S-2S binding energies and dephasing rates as a function of 

temperature from 5 to 40K is established. The biexciton binding energy and dephasing. 

rate over the temperature range 5 to 40 K is measured and, by comparison with theories 

reported in the literature, it is found that localization effects have a significant influence 

on the biexciton binding energy in 5 nm quantum wells. The first systematic attempt to 

quantitatively account for the continuum contribution to nonlinear response by fitting a 

series of spectra obtained at various input laser pulse detunings was conducted. Unique 

evidence for coherent beating between multi-exciton/free electron complexes in lightly 

doped material was also found. 
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Chapter 1 

Introduction & Motivation 

The Coulomb interaction between photo-excited electrons and holes in III-V semicon

ductors and semiconductor heterostructures is known to be an important factor that 

influences the shape and energy of optical absorption spectra near the fundamental ab

sorption edge of these materials. The effects range over at least several meV and are 

particularly evident in the absorption spectra of quantum wells and wires (planar and 

linear heterostructures respectively). However, despite much work, a full quantitative 

understanding of these Coulomb effects has been elusive. 

Part of the difficulty in making quantitative progress on understanding these Coulomb 

effects, especially in quantum wells, is due to the competing influence of intrinsic dephas

ing mechanisms and geometric imperfections. Random geometric imperfections in narrow 

quantum wells can, for example, generate additional localization. Since these effects will 

also be present in any devices made from these structures, it is important to understand 

and quantify their influence on the optical properties. 

In operation, practical devices often contain a relatively high density of electrons 

and/or holes in the optically active region. This background of free particles modifies 

the bare electron-hole Coulomb interaction (many-body physics) and it is important to be 

able to understand and model these effects. These interactions are especially important 

in narrow semiconductor quantum wells (QW) where the effects of Coulomb interactions 

can be quite pronounced — even at room temperature where most practical devices, such 

as semiconductor lasers, operate. 

1 
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Figure 1.1: Schematic illustrations of the effects of Coulomb interactions on linear absorp
tion in a 2-D quantum well. (A) Without (dashed line) and with (solid lines) Coulomb 
interactions. (B) The solid line shows the added effects of intrinsic dephasing mecha
nisms, and the dashed line corresponds to that shown in (A). (C) The solid line shows 
the effects of having excess carriers in the well, with the dash-dotted line corresponding 
to the solid line in (B). 

Figure 1.1 schematically. illustrates the effect of the electron-hole Coulomb interac

tion on the linear absorption spectrum near the band edge of an ideal 2-dimensional 

(2D) quantum well. In (A), the dashed line shows how the absence of Coulomb ef

fects would lead to a sharp continuum transition (band edge) in the absorption spectra. 

When Coulomb interactions between electrons and holes are considered, the shape of 

the continuum absorption is altered (called the Sommerfeld enhancement) and a series 

of hydrogen-like transitions appear below the continuum edge, corresponding to bound 
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electron-hole (exciton) states [1]. 

Dephasing mechanisms such as electron-hole recombination and carrier-phonon scat

tering broaden the transitions [1,2]. Geometric imperfections also broaden the transitions 

and could also cause additional localization in some regions of the quantum well. This 

is illustrated in part (B) of Figure 1.1. Inhomogeneous broadening caused, for example, 

by geometric variations inside and between quantum wells, widens these features further. 

The combination of these broadening mechanisms tends to obscure the individual tran

sitions, making quantitative determination of the exact energy position of the excited 

excitonic states and continuum difficult. 

In addition to the single exciton states, two-exciton bound states (biexcitons) can 

also form in these materials at intermediate optical excitation densities [1,2]. The energy 

required to create these states is slightly less than that required to create two free, single 

exciton states. The optical emission from a biexciton state creates a photon and IS 

exciton, with the emitted photon at slightly lower energy than the IS exciton energy. 

The presence of inhomogeneous broadening blends the emission from these two states, 

obscuring evidence of the biexciton transition. 

Figure 1.1 (C) illustrates the effect of excess free carriers in a doped 2-D quantum 

well. Qualitatively, one would expect these carriers to screen the single electron-hole 

interaction, decreasing the binding energy and reducing the oscillator strength. Rigorous 

theoretical treatments suggest that the absorption edge of doped quantum wells takes 

the form of a Fermi edge (power law) singularity, similar to what is observed in the 

X-ray absorption spectra of metals [3,4]. However, the doped quantum well system is 

different from metals, and interesting new features are predicted. For example, the main 

absorption threshold has been associated with the excitation of a negatively charged 

exciton, or trion, even at low doping densities [4-6]. 
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1.1 Experimental Probes 

Both experimental and theoretical developments are needed to attempt to separate and 

quantify the effects discussed above. Experimentally, two optical probes are used in this 

work to study the properties of the electrons and holes in multiple quantum well sam

ples. These two techniques are linear absorption and a nonlinear, third-order, coherent 

polarization mixing process called four-wave-mixing (FWM). 

1.1.1 Linear Absorption 

Linear absorption is relatively easy to implement, for example by measuring the nor

malized transmission through a sample. This technique can be used to estimate the 

binding energies of excitons [7], and places an upper limit on the intrinsic dephasing 

rate [8]. Extensive experimental and theoretical results have been reported on undoped 

quantum heterostructures [7,9-15]. The accuracy of the parameters extracted directly 

from absorption spectra are often limited by inhomogeneous broadening of the bandedge 

features. 

Inhomogeneous broadening is particularly problematic in quantum wells with widths 

below about 8nm, in which just a half a monolayer variation in thickness can lead to 

energy shifts on the order of the exciton binding energies [16, 17]. This broadening 

interferes with the accurate determination of binding energies, continuum edge energies, 

and excited state energies. It also completely masks the intrinsic dephasing rates, which 

can be below a single meV. 

Linear absorption spectra from n-doped quantum wells were first observed and re

ported by Skolnick, Rorison, Nash, et. al. in 1987 [18]. They reported evidence of strong 

enhancement of the luminescence spectra close to the Fermi-edge in the doped quantum 

well, arguing that localized holes were necessary for its presence. The absorption edge's 

asymmetrically broadened power law dependence (or, Fermi-edge singularity) for exci

tons in semiconductors had been previously predicted [3]. Further observations, however, 

showed that there was evidence for the presence of doubly occupied states (charged exci-
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tons, or trions) when excess electrons were present in the wells, and that the onset of the 

Fermi-edge singularity corresponded to the presence of these charged excitonic states, a 

state not included in the previous theories, even in the presence of a dense 2-D electron 

gas (for example, see Finkelstein [19], Shields [20], and Buhmann [21]). 

Works by Hawrylak [22] and Brum [4] attempted to remedy this theoretically, by 

modelling the transition from the excitonic to the Fermi-edge state, including the dou

bly occupied state and electron-electron interactions missing from previous theoretical 

treatments. This work is summarized by Brown, et. al. [5,6], who observed absorption 

and luminescence from a series of doped and undoped quantum wells, narrower than 

those in the above works. These narrow wells allowed a clear separation of the light and 

heavy hole absorption peaks and allowed them to estimate the power law exponents as 

a function of Fermi-energy, comparing them to the theoretical predictions. In addition, 

Brown [6] provided evidence that localization may not be required for the presence of the 

Fermi-edge singularity to be observed, showing that more work was necessary on both 

the theoretical and experimental levels. 

Although providing more information about the Fermi-edge singularity and its tran

sition with increased excess electron doping, the amount of information that was ex-

tractable was, however, limited by the inhomogeneous broadening in these samples. This 

did not allow for clear experimental evidence of both neutral and charged-excitons that 

were theoretically predicted. To get around these problems, associated with inhomoge

neous broadening, nonlinear optical spectroscopy can sometimes be used to access the 

intrinsic material properties, even in the presence of significant inhomogeneous broaden

ing, as described below. 

1.1.2 Four-Wave Mixing 

One technique that can minimize effects due to inhomogeneous broadening is nonlinear, 

third-order, four-wave mixing (FWM). It separates inhomogeneous effects from intrinsic 

effects in much the same way that spin-echo techniques achieve this goal in nuclear 
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Figure 1.2: Schematic illustration of four-wave mixing. For this work the two pulse 
four-wave mixing geometry is used, where T 2 3 = 0. 

magnetic resonance [23]. Conceptually, F W M can be best understood by assuming a 

three-pulse excitation scheme, as illustrated schematically in Figure 1.2. Two relatively 

strong "pump" beams are used to produce a transient refractive index grating in the 

system of interest. A relatively weak third beam is then used to probe the decay of the 

transient grating, via diffraction. 

More specifically, the first pulse incident on the sample (1) sets up a coherent po

larization in the sample which immediately starts to evolve according to Schrodinger's 

equation, while decaying due to dephasing collision processes. A second beam (2) hits 

the sample after the first one, setting up another polarization wave that interacts with 

what remains of the polarization excited by the first pulse, thus forming a polarization 

grating. This effectively modulates the refractive index of the material in a periodic man

ner, where the strength of the grating depends on the evolution of the polarization waves 

excited by the first two pulses. In general, this evolution can be probed by diffracting 

a third beam from the transient grating, while varying the relative arrival times of all 

three pulses. It is the diffraction of the third pulse that provides the F W M signal. 

Several optical geometries can be used to obtain useful F W M signals. The one in 

Figure 1.2 corresponds closely to the one used in the present work, where a "two-pulse" 

geometry is used. In this case, the second pulse also acts as the third pulse (that is, 

the angle and delay between the second and third pulses is zero). This is a popular 

scattering configuration [24-26] that provides background free diffraction signals using a 

single (variable) delay line. 
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E pulse 

Pulse Delay 

Figure 1.3: Schematic illustration of a four-wave mixing signal. On the left is a system 
of levels; for example, it could be exciton Is, 2s, . . . levels, along with the continuum 
states. The laser pulse overlapping the two levels is also illustrated. On the right, an 
illustration of the expected F W M signal resulting from the interaction of the pulse with 
two energy levels. 

A variety of pulse durations, typically from 25 fs to several ps, have been used to 

study semiconductor heterostructures [26-28]. The pulse duration limits the minimum 

dephasing rates that can be measured using this time-domain technique. If the system 

under study consists of a single, isolated state, the F W M decay rate can be used to 

deduce the homogeneous dephasing rate of that level as a function of temperature and 

other system parameters. When more than one energy level can be coherently driven by 

the finite bandwidth of the excitation pulses , the resultant F W M signal will oscillate as 

it decays. The period of the beat signal is equal to the energy separation between the two 

levels. This is illustrated schematically in Figure 1.3, where the expected F W M signal 

resulting from the spectral overlap of a pulse with two single-particle states (labelled IS 

& 2S) in the system is illustrated. Measuring these beats provides an accurate estimate 

of the energy separations in a system, even in the presence of substantial inhomogeneous 

broadening. 
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The F W M technique described above can be applied to a wide variety of material 

systems as long as the excitation pulses can be tuned in the relevant energy range and 

have pulse widths appropriate to the processes being studied. By varying the input 

pulse central frequencies, intensity, and polarization of the input laser pulses, the F W M 

technique can provide a wealth of information about the nature of the particles present 

in the system not available through the linear absorption studies. 

Early theoretical developments of the F W M technique, based on the simplifying as

sumption of delta-function excitation pulses, were used to explain the coherent beating 

observed between the light and heavy hole exciton states in relatively wide, undoped 

quantum wells [24,25]. Although excited excitonic states were also observed using this 

technique [28-31], no attempts were made to quantitatively extract data from these ob

servations. When evidence of biexciton states (two bound excitons) was found, these 

theoretical developments were extended to include the treatment of biexcitons [26,32]. 

Biexciton studies [26, 32] measured the binding energies of the biexciton and dephas

ing rates of the exciton and biexciton states as a function of input pulse detuning [26] 

and temperature [33]. A n important feature to come out of these studies was that lo

calization effects could dramatically increase the binding energy of these weakly bound 

states [17,34,35], increasing them by up to about 2x what was expected without local

ization effects being present. 

Although much work has been done using the F W M technique to experimentally 

investigate light hole - heavy hole beating and to identify and characterize biexciton 

binding in semiconductors, little has been done in quantum wells as narrow as those in 

this work. In addition few studies have looked at narrow, doped quantum wells, where 

charged excitons are expected to be the dominant mechanism [5]. Of those that have 

experimentally looked at these systems with the coherent F W M technique [36-38], the 

main observation was an inhibition of the scattering rate near the Fermi energy in a 

relatively highly doped sample. No studies comparable to those conducted here on a 

lightly doped sample have been reported. To our knowledge, there have also been no 
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attempts such as the one in this work to conduct extensive, quantitative experiments 

with an integrated theoretical approach, to extract both linear and nonlinear material 

parameters simultaneously from the data. 

1.2 Material Structure 

The material structures used in this study consisted of high quality samples of 50-

5 nm gallium arsenide (GaAs) multiple quantum wells with aluminium gallium arsenide 

(Alo.3Gao.7As ) barrier layers, with a variety of excess electron dopings in the wells. The 

materials used for this study are of interest partially for their use in optoelectronic struc

tures such as semiconductor lasers: with transitions in the 800 nm range, they can be 

used in very short reach fiber optic transmission applications. As well, they form parts 

of more complex trinary and quaternary alloys, such as InGaAsP (used in longer reach 

fiber optic transmission systems). Since GaAs/AlGaAs quantum wells have been grown 

for a longer time, they are available with higher quality than their more complex siblings. 

This allows for the study of a 'purer' system, freer from impurities than that available 

from more complex material systems. These same experimental techniques can, however, 

be applied to a wide variety of semiconductor material systems. 

The GaAs quantum well energy structure is illustrated schematically in Figure 1.4, 

as a function of the in-plane, 2-dimensional, crystal momentum. Only the most relevant 

levels have been illustrated in the figure. GaAs is a direct gap semiconductor, meaning 

that the bottom of the conduction band and top of the uppermost valence band coincide, 

and electrons in the top of the valence band can be directly excited by photons into the 

bottom of the conduction band. 

Although in bulk GaAs the heavy and light hole bands are degenerate at T< = 0, they 

split apart in the presence of the barriers forming the quantum well. The interaction 

of the particle wavefunctions with the walls of the well depends, in the effective mass 

approximation, on the effective mass of the particles in the crystal. Since particles in 

the two illustrated valence bands have different effective masses, the presence of the 

http://Alo.3Gao.7As
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Figure 1.4: Schematic illustration of the energy band structure of a GaAs Quantum 
Well (QW), where Eg is the bandgap energy and Ex is the exciton binding energy. For 
simplicity, only the three bands relevant to this work are shown (the heavy and light hole 
valence bands and the conduction band). 

quantum well causes these two levels to shift by different amounts, with the split in energy 

between the two bands becoming greater as the wells become narrower [39, pages 83-89]. 

The electrons and holes form hydrogenic-like particles each consisting of an electron and 

a hole, called excitons. For a 5 nm quantum well, the binding energy of these states is 

about 16 meV, approximately 1% of the energy gap in the material. As well as the ground 

state, or IS exciton, excited excitonic states also exist close to the continuum, labelled 

2S, 3S, etc. Two-particle states also exist, formed from two excitons, called biexcitoris. 

Nonlinear F W M signals have, in the past, been used to accurately measure the energy 

separations and dephasing rates between single-particle light and heavy hole states (in 

wider quantum well samples), and to study double-particle biexciton states [24-27,32,33]. 
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However, few, if any, studies been done on the narrow, 5nm, wells used in the present 

study. 

A n advantage of the narrow wells is that the separation between light and heavy hole 

transitions in the GaAs quantum wells is larger and the heavy hole states can be excited 

independently of the light hole states. This allows determinations of the properties of the 

excited species under a wider range of input excitation conditions than has been observed 

in many other studies.' In addition, the presence of the excited 2S excitonic state can also 

be more easily probed. Although observed in previous F W M works [28-31], no attempt 

has been made to quantitatively measure the properties of the 2S excitonic state. Studies 

of doped samples have also been reported using the F W M technique [36,37], although 

relatively few studies have been published in comparison to those of undoped samples. 

1.3 Electromagnetic Models 

To properly interpret the experimental data, they must be placed inside a theoretical 

framework of the systems present in the quantum wells. Ideally, a consistent model 

would be used to extract information from all orders in the polarization (linear and 

nonlinear). Typically, this is accomplished within a common framework based on the 

use of Lorentzian lineshapes, which lead to exponential (or Markovian) decays of both 

populations (called T\ times) and coherent signals (called T 2 , or dephasing times) [1,2,8, 

40]. Several models have been developed based on exciting electric fields that are delta-

functions in time, for both one-particle states (excitons, including the light-heavy hole 

beating studies) and two-particle (biexciton) states [24,25]. These are further simplified in 

some studies in an attempt to more easily extract parameters from the data, into models 

that are, essentially, reduced to exponentially decaying oscillations [26]. Although fast 

to evaluate numerically, these simplified models are inherently inaccurate at short times 

(within a few pulse-widths of the exciting light pulses). This is due to their exclusion of 

the exciting field pulse shape, giving inaccurate results when applied to quickly decaying 

levels. 
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Another feature lacking from these models is the inclusion of continuum states. A l 

though this can be done by including a large set of closely spaced levels [41-43], a more 

elegant approach would be preferred, one that could be used consistently in both linear 

and nonlinear models. For doped samples, the prediction of a power law singularity in 

the linear absorption data [3] also needs to be taken into account in the model. Chapter 2 

describes a model that addresses these issues, including the actual input pulse excita

tion conditions (pulse shape, polarization, intensity, central frequency) and the power 

law (Fermi-edge) singularity, which also allows for the inclusion of both discrete and 

continuum states in the same theoretical framework. 

1.4 T h e s i s O u t l i n e 

In the rest of this thesis, a report of a systematic study of near-edge linear and nonlinear 

optical properties of doped and undoped multiple quantum well samples is made, aimed 

at quantifying and separating the numerous contributions of the material response to 

photon excitation. 

The next chapter outlines extensions to the standard optical model [8] to include 

continuum states through a general power law singularity, which allows quantitative 

comparisons to be made with experimental data. A summary of the effects predicted 

from this theoretical model is given in the latter part of the chapter. 

The experimental equipment assembled for study of the quantum wells is discussed 

in Chapter 3, including a description of the four-wave mixing apparatus and the low 

temperature system assembled to study these samples over temperatures in the range 

5-150K. 

The experimental results are discussed qualitatively in Chapter 4, followed by a quan

titative analysis of the experimental data in Chapter 5. Among the highlights of this 

comparison are the (to our knowledge), first established accurate F W M measurements of 

1S-2S exciton energy separation and the 2S exciton dephasing rates as a function of both 

temperature (from 5 to 40 K) and input pulse detuning. Biexciton binding energies and 
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dephasing rates are also compared over the same experimental conditions and compared 

with those reported in the literature, leading to the conclusion that localization effects 

have a significant influence on the biexciton binding energy in 5nm quantum wells. A 

systematic attempt was also made to quantitatively account for the continuum contribu

tion to nonlinear response by fitting a series of spectra obtained at various input pulse 

detunings, and evidence was found for coherent beating between multi-exciton/free elec

tron complexes in lightly doped material (where the dominant mechanism is predicted 

to be due to charged exciton species [4-6]). 



Chapter 2 

Theory 

The objective of the modelling done in this work was to develop realistic but practical 

simulations of the linear absorption and degenerate four wave mixing (DFWM) exper

imental results obtained from intrinsic and electron-doped 2-D multiple quantum well 

samples. Since considerable emphasis was placed on quantitatively fitting many spec

tra, the simulations had to include the finite bandwidth of the pulses used to excite the 

samples, and they had to run in a reasonable amount of time. It was therefore decided 

to work directly with the first- and third-order Maxwell equations in which the material 

response to the optical excitation is described in terms of the linear, X^ \ and nonlinear, 

X^\ susceptibilities. Microscopic expressions for X^ ̂  and X^ ^ in terms of the dipole 

moments, energies, and dephasing rates of near-band edge excitations, including the ef

fects of inhomogeneous broadening, were used to extract these physical parameters from 

the fitting procedure. 

This approach differs from the more general (and more complicated) solution of the 

full semiconductor optical Bloch equations [33, 42-46] in that it only includes first and 

third order effects, and it parameterizes the material response rather than self-consistently 

evaluating it as the system evolves. Based on the results reported in the following chap

ters, the main deficiency in the simplified treatment is the way it treats high-energy 

states that exist well above the band edge. Otherwise it describes well a wide range of 

linear absorption and D F W M results on both doped and undoped multiple quantum well 

samples. 

14 
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A n outline of this chapter is as follows: the theoretical approach taken to simulate the 

linear absorption and four-wave mixing data will be described, starting with the general 

expressions for the polarization (P ) and susceptibility (X ). These expressions are 

then modified to include power law exponents, in order to facilitate the treatment of 

continuum-like line shapes. The equivalent time-domain response functions are then 

discussed, along with the inclusion of inhomogeneous broadening. The susceptibility X^ ^ 

is then related to the linear absorption coefficient, which is the parameter that is measured 

experimentally. The X terms that contribute to the resonant, two-pulse, degenerate 

four-wave mixing (DFWM) process are then discussed, starting with an overview of the 

F W M process. 

A summary of the main features identified by applying these models to estimate the 

linear absorption and D F W M of our samples are presented in the later half of the chapter, 

starting in Section 2.6 on page 44. Supplementary material and formulae relevant to 

several specific pulse-shapes can be found in Appendix A , along with more detail on the 

numerical approach taken to evaluate some of the expressions derived in this chapter. 

Formulae describing the pulse shapes and the second harmonic generation process used 

in the pulse autocorrelation measurements can be found in Chapter 3 and Appendix B. 

2.1 B a s i c N o n l i n e a r R e s p o n s e F o r m a l i s m 

* - ± ( n ) ->.(n) 

General formulae for the nth order susceptibility, X , and polarization, P , of materials 

are derived in nonlinear optics texts such as Butcher & Cotter [8], or Boyd [40]. The 

formulae expressed here generally follow the notation outlined in Butcher &; Cotter. The 

expression for the nth order local polarization in the time domain, P (t; r ) , is given by 

+ o o + o o 

— o o — o o 

x E f t ( a ; i ; r ) - . - ^ " ( o ; n ; r ) e x p { - i w E < } (2.1) 
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where u;_ — ui+u>2 + - • -+<Ai = __j=i ^ a n d the Pj indices refer to the coordinate system 

(we use cartesian coordinates x, y, & z). The standard tensor notation that repeated 

indices are to be summed over is also followed [in Equation (2.1), this means summing 

over, or collapsing, the indices .. ,/3n]. The electric field components are taken to 

have the form 

% :0 = o l _ [E a (*;r) + E ; ( t ; r ) 

where 

E a(t; t) = eaEa (t - ra - (l/v 9, a) -ta) e~l< (V^.a) ^ ) 

(2.2) 

(2.3) 

because of the pulsed nature of the fields used in this work. The delay time for the ath 

pulse is ra, the pulse central frequency is u;£, the pulse envelope in the time domain is 

Ea(t), and ea is the normalized, complex polarization vector of the pulse. 

The group velocity in Equation (2.3) is defined as 

_ v du 

dk 
V9 = (2-4) 

where the propagation vector, k, is given by 

U) k(u) = — n(cj) . (2.5) 

Substituting Equations (2.3), (2.4), (2.5) into Equation (2.2) and taking the Fourier trans

form gives the general expression for the frequency dependent electric fields appearing in 

the polarization equation (2.1), 

E(u; t) = ± £ [E a (u;; t) + E > ; t) 

- E eaEa (u - ujp

a, ta) e 
i(uTa + ka(to) -ta 

(2.6) 

e*aE*a (co + _>_; ta) e 
-i[ojTa + ka(oj) -ta 

where Ea(u; t) is the pulse envelope profile in the frequency domain. 
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Applying the Fourier transform definition (see List of Symbols, page 156) to P 

from Equation (2.1), the frequency domain polarization is 

+ o o + o o 

— o o — o o 

x E*(u1;r)---E'3n(un;r)5(u-ux) . (2.7) 

If the electric field sum in Equations (2.2) & (2.6) contains m components (and their 

complex conjugates) then there will be, in general, (2m) n terms in P from the field 

terms alone. The distinguishable characteristic of these terms comes from the spatial 

dependence of the field components ( e x p { ± i k a • r 1}). 

The general, non-resonant nth order susceptibility expression is given by 

^ o k f t - A . ( - ^ ; ^ i , w 2 , - - - ,un,t) = ^ S T J > 0 ( z ) 

f / A IA / / 2 / / 3 • • • uPn-1 / A \ 

| (o; J l X - CJI - o;2 w„) (wj 2 X - CJ 2 vn) • • • (uJnX - ton) y 

where N is the number density of particles (cm - 3 ) and p0{x) is thermal equilibrium 

fraction of the total population in state x ( ^ x p0(x) = 1). The x index sums over all the 

states of the system. The indices Jj can, in general, take on values representing all the 

states of the system. The overall permutation symmetry operator, Sj , is only valid away 

from system resonances, where dephasing can be ignored and the susceptibility varies 

slowly. It provides a convenient way to compactly write the susceptibility. The operator 

Sy indicates that to expand the expression to its full (n + 1)! terms the pairs (B0, 

(Pi,ui), ..., (Pn,^n) are to be permuted (exchange places) through the expression. 

The term pfj*.Jf represents the dipole moment matrix element connecting the two 
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states i and / 

(ibf | q r> 
— o o 

1>f) 
(2.9) 

where q is the electron charge. The last two lines show that the absorption and emission 

dipole moment matrix elements connecting two states are complex conjugates of each 

other in the electric-dipole approximation. The full dipole interaction between the electric 

field and the material, proportional to (ipf \ qe-Y \ ipi), is evaluated by summing over the 

vector components f3j in Equation (2.9). These terms lead to what are usually referred 

to as 'dipole selection rules'. 

Close to transitions, or resonances, one or more of the portions of the denominator 

of some of the terms in Equation (2.8) approach zero, so these 'resonant' terms will 

dominate the susceptibility. In this region, the resonant terms need to be identified and 

the equation needs to be modified to include dephasing processes. 

2.1.1 Resonant terms and Inclusion of Dephasing 

The selection of resonant terms and inclusion of dephasing in the susceptibility expres

sions is outlined in this section. Resonant terms are those for which the driving frequen

cies of the laser fields cause the denominator in some of the terms of the susceptibility 

in Equation (2.8) to go to zero. For third order polarization in semiconductor quantum 

wells, for example, 8 of the 24 terms in Equation (2.8) are resonant when the laser is 

tuned near the energy of the bandgap in the quantum well. 

The resonant terms are identified by expanding the expression in Equation (2.8) into 

its (n + 1)! terms and searching for the terms where the denominator goes to zero. This-

must be done for each set of energy levels, u>jiX, that can be expected in the system under 
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consideration. Resonant terms are those for which all the terms in the denominator are 

zero under this procedure. 

Dephasing, also referred to as homogeneous broadening, is included phenomenologi-

cally using a single damping parameter, TjiX, for each transition. The inclusion of this 

broadening mechanism in the denominator terms of the susceptibility leads to an ex

ponential decay of the polarization in time. The TjiX terms represent the influence of 

coherence-destroying processes such as phonon scattering and collisions with other par

ticles. 
^ ( n ) 

As was mentioned when the nth order susceptibility, X , was defined in Equa

tion (2.8), the overall permutation symmetry operator ST only applies away from res

onance, where dephasing can be neglected. In our work we only include resonant con-

tributions to X that can be identified after expanding the expression for X (Equa

tion (2.8)) by permuting the pair (/?0, —^s) with each of the (f3i,Ui) pairs in turn. The 

dephasing terms, TjiX, are then inserted in the denominators with the same sign as all 

the u>i terms. This ensures that they lead to physically realistic, exponential decays in 

the time domain. This permutation process generates (n+1) terms in the X expansion 

Xf t k f t . . . f t ( - ^ C ^ l , ^ 2 , - - - ,UJn,t) = — - ^ 7 = ^ 3 1 S ^ P o ( x ) X I 
e0n\ Jin (V27T) X { 

uPo
 z / 1 z / 2 z / 3 • • • z A " 1 z A 

(UJJIX - ujn - iTJlX) (uj2X - u 2 uin- iTj2X) • • • (uJnX - un - iTj2X) 

z A z A uP2
 z A • • • z A - 1 z A 

(uJlx +UJI+ iTJlX) (UJJ2X - u 2 un - iTj2X) • • • (u}JnX - u n - iTJnX) 
ft ft ft ft . . . ft-1 ft 

A^xJi AVjJz P J 2 J 3 / ^ J 3 J 4 hLjn_1jnhLjnx 
(uJlX + u2 + iTjlX) (uj2X + CJI + uo2 + iTj2X) • • • (uJnX - un - iTJnX) 

z A z A z A z A • • • vPn-x z A 

(uJlX + uin + iTJlX) {uj2X + o>i + un + iTj2X) • • • (cjJnX + ux -\ h u „ + iTJnX) 

(2.10) 

where the permutation symmetry operator, S, indicates that the full expression for the 
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susceptibility is obtained by permuting the pairs (PI,UJ\), (#2,0*2), ..., (Pn,uJn). This 

generates n! terms for each of the (n + 1) terms from the expansion of the overall permu

tation symmetry operator. Since the signs in front of the dephasing components are the 

same for the n! terms in each of the (n + 1) terms in Equation (2.10), the appropriate 

resonant terms, including dephasing, can be extracted from the expression by comparing 

them with the previously identified resonant terms. 
^ ( 3 ) 

A n example of the full 24 term expansion for X including the dephasing components 

is given in Appendix A (Table A.2, page 171), along with a table identifying the resonant 
^ ( n ) 

terms. Also included is an algorithm for determining which terms in X are resonant, 

along with the sign of the dephasing components for each term in the denominator. 
2.1.2 The Power Law Exponent 

The expression for the nth order susceptibility presented so far was originally derived 

for systems with discrete transitions. In semiconductors there are discrete "excitonic" 

transitions only below the "continuum" edge, and only strictly in pure material. When 

exciting with short pulses and/or when studying samples with mobile free carriers present, 

one is not typically dealing with only discrete transitions. 

From a modelling or theoretical perspective we can overcome this, in principle, by 

including a dense set of discrete transitions, with frequency dependent dipole moments, 

to represent the "continuum", or non-Lorentzian lineshapes. This approach works well 

for Gaussian-shaped distributions, and is in fact exactly how inhomogeneous broadening 

is included (see the discussion in Section 2.2, page 24). This is, however, more difficult 

for the continuum. 

In approaches that solve the full semiconductor optical Bloch equations, the contin

uum is dealt with by including a set of closely-spaced Lorentzian levels, associated with 

different k (momentum) states [41-43]. The oscillator strength is allowed to vary with k, 

typically using a phenomenological cutoff function in k. With the significant amount of 

fitting we wished to accomplish with our model, avoiding the inclusion of a large number 
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of continuum states with variable oscillator strengths and dephasing rates was desirable. 

Since a power law response function was adopted to describe the transitions in the doped 

samples, we chose to approximate the continuum response with a power law response 

function that, effectively, provides a form of energy-dependent oscillator strength in the 

continuum. 

This approach was motivated by theoretical treatments suggesting that the "Fermi-

edge singularity" observed in the core level X-ray absorption spectra of metals is also 

present in doped semiconductors [3], leading to the prediction of a power law-like ab

sorption edge. A recent review of this is given by Brum and Hawrylak [4], who report fit

ting the linear absorption excitonic edge of the n-doped Multiple Quantum Well (MQW) 

samples described in Chapter 3 to a power law function of the form 

A(u) « {u - u0)~a (2.11) 

with the power law exponent, a, approaching 0 as doping increases. This reflects the 

experimental observation that the absorption peak broadens asymmetrically as the den

sity of excess carriers in the conduction band increases, evolving towards a step-like 2-D 

single particle continuum lineshape. Here we adopt this power law response function as 

a simple means of describing the linear and nonlinear response of realistic quantum well 

systems. 

The power law exponent behaviour is inserted in a consistent manner for both linear 

and nonlinear susceptibilities, by simply adding the exponent to the denominator terms 

in the susceptibility expression. For the linear susceptibility, this gives the result that 

* » » ( - ^ ; ' ) = ^ E * M
 + o ^ w ^ } • ( 2- 1 2 ) 

Extending the general susceptibility expression to include the power law exponent 
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gives 

x£k/32.../3n ( - " E ; W I , W 2 , - - - ,Un,T) = f/s - v n-l S T J ] ^ ^ ) 

e 0n! ftn (VzrrJ x 

( /A /A /A /A • • • /A"1 /A 
I - - L02 U n ) a J l X (UJ2X -UJ2 ' - U n ) a j 2 X • • • (LUjnX - U n ) a J n 

(2.13) 

The a j i X are the power law exponents for the transition between levels J» and x , cor

responding to the transition energy u>jiX. This formula has been given for the general 

susceptibility equation without dephasing terms, as the inclusion of the a j i X exponents 

is not modified by that procedure. 

2.1.3 Time Response Functions 

While the frequency domain approach (Equations (2.1), (2.7), (2.8)) is often used, it is 

sometimes convenient to use the analogous time domain approach when dealing with 

time-resolved data. Inserting the Fourier transform definition for Ep^Ui) into the time 

dependent polarization expression (Equation (2.1)), the polarization expression trans

forms into 

+ o o + o o 

PJ£)(t;T) = e0 J dh ••• J ^/^...^ 
— o o — o o 

+ o o + o o 

= £o J dt, ••• J dtnR{^ ^t-t1,...,t-tn]T)E^(t1-T)---E^(tn,T) , 
— o o — o o 

(2.14) 

where R is a rank (n+1) tensor, called the nth order response function. It has the same 

symmetry properties as the susceptibility tensor. From causality, it has the property that 

it is zero for negative arguments. As one might expect, the Fourier transform changes 

the multiplication of susceptibility and electric fields in frequency space to a convolution 

of the response function and electric fields in time space. The susceptibility and response 
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functions are related to each other through 

+00 +00 

^ L . . / 3 n ( - W S ; W i , . . . , W „ ; ^ = ^^72 j dtl j d t n 

—00 —00 

x RfaB....BAh,---,tn\?) exvhy^Ujtj} (2.15) 

and 

+00 +00 

4ok.../?n(^' • • • , *n ; r) = [ dujx • • • I dur, 
-00 

x
 xJ£l1...Bn(-v&vi>---iUJri'i e x p j - i ^ W j t j j • (2.16) 

The denominator terms in the susceptibility tensor, including the power law exponent, 

are of the form 

7rr, where T,- > 0 and 0 < a, < 1 , (2.17) 

{±Uj + A ± i r , - ) ^ ' J J ~ 

where A contains the frequency components not dependent on j , and may include other 

<-^i(^j) terms as well as the ujjX term. Assuming that the susceptibility denominator 

terms can be separated in this manner, which is always the case for the resonant terms 

in this work, the equivalent terms in the response function can be found by taking the 

Fourier transform of Equation (2.17). These form a set of interconnected terms, each 

with the form [47, Page 364, Section 3.382, equation 4] 

^ H W ^ - ' ^ l " ^ , (2.18) 

where T (ex,)* i s the generalized factorial function and the Heaviside step function, 

H(tj), reflects the causality condition. This expression is subject to the restrictions 

that pRefa,} > 0,Tj > 0]. The restriction Fj > 0 is physically reasonable, as there 

t The generalized factorial function, or Gamma function, is usually represented by the symbol T(z). 
The Greek letter Upsilon (T) is used in this work to remove potential confusion between the Gamma 
function and the dephasing or inhomogeneous broadening terms, both of which use the Gamma symbol 
(r). 
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is always a finite time scale where coherence is lost or the population recombines. The 

restriction Kefo ,} > 0 means that the discrete-level case we started with (ex,- = 1) is 

a valid one and provides a limiting case to check results obtained with the power law 

exponent. The case atj —> 0 corresponds to the continuum limit. 

2.2 I n h o m o g e n e o u s B r o a d e n i n g 

In contrast to homogeneous broadening, inhomogeneous broadening is due to fluctuations 

in the environment that particles in the system see in different physical areas. This could 

be due, for example, to fluctuations in the quantum well width either within a well or, in 

the case of a multiple quantum well sample, in different wells being experimentally probed 

at the same time. This process leads to a distribution of energy levels within a system 

that broadens the linear response spectra and generally makes features more difficult to 

distinguish. In certain nonlinear cases (Section 2.6) inhomogeneous broadening is actually 

advantageous, as it reveals physical features that would otherwise be unobservable. 

The general approach to inhomogeneous broadening is to do a convolution of a weight 

function with the homogeneous polarization expression, integrating over the distinguish

able level frequency(ies) involved, as shown in 

+ o o 

P t i (u; r ) = / duc ginh&c - w ° ) p £ l (w; t) . (2.19) 
— o o 

The components of the vector u>c are the distinguishable level frequency(ies) ujiX in the 

expression for the nth order polarization, with the corresponding inhomogeneous central 

frequency(ies) given by u>£. 

The normalized weight function, ginh{^c — u^), is often taken to be a Gaussian 

function, expressed in terms of its full-width half maximum (FWHM) parameters i n h. 

If there is more than one level frequency involved then one has a multivariate distribution, 

and the integral is taken over a multi-dimensional frequency space, where the dimension 

equals the number of distinguishable levels. For Gaussian inhomogeneous broadening, 
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the weight function is [48] 

' i ^ y / 2 i r A n-v* ~ 4 l n 2 ((^c - " o ) r _ i a _ i r _ i ^ c - < ) ) 
ginh(u>c - u>c

o) = \ — j \TAT\ 

(2.20) 

r _ 1 is a 2-D matrix with diagonal elements 1̂ 71 = l/TjiX< i n n and off-diagonal elements 

zero. The correlation matrix A* is a symmetric 2-D matrix with diagonal elements 

An — 1 and off-diagonal elements A y — Aji — A ^ j . , where 0 < | A J 4 J . | < 1. | T A r | is 

the determinant of the multiplied matrices. Details of the forms of the 2- & 3-dimensional 

correlation matrices and their corresponding inhomogeneous polarization expressions are 

given in Appendix A (Subsection A.1.7). 

When all the levels in OJC are correlated, the multi-dimensional integral reduces to 

a one-dimensional integral with each u>jlX evaluated according to its respective inhomo

geneous broadening Tjix> ;„„. The inhomogeneous polarization equations for first- and 

nth-order correlated systems are 

/ \ 1 / 2 + o o 4 l n 2 (..c _ . . c ^ 2 

Pinh (w; < jlX, r ) = ~—2 / duc

JiX e Ji*, >nh 
\ 7 F i

 J±x, inh / J 

x PH (WI ̂  *) ( 2- 2 1 ) 

+ o o , • 

/
j — X2ri^ I TjlX inh c 

d x e P | » r : v^EM 1 r 

— o o ^ 

and 
+ o o 

_>.(n) , „ /" 
P inh W o , Jix! W o , J 2 x i " ' • • ; W o , Jnx! r ) = / ^ 

- z 2 

e x 

- o o 

w / inh c F j 2 x inh c T j x j n n _ ^ 
x P n o m cu; . x + cu„ / l T ; . x + OL 7 • • • • . x + un 7 _; r 

h o m 1 y 4 l r l ( 2 ) 0 ' J i a ;
 v ^ M 2 ) ° ' J 2 X y ^ M 2 ) 

(2.22) 

t The reference work [48] combines T and A together. It was noted, however, that the general 
expression can be separated into component matrices, making the contributions from each part (inho
mogeneous broadening and correlation parameters) both easier to construct and to differentiate from 
each other. 
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2.3 L i n e a r A b s o r p t i o n 

In this section the expression for the linear absorption coefficient is derived from the 

power law modified susceptibility, including inhomogeneous broadening. 

2.3.1 Linear Response and Inhomogeneous Broadening 

Following the formula for the nth order polarization (Equation (2.7)), the expression for 

the first order polarization is given by 

P£> [u; t) = e0 X^X (-u;u,; r ) [u; t) . (2.23) 

The linear susceptibility in the above polarization equation is given by 

.A) , A „/9i ,,/3o 

'. . • (2.24) 

Since we are interested in interband transitions from the ground state at low temper

atures, this can be simplified to 

<> ( - * ; T > = £ • (2.25) 

where the sum over a is the sum over bound and continuum excitonic states near the 

bandgap energy. 

Inhomogeneous broadening is included using 

+oo 

' ( ! ) . ( r ^ c . _ [ v u ; i -r: . -z?\ „ Ir^. T*.C X A A , i n h o m w ^ ; r ) = J d£as (-UJ;UJ; w a g ; r ) ginh (pas-uas 

-oo 

41n(2) 
V41n(2) f ^ (1) , _ _~ F 2 - l W a B - ^ a g 

-oo 

(2.26) 

where we have assumed a normalized Gaussian for the distribution of levels. Carrying 
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out the integral, 

41n(2) 
r 2 

1 inh 

(uag-UC

ag)' 

^ag — W — u ag) 
— o o 

a g , inh 

181n(2) 2 

+ 7 f 2 ^ A a w + l a e j /\/81n(2) 

\ a g , inh 

(2.27) 

where A a a , = cuag — cu and the function D _ a (2) is called the parabolic cylinder function. 

For more details of the derivation, see Appendix A (Section A.1.5, page 175). 

2.3.2 Susceptibility X^ \ Permittivity e, and the Refractive Index n 

Inserting the linear polarization, Equation (2.23), into the wave equation, along with the 

definition fi0 — l / (e c c 2 ) , the linear wave equation becomes 

2 2 

V x V x E ( W ; r ) ^ ( l + X$R + X(1) (-u,u; r ) ) • E (a;; t) = • E (yj; r ) , 

(2.28) 

which provides the definition of e . We only include a finite range of states in our 

resonant approximation to X^ \ and the remaining contributions are taken care of by 

X^]

R. In GaAs, 1 + X„R ~ 12.4 [49]. 
^ ( i ) - {1) 

For GaAs, since X is a symmetrical tensor, so is e [8, Chapter 5 & Appendix 
^ i ) 

3j. This means that principal axes can be found where e is diagonal. Furthermore, 

for cubic (GaAs) or isotropic materials the components ea are all the same and the 

determinant reduces to the more familiar equation 

n = V e . • (2.29) 

In the next section, we will relate these results to the absorption coefficient, a ab s. 
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2.3.3 Linear Absorp t ion 

From the solution to the wave equation, the imaginary part of the refractive index leads 

to an exponential rise or decay, depending on whether nim is negative or positive. Beer's 

law relates the exponential coefficient, ctabs, to the intensity of the wave, through 

dl/dd = - a a b s / - / = I0e~a*bsd • (2.30) 

The intensity of the wave is given by the cycle average of the electric field [8, page 23], 

=l-e0cnRe{u) | E M | 2 = \e0cn^{uj) \E(u)\2 e~ 2 ( w / c ) n*™ . (2.31) 

Relating these two, the absorption coefficient is defined as 

to to w I m l ^ ( 1 ) ) 
aahs = 2-nlm = 2-Im{y/l}~ 7==T=T > ( 2 - 3 2 ) 

c c c -v/JRe |e| 
where the equation on the right is a valid approximation when absorption is small (nim <C 

^_<i) ^ - 1 . ( 1 ) 

n^e). Note that the imaginary part of e is contained entirely in the expression for X , 

so that Im(e" }̂ — I m j X * ^}. 

2.4 E x c i t o n i c S ta tes 

To this point, the connection between the form of the susceptibility terms and the free 

carrier or excitonic particles present in the semiconductor wells has not been made ex

plicitly. This connection will be outlined here, before moving on to a discussion of the 

third-order susceptibility. 

The excitonic states consist of a series of hydrogenic-like bound states (IS, 2S, ...) 

along with a continuum of free electron-hole pairs, with electrons in the conduction band 

and holes in the valence band [8]. The excitonic ground state corresponds to the IS 

exciton state while the crystal ground state, with an electron in the valence band and no 

hole, corresponds to the ground state of the susceptibility terms. 

The electric dipole approximation, which assumes the photon has zero momentum, 

connects these states through the previously outlined dipole moment terms: e • t-iJiJf = 
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(ipf \ q e • r^l tpi). In this expression, ipt represents the ground state of the semiconductor 

and ipf represents excited states corresponding to one extra hole in a valence band and 

one extra electron in the conduction band. The states in the valence band have two 

spins: ± 3 / 2 (heavy hole states) or ± 1 / 2 (light hole states), while the electrons in the 

conduction band have ± 1 / 2 spin (in units of h). To a good approximation the valence 

band states in GaAs are derived from p-orbital atomic states and the conduction band 

states are derived from s-orbital atomic states. The dipole selection rules therefore imply 

that photons can only excite the spatially symmetric 'singlet' states of the excitons in 

which the electron and hole spins are anti-symmetric [2, page 230]. Since the photons 

impart a spin of ± 1 to the particles, the singlet exciton states have a total spin of ± 1. 

Spin flip forbidden 'triplet' states also exist, with parallel electron and hole spins ( ± 2 

total exciton spin). The triplet states can not be directly dipole-excited, but they do 

offer a dephasing mechanism (spin flip) for the singlet transition. 

A l l of this means that the relevant states that need to be included in the resonant sus

ceptibility terms are the IS, 2S, ... , and the continuum, or exciton scattering states, with 

± 1 spin. Since the electric dipole approximation implies that the photon momentum is 

zero this also means that stationary excitons are excited, with center-of-mass wavevector 

K = 0. The absorption coefficient evaluated using this exciton basis in a quantum well 

is [8, Ch. 8 & 9] 

2{q/mey 
a a b s t ^ J ^ \ P j I2 - I m { _ ^ _ _ } , (2.33) 

where j is the sum over the exciton states (IS, 2S, ... , continuum), Eg is the bandgap 

energy, Ej is the energy of the jth exciton state, and |pj | 2 is the square of the magnitude of 

the dipole moment term for the jth exciton state. VQW is the quantum well volume. This 

expression looks similar to the susceptibility expression derived earlier (Equation (2.25)), 

in the limit ctj = 1, but the constants out front are different. The electric-dipole (fi) and 

electric-current (p) operators in the expressions are related by [8, page 108] 
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By directly comparing the two expressions it is possible to, effectively, determine the 

appropriate density N to use when applying the generic susceptibility expressions to 

our semiconductor quantum wells. By comparing Equations (2.24) & (2.32) with Equa

tion (2.33), we see that, effectively, 

N = p - . (2.35) 
VQW 

«—»(3) --(3) 
2.5 T h e T h i r d O r d e r S u s c e p t i b i l i t y , X , a n d P o l a r i z a t i o n , P 

Using Equation (2.1) the third order polarization is 

+ o o + o o + o o 

PJ£\t; ?) = e0 J dwi J dw2 J dui3 xf^^-u^u^^.u)^ T) 
— o o — o o — o o 

x EPl{ui\t)Ep2{u2] f)E03(u}3\ t) exp {-iu^t} (2.36) 

where = ui + LO2 + w3. 

The third order susceptibility, derived from Equations (2.10) & (2.13), contains 4! = 

24 distinct terms. Different terms are typically associated with named phenomena such as 

third harmonic generation, the intensity dependent refractive index, Raman scattering, 
^.(3) 

four-wave mixing, etc. The full 24 term expansion for X , including the dephasing 

components and power law exponents can be easily generated using 

X % I 8 2 B , (-^s;^,^,^; r ) = 6 3 , ^ 3 , 2 7 R

 SY,P°W 
° X 

00 01 01 03 
VxJ). ^JXJ2 ^J2Ji ^Jsx 

+ 

-uv-iTjlX)ajlX (uj2X -co2-u3- iTj2X)aj2X 

01 00 02 03 

VxJx fJ'J1J2 f^JiJa ^J3x 

(UJ3X - 003 - iTj3X)aj*> 

+ + iVJlx)aj^ (uj2X - L O 2 - U 3 - i ? J 2 x ) a j 2 X 

..02 01 00 03 

M x J j fJ-J1J2 A i J 2 J 3 ^J3x 

{Ujzx - ^3 - i F j 3 x ) a j 3 X 

{^JIX + u2 + irJlx)Qj*x (uj2X + ui + uj2 + iTj2X)aj2X 

03 01 02 00 

M x J i M J 1 J 2 ^ J 2 J 3 I^Jsx 

- w 3 - iTj3X)aj3X 

(uJlX + u3 + iTJlX)ajlX (uj2X + ui + u3 + iTj2X)aj2X (uj3X + w s + iTj3X)aj3X J 

(2.37) 
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A A 
23 12 

V Sample 

Figure 2.1: Schematic illustration of four-wave mixing. For the two pulse four-wave 
mixing geometry, T23 = 0. 

where the symmetry operator S indicates that the pairs (B1}u>i), ($2,^2), and (/33, c 3̂) 

are to be permuted through each term [generating 6 terms from each of the 4 terms in 

Equation (2.37)]. A l l 24 terms are enumerated in Table A.2 (page 171). At this point, 

to examine which terms are significant requires looking at the specific process under 

consideration — in this case two-pulse four-wave mixing. 

^ ( 3 ) 

2.5.1 Two-Pulse, Degenerate Four-Wave Mixing - A Special Case of X 

Four-wave mixing is a third order sum-difference frequency effect. The usual four-wave 

mixing case consists of three "strong" input fields that, through the third-order sus-
^ ( 3 ) - ^ ( 3 ) 

ceptibility X , generate a relatively weak third-order polarization P that radiates 

fields that can be detected outside the sample. From the general nth order polarization, 

Equation (2.1), the general third order polarization is given by 

where each of the three electric field terms is given by the sum of field terms in Equa

tion (2.6). 

In this work we are concerned with the case where there are two independent pulses 

that provide the three strong driving fields (see Figure 2.1). The total driving field can 

X 
. ( 3 ) Resonant 

( - W E ; U J I ; u 2 ; O J 3 ; T) 

—00 

x Ep3 (CJ 3; t) Ef32 (CJ 2; r*) EBl {toi, t) exp {-iutf} , (2.38) 
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then be written as 

= - e i ^ i ( w - w p ; r ) e V / 

+ e 3 £; 3 (w - up; r ) e V J + c.c. 

(2.39) 

a special case of Equation (2.6). Substituting this field equation into Equation (2.38) 

results in 4 3 = 64 terms in the third-order polarization, for each susceptibility term. 

Of these 64 terms there are six that give rise to electric fields that propagate in two 

in physically separate directions from the strong, transmitted input fields (ki and k 3 ) , as 

shown in Figure 2.1. For the two-pulse four-wave mixing case discussed above, the third-

order polarization terms corresponding to fields propagating in these background-free 

directions are given by 

Rigorously, one would insert the linear and nonlinear polarization terms into Maxwell's 

equations, and solve for the fields radiated by this third-order polarization source in a 

self-consistent fashion. This is an intractable problem in our case, where the calculation 

of the third-order polarization alone is very computationally intensive. If we considered 

the case of a single quantum well, the z-dependence would fall out because the quantum 

well would essentially act as a thin, delta-function like sheet of polarization with well-

defined in-plane momentum. In the realistic case where there are a series of quantum 

forward "background-free" directions, three in the 2ki — k 3 direction and three in the 

2k 3 — ki direction. These are called background-free directions because they propagate 

p % r ) ^ / / / ^Resonant ( " ^ i ^U^2l ^ Z ) exp -iu^t 

—oo 
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wells, and where the fields vary slowly in the z-direction, the third order radiated field will 

be due to a superposition from all of these sheets of dipole radiators. For the purposes 

of the simulations done in the remainder of this thesis, we are not concerned with the 

absolute magnitude of the radiated fields, but rather how they depend on frequency and 

the time delay between pulses. The net effect of summing all of the separate quantum 

well contributions will not vary significantly with time delay or frequency over the range 

of parameters considered here, so we continue from here assuming there is a single quan

tum well in the sample. This removes any spatial dependence from all of the following 

equations. 

A l l six of the terms n Equation (2.40) contribute to the two-pulse degenerate four-wave 
_>.(3) 

mixing polarization P (cop), that oscillates at the common carrier frequency uop. Since 

the pulses propagate in two physically separate directions, it is sufficient to consider 

one of the directions knowing that, due to the symmetry of the susceptibility under 

changes of the indices tOi, the other direction leads to the same solution. Similarly, the 

three terms propagating in one of the two background-free directions simply correspond 

to the three resonant susceptibilities X (—uop;oop,cop, —oop), X (—cop;up, —uop,cop), and 

X (—oop; —cop,up,up) all of which lead to identical results, although the specific terms 

which are resonant in the susceptibility change. ' We can thus consider the solution of 

only one of the driving field terms in the polarization in Equation (2.40), with the other 

terms contributing a factor of three (3) to the final solution. 

To identify the resonant susceptibility terms in Equation (2.37), we start by substi-
^ ( 3 ) 

tuting u>i = uo2 — w, 003 = —00, and 00% = 00 into the full 24 term expansion of X in 

Equation (2.37). If we assume only the ground state is occupied in equilibrium, then 

x = g only. In this case, due to dipole selection rules, the levels J\ &; J2 must correspond 

to single particle (exciton) states, with ujig ~ u>j3g ~ 00. The J2 level value may take 

on two values, that of the ground state uij2g ~ 0 or that of a double particle (biexciton) 

state (ooj2g ~ 2io). 

An example of how to identify which of the first 6 of the 24 third order terms are 
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Table 2.1: Examples of selection of D F W M resonant terms. Shown are the first six 
terms in the 24 term expansion of X . The numerical values on the right side of the 
numerator correspond to the 8 subscripts and are used to identify each term. For D F W M , 
UJI = U2 — coz — CJ, CJ3 = —CJ, Ji fa J 3 fa cu and J 2 ~ 0 or 2co. The full expansion is given 
in Table A.3 (page 173). 

Term JI J2 J3 
Type 

I'Ul'bj'-l (0123) Single Ground 
(Cjjig - CO) (LJj2g) (Cjj3g + UJ) 

Single Ground 

Ulu ft (0213) 
Single Ground 

(CJJ19 - CJ) (0Jj2g) (Cjj3g + UJ) 
Single Ground 

. / ' ) ; , , ( 0 1 3 2 ) 
Single Ground Single Single 

[CJJig - CO) (CJj2g) (Uj3g - CJ) 
Single Ground Single Single 

A \ AJ2 AJ3 H%g (0231) Single Ground Single Single 
{CJJIG - CO) (Uj2g) (Uj3g ~ CO) 

Single Ground Single Single 

A fa, f%9 (0312) Single Double Single Double 
(LJJi9 - co) (uj2g - 2u) (uj3g - co) 

Single Double Single Double 

/'S, hth h%.h h%, (0321) 
Single Double Single Double 

(wj,, - a;) [cjj2q - 2co) (coj3q - CJ) 
Single Double Single Double 

resonant is given in Table 2.1. The first two terms only have two of the three denominator 

terms resonant and so are rejected, while the last four have all three denominator terms 

resonant. There are eight resonant terms for degenerate four-wave mixing (DFWM) but 

only four distinguishable terms, since terms due to the permutation of the pairs (Pi,ui) 

and ( /?2,^2) are indistinguishable in the two-pulse geometry. The solutions for each of 

the four distinguishable terms will be shown next. The first one will be shown in more 

detail than the other three to clearly illustrate the methodology. 

2.5.2 D F W M - Single (Exciton) & Double (Biexciton) Level Solutions 

The four distinguishable resonant terms in the D F W M susceptibility can be split into two 

sets of two categories. The first set, which will be called ^single level' terms, correspond 
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to the third-order excitation of excitonic states in the quantum wells. The second set, 

called 'double level' terms, correspond to the third-order excitation of biexciton or two-

free-exciton states in the quantum wells. The first category, referred to as "A" terms, 

exist at positive delays (r) between the two excitation pulses. The second category, called 

"B" terms, exist only for delays on the order of the excitation pulse duration (for single 

levels) or at negative delays (for double levels). 

2.5.2.1 Single Level, "A", (3201 & 3102) Terms 

The derivation given below uses the '3102' term, which is equivalent to the '3201' terms 

for degenerate four-wave mixing. This derivation is based on the expression for the third 

order susceptibility (Equation (2.37)) and polarization (Equation (2.36)). 

From Equation (2.37), the 3102 term of the third order susceptibility is given by 

A / S o f t ( - ^ ; w i ; w 2 ; w 3 ) = eo3ltfVQW Po(9) 

x / ^ g q Val l^gc l^cg ^ 41 ) 

(ujag + u3 + iTag)aa9(U3 + o;i + iTgg)(ucg -L02- iTcg)ac9 ' 

Inserting this susceptibility into the expression for the polarization, Equation (2.38), 

the integrals are evaluated in the following manner. The integral evaluated at each 

stage is the one corresponding to the susceptibility denominator term which contains the 

frequency component Uj in only that term. Using the time response function derived 

earlier (Equation (2.18)) the product X^\LOJ)G{UJJ)^ is converted to the time domain by 

taking the Fourier transforms (where the pulse shape is indicated by g(tj)), noting that 

the result is a convolution between the two functions. The order of integrations is u>2, 

ui, and UJ3 for this susceptibility term. Calling these three integrals I2, h, and I3, the 

t To prevent confusion between the exponential symbol and the electric field time envelope e(t) 
corresponding to the frequency field profile E(OJ), the symbols g(t) and G(ui) will be used from this 
point on. 
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results of this procedure are 

+00 

h = V2t(+i)°*» _ T2) j ^ t a x -% [<Ucg _ JP2) _ lVcg] t c (< _ ^ _ ^ 
T{acg) J 0 

+00 
(2.42) 

h = ( - i ) e-^V ~ Tl) y d t ' e + ^ ^ + ^ + ^ ^ ' ^ ^ - n - O . (2-43) 

and 

r(a, 
j H = v ^ H A 9

 e+iu$(t + r 3 - f) 

J dta C 9 " 1 e + ' ^ a 9 ~ ^ + ^ t a m (t + r 3 - t ' - ta) . (2.44) 

a-gj 
+00 

X 

0 

The a, c indices denote the sum over different single level (exciton) states. Note that in 

the h integral, a— I and that T (1) = 0! = 1. In the I3 integral the exp(-Hw3£') factor 

from the Ii integral is carried over into the J 3 integral. Combining these results gives the 

general P^ 3102(£, r) homogeneous polarization, 

^ o ? 3 i 0 2 ^ r) = 1

 Po{g) (2TT)v/2T e " ^ " *i) " " r2) + + r3) 

r ( - i ) a - s ( _ j ) (+z)«c 9 

X > < — 1 I/P3 ..Pi ..PO ,,P2 
+00 

X 

0 
+00 

X 

0 
+00 

X 

Jdh C 9 " 1 [ ( W c 9 " ^ ~ ^ h 5 / 3 2 ( t ~ ^ ~ ^ 

0 

r 3 = 0; 

wf = w p 

(2-45) 

where T\ — r 2 = r and r 3 = 0 due to the fact that we use 2 distinct pulses, not 3, 

and because only the relative arrival time between the pulses is relevant. Thus, for the 
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two-pulse degenerate four-wave mixing case, 

p(3) (t T) - H n (a) (2TT)V2^ E

+ I U J P ^ ~ 2 R ) 

rPo, Single, A\l> T) - 3| ^ 3 yQW P°^l e 

x y fH) a"(-0(+0^ ^ ft A A 

... (2-46) 
x 

o 

/ dt2 tf9'1 e~l ~ ^ ~ lV<*} *2 g ^ t -T-t2) 
0 

x / dtx e~r99^ gPl(t - r - h ) gfh(t - t i - t3) \ . 
0 J 

The factor of two appears in the numerator because the '3102' and '3201' terms are 

indistinguishable once the limits are evaluated, while the factor of three in the numerator 

results from the three field terms that lead to identical solutions, as discussed earlier. The 

t\ integral is the convolution of the pulse envelope with itself, damped by the ground-

ground state dephasing rate. Since this rate is typically much slower than any other time 

scale in the problem (the population decay time is ~ 1-2 ns), this factor is usually taken 

in the limit as Tgg —> 0. The explicit forms of these integrals are given in Table A . l 

(page 169). 

To retrieve the more often used "delta-function excitation" case, the limiting opera

tions c*i —» 1 and g(t) —> 8(t) are applied to Equation (2.46), resulting in 

^ o ! « c n : Single, A M = ^fy^ Poti) V*)^ H ) " ^ 

x E P% Pic Pel e ~ l [ U c 9 ~ %Tc9] { t ~ T ) e + t [UJa9 + l T a g ] T e ~ V g g ^ ~ T ) • (2-47) 
a, c 

The Heaviside step functions H(t — r) and H(r), being zero for negative arguments and 

one for positive arguments, mean that polarization signals from these terms exist only 

for positive delay times and for times, t, after the second pulse has interacted with the 

sample [24-26,32]. 
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2.5.2.2 Single Level, "B", (0132 & 0231) Terms 

The 0132 susceptibility term is given by 

,,Po ,,Pi ,3i 
x ^ g c Peg Pga Pag ,^ ^ 

(ucg - ui - LU2 - u3 + iVCG)AC9(-UJ2 -0J3 + iTgg)(uag -L02- iTAG)AA9 ' 

By inserting this into the polarization expression (Equation (2.38)) and converting the 

three integrals into the time domain in the same manner as before, the general expression 

for the Ppf 0132(t, T) term is found to be 

ŜOKHC*. r) = 3, Po(g) (27^ e-^iit ~n)- ^^(t - r 2) + «4(t + r 3) 

ĉ 1 T ( « a 9 ) T(CC9) foe Peg Uga Hag 
+ 0 0 

X 

0 
+ 0 0 

x 
0 

+ 0 0 

x 
0 

0 

7°dt2 t 2
a 9 _ 1 e - * K^s _ 2̂) - * ra f f] *2 

0 

0 

x 903(t + r 3 - t i - t3) gp2(t-T2-ti-t2- £ 3 ) } 

n,T2 = r; T3 = 0; 

uf = ^ (2.49) 

or. 

ŝingle, B(*> r) = 3, J Po(g) (2n)V^ e+M* - 2r) 
X } { - L± 1 nPo u01 ,,03 ,.02 

to I T(aag) T(acg) Pac^cgfgafag 
-\-oo 

x / dt2 ta

2

a9~l e+i i(U-9 ~ up) + iTag] t2 

0 
- f " 0 O 

+ 0 0 

x 

(2.50) 

/ dt3 e-V99^ gp2(t - T - t 1 - t 2 - t 3 ) #33 ( i - t i - t3)\ 
0 J 
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Note that, similar to the Single A case, this expression also contains an integral (£3) that 

results in the same pulse autocorrelation times a pulse envelope function. As for the 

Single A case, the (^-function case is found by taking the limits cti —> 1, g(t) —> 8(t), and 

rgg —> 0. This process gives 

x E A A A A z~l [ U c 9 ~ i T c a ] { t ~ r ) e + l [ U a g ~ l T a g ] T e ~ T " T • (2-51) 
a, c 

Note that the conflicting Heaviside step functions mean that this term exists only at 

T = 0 and (£ — r) > 0 for the delta function pulse case. For finite length pulses, this term 

contributes only for |r | approximately less than the pulse duration [24-26,32]. 

2.5.2.3 Double Level, "A", (3012 & 3021) Terms 

The results for the 3012 term are shown here, beginning with the expression for its 

susceptibility, given by 

X f t W ( " " s i " i ; a ; 2 ; w 3 ) = ^ ^ V Q W P"(9) 

n03 ii00 ii01 II02 

Pga Pab PbcPcg (2 52) 
ag w 3 + iFag)aa9(ubg - C J 1 - U 2 - iTbg)ab9{uCg - u2 - iTcg)ac9 ' 

where the arbitrary labels a and c sum over the single levels states as before. The b label 

sums over the double level (biexciton) states. The expression for the polarization for the 
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P ^ 3 0 1 2 ( £ , T ) term is thus given by 

+oo 

X 

0 
+00 

X 

0 
+oo 

X 

0 

0 

Y dt2 t2

C9~l ^ ~~ ^ ~~ i F c ^ t 2 3ft( t - r 2 ~ h - t2) 
TI,T2 = r; r 3 = 0; 

(2.53) 

or, 

Pfl Double, A(*. r) = ^ j - Po(g) ( 2 T T ) e + ^ ( * " 2-) 

x E j ( - » ) " • • ( + » ) " * (+Q*» „ f e , A „ , 1 „ f l , 
3! ^ V Q w 

i l ^ l i i - - - — - r M S S ̂  M'bc MS T(aa5) T(abg) Y (O 
J atz t3 

x J ati h e 

J 012 ^2 

+oo 

X 

0 (2.54) 

o 

+oo 

X 

0 

The 5-function pulse limit is again taken by using —> 1 and g(t) —> £(£), resulting 

in the expression 

^ - f c n : Double, A M = 3, Po{9) ( 2 * ) ^ (+0 #(* " T) #(0) 

x ^ M * ^ 1 M g g - H K 9 + i r a f l ] t e-i [ubg - iTbg} (t - T) { 2 5 5 ) 

a, fe, c 

Note that the sum over c reduces to a sum over the dipole moment strengths. Alter

natively this can be looked at as the c sum being evaluated at zero, using H(0) = 1/2. 

The Heaviside step functions H(t) and H(t — r) mean that these signals are not directly 

dependent on the pulse delay, r. These terms generate signals at negative pulse delays as 
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well as positive delays, but for only real times, t, greater than the pulse delay. Since they 

are also restricted to exist for real times greater than zero only, the signals at positive 

delay times all start at the real time zero and decay from this point [24-26,32]. 

2.5.2.4 Double Level, "B", (0312 & 0321) Terms 

The final term to examine is the 0312 term, where the susceptibility term is given by 

,(3) - ^ 1 

QW 
„Bo , / s Bi p2 

fga fab fbc fcg 

(ujag - c u i - to? - u3 - iTag)aa9(ujbg - u2 - to\ - iTbg)ab9(ucg - cu2 - iTcg)a<:9 

(2.56) 

Again, a and c are sums over single level states, while b is a sum over the double level 

states. 

Integrating over the three u>i terms as before, the general third order polarization 

term P ^ 0 3 i 2 ( ^ r ) i s 

P£o3i2^r) = 3 [ ^ Po{g) (27r)v^F e ^ t - r ^ - t ^ t - r ^ + zulit + r,) 
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r 3 = 0; 

(2.57) 
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or, 
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Finally, the 5-function limit is taken once again (a; —»• 1 and g(t) —* 5(t)), giving 

P^S-fcn: Double, B ( * . = PO(9) ( 2 T T ) ^ ( - » ) H(t) H{-T) H(0) 

x £ A Pal Hfy-i ^ - ^ * e+* K " r _ ( 2 5 9 ) 

a,fe,c 

Similar to the "A" terms, the sum over the c states reduces to a sum over the dipole 

moment strengths or, alternatively, is only evaluated at H(0) — 1/2. The Heaviside step 

functions for the double level "B" terms are H(t) and H(—T). These restrictions mean 

that these terms interact only with the double level "A" terms. This results in a signal 

that shows biexciton beats in homogeneous time-integrated D F W M signals at negative 

pulse delay values [24-26,32]. 

2.5.3 D F W M — Inhomogeneous Broadening 

Inhomogeneous broadening has several effects on the measured D F W M signals. It is 

included here using the method outlined in Section 2.2. Examining the effect of this on the 

D F W M terms obtained in the delta-function pulse excitation limit, from Equation (2.22), 

F 2 

(3) ,3) (t - 2T)2 

P i n L , 5 - f c n ( * ^ ) ^ P h o m , 5 - f c n ( * ^ ) e 1 6 l n 2 , (2-60) 

assuming that the inhomogeneous broadening is the same for all the levels. This modifies 

the D F W M signal from one that exponentially decays in time after the second pulse leaves 
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Figure 2.2: Homogeneous vs Inhomogeneous F W M Signals. Schematic illustration of the 
D F W M signal in time, where r is the delay between the two pulses, for a single level 
(left) and two levels (right). The solid line indicates homogeneous broadening, which 
decays exponentially after the second pulse passes. The dashed line indicates inhomoge
neous broadening, which leads to a photon echo, or Gaussian peak, which 'samples' the 
homogeneous signal at t = 2r. 

the sample to one that has a Gaussian shaped peak, called a 'photon echo', centered at 

t = 2T. The width of the photon echo is proportional to the inverse of the inhomogeneous 

broadening width. This is schematically illustrated in Figure 2.2. 

The photon echo due to inhomogeneous broadening has an effect on both the mea

sured dephasing rates and the beat terms in the time-integrated signals. For single level 

excitation it is well known that the time-integrated intensity of the signal decays expo

nentially at twice the rate, with respect to r, in the inhomogeneous case (4r») than it 

does in the homogeneous case (2Fj). When two levels are excited, the coherent excitation 

pulses lead to an oscillating, exponentially decaying 'beat' signal in addition to the single 

level exponential decays. These beat signals decay at the sum of the decay rates for the 

individual levels, or twice this sum for inhomogeneous signals [24-26,32]. 

The disorder leading to inhomogeneous broadening which obscures fine details in 

linear absorption is thus not a barrier to obtaining information with the D F W M signals, 

where accurate measures of the dephasing rates and energy level separations (beats) can 

be obtained. 
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2.6 L i n e a r A b s o r p t i o n 

This section presents simulations that exhibit the features of the theoretical model im

portant for comparison to the experimental results. The linear absorption coefficient is 

simulated using the relations derived for the susceptibility (Equations (2.25) & (2.27)), 

permittivity (Equation (2.28)), and absorption coefficient (Equation (2.32)). The lin

ear absorption function is evaluated analytically - details can be found in Section A.2.1 

(page 182). The effects of dephasing and the power law exponent are presented first, and 

are followed with a comparison of homogeneous and inhomogeneous broadening. 

2.6.1 Power Law Exponent 

The resonant linear susceptibility is obtained by summing over the exciton levels and near 

edge continuum states in the system. The power law exponent broadens the absorption 

peaks on the high energy side, going from the case of a sharp exciton peak with ctj ~ 1 

towards a 2-D continuum step function with oij ~ 0. We use ctj ^ 0 to fit the main 

absorption threshold in the doped quantum wells, and to represent the continuum in all 

of the samples. 

Figure 2.3 shows the effect of varying the power law exponent for a single level. It 

shows the expected asymmetric broadening on the high energy side of the peak (positive 

energy values in the figure). The dephasing broadens, but does not shift the peak for De

values near 1. However, the peak shifts to higher energies for lower aj, and the threshold 

energy is in the middle of the low energy absorption edge for alpha values near zero. This 

is similar to that observed in quantum wells with excess electron doping [5,6]. 

Figure 2.4 illustrates how, in the case of an undoped quantum well, both a IS exciton 

(low energy level with « K 1 ) and continuum (higher lying level with a = 0.20) absorption 

lineshape can be simulated within the same theoretical formalism used to illustrate the 

case of doped quantum wells which was shown previously. The figure also shows how, 

by allowing the power law exponent to increase from zero, the Sommerfeld enhancement 

factor can also be simulated within this model. 
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Figure 2.3: Linear absorption and the effects of the power law exponent, ctj, from Equa
tions (2.27) & (2.32). The traces are normalized with respect to their peak value. Tj = 
1.0 p s _ 1 and FJ; i n h = 4.0 meV. . 

2.7 T w o - P u l s e D F W M T h e o r e t i c a l R e s u l t s 

After summarizing the formulae used to simulate the D F W M data, the main features of 

the simulations relevant to the D F W M experiments are discussed in the following order: 

• Homogeneous and inhomogeneous broadening 

• Comparison of the full solution and the delta-function pulse solution 

• Input laser pulse detuning effects 

• Nature of beat signals (Quantum beats vs Polarization beats) 

• Double (biexciton) levels - homogeneous & inhomogeneous broadening 

• Input beam polarization effects on the D F W M signals 

• Effects of varying the power law exponent 
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Figure 2.4: Homogeneous linear absorption for one discrete transition and a continuum 
state, from Equations (2.27) & (2.32). The power law exponents for the two energy levels, 
spaced 14.5 meV apart, are atj = 0.99 and 0.20, while the dephasing rates are Tj = 0.1 
and 2.5 p s - 1 for the lower and upper levels. i n h = 0.01 meV for both levels. 

2.7.1 Two Pulse D F W M — Full Combined Solution 

Combining the two pulse D F W M solutions from Equations (2.46), (2.50), (2.54), and 

(2.58) gives the following expression for the total third order polarization due to degen

erate four-wave mixing 
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(2.61) 

A n important point to note about this equation is the phase difference that occurs at 

positive times between the Single ' A ' term, (—i), and Double ' A ' term, (+i)AB9. This is 

directly responsible for the 180° phase shift that occurs between the double (biexciton) 

beats and the single (exciton) beats. This will be explored further during the discussion 

of the dependence of the D F W M signal on the input beam polarizations. 

Fgg is the ground-ground dephasing rate. The limit Tgg —> 0 is implicitly present 

in all the existing, published theoretical derivations that were found. The upper limit 

on this dephasing rate is the particle recombination time in the material, since these 

recombination processes will occur randomly. This leads to random phase changes and 

should affect Tgg on the same time scale as the recombination time. The recombination 

time in GaAs is on the order of 1-2 ns [2]. The laser pulses are on the order of 100 fs in 
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this work and 1 ps in earlier published D F W M experiments, and the D F W M dephasing 

processes are less than or on the order of a few tens of ps. Considering these time scales, 

it is a valid approximation to neglect Tgg. It should be noted, however, that a non-zero 

Tgg dephasing rate guarantees and improves the numerical convergence of the single level 

integrals that it affects. 

The regions over which the four different terms (Single - ' A ' , Single - ' B ' , Double 

- ' A ' , & Double - 'B') affect the solutions are shown in Figure 2.5, where the various 

solution regions that produce a homogeneous D F W M signal are shaded. A discussion 

of the differences between the homogeneous and inhomogeneous signals is made later in 

the chapter. Note the small excursions across the axes due to the finite pulse width, 

compared with the delta-function excitation limit discussed in Section 2.7.5, where these 

are absent. Since the terms are approximately equal in the regions where they overlap, 

their relative phases can drastically alter the final solution. This is shown in the bottom 

two contour plots, where the phase of the double level beats changes by 180° when both 

single and double ' A ' terms are combined. Double level beats also become visible at 

negative delay values, when both of the double level terms are included. 

2.7.2 Two Pulse D F W M — Delta-Function Excitation Solution 

The delta-function excitation formulae are summarized below and consist of simple oscil

latory terms with exponential decays. In the limits that a,- = 1 and Tgg —> 0, these match 

those found in the literature (Single or exciton levels: [24,25], and Double or biexciton 

systems: [26]). 
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Figure 2.5: Illustration of the solution regions of the four (homogeneous) D F W M terms, 
with contour plots of the simulated signals overlaying the shaded solution regions. 
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Single: x H(r) H(t - T) £ $ & e"« K> - ^ c 5 ] (* - r) 
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Double: 

A ' : 

B ' : (2.62) 
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' A ' : 
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2.7.3 Simulations and Simulation Approximations 

Approximations made in the numerical evaluation of Equation (2.61) were guided by the 

requirement that the resulting simulations must be able to account for: 

• General pulse shapes with varying pulse widths, pulse detuning, and input polar

ization. 

• Inclusion of the power law exponent with a continuous range of 0 < a < 1, a wide 

range of dephasing rates, and variable energy level spacings, which can vary for 

each individual level. 

• Simulation of both single level and double level terms, with the ability to vary the 

number and type of system levels, along with the polarization and dipole moment 

dependence of each level. 

• Inclusion of inhomogeneous broadening, and the ability to simulate time- and 

spectrally-integrated (TI-SI-), spectrally- resolved (SR-), and time-resolved (TR-) 

degenerate four-wave mixing (DFWM) signals. 
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The ability to treat finite pulse shapes puts the largest demands on the numerical 

implementation. The much simpler equations obtained in the delta-function excitation 

limit (Equation (2.62)) have often been used for semi-quantitative analysis of data, and 

for the phenomenological treatment of processes that are not easily included in the general 
_^(3) 

expressions for P . Examples include excitation induced dephasing, due to excitation 

of large numbers of particles, local field corrections, and fifth-order effects [44,45]. 

By maintaining the finite pulse duration in our simulations, it is possible to fit spectra 

at a variety of pulse detunings in order to substantially constrain the material parameters 

(relative oscillator strengths, dephasing rates, power law exponents) extracted from the 

experimental data. This is possible because the spectral width of the pulses is comparable 

to the energy level spacings and inhomogeneous broadening width in these samples: small 

changes in detuning yield large changes D F W M spectra. 

The numerical method chosen to implement Equation (2.61) is described in Ap

pendix A. It is based on a Gaussian-quadrature, orthogonal-polynomial expansion of the 

exponential decay and pulse envelope functions. The terms are then integrated along with 

the orthogonal-polynomials that the functions have been expanded into, using known, 

closed form solutions for the integral of these polynomials with singularities and oscil

latory factors. These methods were modified slightly, to account for the convolutions 

present in the integrals being evaluated in this work. 

The simulation program was written in Fortran 95. As well as the above mentioned 

features, it simulates both the homogeneous and inhomogeneous delta-function expres

sions given in Equation (2.62). In addition to the generation of time & spectrally-

integrated (TI-SI-), time-resolved (TR-), and spectrally-resolved (SR-) D F W M signals, 

it also has the capability to generate 'partially-spectrally integrated' signals, designed to 

simulate the finite resolution of the experimentally measured S R - D F W M signals. 

Several assumptions are applied to the theory to speed execution. The previously 

mentioned assumption that Fgg —> 0 is made, allowing the convolution integrals over the 

pulse shapes to be done analytically for the single level terms. The explicit expressions 
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for these are in Table A . l (page 169). Expressions for the pulse correlation integrals are 

in Table B . l (page 209) and the pulse shapes can be found in Table 3.3 (page 81). As will 

be mentioned in Chapter 3, the pulse shapes that most closely match our experimental 

pulses have hyperbolic secant profiles. 

Although this method works well for the 1-D integrals in the single level ' A ' terms, the 

other terms contain higher dimensional integrals (2- & 3-D) and evaluate too slowly to be 

useful computationally. For the single level ' B ' terms a delta-function like simplification 

was made in the dt' integral (tc « t — r) , which uncouples this integral from the dtc 

integral, making this again a product of two 1-D integrals times a pulse correlation 

integral depending only on ta. Investigations of the behaviour of the single level ' B ' 

solutions and comparison with the analytic delta-function pulse solutions indicates that 

the solution retains its expected behaviour: it exists only around r ~ 0, (t — r) > 0, and 

has a magnitude approximately equal to the single level ' A ' term at the same time and 

delay values where its magnitude peaks. 

For the double level (biexciton) ' A ' terms, the assumption tb ~ t — r is made in the 

pulse envelope involving tc, decoupling the three integrals. For the ' B ' terms ta ~ t is 

first made in the coupled pulse envelope expressions and then tb ~ —r is made in the 

pulse envelope involving tc. The numerical simulation then proceeds in a similar manner 

to the single level cases, except that the envelope function approach cannot be taken 

because of the presence of the double level (biexciton) singularity at tb = 0, from the 

t"b9~l term in Equation (2.61). 

Similar to the single level ' B ' terms the main effect is that, due to the decoupling 

of the integrals, a convolution is missed that would be expected to 'smear-out' features 

(beat terms) slightly in the solutions, decreasing their magnitude with respect to the 

uncoupled solutions implemented here. For the short pulses used in this work (~0.1ps) 

and the long beat times (~1.3ps) this will affect the strength of the oscillations only 

slightly. Again, the results of this have been tested and were compared to the delta-

function results to confirm that the simulations exhibited the expected behaviour: they 
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Figure 2.6: Homogeneous vs inhomogeneous D F W M signal simulation. The system 
consists of 2 single-level states 12.75 meV apart. The colinearly polarized 100 fs sech 
pulses are resonant with the lower state, ctj = 1, F^h — 4.19meV, the dipole moment 
strengths are equal, and the dephasing rates are 0.5 p s - 1 (lower state) and 1.5 p s - 1 (upper 
state). 

decrease the strength of the beat terms when compared to the delta-function results. 

Figure 2.5 on page 49 showed the general time-resolved (TR-) D F W M behaviour of each 

of these terms, along with the combined results for co-linear input polarization and both 

the single and double level terms. 

2.7.4 Homogeneous vs Inhomogeneous Broadening 

The differences between homogeneous and inhomogeneous single level systems are shown 

in Figure 2.6 for a system consisting of two single-level states. The main feature in this 

time and spectrally integrated signal simulation is that the inhomogeneously broadened 

signal decays at twice the rate that the homogeneous one does. 

To show more clearly the nature of the difference between the homogeneous and 

inhomogeneous broadening signals, time resolved (TR-) D F W M signals are shown in 
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Figure 2.7: Homogeneous (left) vs inhomogeneous (right) T R - D F W M signal simulations. 
The system consists of 2 single level states, described in Figure 2.6. 

Figure 2.7. The contour plot on the left is the T R - D F W M homogeneous case and shows 

that the signal decays when the time is greater than the delay (r). In contrast, the TR-

D F W M inhomogeneous signals exists as a 'photon echo' pulse centered at t — 2r (the 

diagonal line in the picture). The beats between the two single-level states are visible in 

both the homogeneous and inhomogeneous cases, since the oscillations occur both in the 

delay (r) and time (t — r) directions. 

2.7.5 General D F W M Results versus Delta-Function Pulse Results 

The importance of including the pulse shape in D F W M signal simulations is highlighted 

in Figure 2.8, which presents a comparison between delta-function excitation pulse results 

and full T I - D F W M simulations with varying pulse width. The system simulated consists 

of an inhomogeneously broadened system of two excited levels (corresponding to a 1S-2S 

exciton system). 

The delta-function excitation approach implicitly assumes that the exciting field 

strength is independent of frequency. As Figure 2.8 shows, the main effect of increasing 
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Figure 2.8: Inhomogeneous D F W M signal simulations - 5-function vs varying pulse 
width. The system has two excited levels, both with otj = 0.95 and F i n h = 4.2 meV. 
Tj = 0.5 p s - 1 for the lower level, while the upper level, 12.75 meV above the lower, has 
Tj = 1.5 p s - 1 . The pulses are resonant with the lower level. 

the pulse width is to decrease the modulation depth of the beats. When the pulses are 

larger than the beat period, they disappear entirely. In the frequency domain this corre

sponds to an increasingly narrow frequency excitation spectrum as the pulses get longer 

in time, so that eventually only one level is excited. 

The modulation depth of the beats is controlled by the relative amplitudes of the IS 

and 2S states excited by the pulses. This, in turn, is determined by the spectral width 

of the excitation pulses and the dipole moments of the two transitions. As shown below, 

knowing the pulse spectrum it is possible to measure the beat modulation depth as a 

function of laser detuning in order to accurately estimate the relative dipole moments of 

the two levels. This would be impossible in the delta-function limit of the simulations. 

The dephasing rates of faster decaying levels are also decreased by the delta-function 

approach, due to it's inherent inaccuracy at shorter delay times and partially by the 

over-estimation of the dipole-moment strength. 
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Figure 2.9: Inhomogeneous D F W M signal simulations - 5-function vs varying pulse 
width. The system has one continuum level, with ctj = 0.05, rinn = 4.2 meV, Tj = 
0.5 p s - 1 , and the pulses are resonant with the level. 

The delta-function approach's lack of ability to properly estimate the short time limit 

is shown in Figure 2.9, where three pulse widths are shown for a single, continuum state 

with a = 0.05. The main feature is a large peak (several orders of magnitude in size) 

that is independent of the dephasing rate. The peak gives a significant contribution to 

the signal for pulse delays within 3-4 pulse widths of zero delay. The delta function 

approach, by contrast, does not simulate this continuum effect or its interaction with the 

other states around zero delay. 

2.7.6 Pulse Detuning Effects 

In this section we qualitatively investigate the model predictions for the effect of pulse 

detuning (varying the central frequency of the laser pulse) on the-FWM response. Fig

ure 2.10 shows a series of F W M versus r plots, where the pulse detuning is taken with 

respect to the energy of the lowest energy state in the system. 
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Figure 2.10: Pulse detuning effects on 1S-2S D F W M signal simulations. The system 
simulated consists two excited (1S,2S exciton) states, 12.4 meV apart. Except for the 
pulse detuning away from the system reference (IS state) energy of 1619.82 meV, the 
parameters are the same as for Figures 2.6 and 2.7. 

As the pulse is detuned off of the IS resonance the signal decreases. The phase of 

the beats remains unchanged, but the modulation depth of the beats varies substantially. 

The modulation depth is largest when exciting closer to the 2S resonance because the 

oscillator strength of the 2S resonance is less than that of the IS resonance: The net 

polarization is therefore nearly equally distributed between the IS and 2S levels when 

the pulse preferentially excites the 2S level. 

2.7.7 Double Level Terms 

^ ( 3 ) 

Thus far in Section 2.7 we have implicitly used only one-photon resonant terms in X , 

because we have not included any higher lying state with energy close to 2u>. In our 

model, states with energy near 2cu can consist of either bound (biexciton) or unbound 

(two-free-exciton) states, with unbound states at exactly twice the energy of the single 
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Figure 2.11: Schematic comparison of single and double level systems. The single level 
system (a) is shown with IS and 2S exciton levels. The double level system is shown with 
two IS states and two-exciton states: a bound, or biexciton state and an unbound, or 
two-free-exciton state. The <r± symbols indicate the two circularly polarized components 
of the exciting light. 

(exciton) states. The biexciton level is reduced in energy from the two-free-exciton level 

by the biexciton binding energy. When dealing with two particle states it is convenient to 

use intrinsic angular momentum (or, spin) labels for all of the many states involved in the 

excitation. Figure 2.11 illustrates the relevant levels in a manner where the spin label of 

the states is implied by position along the horizontal axis. To assist with interpretation, 

the exciting light is resolved into its circularly polarized basis components, with spins of 

±h [50, page 515]. 

Figure 2.12 shows the simulated D F W M decay curves obtained when all of the levels 

shown in Figure 2.11 (b) are included. The homogeneous signal shows no visible sign of 

beating terms at positive delay, while the inhomogeneous signal shows a strong beat term. 

The phase of these beats are shifted by 180° as compared to the 1S-2S single-exciton 

beats shown previously in this section (Figure 2.10, for example). The homogeneous 

signal exhibits beats at negative pulse delay times. The beat period corresponds to the 

biexciton binding energy in both cases. 

To further illustrate the nature of these very different beats, the corresponding TR-
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Figure 2.12: Double level D F W M signal simulations. The system considered is shown in 
Figure 2.11 (b). Both homogeneous (solid) and inhomogeneous (dashed) signal simula
tions are shown. The parameters used are given in Figure 2.16 (on page 63). 

D F W M signal simulations are shown in Figure 2.13. The left contour plot shows the 

homogeneous case. The double level (biexciton) beats are clearly visible along the (t — r) 

axis, but they are averaged out of the time integrated signal. 

The case of inhomogeneous broadening (right contour plot) is dramatically different. 

The signal is only present during the 'photon echo', which peaks at t = 2r as it did 

for the single levels. This allows the oscillations to become visible in the time-resolved 

signal, as the 'photon echo' effectively samples the oscillating polarization seen in Fig

ure 2.13 (a) at positive delay times. Thus, somewhat counter-intuitively, inhomogeneous 

broadening renders beat terms easily visible in the T I - D F W M signals associated with 

two-photon resonant processes [25,26,32]. This provides a means of probing the nature 

of the biexciton state. To more completely understand the processes that contribute to 

these biexciton beats, it is useful to consider the effects of varying the exciting pulse 

polarization. 
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Figure 2.13: Contour plot, double-level D F W M signal simulations, with homogeneous (a) 
and inhomogeneous (b) broadening. The system simulated corresponds to Figure 2.11 
(b) and the D F W M simulations in Figure 2.12. 

2.7.8 Input Beam Polarization Effects 

The behaviour of the D F W M signal has a strong dependence on the input beam polariza

tions. As illustrated in Figure 2.14, co-circularly polarized (CCP) input beams lead only 

to single level (excitonic) systems, as the excitation of two-exciton states requires the 

presence of both left- and right-circularly polarized light. The black line in Figure 2.14 

(a) indicates the excited level under o+ excitation, while the grey lines indicate the levels 

that are not excited. Figure 2.14 (b) illustrates co-linearly polarized (CLP) input beams 

results in both the one-exciton and two-exciton states generating D F W M signals. For the 

cross-linearly polarized (XLP) input beam case, Figure 2.14 (c), the two-exciton states 

generate the detected D F W M signals [26,51,52]. 

For C L P input beams, both one-exciton and two-exciton states are excited, leading 

to a beating between the ground-to-one-exciton and one-exciton-to-two-exciton polar

izations, indicated by the solid lines and the dashed/dotted lines in Figure 2.14 (b), 

respectively. The phase of the ground-to-exciton and exciton-to-biexciton polarizations 
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Figure 2.14: Schematic illustration of the effects of input beam polarization on D F W M 
systems. The transitions contributing to the detected D F W M signal are connected with 
black arrows, with others being shown in grey. Three input pulse polarizations are 
illustrated in the Figure: (a) co-circular polarization (CCP), (b) co-linear polarization 
(CLP), and (c) cross- or orthogonal-linear polarization (XLP) . 

differ by 180°, which explains why the first maximum in the D F W M signal is delayed 

along the (t — r) axis in Figure 2.13 (a). Recall that this delay is responsible for the 180° 

phase shift of the beats in the inhomogeneously broadened systems. 

For X L P input pulses, it turns out that there is no net polarization due to the ground-

to-one-exciton transitions. Beats are, however, still observed. They correspond to in

terference between the one-exciton-to-two-free-exciton and the one-exciton-to-biexciton 

polarizations (dotted and dashed lines in Figures 2.14 (b-c), respectively). Since these are 

in-phase, the corresponding D F W M beats return to being in-phase with the excitation 

pulse [26,51,52]. 

Figures 2.15 and 2.16 summarize the effect of input polarization on the D F W M signals 

associated with two-exciton resonances. In Figure 2.15 the phase shift of the double level 

beats between C L P and X L P input polarizations is clearly seen, as is the lack of beats in 

the C C P case. Figure 2.16 shows homogeneous, time-resolved intensity contour plots for 

the three input polarization combinations. The C C P and C L P cases show similar results 

to those pictured previously, while the X L P case shows how the exclusively two-exciton 

beats shift back in phase with the input pulses in the absence of the ground-to-one-

exciton polarization. 
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Figure 2.15: Inhomogeneous D F W M signal simulations for CLP , CCP, & X L P input 
beam polarizations. The system considered is that illustrated in Figure 2.14 (a one-
exciton level, a biexciton level, and a two-free-exciton level). For all 3 levels ctj = 0.95 
and fij/fj,re{ = 1. The biexciton binding energy is set to 3.5 meV, while Tj = 0.1/0.44 p s - 1 

for the one/two-exciton levels, respectively. The 100 fs sech pulses are resonant with the 
one-exciton level, and r ; n n = 4.2 meV. 

2.7.9 The Power Law Exponent 

The effect of varying the power law exponent describing the non-Lorentzian nature of a 

single inhomogeneously broadened level is shown in Figure 2.17 (a). In some respects 

the curves in Figure 2.17 (a) are the F W M equivalents of the linear absorption spectra 

shown in Figure 2.3 (page 45). As the power law decreases towards zero, corresponding 

to a step-edge-continuum, the peak shifts towards zero delay, and the signal decays at 

a monotonically increasing rate. This "continuum peak" increases in magnitude relative 

to the longer decaying component as the power law exponent approaches zero, leaving a 

contribution only around zero pulse delay in the pure step-edge-continuum limit. 

The shift to zero delay, and the evolution to a fast and non-exponential decay as the 
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Figure 2.16: Contour plots of homogeneous D F W M signal simulations for CLP, C C P , & 
X L P input beam polarizations, including both one-exciton (1-X) and two-exciton (two-
free-exciton, X X / , and biexciton, biX) states. The system is the same as was used for 
Figure 2.15, illustrated schematically in Figure 2.14. 
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Figure 2.17: Inhomogeneous D F W M signal simulations with varying power law exponent, 
(a) consists of 1 single-particle state, while (b) shows the interaction of a discrete exciton 
state («i) with a second state that varies from discrete (QJ2 = 0.999, corresponding to 
regular 1S-2S exciton beating) to an idealized, "pure" continuum state (a = 0.01). For 
both plots, Ti = 0.5ps - 1 and r i n n = 4.2meV. For the lower plot, (b), T 2 = 1.5ps - 1 and 
AEit2 = 12.75meV. The 100fs sech input pulses have zero pulse detuning with respect 
to the lower level. 
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power law decreases from unity can be qualitatively understood as follows. As the power 

law decreases, the pulse is effectively exciting more and more "off-resonant" transitions 

that are all blue-shifted with respect to the excitation. As previously illustrated in Fig

ure 2.10 (page 57), the F W M response of a single inhomogeneously broadened level peaks 

near zero delay when far off-resonance, but peaks later when excited on-resonance. As the 

power law decreases, the large number of effectively blue-shifted resonances start to dom

inate the near-resonant transitions, shifting the peak to zero delay. The non-exponential 

and rapid decay of the signal reflects the destructive interference of a continuum of tran

sitions as manifested in the time-domain. If the continuum was described by a Gaussian, 

the dephasing in the time-domain would also be Gaussian-like (as in the case of inho

mogeneously broadened free-induction decay). The power law form of our frequency 

response function corresponds, rather, to a power law decay in the time-domain (ulti

mately associated with the power law time domain character of the time-time correlation 

function derived for the Fermi-edge singularity [3,53]). The short-time decay behaviour 

in Figure 2.17 (a) associated with smaller power law exponents is thus power law-like. 

We expect that the F W M signals from our doped samples might therefore be fit by curves 

such as those in Figure 2.17 (a). 

Even in the undoped sample, where the IS and 2S exciton states can be well described 

by simple Lorentzians, the power law response function is useful for phenomenologically 

simulating the contribution of exciton scattering states (or, equivalently, the Sommerfeld-

enhanced continuum). To illustrate how the enhanced continuum interacts with discrete 

levels, we next consider the case of a single Lorenzian and a second level, blue-shifted 

by 12.4 meV, that is described by the power law response function. As the power law 

exponent of the upper state is decreased from 1 to 0, Figure 2.17 (b) shows that the 

modulation depth of the beats decreases and the position of the first minimum shifts 

dramatically to longer delays. This is consistent with the D F W M expressions, where 

the decrease of the power law exponent towards zero causes up to a 90° phase shift in 

the term with the varying power law (Equation (2.61)). A peak appears at short time 



CHAPTER 2. Theory 66 

delays, increasing in relative magnitude and shifting to within one pulse width of zero 

delay as the power law exponent decreases toward zero. This is the "continuum peak" 

identified earlier in this section. Below it will be shown that a n a « 0.06 best describes 

the experimentally observed D F W M signals. The main contribution of the continuum is 

therefore to add a peak near zero delay. The relative importance of this peak depends 

on the detuning of the excitation pulse. 

This chapter has presented the linear and non-linear polarization model developed to 

simulate the experimental results described in the following chapters. The model incor

porates finite, realistic excitation pulse-shapes together with inhomogeneous broadening, 

exciton, and continuum contributions to both the linear and nonlinear susceptibilities. 

The usual Lorentzian resonances are generalized to power-law form in order to more eas

ily simulate the continuum in undoped samples, and the many-body influence of carriers 

in the case of doped samples, where the absorption threshold is theoretically expected to 

have a power law form. 



Chapter 3 

Samples & Experimental Techniques 

This chapter starts, in Section 3.1, with a discussion of the samples and sample prepara

tion. This is followed by a description of the technique used to study linear absorption in 

these samples (Section 3.2). Finally, a detailed description of the two-pulse degenerate 

four-wave mixing (DFWM) experimental technique that was used to examine some of 

the samples is described, in Section 3.3. 

3.1 S a m p l e s &; S a m p l e P r e p a r a t i o n 

The sample parameters are summarized in Tables 3.1 & 3.2. They each contain a series of 

50 - 5nm GaAs quantum wells with Alo.3Gao.7As barrier layers. This multiple quantum 

well stack is surrounded on both sides by thicker Alo.3Gao.7As barriers and GaAs cap 

layers. The samples were grown by Z. Wasilewski at the Institute for Microstructural 

Sciences, National Research Council of Canada (NRC), using the Molecular Beam Expi-

taxy (MBE) technique. They were prepared by S. A . Brown, who also studied the linear 

absorption through these samples. 

The doping in the barriers (as well as their thickness) was designed to provide as pure 

an electron gas in the wells as possible, formed due to the small ionization potential of 

the Si £-doped atoms in the barrier layer and the lower potential of the quantum wells 

attracting the freed electrons. The Si de/ta-doping in the barrier layers also minimizes 

the opportunity for donor atoms in the barrier to diffuse into the wells. As well, the 

51 <5-doping near the surfaces was designed to prevent electrons in the wells from being 

67 

http://Alo.3Gao.7As
http://Alo.3Gao.7As


CHAPTER 3. Samples & Experimental Techniques 68 

Table 3.1: Sample growth information for the Multiple Quantum Well (MQW) samples 
(50-5nm quantum wells). Barrier dopings are listed in Table 3.2. Layers are listed in 
the reverse order to which they were grown. Note that the barrier doping layers are twice 
as thick for the highest doped sample (1694) only. 

Material Dopant Concentration 
(cm - 3 ) 

Stop 
? 

Width 
(nm) Repeat 

GaAs 5 1 
Alo.3Gao.7As 30 1 
Si -S Si 1 x 10 1 2 Y 0 1 
Alo.3Gao.7As 160 1 
Alo.3Gao.7As 20 50 
Alo.3Gao.7As Si See Table 3.2 5/10 50 
Alo.3Gao.7As 15 50 
GaAs 5 50 
Alo.3Gao.7As 20 1 
Alo.3Gao.7As Si See Table 3.2 5/10 1 
Alo.3Gao.7As 175 1 
Si -5 Si 1 x 10 1 2 Y 0 1 
Alo.3Gao.7As 30 1 
GaAs 5 1 
AlAs 50 1 

removed by surface states, reducing the density variations from well-to-well [4]. These 

M Q W layers were lifted off their substrate and bonded to a glass slide, as described next. 

As shown in Table 3.1, there is a 50 nm AlAs layer underneath the. structure. As 

described in [5,54,55], the as-grown samples were coated with wax on the epitaxially 

grown side and then chemically etched using a hydrofluoric (HF) acid solution. The HF 

acts as an extremely selective etch in this system so that the AlAs layer is preferentially 

etched away, causing the M Q W layers to float free from their substrate. The thin layers 

are then attached to the substrates by Van der Waals bonding. 

3.2 L i n e a r A b s o r p t i o n E x p e r i m e n t s 

Quantitative linear absorption experiments were conducted on all samples by S. Brown 

[4,5], using a white light source and a Fourier Transform spectrometer (Bomem, model 

http://Alo.3Gao.7As
http://Alo.3Gao.7As
http://Alo.3Gao.7As
http://Alo.3Gao.7As
http://Alo.3Gao.7As
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Table 3.2: 2-dimensional electron gas concentration and corresponding barrier dopant 
layer concentrations for M Q W samples described in Table 3.1. Note that the barrier 
dopant layer for sample 1694 is twice the thickness of the others. 2-D Fermi Energies are 
calculated using the constant 2-D density of states for free carriers [1, page 141], Ep = 
nh2n,2D/'m*e = 0.368 289 78me1i/-?7,2D, with n2rj-in units of 1 0 1 0 c m - 2 and m* = 0.065 me. 
2-D well doping densities, n2.D, were verified by low temperature transport measurements 
at N R C [6]. 

Sample 2-D Well Doping, n2£> 
(cm - 2 ) 

Barrier Growth Doping 
(cm - 3 ) 

2-D Fermi Energy 
• (meV) 

1657 0 0 0.000 
1658 2.5 x 10 1 0 0.5 x 10 1 7 0.921 
1656 5 x 10 1 0 1 x 10 1 7 1.841 
1659 10 x 10 1 0 2 x 10 1 7 3.683 
1694 20 x 10 1 0 2 x 10 1 7 7.366 

DA-8). The samples were mounted in a constant flow cryostat (Janis Research Co., 

Model ST-4) to allow measurements at temperatures from 4.2 K (liquid helium) to 300 K 

(room temperature). The light source was p-polarized relative to the sample surface and 

incident on the sample near Brewster's angle''', where the reflectivity of the p-polarized 

light goes to zero. This was done in order to reduce Fabry-Perot interference effects 

by reducing the finesse of the multi-layer stack — as the reflectivity goes to zero, the 

difference between the maximum and minimum in the Fabry-Perot fringes also goes to 

zero [56, Chapters 14 & 23]. This technique also simplifies the extraction of absorption 

information from the transmission measurements. Transmission data was also collected 

on some of the samples using the four-wave mixing apparatus described in Section 3.3.5. 

The absorption spectrum between 625 nm and 885 nm (1984-1401 meV) is calculated 

from the transmission by considering the equation relating the normalized intensities of 

reflection (R) and transmission (T), and the fractional absorption (A): 

R + T + A = l. (3.1) 

t Brewster's angle for air-GaAs varies from QQ = 74.5° to 0B = 75.3° over the measured energy range 
(1.4-1.9.eV). From data in [49, pages 108-9]. 
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Figure 3.1: Schematic illustration of 2 pulse, degenerate four-wave mixing (DFWM). The 
two pulses impact on the sample in the directions and k 3 (solid & dashed lines). They 
have a relative time delay, r. Two four-wave mixing signals are generated (dotted lines), 
in the directions 2k x — k 3 and 2k 3 — k x . 

At Brewster's angle this reduces to 

A = l - T . (3.2) 

The absorption is often expressed in terms of 

A = (1 - exp{-aabsd}) , (3.3) 

where d is the thickness of the absorbing component of the material and aabs is the 

absorption coefficient (usually expressed in units of c m - 1 ) . Substituting Equation (3.3) 

into Equation (3.2) and solving for aabs gives 

aabsd = - In (T) . (3.4) 

The results of the experimental studies of white light transmission through the samples 

are presented in Section 4.1. 

3.3 N o n l i n e a r F o u r - W a v e M i x i n g E x p e r i m e n t s 

The four-wave mixing experiments were conducted in a degenerate, two pulse transmis

sion geometry, illustrated schematically in Figure 3.1. The term degenerate refers to the 

fact that the two laser pulses are derived from a common source, using a beam splitter. 

Two degenerate four-wave mixing signals (DFWM) are generated, in the directions 

2k x — k 3 and 2k 3 — k i . The signals in these two directions are basically the same, except 
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Figure 3.2: Major optical system sub-units (shaded areas) and general photon flow (ar
rows). 

that the time reference is inverted (r —> —r) and the D F W M polarization signals are 

proportional to E\E3 and E\E\, respectively. Due to this square-linear dependence of 

the generated D F W M polarization on the electric fields, the magnitude of the measured 

D F W M signals can be significantly different in the two directions. For example, if Ey > 

Es, then acquiring the signal in the 2k! — k 3 direction will give a larger measured D F W M 

A n overall view of the optical setup is shown in Figure 3.2. It consists of six main 

areas: the lasers and beam steering area, the pulse delay system, the autocorrelator, the 

input coupling area, the cryostat/sample area, and the detection area. Each of these will 

be discussed separately in the following sections. 

The entire D F W M system is monitored with software developed using Lab View 4.0 

from National Instruments. The command and control software consists of three main 

components that are described below in conjunction with the relevant apparatus. 

3.3.1 Lasers and Beam Steering System 

The laser used in this work is a Spectra-Physics Tsunami model 3960-S1S TkSapphire 

laser, pumped by a 7W Spectra-Physics BeamLok Argon ion (blue-green) laser. With 

this pump power from the Argon ion laser and the installed femtosecond (fs) optics, the 

signal. 
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Tsunami laser has a wavelength range of 735-820 nm. The laser produces pulses with a 

full-width at half-maximum (FWHM) of ~100fs, has an average beam power of about 

750 mW, vertical polarization (> 500:1), and a repetition rate of 82 MHz. 

The experimental setup for the laser and the beam steering system is shown in Fig

ure 3.3. As well as the TbSapphire laser, it contains a grating and two beam deflecting 

components, along with several mirrors and apertures. The grating is used to assist in 

tuning the laser wavelength as well as monitoring whether the laser is mode-locking (pro

ducing laser pulses) or is in a continuous-wave (CW) mode. It is mounted on a kinematic 

mount so that it can be inserted and removed from the system without needing to realign 

other components. Beam deflecting elements, on a kinematic mount near the grating, 

allow various components (mirrors, beam-splitters) to be inserted into the beam path if 

it is required to deflect the beam to other regions. 

Mirrors M3 &: M4 are used to align the laser beam through apertures A l &; A2, 

respectively. They also serve to raise the beam from the TbSapphire laser height to the 

height (165 mm, or 6.5 in) used by the rest of the D F W M system. Once the beam is 

aligned on apertures A l & A2 it enters the pulse-delay system, discussed next. 

3.3.2 Pulse Delay System 

The purpose of the pulse delay system is to split the beam path into two, delaying one of 

the pulses by a measurable time with respect to the other. This time delay was indicated 

by r in Figure 3.1. A schematic illustration of the pulse delay system is illustrated in 

Figure 3.4. 

The initial splitting of the incoming laser beam into two arms is done by the beam

splitter, BS2, which has a 52:48 splitting ratio for s-polarized light at 45° (52 ± 2) % trans

mission from 720-920nm, with an 800nm center wavelength). The first component in 

the fixed arm (dashed line in Figure 3.4) is the gold coated, three mirror retro-reflector 

(RR2). The reflected beam from this retro-reflector comes out parallel to the input beam, 

displaced by about 1 cm. It is mounted on three translation stages, two of which are used 
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Figure 3.3: Schematic illustration of driving laser and beam steering area. M1-M4 are 
25.4mm broadband mirrors (0.6-18pm), used to align the laser beam through the aper
tures A l & A2. The grating (flat, 1200 grooves/mm, blaze angle of 36° 52') assists in 
tuning the laser and monitoring whether it is mode-locked (producing pulses). BS1 is 
a 52:48 beam splitter used to deflect part of the beam to other optical systems on the 
table. Large circles are kinematic mounts. 
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Figure 3.4: Schematic illustration of pulse delay system. Components, discussed in text, 
are: 52:48 beam-splitter (BS2), gold coated retro-reflectors (RR1 & RR2), rotatable linear 
polarizers (PI & P2), rotatable 1/2 wave plate, mirrors (M5, M6, & M10), beam-splitter 
cube (BSCl) , beam blocker (BB), aperture (A3),and neutral density filters (ND1). The 
variable delay arm is indicated by a solid line, while the fixed delay arm is indicated by 
a dashed line. 
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for aligning the beam with the variable delay arm. The third translation stage offers 

manual control of the time delay, r. Moving the time delay stage by a distance d shifts 

r by 2d/c: for d — 1mm, AT = 6.67 ps. 

Mirror M6 is used to reflect the beam into the beam-splitter cube and is also used 

for long range alignment of the beams, as discussed in Section 3.3.4. The fixed delay 

arm beam then passes through the 1/2 wave plate (800 nm center wavelength, 100 nm 

bandwidth) and linear polarizer. This allows the linear beam polarization of the fixed 

delay arm to be rotated with respect to the vertical polarization of the variable delay arm. 

The rotating polarizer acts both to assist with the polarization adjustment and to help 

remove any unwanted, orthogonal polarization component. When intensity dependent 

measurements are conducted there are additional neutral density filters or glass slides in 

this arm, to compensate for the delay introduced by neutral density filters inserted into 

the variable delay arm. 

The first component in the variable delay arm is the retro-reflector (RR1), attached to 

the Mini-Shaker. The Mini-Shaker (Briiel & Kjaer, model 4810) is an extremely stable, 

single axis vibrator with a maximum displacement of 6 mm. It is mounted horizontally 

so that its central axis is 165.1 mm off the optical table. It is driven by a current source 

that is, in turn, driven with a sine wave from a function generator (usually at ~19Hz). 

The position sensor is a linear variable differential transducer (LVDT), with a nom

inal linear sensing range of ±2.50mm from its central position (Shaevitz Engineering, 

model 100 MHR) . This translates into a maximum nominal linear delay range of 33.1 ps. 

The L V D T is controlled by a LVM-110 series signal conditioner and the signal is mea

sured using a 12-bit A / D board. The L V D T and signal conditioner provide a signal of 

2.3611 V / m m , or 0.70784 V/ps for this system. The measured noise is approximately 

l m V , corresponding to a change in delay of 1.41 fs. Currently the L V D T and signal 

conditioner are operated over a range of ± 4.75 V, giving a delay range of 13.42 ps. Since 

the range of the 12-bit A / D board used for these L V D T measurements is ± 5 V the A / D 

board resolution of 2.44 mV is the limiting factor over this range. This corresponds to 
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changes in the pulse delay of 3.45 fs. The L V D T signal is acquired in conjunction with 

either the autocorrelation signal or the D F W M signal, to "mark" the appropriate delay, 

r, for each sample of the signal. 

After the retro-reflector, the variable delay arm beam passes through the rotatable 

linear polarizer P I . This polarizer, kept in the vertical position, helps to reduce remaining 

horizontal polarization components. The aperture A3 is used to help align the beam, 

along with apertures A l & A2. In addition, intensity dependent studies require the 

insertion of neutral density filters or glass slides into the beam path, as was discussed for 

the fixed delay arm. 

For both co-linear (CLP) and cross-linear (XLP) beam polarization configurations, 

the two arms of the interferometer are combined at the 10 mm beam-splitting cube, 

B S C l . It has a transmission of (45 ± 6 ) % for 700-1100 nm, with ± 5 % variation with 

wavelength, and is polarization insensitive to within 10%. The two beams are positioned 

at the same height and at opposite sides of the cube. Short range alignment is done 

at the exit of the beam-splitting cube and then at mirror M8 in the beam input area 

(Figure 3.10), by adjusting the fixed delay arm translation stage. The neutral density 

filters are placed after the beam splitting cube to adjust the intensities of both arms 

together. One of the two beams reflected from these filters is deflected towards mirror 

M i l (Figure 3.12) so.it can be coupled directly into the spectrometer, while the other 

is blocked by a beam dump. The second set of beams from the interferometer is sent 

towards the autocorrelator, discussed next. 

3.3.3 Autocorrelator 

The purpose of the autocorrelator is threefold: it provides the 'zero' delay position for 

D F W M measurements, it allows the laser pulse full-width half-maximum (FWHM) to 

be measured, and it provides a continuous indication of when the laser is mode-locked 

(producing pulses). These objectives are accomplished by taking the signals from the 

pulse delay system and focusing them on a nonlinear crystal. The resultant frequency 

http://so.it
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Figure 3.5: Diagram of the experimental setup of the second harmonic generation (SHG) 
autocorrelator which, along with the pulse delay system (Figure 3.4), is used to measure 
the zero delay position and pulse width of the laser pulses. 

doubled, or second harmonic generation (SHG), signal is then measured. The delay at 

which the SHG signal is a maximum corresponds to the pulses overlapping with each 

other; the corresponding L V D T level then corresponds to r = 0. The pulse F W H M can 

be obtained from a fit to the autocorrelator pulse shape, as discussed theoretically in 

Appendix B. If the laser loses its mode-locking and reverts to continuous-wave (CW) 

operation, the SHG signal is extinguished, making it a useful mode-lock monitor. 

The pulse autocorrelator components are illustrated in Figure 3.5. The 200 mm focal 

length lens focuses the light onto a LHO3 nonlinear crystal (0.5 mm thick, cut at 44.51°) in 

a Type I configuration (input beams are co-linearly polarized), and is optimized such that 

the second harmonic autocorrelation signal intensity is maximized. The intensity of the 

autocorrelated signal, as viewed on fluorescent paper, varies at twice the frequency of the 

shaker. This is due to the pulses overlapping in both the forward and reverse directions 

of the mirror as the shaker vibrates. The upconverted light, at twice the frequency of the 

laser light, propagates with the transmitted laser beams behind the nonlinear crystal. 

The unwanted infrared beams are blocked by a blue-UV bandpass filter (Newport BG40, 

> 50% transmission from 350-575 nm) inserted between the nonlinear crystal and the 

Si-PIN detector (455-UV, U D T Sensors, Inc.). The aperture (A4) is placed to allow only 

the autocorrelated signal through while blocking stray upconverted light in the system. 
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This stray light is mostly generated from the second harmonic of the individual input 

beams, even though these are far from being optimally phase matched. 

The autocorrelation signal is gathered by the data collection system together with 

the L V D T signal. The data collection system is written in National Instruments Lab-

View 4.0 software, with a 12-bit analog-to-digital (A/D) board (National Instruments 

model PCI-MIO-16E-1). Initial software development was done by Rong Zhu and then 

Dr. Paul Paddon. Extensive software modifications and calibration of the system was 

conducted by Dr. Jennifer Watson and the author. The autocorrelation and D F W M data 

acquisition software development was done in conjunction with the monochromator con

trol and data acquisition software system, whose details are described with the detector 

systems (Section 3.3.5). 

The data acquisition and signal averaging is done in real-time, allowing the raw and 

averaged signals to be monitored as the data is being acquired. This allows for the 

flexibility of halting the program if the signal averaging is better than expected, or if the 

acquisition process needs to be aborted. 

The data signals are acquired at 200kHz (At = 5 ps = 1 bin), with the L V D T and de

tector (autocorrelation or D F W M ) signal pairs acquired in series, 2.5 p,s apart. Although 

the board is capable of larger scan rates, this was found to be the maximum practical 

range before cross-talk between the data channels became too large. The L V D T and sig

nal conditioner are inductive, so there is a phase delay between the L V D T and detector 

signals, measured to be 1.175ms (235bins). There is also a delay of 1.875ms (375bins) 

between the trigger pulse and the two acquired signals. The number of scan points mea

sured (6250 bins, 31.25 ms) is greater than that needed for a single direction sweep of the 

shaker (5263bins, or 26.32ms at a 19Hz scan rate), in order to allow for the phase and 

zero corrections, as well as an extra safety factor for frequency variations in the ~19Hz 

driving frequency of the shaker. 

After acquisition, the software shifts both data sets to account for the zero position. 

Due to the signal.pairs being acquired in series, each L V D T signal point is averaged with 
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the previous data point in its array. Finally, the detector (autocorrelator or D F W M ) 

signal data set is shifted, to account for the phase shift between it and the L V D T signal. 

Once acquired, the data is binned according to the L V D T signal voltage values. Signal 

averaging is accomplished by specifying the number of scans, each of which has the 

data binned and averaged according to the L V D T (pulse delay) signal voltage values. 

Results of the current L V D T signal, current single-shot detector signal, and averaged 

detector signal can all be displayed as the program is running. The software acquires 

either autocorrelation (SHG) or D F W M signals using the same method, and the choice 

is software selectable. 

Due to the 12-bit resolution limitation in.the A / D board, the ± 5 V L V D T signal 

can only be acquired in increments of 2.44 mV, corresponding to delay increments of 

3.45 fs. This resolution can be increased by decreasing the travel range on the shaker and 

moving to a corresponding higher gain on the A / D board. Although useful for short delay 

studies such as interferometric studies, this is impractical for our experimental signals 

which require a larger range of delays to measure the D F W M signals adequately. The 

limiting factor in delay resolution at this point is thus the 12-bit A / D board, although 

this is not a difficulty for the signals currently being measured. 

The software also allows the flexibility to subtract a background signal from the data 

signal, as well as the option to select whether the data is acquired from forward or 

backward directions of the shaker motion. The limiting factor in this part of the data 

acquisition software appears to be a combination of the computer processing speed and 

software efficiency, which only allows 1/3 to 1/5 of all possible scans (~19 per second) 

to be acquired by the software, especially when the graphing options are selected. 

Once collected, the delay axis values (in ps) are stored in a data file along with the 

averaged detector signal (autocorrelation or D F W M ) values. A separate file contains the 

program parameters, along with the temperature and monochromator settings, if these 

options are selected. Software for these is described below, in Sections 3.3.4 and 3.3.5. 

Since the autocorrelation signal provides a measure of not only the pulse width, but 
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also the pulse delay zero point, it must be taken before any D F W M data is acquired 

in order that the delay axis for the D F W M data can be correctly adjusted. This is 

accomplished by a separate Lab View program, written for this purpose, which fits the 

data assuming a hyperbolic secant pulse profile. As described in more detail in Ap

pendix B, the autocorrelation SHG signal measured in this system is a pulse intensity 

autocorrelation, meaning 

Since this autocorrelation signal is symmetric regardless of the pulse shape, the peak 

represents the point at which the two pulses overlap with zero delay. To further analyze 

the pulse intensity autocorrelation and extract the pulse parameters, a pulse shape must 

be assumed [57, page B-4]. Typical choices are Gaussian, Lorentzian, and hyperbolic 

secant (sech) pulse profiles. The time and frequency profiles for these three pulses are 

shown in Table 3.3, while the pulse autocorrelation and pulse intensity autocorrelation 

solutions are shown in Table 3.4. 

Analysis of the SHG laser pulse data indicates that the sech pulse shape gave the best 

overall fit to the data over the measured range of central wavelengths (~750-780nm) and 

pulse widths (~90-130fs). This is also borne out by examination of semi-log plots, which 

indicates an exponential decay in the pulse wings. 

A typical fit from a SHG autocorrelation signal is shown in Figure 3.6. Pulse shape 

analysis, conducted with IgorPro (Wavemetrics, Inc.) routines, indicates that the peak 

position fits equally well (to within 0.01 fs) regardless of which pulse shape is chosen, 

even including fitting to sech or Lorentzian profiles. Unlike the peak position, the pulse 

F W H M is model dependent, varying by as much as 25-30% for various pulse shape 

choices. The autocorrelation signal shown in Figure 3.6 was acquired with a typical 100 

scans for signal averaging, with more averaging scans only being required for low pulse 

powers or cross-polarized input beams. 

(3.5) 

—oo 
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Table 3.3: Electric field (time & frequency) profiles for various pulse shapes. Shown are 
the Gaussian, hyperbolic secant, and Lorentzian pulse profiles [47,58,59, Maple 6]. The 
pulse shapes are normalized such that the integral over the pulse shape equals one, to 
allow for the proper behaviour in the delta-function pulse shape limit. Note that ot and 
a w are the intensity Full-Width Half-Maximum (FWHM) values, found by solving for 
g2 = 1/2 or G2 = 1/2 (from their peak value). 
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Table 3.4: 1st (pulse autocorrelation - Gl), & 2nd (intensity autocorrelation - GQ) 
correlation profiles for various pulse shapes. These are the "background free" correlations 
[59] corresponding to this co-linear, Type I autocorrelation configuration, as shown in 
Figure 3.5. The term at is specified in Table 3.3 for each pulse shape, r is the time delay 
between the pulses. Pulse autocorrelation profiles are derived due to their usefulness in 
the theoretical simulation expressions. 

eg 
General 

+ o o 

/ dt g(t)g(t - T) 
— o o 

+ o o 

/ dtg\t)g\t-r) 
— O O 

Gaussian 
at / a2

tr2 \ r y r exp{-0fr} 
( 2 T T ) 3 / 2 

Sech 
2at (atr) 4a 3 (atr) cosh (atr) — sinh (atr) 

Sech 
7T 2 sinh (atr) 7T 4 sinh 3 (atr) 

Lorentzian 
at 1 a 3 (20 + a?r 2) 

Lorentzian 
*,1 + {«ry {4*r M f ) T 

3.3.4 Cryostat &; Coupling Optics 

This section describes the cryostat, used to control the sample temperature in the range 

2 K to 300 K , as well as the optics used to couple the beams from the pulse delay sys

tem onto the sample and from the sample to the D F W M detection system. A n overall 

schematic of the cryostat, coupling optics, and associated support systems is shown in 

Figure 3.7. 

The input coupling optics are used for final beam alignment and then to focus the 

beam onto the sample. The output coupling optics allow for the measurement of time-

and spectrally- integrated D F W M signals (TI-SI-DFWM) and spectrally resolved D F W M 

signals (SR-DFWM). They also allow for transmission measurements through the sample 

and laser spectral profile measurements. The cryostat temperature is monitored and 

controlled by a temperature controller and heater system, which the data collection 

system is capable of monitoring. Also constructed as part of this work is the cryostat 
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Pulse Delay (ps) 

Figure 3.6: Typical second-harmonic generation signal from the pulse autocorre
lator, fit with hyperbolic secant (sech), Gaussian, and Lorentzian pulse profiles. 
The peak position is arbitrary, and the corresponding pulse F W H M fit values are 
(122.4 ± 0.1) fs, (150.7 ± 0.1) fs, and (123.9 ± 0.4) fs. The laser central frequency was 
1624.9meV (763.1 nm). This signal was averaged using 100 scans, with beam powers 
of 1.55 & 1.05 mW in the variable and fixed arms, respectively. 

manifold. Along with two roughing pumps, this is used both in cooling down the system 

and replenishing cryogenic liquids. The manifold assists in reducing the presence of water 

vapour in the system, which interferes with optical experiments. 

The Janis Research Co. model SVT-300 (BNCDT, option 2) cryostat is shown in 

cross-section in Figure 3.8. It is capable of using either liquid nitrogen (LN) or liquid 

helium (LHe) to obtain sample temperatures from ~ 2 K (with pumping) to 300 K. The 

samples are mounted on a copper plate which has a hole through it to allow for optical 

transmission experiments. The sample holder can be easily rotated or raised and lowered 

inside the cryostat. The entire cryostat is mounted in a frame attached to a translation 

stage to provide side-to-side motion. Combined with the raising and lowering shaft, this 

allows for experiments to be conducted over the entire sample without removing it from 
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Figure 3.7: Overall schematic of cryostat & coupling optics. Solid lines indicate light 
flow, dashed lines gas flow, and dotted lines are data paths. 

the laser beam focal plane or needing to change the optical axis. The cryostat mount 

base has a grid of tapped holes, used for mounting components. 

The cryostat contains two sets of heating coils and temperature sensors. One set 

is attached to the sample mount, just above the sample holder. The other is situated 

where the helium enters the sample chamber and is used to control the temperature of 

the gas in the chamber. The temperature is monitored and controlled by a Lakeshore 

model 330 autotuning temperature controller and a Lab View program designed to both 

measure and set the temperature. The temperature controller is capable of measuring 

both temperature sensors, but of controlling only one heater at a time. The temperature 

is controlled by varying the gas flow rate with the helium valve, and by passing current 

through the heater(s). This results in the helium or nitrogen gas being heated to the 

required temperature before entering the sample chamber and flowing past the sample. 

In addition, by using the cryostat manifold system shown in Figure 3.9, the rate at 

which gases exit the sample chamber can be varied, which also assists in stabilizing the 

temperature. For pressures greater than atmospheric pressure, this can be accomplished 

using the one-way valve (N 2) or by venting to atmosphere (He or N 2 ) . To stabilize the 

gas flow and to remove the possibility of condensates backstreaming into the sample 
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Figure 3.8: Cut-away view of Janis model SVT-300 (BCNDT, option 2) 5 liter cryostat. 
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Figure 3.9: Schematic of vacuum system manifold. Valves V1-V7 are V A T diaphragm 
valves. MSF is a molecular sieve filter. Thick lines indicate 25.4 mm I.D. pipe, while thin 
lines indicate 12.7 mm I.D. pipe. PRV is a pressure relief valve for the cryostat helium 
reservoir. 

chamber, the manifold and a roughing pump can be used. When using the roughing 

pump, the gas flow is regulated using valves V3 and V6. 

For higher temperatures, the temperature is stabilized by raising the temperature of 

both the helium gas and sample mount in sequence until both stabilize, with the gas 

being heated to the required temperature before it enters the sample chamber. In either 

case, the temperature of the gas flowing past the sample can be further controlled and 

stabilized by varying the rate at which gases exit the sample chamber using the cryostat 

manifold system, shown in Figure 3.9. This can be done by either using the one-way 

valve, for pressures greater than atmospheric pressure, or by pumping on the manifold 

using the roughing pump and valves (V3, V6) to control the flow rate. 
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The manifold system illustrated in Figure 3.9 was built to simplify the operation 

of the cryostat. It is imperative to control the vapour composition in both the helium 

reservoir and the sample chamber at all times while the cryostat is cooled. Failure to do 

so results in freezing of the He valve and/or the accumulation of opaque condensates on 

the cryostat windows. Both problems require the cryostat to be warmed and re-flushed 

before experiments can be resumed. The manifold was designed such that it never has 

to be removed for any of the standard operations, and it can be used with both liquid 

helium and liquid nitrogen. The manifold is attached to both the sample chamber and 

helium reservoir, and is capable of flushing these chambers with either dry He or N 2 gas, 

as well as pumping them out with the roughing pumps. The molecular sieve filter is used 

to prevent back-streaming of oil from the roughing pumps into the reservoir or sample 

chamber and is equipped with a separate vent so that this part of the system can be 

brought to atmospheric pressure independently from the rest of the manifold. 

The one-way valve can be used to control gas flow out of the sample chamber while 

preventing the atmosphere from entering the chamber, but only for pressures higher than 

atmosphere. A roughing pump can also be used for this purpose, instead of the one-way 

valve, connected to the manifold in place of the main roughing pump used for pumping 

out the system. Attached with plastic tubing to reduce vibration at the cryostat, its flow 

is controlled using valves V3 & V6. Compared to the one-way valve, the roughing pump 

allows finer control over the gas flow, can be used with cryostat gas pressures above and 

below atmospheric pressure, and allows frost-free operation over longer periods at cold 

temperatures, especially when liquid helium is used as the cryogenic fluid. 

A schematic of the beam input and sample areas is illustrated in Figure 3.10. The 

first two components, mirrors M8 & M9, are both mounted on kinematic mounts. With 

mirror M9 removed, mirror M8 is used to align the variable delay arm beam to the correct 

height off the optical table. Mirror M6 from the pulse delay system (Figure 3.4) is then 

used for long range alignment of the fixed delay arm. This consists of first doing a near 

alignment of the fixed delay beam to make it at the same height and distance from the 
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Figure 3.10: Schematic illustration of coupling optics. The solid line indicates the variable 
delay arm, while the dashed line indicates the fixed delay arm from the pulse delay system. 
For time- and spectrally- integrated signals (TI-SI-DFWM), PM1 is removed from the 
beam path. Dash-dot-dot lines indicate translation stage mount directions, while the 
large thin circles indicate kinematic mounts. 
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variable beam at mirror M8, and then at the optical table edge. This procedure is then 

repeated for the long range alignment at a distance of ~4-5 m. This ensures that the two 

beams are parallel and will focus to the same spot on the sample. 

Once mirror M9 is replaced, the beams are reflected through a removable, rotatable 

1/4 wave plate. The 1/4 wave plate (from CVI Laser Corp.) has a 15 mm diameter, with 

an 800 nm center wavelength and bandwidth of 100 nm. The 1/4 wave plate can change 

the polarization of both beams, from linear to circular, depending on its rotation. 

The beams then pass through a 185mm focal length lens, L I , that focuses them to 

the same spot on the sample. The lens is mounted on a two axis translation stage so 

that fine adjustments can be made to center the beams with respect to the optical axis 

and shift the focal plane within the sample. The beam powers are measured by inserting 

a power meter before or after the lens. A mount for a C C D camera was also designed 

for the system to view the sample from the output side and assist in a final alignment 

of the beams to confirm that the beams are optimally overlapped in the sample. If not, 

adjustments can be made with mirror M6 and the long range alignment re-checked after 

the adjustments, as described earlier. 

Once the beams pass through the sample there are four beams: two D F W M signal 

beams and the two original, now partially absorbed, laser beams. These are all collimated 

by the parabolic mirror (PM1) and sent to the spectrometer. The mirror is a 25.4 mm 

gold coated parabolic mirror with a focal length of 28.75 mm, 90° off-axis (57.5 mm from 

the center of the mirror to the focal point). The parabolic mirror is mounted on a two 

axis translation stage, used to collimate the diverging beams from the sample. It can be 

backed out of the optical path for the measurement of time- and spectrally- integrated 

D F W M signals or left in when spectrally-resolved D F W M signals are measured. 

The aperture A5 is used to block out unwanted beams from the optical path. It can 

be moved laterally to isolate one of the four beams. Once past the aperture, signals are 

reflected towards the spectrometer with a 50.8 mm diameter mirror, M12. Mirrors M12 

and M13 (also 50.8 mm dia.) are used to align the signal into the spectrometer. Mirror 
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M i l , on a kinematic mount, is inserted when spectra of the laser pulses are taken. Mirrors 

M i l & M10 (pulse delay system, Figure 3.4) are used to independently align the laser 

signal into the spectrometer so that M12 & M13 do not need to be moved once they are 

aligned. 

3.3.5 Detection System Area 

The detection system had to be capable of measuring four signal types: time- and 

spectrally-integrated (TI-SI-DFWM) signals, spectrally resolved (SR-DFWM) signals, 

laser pulse spectra, and transmission spectra. 

The time- and spectrally-integrated D F W M (TI-SI-DFWM) experimental configura

tion is illustrated in Figure 3.11. Parabolic mirror PM1 is moved completely out of the 

beam path, allowing both transmitted laser beams and both D F W M signals to expand 

out into the space behind the cryostat. The unwanted beams are blocked about 0.46 m 

(18 in) from the cryostat. The D F W M signal of interest is passed through aperture A6 

to reduce the background caused by the scattering of the transmitted laser beams, and is 

then centered on the detector (Dl) . The detector is mounted on a single axis translation 

stage to assist in optimizing the D F W M signal. It is a silicon-PIN detector (455-UV, 

U D T Sensors, Inc.), which was found to have adequate detection capability for these 

signals. 

The spectrally-resolved portion of the detection area is illustrated in Figure 3.12. 

Mirrors M12 & M13 are used to align the beams through apertures A7 & A8. For laser 

spectra, mirrors M10 & M i l from the pulse delay system and output coupling optics area 

are used to align the beam through A7 & A8, so that re-alignment of M12 & M13 is not 

necessary after these spectra are taken. Once aligned through the apertures, parabolic 

mirror PM2 (identical to PM1) is used to couple the light into the monochromator. To 

assist with this, PM2 is mounted on a two axis translation stage. The dual-grating 

monochromator (CVI Laser Corp., model DK-242) is controlled by Lab View programs 

using a serial port connection, After the monochromator is a silicon-PIN detector (D2), 
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Figure 3.11: Schematic illustration of TI-SI-DFWM signal detection. The transmitted, 
partially absorbed laser beams are indicated by the solid and dashed lines, while the 
two D F W M signals are indicated by the dotted lines. The thick solid line indicates the 
beam block and the dash-dot line indicates the optical axis. Detector D l is placed 0.46 m 
(18 in) from the cryostat. 

on a single axis translation stage to assist in optimizing the signal. 

The data acquisition of TI-SI-DFWM and S R - D F W M signals uses the same Lab View 

program as was discussed in the autocorrelator section. The D F W M signals are averaged 

according to the L V D T position sensor signals, and the zero delay position from the 

autocorrelation SHG signal is used to calculate an absolute pulse delay for these signals. 

Background signals are taken with the same number of signal averages as the D F W M 

signal, and the D F W M data files have the background level subtracted from the acquired 

signal averages. Background signals are acquired by using the fixed arm translation 

stage to separate the pulses by introducing a large time delay (>5mm, or >33ps). For 

spectrally-resolved signals, the monochromator settings are also written to the D F W M 

data acquisition parameter file, using one of the Lab View programs developed for the 

monochromator. The spectral position of the monochromator for S R - D F W M signals is 

set separately from the data acquisition program. 

A different program from the one described above is required to spectrally resolve 

D F W M signals at a fixed delay (r), measure the spectra of the laser pulses, or mea

sure the transmission spectra. A set of Lab View routines were developed to control the 
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Figure 3.12: Schematic illustration of S R - D F W M signal detection. 

monochromator and allow spectra to be acquired with it. The main Lab View program al

lows for the selection of various detectors, and scans over a specified range of wavelengths. 

It is capable of signal averaging a selectable number of data points at each wavelength, at 

a frequency that can be selected in the software. A separate graph window from the final 

display shows the data as it is acquired, to allow the scan to be aborted if necessary. A n 

option exists to fit the acquired data to a hyperbolic secant pulse profile, extracting the 

peak position and F W H M of the laser pulse. As with the D F W M programs, a separate 

document file accompanies each data file. This file contains the experimental settings as 

well as optionally reading the temperature, through the temperature controller connected 

to the cryostat. 

The detector selection routines, controllable from the main program, allow one to 

select and measure signals from different detectors. The Si-PIN detectors used in this 

experimental setup are included, as well as options to use a photomultiplier tube. The 

photomultiplier tube program allows for use of both higher signal levels as well as a 

photon counting mode, all selectable from the main program. As well, separate routines 

are available for setting and reading all the monochromator parameters, including delays 

for operations that require wait times before other monochromator operations can pro-
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ceed. Another routine, used in the D F W M data acquisition main program as well as the 

monochromator main program, reads in all the monochromator settings and writes them 

to a specified document file. 

The experimental system that has been discussed is used to extract information 

about both the laser pulses and D F W M signals, both spectrally-resolved and spectrally-

integrated. In the next chapter the results of experiments with these systems, linear and 

nonlinear (DFWM), will be discussed for both undoped and doped multiple quantum 

well samples. 



Chapter 4 

Experimental Results 

This Chapter presents and qualitatively discusses the experimental results of the linear 

and nonlinear degenerate four-wave mixing (DFWM) studies that were conducted on the 

multiple quantum well samples. Here emphasis is placed on identifying the processes 

contributing to the observed signals. A quantitative comparison of the experimental and 

model results follows in Chapter 5. 

4.1 L inear A b s o r p t i o n D a t a 

The linear absorption data most relevant to the bulk of the D F W M experiments was 

obtained at 4 K by S. Brown, as part of an earlier study of the effects of excess electron 

doping in a series of 50-5 nm multiple quantum well samples [4-6]. The linear absorption 

data is shown for the undoped and four doped samples in Figure 4.1. These spectra 

clearly show the evolution of the Fermi-edge singularity as an asymmetric broadening on 

the high energy edge of the heavy-hole (hh) exciton peak at ~1620meV, as was reported 

earlier [4-6]. The Fermi-edge singularity's asymmetric broadening can also be seen in 

the light-hole (lh) exciton peak (~1648meV). 

Earlier work [4-6] studying the linear absorption in these samples was concentrated 

in two areas. First, fitted values for the power law exponent were compared to theoretical 

models of the linear absorption lineshape in doped 2-D systems. Second, subtle features 

in the hh lineshape that were not well described by a power law function were scrutinized 

as evidence for negatively charged excitons .(or, trions). The theoretical model actually 

94 
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Figure 4.1: Low temperature (4K) linear absorption of n-doped and undoped samples. 
A l l traces are on the same scale, with the baseline of each trace shifted vertically above 
the next lower trace. Data taken by S. Brown [4-6]. Samples are described in more detail 
in Tables 3.1 k 3.2 (page 68). 

predicts that the main threshold is due to the creation of dressed trions, and that there 

should be a weaker peak due to the dressed excitons, shifted up in energy by the chemical 

potential plus the trion binding energy [22,53]. 

The power laws were obtained in the previous works by fitting the heavy hole lineshape 

with a function of the form given in Equation (2.25) (with Tag = 0), convolved with a 

single 6.4 meV wide Gaussian. The excess electron density dependence of the a values so 
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extracted were in quite good agreement with corresponding values obtained by forcing 

a power law fit to the (more general) theoretical spectra. A more detailed discussion of 

the power laws deduced in the present work follows in Section 5.4 (page 145). 

The ~6.4meV wide inhomogeneous broadening in the samples is roughly equivalent 

to energy shifts due to fluctuations in the well width of one monolayer in the 5 nm wells 

(1/2 of the lattice spacing - 0.283nm in GaAs). The inhomogeneous broadening and 

the possible contribution of well width fluctuations prohibits any conclusive assignment 

of features to excitons or trions. This amount of inhomogeneous broadening also makes 

identification of the 2S excited exciton states uncertain. For the same reason, precise 

determination of the continuum edge is even more difficult to assign from the linear 

absorption data alone. As mentioned earlier, these difficulties provided some of the 

motivation for the nonlinear D F W M studies, the results of which will be discussed in the 

next section. 

4.2 D F W M E x p e r i m e n t a l R e s u l t s - U n d o p e d S a m p l e 

Extensive experiments were conducted on the undoped multiple quantum well (MQW) 

sample both because of the interesting properties that the experiments revealed, and as 

a baseline before studying the doped samples. This D F W M data is presented below, 

starting with a general discussion of the results. 

4.2.1 General Features 

At liquid helium (LHe) temperatures (~4K) , the time- and spectrally-integrated (TI-SI) 

D F W M signals show two sets of beats with strikingly different behaviour. Figure 4.2 

shows the TI-SI -DFWM signals for co-linearly polarized (CLP) input pulses, at six laser 

pulse detunings: (a) red-shifted, (b) close to resonance, and (c)-(f) blue-shifted. Note 

that laser pulse detunings are taken with respect to the reference (IS exciton) energy of 

1619.8 meV. 

Starting with the blue-shifted data ((f)—>(c) in Figure 4.2), there is a peak close to a 
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Figure 4.2: General behaviour of D F W M signals for the undoped sample. The reference 
energy for defining the detuning of the excitation pulse is taken to be 1619.8 meV. The 
pulse detunings ( A o p = assonance - ^puise) are (a) +3.3, (b) -0 .1 , (c) -3.4, (d) -4.3, 
(e) —5.1, (f) —9.8meV. Traces are shifted vertically for clarity, and signal (b) has been 
multiplied by 0.5. Input laser pulses are co-linearly polarized (CLP), and the temperature 
was 7.5 K . 
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delay of Ops in the most blue-shifted signal (f). The continuum is situated ~4meV above 

the pulse central frequency for (f), providing a fast dephasing component to the signal 

(Section 2.7 & [28]). Also noticeable is a slight beat in the signal, the modulation depth 

of which increases as the pulse detuning is decreased toward resonance. In trace (e), this 

is the dominant component in the TI-SI-DFWM signal. Its beat period corresponds to an 

energy level separation of approximately 12.5 meV. The beat signal is "in phase" with a 

pulse delay of Ops, with "in phase" meaning that a maximum in the beats occurs if they 

are extrapolated back to zero delay. In the next two sections, it will be shown that this 

beat can be assigned to the 1S-2S exciton energy splitting. As the laser pulse is tuned 

further towards and through the main IS exciton resonance, (d)—>(a), the contribution of 

the 1S-2S exciton beats decreases, becoming hardly noticeable as the pulse is red shifted 

(trace (a)). 

A new signal, with a longer beat period corresponding to an energy spacing in the 

range of ~3.3meV is noticeable as the laser pulses are tuned below the continuum and 

2S exciton levels. Unlike the 1S-2S beats, this signal has a minimum when extrapolated 

back to zero delay, or is "180° out-of-phase" with a zero pulse delay. To provide a direct 

comparison of the two beat components, Figure 4.3 shows two spectrally-resolved (SR-) 

D F W M signals with (a) blue-shifted and (b) red-shifted laser pulse detuning. In (a), the 

signal shows the 1S-2S beats, while in (b) the S R - D F W M signal shows the longer beat 

component. 

The 1S-2S beats can be explained within the theoretical framework of the one-exciton 

resonance response in Chapter 2. However, this framework does not allow the pulses to 

be 180° out-of-phase. The longer period, out-of-phase beats are explained within the 

theoretical framework of the two-exciton resonant response, also developed in Chapter 2. 

In undoped quantum wells, two-exciton states correspond to biexcitons, or two-exciton 

molecules. 
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Figure 4.3: Red vs blue laser pulse detuning for S R - D F W M signals. The C L P input 
laser pulses have pulse detunings ( A o p ) from a reference energy of 1619.8 meV of: (a) 
-10.1 meV (blue-shifted) and (b) +9.9meV (red-shifted). The laser pulse F W H M s are, 
respectively, (117.1 ± 0.2) fs and (97.7 ± 0.3) fs. The signals are spectrally resolved (a) 
0.7 meV and (b) 4.3 meV below the reference energy. The temperatures were 6 & 9 K , 
respectively. 

4.2.2 Input Pulse Polarization Dependence 

The dependence on input beam polarization is shown in Figure 4.4, for spectrally-resolved 

D F W M signals. The main features are that: 

(i) for co-circularly polarized (CCP) input beams, the two-exciton levels do not con

tribute to the D F W M signal, while the one-exciton level signals do contribute. 

(ii) for co-linearly polarized (CLP) input beams, both one-exciton and two-exciton 

levels contribute to the D F W M signal. 

(iii) for the case of orthogonal (or cross) linearly polarized (XLP) input beams, only the 

two-exciton levels contribute to the D F W M signal. 
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Figure 4.4: Polarization dependence of S R - T I - D F W M signals for the undoped sam
ple. Laser input pulses (Variable/Fixed Arm Powers, in mW) are co-circularly po
larized - C C P (2.40/1.72), co-linearly polarized - C L P (2.40/1.72), and cross-linearly 
polarized - X L P (2.40/1.40). The input laser pulses are centered at 1612.9meV (red 
shifted 6.9meV). Temperatures were 5.6/5.5/9.4K and the data was spectrally resolved 
at 1619.8/1619.8/1617.9meV (±2.5meV), respectively. 
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As was explained in Chapter 2, two of the signatures of beats from two-exciton levels 

are that the beats: (1) change phase by 180° when the input beam polarization is changed 

from C L P to X L P ; and (2) disappear under C C P input polarizations [51,52]. The latter, 

discussed above, is obvious from Figure 4.4. To assist in assessing the former, vertical 

lines have been placed on the figure. Lines C identify the positions of the minima (CLP) 

and maxima (XLP) , showing that the beats change phase when the input polarization.is 

changed from C L P to X L P . 

From these observations it can be concluded that the long-period beats are due to 

the biexciton process described in Chapter 2. Line A corresponds to the contribution 

from the continuum, which only contributes at short times for all the input polarizations. 

Lines B correspond to the 1S-2S beating signal and do not change phase as the input 

polarization is changed. 

4.2.3 Spectrally Resolved Data 

Although the above discussion strongly supports a biexciton beat interpretation, there 

was a possibility that the long-period beats were actually associated with polarization 

beating from inequivalent quantum wells. Quantum beats are due to signals radiated 

from coherently excited quantum states (lS-2S-continuum excitons, or biexcitons) with 

a common ground state. On the other hand, polarization beating is due to signals from 

energy levels with separate ground states [24]. The distinction between the two can be 

made by spectrally-resolving the D F W M signal. Polarization beats change phase as the 

spectral position at which they are detected is varied through a resonance, while the 

phase of quantum beats is independent of the detection energy [24]. 

A set of spectrally resolved (SR-) D F W M signals is shown in Figure 4.5, as a function 

of the shift of the detection energy, A w o — uimeasuTed — to0, from the reference level, u0 

(1619.8meV). The vertical lines are a guide to the eye to show the phase of the beat 

signals. If the signals were from polarization beating, they would be expected to change 

phase by 180° as the monochromator is tuned through a level. Neither the short nor the 
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Figure 4.5: S R - T I - D F W M signal for the undoped sample. A l l traces are taken at different 
detection energies, with the shift from a detection energy of 1619.8 meV noted on the right 
side of the graph. Input laser pulses are co-linearly polarized (CLP). The laser excitation 
pulse had a F W H M of (98.2 ± 0.1) fs and central frequency of (1621.5 ±0.1) meV. A l l 
traces blue-shifted from +2.2 meV up have been multiplied by a factor of 2. The traces 
have been shifted vertically for clarity. 
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long period beats change phase as the monochromator is tuned through the resonances, 

confirming that these signals are true quantum beats. 

One other feature evident in the S R - D F W M signals confirms that the longer period 

beats are associated with the biexciton process discussed in Chapter 2. Notice that 

the modulation depth of the beats is strongest for detection energies ranging from just 

above the ground-to-lS resonance to just below the lS-to-biexciton resonance. This is 

precisely what one would expect [24], and the model predicts, for the biexciton beating 

process. With all of this data then, we assign the long period beats to the biexciton 

process and deduce that the biexciton binding energy in this sample is ~3.3meV. 

4.2.3.1 Spectrally Resolved Data at Fixed Pulse Delay 

By fixing the pulse delay (r) and spectrally resolving the resulting D F W M signal, in

formation about the absolute energy and inhomogeneous broadening of the levels can 

be obtained. Figure 4.6 shows one set of these signals as a function of the input pulse 

polarization. Also shown is the transmission spectrum (dashed line) for comparison. Due 

•to the large amount of inhomogeneous broadening in these samples, sharp transitions are 

not visible. 

The spectra show three main features: (a) the width of the peaks are ~ 3 x narrower 

than the inhomogeneously broadened linear absorption peak, (b) all the peaks are cen

tered at the IS exciton resonance from the white light, and (c) there are slight shifts and 

asymmetries in the peaks. 

The observation that the width of the peaks are ~ 3 x narrower than the inhomo-
_>.(i) 

geneously broadened linear absorption peak may be expected, since P oc E and 
_>.(3) ^ 3 

P oc E . The signal being centered around the IS exciton energy for all three input 

polarizations shows that the dipole strength of this level, along with the two-free-exciton 

level in the C L P and X L P cases, is dominating the signal. For the C C P and C L P input 

polarizations the signals are taken with a delay of 1.75 ps, at the position of the second 

biexciton beat maximum (see Figure 4.4). The much weaker X L P signal was taken at a 
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Figure 4.6: D F W M spectra with fixed delay, r , for the undoped sample (left vertical 
axis). The delays shown in the figure for the C L P / C C P / X L P data are 1.75/1.75/0.03ps, 
respectively. The laser had a F W H M of (98.7 ± 0.3) fs and a center frequency of 
(1611.8 ± 0.1) meV. The dashed line shows the corresponding white light transmission 
through the sample (right vertical axis). The D F W M spectra have been normalized by 
dividing by the absorption (multiplying by the transmission spectra). 

delay of 0.75 ps, approximately at the first biexciton beat minimum (see Figure 4.4). 

The slight shift of the peak in the X L P case is consistent with the previous discussion 

and the development in Chapter 2, where only two-exciton states contribute to the signal. 

The slight asymmetries also are consistent with the previous discussion, as the lower 

energy biexciton states would contribute to the signal more in the X L P case and less in 

the C C P case (where the biexciton contributions are absent), when compared with the 

C L P data. 
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Figure 4.7: D F W M signal intensity (at 0.5 ps) versus input pulse power. For both pulse 
powers varying, the input powers vary from 6.20/4.70 mW to 0.800/0.650 mW. For only 
the fixed arm pulse power varying, the powers vary from 6.70/5.20 mW to 6.30/0.039 mW. 

4.2.4 Input Pulse Intensity Dependence 

If the intensity is high enough, the excited electron-hole pairs can start to influence the 

dephasing rates and energy levels [45]. As well, fifth-order polarization effects can also 

become a factor at higher intensities [44], and have terms that propagate in the same 

direction as the third-order terms. Their existence shows in the signal as an additional 

'beat-like' component at twice the frequency of the third-order beats [44,45]. To inves

tigate whether these effects are important at the pulse intensities used in this work, a 

study of the effect of input pulse intensity on the D F W M signals was conducted. 

A summary of the intensity data is shown in Figure 4.7. This shows the strength 

of the D F W M signal at 0.5 ps as a function of input pulse intensity. The log-log plot 

shows a slope close to one (solid line) over about two orders of magnitude in both signal 

intensity and input pulse intensity cubed, indicating that the response is close to third 
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Figure 4.8: SI -TI-DFWM signals versus input pulse intensity. Six traces with three 
different values of I k y i n g Ifixed are shown. Power levels are listed as (variable arm / fixed 
arm / I k y i n g Ifixed), in units of m W / m W / m W 3 . For both input arm powers varying, they 
are: (a) (5.20/3.82/103.3), (b) (2.20/1.65/7.986), and (c) (1.12/0.870/1.091). For only 
the fixed arm varying they are: (a) (6.50/2.60/109.9), (b) (6.30/0.235/9.327), and (c) 
(6.30/0.039/1.548). The input laser pulses had a F W H M of (83.0 ±0.1) fs and a central 
frequency of (1623.1 ± 0.2) meV. 

order. A fit to the data (dashed line) yielded a slope of (0.91 ±0.02) . In the D F W M 

signals, shown in Figure 4.8, fifth-order effects do not appear to be significantly affecting 

the signal, even at the highest input pulse intensities. 

The intensities used for the results reported in Chapter 5 (1 to 2.5 mW) correspond 

to horizontal axis values <12 in Figure 4.7. Since the maximum intensities used in this 

test (5-6.7 mW) correspond to input pulse intensities at least 3-4 times greater than 

those used in the rest of the work, the data reported here should be substantially free of 
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fifth-order effects. 

Even if fifth-order effects are not significant, enough real carriers may be excited to 

have a significant effect on, in particular, the dephasing rates. To illustrate that this 

effect is not significant, several D F W M signals as a function of signal input intensity are 

shown in Figure 4.8. These correspond to signals from higher power excitation (a) to low 

power excitation (c). 

The effect of input pulse intensity on the modulation depth and decay rates of both 

the long and short period beats is negligible. The long-time dephasing rate (associated 

with the IS exciton) is the most sensitive to the incident power level, but it changes by 

at most a factor of two over the entire range. The actual change is likely less than a 

factor of two, but the signal to noise at low powers limits the accuracy of this estimate. 

A more detailed study of the changes in the dephasing rate as a function of input pulse 

intensity is left for the next chapter. 

4.2.5 D F W M Signals and Laser Pulse Detuning 

One of the major goals of the theoretical development was to simulate the third-order 

D F W M process including the laser pulse shape. A major advantage of this approach is 

that it allows for a quantitative analysis of the large effects due to tuning the laser pulse 

center frequency through the resonances. Although similar studies have been reported 

in the past, these were conducted either with ps laser pulses [27], or no attempts were 

made to quantitatively study the data (especially the 1S-2S beats) [26,28]. Although 

the ps pulse studies allow for a much narrower spectral excitation, and therefore give an 

accurate estimate of the variation of the IS exciton dephasing rates, the 1S-2S beats are 

not observed because the excitation spectrum is narrower than the 1S-2S separation. 

Accordingly, a study of the D F W M signals as a function of laser pulse detuning was 

conducted. A subset of the results from this study is shown in Figure 4.9. The data 

in this plot is similar to that shown earlier, in Figures 4.2 and 4.3, but on a log scale. 

Plotting the data in this manner allows for a direct measure of the exponential decay of 
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Figure 4.9: TI -SI -DFWM signals versus input laser pulse detuning, for both C L P & C C P 
input polarizations. Pulse detuning, Aop = cu0 — u ; p u i s e , in meV, is shown adjacent to each 
set of plots. Pulse widths are 104-120 fs for the red-shifted and range from 125-175 fs for 
the blue-shifted data. The data has been shifted for each set (CLP,CCP) of plots for 
clarity. 



CHAPTER 4. Experimental Results 109 

the signals, and also allows one to determine when the assumption of exponential decays, 

an inherent feature of the simpler dephasing models, breaks down. Figure 4.9 shows the 

D F W M signals as a function of both the input polarization (CCP & CLP) and pulse 

detuning. Notable features in the figure are: 

(i) the shortening of the long dephasing time constant, measured as a function of the 

delay between the two excitation pulses, and the lack of a single exponential decay. 

(ii) well defined long period beats, almost insensitive to pulse detuning from —4 to 

+ 10meV. 

(iii) the fast beats are present but difficult to see for pulse detunings from —8 to +6 meV, 

and are strongest at —8 meV. » 

(iv) the large drop of the time constant with pulse detunings between —8 and —15 meV. 

(v) the distinctive short time peak at zero delay in the C C P data with large positive 

pulse detuning. 

From the previous ps pulse studies [27], it is expected that the long time dephasing 

rate in an inhomogeneously broadened system will decrease as the pulse is tuned below 

the main resonance. This is evident in this study as well, in both the C L P and C C P input 

pulse cases. The previous work indicated that this was due to the excitation of states 

localized at potential fluctuations in the wells at lower energies, versus more delocalized 

excitons at higher energies. Comparisons with the model calculations, presented in the 

following chapter, show that the lack of a single exponential decay is noticeable at shorter 

time delays (< 4ps) in all the C C P data, and is especially pronounced in the blue-shifted 

data (—0.7 and —3.7meV). This is consistent with the spectrally broad excitation of 

both localized and delocalized (free) exciton states that occurs with ~100fs pulses, when 

compared to the ps pulses used in previous studies. 

However, short pulse excitation offers the significant advantage of accessing the de-

phasing due to 2S and biexciton states. From Figure 4.9, the decay rate of the biexciton 
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beats is observed to be approximately constant over a wide range of pulse detunings, 

from +10 to ~ —4meV. The 1S-2S beats, although not as visible as the biexciton beats 

in the C L P data, are visible for pulse detunings from —8 to +6 meV in the C C P data. 

Like the biexciton beats, the decay of the 1S-2S beats remains relatively constant over 

this wide range of energies. 

The contribution of the continuum increases as the pulse is blue-shifted relative to 

the IS exciton peak. The major effect of this is a large increase in the effective dephasing 

rate, consistent with the discussions in Chapter 2. Even so, a small residual contribution 

from the 1S-2S beats can be seen even with the excitation pulse detuned to — 15.5meV, 

its peak being ~1.5meV into the continuum. 

A distinctive short time peak is visible in C C P data with large, positive pulse de-

tunings (+10.2meV in Figure 4.9). This fast decay is predicted theoretically for large, 

red-shifted pulse detunings (Figure 2.10, on page 57), even in the absence of a contri

bution from the continuum. However, a residual contribution from the continuum may 

still contribute to at least a portion of this zero delay peak in the weak D F W M signals 

at large, red-shifted pulse detunings. 

4.2.6 Temperature Dependence 

As the temperature is increased the dephasing rates increase. The main mechanisms for 

this increase in dephasing rates are expected to be from acoustic and optical phonon 

scattering. Since the zone center LO (longitudinal optical) phonon energy in GaAs is 

35.3 meV [49, page 105] and the laser pulses are tuned within 15-18 meV of the band edge, 

the acoustic phonon coupling mechanism is expected to dominate at low temperatures 

[33]. The temperature dependence of the IS dephasing rate has been reported by several 

authors [2, page 53], [27,33]. In [2,27], fits of dephasing rates to various semi-empirical 

acoustic and optical phonon models were made, but since ~1 ps pulses were used only 

temperature dependencies for the IS excitons were obtained. Using shorter pulses, the 

temperature dependence of IS exciton and two-exciton state (biexciton and two-free 
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exciton state) dephasing rates have also been made [33], although in 25 nm wide quantum 

wells. 

In this work the dephasing rates of not only the IS exciton states, but those of the 2S 

excitons and biexcitons are examined as a function of temperature through the decays 

of the corresponding beat terms. A detailed analysis is given in Chapter 5, but here we 

provide a qualitative summary of the most significant findings. Figure 4.10 shows D F W M 

signals at three temperatures, for CLP, CCP, and X L P input pulse polarizations. The 

dominant feature is the monotonic increase in the dephasing rate of the long-time portion 

of the signal, associated with IS excitons. 

The dephasing rates of the biexciton and 1S-2S beat signals appear to decay more 

slowly than those of the IS levels, as shown by the 5 K and 25 K traces. In these, the 

1S-2S and biexciton beat signals last almost as long at 25 K as they did at 5 K , but the 

IS dephasing rate has increased by a significant factor. Evidence of the biexciton portion 

of the D F W M signals can be seen in the data up to 50 K . D F W M signals due to 1S-2S 

beating are observed in the data up to 120 K . 

As a cautionary note, an examination of the linear absorption threshold energy de

pendence on temperature in these samples indicates that it follows the temperature 

dependence of the bulk GaAs continuum edge energy level, given empirically by [49] 

AE(T)GaAs = -0 .5408T 2 / (T + 204) meV (T in K) . (4.1) 

This implies that the pulse detuning will decrease as a function of increasing temperature 

under fixed laser excitation conditions. For the data shown in Figure 4.10 the laser pulse 

central frequency was initially 8.4 meV below the IS level ( A o p > 0). The pulse detuning 

for this data becomes zero at 65 K . 

The 1S-2S beats are visible in the D F W M data up to temperatures of ~120K, where 

the temperature shift of the exciton energy levels would cause the laser pulse to be 

detuned through the 2S energy level. Since the laser pulse would then be blue-shifted 

with respect to the IS exciton level, it would decay more quickly in a similar manner 

to that observed when the pulse detuning was varied at constant temperature. The 
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Figure 4.10: S R - D F W M signals as a function of temperature. The signals were spectrally 
resolved at 1617.8 meV. Laser input pulses had a F W H M of (96.5 ± 0.3) fs and a center 
frequency of (1611.4 ± 0.1) meV. 
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biexciton beats disappear well before this, when the pulses are still red-shifted below 

both the IS and biexciton energy levels. 

4.3 D F W M E x p e r i m e n t a l R e s u l t s - D o p e d S a m p l e s 

The original motivation for studying the doped samples was to obtain evidence for the 

existence and dominance of the negatively charged exciton (or, trion) in the doped sam

ples. The earlier linear absorption experiments [4-6] did not conclusively answer this 

question in these samples. Two of the doped samples were therefore studied using the 

D F W M technique. 

4.3.1 2.5 X 1010 cm- 2 Sample 

The sample with the lowest doping has a 2-D electron density of 2.5 x 10 1 0 cm~ 2 , cor

responding to a Fermi energy in the wells of 0.9 meV. Earlier work [4-6] led to the 

expectation that, at least theoretically, the dominant mechanism for absorption would 

be negatively charged excitons (trions), even at these low doping densities. Work using 

photoluminescence detection with far-infrared excitation of excited states in a sample 

with similar doping to this one has shown evidence of negatively charged excitons (tri

ons), and their corresponding excited states, but no evidence of the excited states (2S, 

...) of neutral excitons [16], confirming the presence and dominance of trion particles in 

these doped quantum wells. 

Photoluminescence measurements of trions in n-doped quantum wells [60, 61] indi

cate a binding energy of ~2.1meV in 8nm wells and an unresolved feature in the 6nm 

wells with a 2.6 meV separation. These studies both confirmed the existence of trion 

particles in doped quantum wells, as well as showing that they contribute significantly 

to the measured signal. From these studies, we would expect to see trion effects in this 

sample as well, although the large inhomogeneous broadening (~4meV) would make 

photoluminescence detection of the trions in our narrower (5nm) wells difficult. This is 

one reason for the inconclusiveness of the previous studies of these samples [4-6], even 
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Figure 4.11: D F W M signal for lowest doped sample. The laser input pulse has a F W H M 
of (106.5 ± 0.2) fs and a central frequency of (1619.8 ± 0.1) meV. The linear absorption 
peak is at 1622 meV. 

with an expected larger binding energy in these narrow wells. However, there have been 

no reported D F W M studies (to our knowledge) of these low doped samples. 

4.3.1.1 Input Pulse Polarization Dependence 

The TI-SI D F W M signals as a function of input pulse polarization for this doped sample 

are shown in Figure 4.11. They exhibited similar behaviour to the undoped sample, with 

the C L P data showing a long beat with a corresponding energy of about 4meV. The 

decay is much faster (~10x) than the slow decays in the undoped case, and it is never 

exponential, out to delays corresponding to the noise floor. In contrast to the undoped 

sample, however, this sample shows no evidence of an excited 2S exciton level in either 

the C L P data or the C C P data. In particular, no 1S-2S like beats were observed for any 

pulse detunings or detection energies where signals were detectable. 

The presence of the beat signal in the C L P data, but not in the C C P data, suggests 
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that there is still a distinct two-exciton-like state being excited. The possible presence 

of similar, but much smaller beats in the C C P data is most likely an artifact of slightly 

elliptical polarization (non-perfect circular polarization). It could however, be a property 

of excited two-exciton states in the presence of a background electron gas. The most obvi

ous candidate for this distinct, dressed two-exciton state is a bound, negatively-charged 

biexciton. Theoretically, there is still some debate over the existence of five-particle 

charged-exciton complexes [62,63], and we are unaware of any relevant experimental 

data in semiconductors. However, none of these theoretical studies has included in-plane 

localization in the derivations. It is known that in-plane localization has a large effect on 

the binding energy of the biexciton in undoped wells, which can increase over 50% from 

that expected for a uniform quantum well [17]. 

4.3.1.2 Spectrally Resolved Data at Fixed Pulse Delay 

A set of spectrally resolved D F W M signals at fixed delay, r is shown in Figure 4.12.* 

The C C P and C L P polarized signals both appear to peak at the same energy in these 

S R - D F W M signals, although the signal-to-noise ratio is much lower in these weak signals. 

The D F W M spectra in this sample are ~3.5x narrower than the linear absorption peak, 

compared to a ratio of ~ 3 x for the undoped case. Since an ~ 3 x difference in width 

between the linear and nonlinear spectra are only expected in the undoped sample, where 

a ~ 1, there is no real reason to expect it to stay the same when a varies significantly 

from one. 

4.3.2 20 X 1010 c m - 2 Sample 

Study of the highest doped sample was motivated by a D F W M study of a sample with 

similar 2-D doping density [37,38], which argued that the dephasing rate, due to electron-

electron scattering, decreased in doped samples when the excitation pulses are tuned near 

t The small negative excursions in Figure 4.12 are artifacts of the background subtraction procedure 
when applied to the doped samples. Since the nonlinear signals are relatively weak, and the luminescence 
is relatively strong in these doped samples, any nonlinearity in the photoluminescence response appears 
as "DFWM signal" in the processed data. 
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Figure 4.12: D F W M spectra with fixed delay, r = (0.37 ± 0.03) ps, for the lowest doped 
sample (left vertical axis). Laser excitation pulse has a F W H M of (106.5 ± 0.2) fs and a 
center frequency of (1619.8 ± 0.1) meV. The dashed line is the white light transmission 
spectra (right vertical axis). 

the Fermi energy. These studies were conducted in similar samples (8 nm wide quantum 

wells with excess electron doping of 2 x 1 0 n c m - 2 ) , with similar excitation conditions 

(~100fs pulses) to ours. 

The highest doped sample in our series has a 2-D density of 20 x 10 1 0 cm~ 2 , corre

sponding to a Fermi energy of 7.4 meV. Examination of the D F W M signals from this 

sample, obtained using a wide variety of pulse central frequencies and pulse widths, 

showed no evidence of the decrease in dephasing rate when the pulse is tuned through 

the Fermi energy, reported by Kim, et. al. [37,38]. The T I - D F W M signals showed only a 

single, fast decay when the excitation pulses were tuned over the range of energies where 

they were visible, with no change noted in the D F W M signal. 

A TI-SI D F W M signal for this sample is shown in Figure 4.13. It exhibits a single 
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Figure 4.13: D F W M signal for highest doped sample. Laser excitation pulse was tuned 
to maximize the signal and has a F W H M of (129.5 ± 0.1) fs, with a center frequency of 
(1629.4 ±0.1) meV. The linear absorption peak is at 1624.7meV. The dashed line is the 
calculated intensity profile of the input pulse autocorrelation for comparison. 

fast decay, with the decay being only slightly slower than the pulse auto-correlation (also 

shown in the figure as a dashed line). S R - D F W M signals showed the same behaviour, 

with no evidence either of beat signals or a change in the decay characteristics with laser 

detuning. 

The D F W M spectra as a function of fixed delay, r, is shown in Figure 4.14, for both 

C L P and C C P input pulse polarizations.* The spectra from this heavily doped sample 

are quite broad and flat topped, in contrast to the narrow, Gaussian-like peaks observed 

in the undoped and lightly doped samples. The nonlinear signal from this doped sample 

rises slowly at the absorption edge, is relatively flat over a range approximately equal to 

the Fermi energy in this sample, ~7meV, and then decreases slowly to higher energies. 

The nonlinear response of this highly doped sample is thus drastically different from 

t Small negative excursions similar to those in Figure 4.12 are also visible here and, as discussed in 
the footnote on page 115, are attributed to artifacts of the background subtraction procedure when it is 
applied to the doped samples.. • 
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Figure 4.14: D F W M spectra with fixed delay, r = (0.10 ± 0.03) ps, for the highest doped 
sample (left vertical axis). Laser excitation pulses have a F W H M of (129.5 ± 0.1) fs, 
and a center frequency of (1629.4 ± 0.1) meV. The dashed line (T) is the white light 
transmission spectra (right vertical axis). 

the undoped and low doped samples. Both of the nonlinear spectra from those samples 

were considerably narrower than the prominent peaks in their corresponding absorption 

spectra, as expected for a resonant system. In the highly doped sample, characterized 

by a clear power law linear response (a ~0 .33), the D F W M spectral width ( F W H M of 

~12meV) is considerably larger than even the inhomogeneous linewidth characteristic of 

this set of quantum well samples (~4meV). 

In this chapter the linear and nonlinear data obtained from the doped and undoped 

samples has been presented. Various trends in the data were discussed on a qualitative 

level, and compared both with the qualitative predictions of the numerical modelling 

results presented in Chapter 2, and, where appropriate, with the literature. In the next 

chapter, the results of a quantitative analysis of the data will be presented. 



Chapter 5 

Quantitative Analysis 

In this Chapter, the results of a quantitative analysis of the linear and nonlinear (DFWM) 

data will be presented. Using the detailed model developed in Chapter 2, parameters 

(dipole moments, decay rates, and energy level spacings) were extracted from the vari

ous one- and two-particle transitions. The chapter starts with a discussion of the fitting 

procedure, pointing out which parameters can be more reliably estimated from the linear 

versus the nonlinear data. By ultimately demanding that the same set of system param

eters be used to explain both the linear and nonlinear data from the same sample, more 

constraints are placed on the range of values that are consistent with all of the available 

data. 

5.1 Simulations and Model Parameter Sensitivity 

The combined linear and nonlinear extraction of parameters from the model was accom

plished in two parts. First, due to the length of time that the full simulations take (~15-30 

minutes for single level system simulations and ~2-8 hours for two-exciton level systems), 

detailed least-squares fits of the linear data are done in conjunction with initially crude 

fits of the nonlinear data. Moving back and forth between these two models allows one 

to get a rough estimate of the parameters. The crude estimation of the D F W M data is 

based on a shortened version of the time-integrated delta-function limit (Equation (2.62), 

also given in [24,25]). In this limit, the time- and spectrally-integrated D F W M signals 

decay as exp{—4Fr} for inhomogeneously broadened systems [2]. The beat signals decay 

119 
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Parameter Linear D F W M 
Absolute Energy Level Ej / / / / / / / / 
Energy Level Separations / / / / / / / / 
Dipole Strength / / / / / / / / 
Dephasing Rate Ti / / / / / / 
Power Law Exponent Oij / / / / / / / / 
Inhomogeneous Broadening Tjt inh / / / / / / / / 

Table 5.1: Sensitivity of linear and nonlinear (DWM) model parameters. The scale goes 
from zero (0) checkmarks (parameter insensitive to fitting of data with the model) to five 
(5) checkmarks (highly sensitive). 

with a behaviour similar to exp{—2(Ti + F 2 ) T } C O S ( A I 2 T + (/>), where the subscripts 1 and 

2 refer to the two beating levels, A ^ is the energy separation between the levels and the 

angle <fi is: zero for single-exciton and two-exciton ( X L P case) level beats, and 180° for 

two-exciton level beats in the C L P input pulse case [26]. 

The second main part to the fitting procedure involves switching from the fast, crude 

estimates to the full simulations, to fine tune the parameter estimation. This is especially 

important for quickly decaying levels such as the 2S exciton and continuum levels, where 

the crude estimates do not provide accurate estimates of the parameters. Since changing 

these parameters also affects the dipole moment magnitudes, these are also an important 

part of the more rigorous fits. In the same procedure as for the cruder fits, this involved 

switching back and forth between the linear fitting routine and the nonlinear D F W M 

simulations. 

The sensitivities of the various parameters to the fitting of the data with the model 

varies depending on which process (linear or nonlinear) is being considered. This sensi

tivity is summarized in Table 5.1. 

For the linear absorption data, the absolute energy level, power law exponent, and 

inhomogeneous broadening parameters are the most sensitive when fitting the data with 

the model (Equations (2.27) & (2.32), on pages 27 & 28). In contrast, the dephas

ing rates can vary over a large range in the linear absorption fits before they start to 

contribute to the simulated absorption spectra. In our samples this is due to the inhomo-
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geneous broadening (~4.5 meV) being large compared to the magnitude of the dephasing 

rates which, in the absence of inhomogeneous broadening, would determine the spectral 

width of the features. For a dephasing rate comparable to the inhomogeneous broad

ening (HT ~4.5meV), this would require the dephasing rate to be T ~6 .8ps _ 1 ) (or, a 

dephasing time of less than 150fs). The large inhomogeneous broadening also makes 

identification of closely spaced peaks difficult, decreasing the accuracy with which the 

energy levels of excited states (2S exciton, continuum) can be assigned. The shape of 

the absorption features (especially the high energy tail) makes the power law exponent a 

very sensitive parameter in the fits of linear absorption spectra to the model. The model 

is also dependent on the dipole strengths, as the theoretical equations result in the linear 

absorption coefficient being proportional to the dipole moment squared of each level in 

the system. 

In contrast to the linear absorption data, the D F W M theoretical data and the fitting of 

it with the model outlined in Equation (2.61) on page 47, is sensitive to all the parameters. 

The beats in the D F W M signals give accurate measures of the differences in energy 

between levels in a system, and are thus very sensitive to these energy level separations. 

This allows accurate estimates of, for example, the 1S-2S exciton energy level separation, 

where the 2S exciton level was not clearly defined in the linear absorption data. The 

decays of the D F W M signals give accurate measures of the dephasing rates, even in the 

presence of large amounts of inhomogeneous broadening. For biexcitons in particular, 

inhomogeneous broadening is necessary for the signals to be visible in the time-integrated 

D F W M signals [26]. The power law exponents are also sensitive parameters, as changes 

in a away from one cause beat magnitudes to decrease. For small power law exponent 

values (close to zero) the D F W M signal also turns into a single, fast decaying peak that 

is centered close to zero pulse delay, and is insensitive to the dephasing rate until it 

decays by a few orders of magnitude. The D F W M signal intensity depends on the dipole 

strengths to the eighth power (or to the fourth power for each of the levels involved in a 

beat signal), making the fitting of the D F W M data with the model much more sensitive 
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to the dipole strengths than it was in the linear absorption case. 

Since the spectral overlap of the pulses determines which levels are excited and, with 

the pulse detuning, how much they are excited, the D F W M signals are very sensitive 

to both the pulse central frequency and pulse width. Since the simulations depend on 

these excitation pulse shapes, they are measured independently, and can be fit to give 

accurate measures of the pulse central frequency and pulsewidth (see the discussions in 

Section 3.3.3 and Appendix B). The D F W M portions of the model are dependent on the 

detuning, or differences between the pulse central frequency and the level frequencies. 

The delta-function pulse limit of the model (Equation (2.62) on page 50) is used to 

provide quick, cruder estimates of the model parameters, sensitive to energy level sep

arations, dephasing rates, dipole moment magnitudes, and inhomogeneous broadening. 

Since the full, or non-delta-function, simulations are also sensitive to these parameters, 

the delta-function simulations provide a quick way of roughly estimating the parameter 

values. Differences in the parameters between the two simulation methods are caused 

mainly by the power law exponent and excitation pulse parameters. These two param

eters are present only in the full simulations, resulting in differences between the two 

simulation methods, which grow larger at short pulse delays. 

5.2 Experimental Results and Simulations - Undoped Sample 

This section compares the linear and D F W M experimental data to the models presented 

in Chapter 2. Self-consistent fits, using both the linear and nonlinear data, including 

input laser pulse detuning and polarization dependence are used to simulate the data. 

From these comparisons, IS, 2S, and continuum energies, dephasing rates and inhomoge

neous broadening are extracted, along with the biexciton binding energies and dephasing 

rates. These are all examined as a function of input pulse detuning, pulse intensity, and 

temperature. 
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5.2.1 Comparison of Experimental Data with Models - Undoped Sample 

Selection of a model system to emulate the physical system involves examining the linear 

absorption data, as well as the time-integrated and spectrally-resolved D F W M signal data 

as a function of input pulse polarization. From a qualitative examination of the input 

polarization dependence of the TI-SI-DFWM and S R - D F W M signals in the previous 

Chapter, the shorter (12.75 meV) beats can be assigned to a 1S-2S exciton system. As 

well, the polarization dependence indicates that the longer 3.5 meV beats are due to a 

double, or biexciton type system. 

Early attempts to fit the IS exciton peak in the linear absorption data indicated that a 

single peak did not fit the data well and the presence of two levels approximately 2.8 meV 

apart, corresponding to approximately a half-monolayer change in GaAs/Alo.3Gao.7As 

well widths of this size (5nm), needed to be assumed for the simulations to accurately 

model the data. The 2S level fits also benefitted from the inclusion of this second level. As 

will be shown in the nonlinear analysis section, the inclusion of two incoherently coupled 

[64] lS-2S-biexciton systems actually helped in getting better fits there too (shown by 

the two exponentially decaying IS levels present in both the C L P and C C P data). 

The results of fitting two polarization beating lS-2S-continuum systems to the linear 

absorption data is shown in Figure 5.1, with the parameters for the fit given in Table 5.2. 

The linear absorption simulation fits the data well. The dipole moment magnitude of 

the lower energy (A) states was found to be larger than that of the corresponding levels 

in the higher energy (B) states. The presence of a large amount of inhomogeneous 

broadening makes the linear absorption spectra insensitive to the dephasing rates and, 

as such, these parameters are taken from the fits to the D F W M data discussed later. 

The inclusion of the light-hole exciton and light-hole continuum levels were also found 

to be a necessary component of the linear absorption fits, with the light-hole exciton 

dephasing rate determined by the fitting routine. The parameter errors are from the fits 

to the linear data except where parameters have been fixed using values from the fits to 

the D F W M data (dephasing rates and dipole moment ratios). 



CHAPTER 5. Quantitative Analysis 124 

1600 1620 1640 1660 1680 

Energy (meV) 

Figure 5.1: Linear Absorption for undoped sample at 4 K - simulations and data. The 
system parameters used are listed in Table 5.2. 

i AEio Pi/PlS(A) &i T i , inh 
(meV) ( P S " 1 ) (meV) 

X-1S (A) 1619.8 + 0.1* 0.00773* 0.6579 0.965 4.191 ±0 .009 § 

X-1S (B) 2.82 0.75 0.38 0.965 4 .65±0 .03 § 

X-2S (A,B) 12.75 0.483 ±0.002 1.77 0.999 
Continuum 16.39 ±0 .07 0.73 2.5 0.062 

B i X 1 3.486 1.41 0.30 0.965 
X- lS( lh) 27.68 ±0 .02 0.878 ±0.003 0.426 0.99 7.01 ± 0.02s 

Cont. (lh) 13.2 ±0.3* 0.293 ±0.004* 2.5 0.31 ±0 .03 

Table 5.2: Linear absorption fit parameters for undoped sample, corresponding to the fit 
and data shown in Figure 5.1. Errors are 1 in the last digit unless otherwise noted. The 
system consists of two polarization-beating lS-2S-continuum exciton systems, 2.82 meV 
apart. A n lS-continuum light hole (lh) system has been added to assist with fitting the 
data around the heavy-hole 2S exciton and continuum levels. 

* These are absolute fit values. Energy levels (AEiQ) are expressed as a shift from the X-1S (A) energy 
level. The dipole moments are expressed as ratios, relative to the X-1S (A) fit value. The dipole moment 
ratios of levels in the (B) system are all multiplied by fix iS(B)/^X is (A) 

* These values are relative to the X-1S (lh) energy and dipole strength. 
§ The inhomogeneous broadening is set constant for all (IS, 2S, continuum) levels within each system. 
^ Biexciton levels are not included in the linear simulations. 
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In Figure 5.1, the vertical lines show the positions and relative strengths of the square 

of the dipole moment magnitude for the IS and 2S exciton levels in the simulation. To 

compare the dipole moment ratios for the 2S and continuum states to existing theoretical 

treatments, the simple theoretical predictions of the dipole moment strengths of (u2 oc 

(n — 1/2)~3) for 2-D excitons and (JJ? oc n - 3 ) for 3-D excitons [1, page 167], where n 

refers to the nth exciton state, are often used. A more rigorous approach [65] gives a 

more complex dependence for the optical absorption strength which becomes, for two 

dimensions, 

with 
8iru\fj, 

nBcRy*dB 

where Ry* is the effective Rydberg, or 3-D binding energy of the exciton, ~4.4meV in 

GaAs. The integer n labels the excitonic states, En = Eg — Ry*/(n — 1/2) is their 

binding energy in 2-D, Eg is the bandgap energy, a# is the effective 3-D Bohr radius of 

the exciton, and 7 = (Ry*/(huj — Eg))1/2. UB is the background refractive index. In 

2-D the behaviour of the factor in front of the 'continuum' Heaviside step function term 

equals 1/2 for the band-edge (7 —> 00) and approaches 1/4 for energies high above the 

band-edge (7 —» 0). 

Using this more rigorous equation and taking the ratio ^s/pis of the IS and 2S 

exciton terms gives a predicted ratio of 0.43, in good agreement with the fit value of 

0.48. By contrast, the simpler expression in [1, page 167] gives a value of l / \ /27 = 

0.193. The ^continuum/Mis ratio from the fits gives 0.73, while the predicted value is 0.34. 

This varies quite strongly with small power law exponent values, and so the error for 

these two parameters combined may be much larger than the values indicated in the 

tables. Owing to the complicated nature of the continuum, and the fact that we chose to 

phenomenologically represent its lineshape using the power law function, we can't really 

expect to be able to quantitatively interpret the continuum dipole moments coming out 



CHAPTER 5. Quantitative Analysis 126 

of these fits. 

TI-SI-DFWM signals for the undoped sample are shown in Figure 5.2, for both C C P 

and C L P input pulse polarizations. Examination of the D F W M simulations (shifted from 

the data in the Figure for ease in comparing the data and simulations) show that the 

simulations reproduce the general shape of the D F W M data quite well over a wide variety 

of pulse detunings, for both C L P and C C P input polarizations. The only parameters 

changed in these pulse detuning simulations were the dephasing rates (discussed next), 

and the continuum dipole strength (following the dephasing rate discussion). 

5.2.2 Input Pulse Intensity Dependence 

As mentioned in the previous chapter (Figure 4.7, page 105), the intensity dependence 
-<_>.(n) 

of the D F W M signals in this work indicate that higher order X contributions can be 

neglected. However, the dephasing rates could still be affected at higher laser excitation 

powers by the density of excited carriers, a process referred to as excitation induced 

dephasing (EID) [44,45]. Figure 5.3 shows the variation of dephasing rates as a function 

of input pulse excitation intensity, for the long time IS exciton, 2S exciton, and biexciton 

levels. 

The biexciton and 2S exciton dephasing-rates show no significant> dependence on 

input pulse intensity. The IS exciton dephasing rate does increase with intensity, by 

approximately 45% over the range tested (from 0.045 to 0.065ps - 1). Since the beam 

powers used in this work correspond to x-axis values on the graph < 12, however, the 

excitation induced change in the dephasing rate will not be a significant factor when 

compared to the much larger changes observed with variation of pulse detuning. 

5.2.3 Effects of Input Laser Pulse Detuning 

A comparison of the dephasing rates extracted from the D F W M data as a function of 

input laser pulse detuning is given in Figure 5.4. The lines on the graph are fits to the 
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Figure 5.2: C L P & C C P simulations and data. Parameters are from Table 5.2 along with 
dephasing rates, that vary with pulse detuning, from Figure 5.4. 



CHAPTER 5. Quantitative Analysis 128 

| i i i i | • • i i | ' « I • | i i ' 

X-2S 

5 T 3 

r x . 2 S = (1.337 ± 0.046) - (16 ± 44) xlO I 

B i X 

5 T 3 

r B i x = (0.314 ±0.011) +(3 ± ll)xlO I 

C O 

xi 
C O 

Q 0.1 

© Fixed Arm Power Varies 
EB Power Varies in Both Arms 

— Linear Fits to Data x-is H 

5 T 3 

r x . l s = (0.0453 ± 0.0024) + (7.40 ± 2.08) xlO I 

2' ' ' J I L 
0 50 100 150 200 250 

3 3 
I - Input Beam Power Cubed, (mW ) 

Figure 5.3: Dependence of dephasing rates on input pulse intensity. Input pulses are 
centered 4meV above the IS resonance. 
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data using the empirical equation 

r(E) = rQ + r1 ex P {{E - EQ) /EA} , (5.3) 

with the E0 values set to equal the corresponding level energies from Table 5.2. The fit 

parameters obtained in this way are summarized in Table 5.3. 

The IS (A) exciton dephasing rates match extremely well to the exponential equa

tion. The small value of T0 (decay time ~ 1 ns) indicates that these excitons are limited 

by recombination in the extreme red-shifted limit. The dephasing rate increase with 

increasing excitation pulse central frequency is qualitatively similar to what others have 

observed [26-28], usually with longer pulses. Using ~ l p s laser pulses and 9.6 nm quan

tum wells, [27] shows a dephasing rate of ~0.5 p s - 1 at the absorption peak, close to the 

value of 0.3 p s - 1 at the IS exciton energy that we report. No attempt to extract a fit to 

the data was made, however. In other studies, no attempts were made to quantitatively 

study the data [26,28]. 

Except for the long IS (A) exciton decay, the other level decays are dominated by the 

large offset decay rate F 0 , that is independent of pulse tuning. To our knowledge, there 

are no existing reports to compare against the 2S and biexciton data shown here. The 

values for the biexciton rates (~0.3ps _ 1) are similar to those reported in a temperature 

dependence study of dephasing rates of excitons and biexcitons in a single 25 nm GaAs 

quantum well [33] (0.15-0.2 ps" 1 at 10 K) . 

This behaviour can be qualitatively explained by the fact that only the IS (A) exciton 

state shows a long time decay and all the higher level states must, in principle, be 

allowed to scatter into close by, lower energy states. This scattering mechanism would 

not be available, at low temperatures, to the lowest lying energy state. These additional 

scattering channels, available to all but the lowest lying IS (A) states, seem to have a 

large, dominant effect on their dephasing rates. 
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Figure 5.4: Pulse detuning dependence of dephasing rates. The dephasing rates of the 
IS levels vary independently for the two lS-2S-biX-continuum systems, while the 2S, 
biexciton, and continuum dephasing rates are set the same for both systems. 

To Ti Ea E0 

(Ps"1) ( x l O ^ p s - 1 ) (meV) (meV) 
X - IS (A) 0.001+0.02-0.001 (4 + 2) (12 + 5) 1619.8 
X - 1SQB) (0.30 + 0.02) (11.5 + 0.5) (29 + 8) 1622.6 

X - 2S (1.2 + 0.3) (40 ± 10) (11 + 3) 1632.6 & 1635.4 
biX (0.303 + 0.008) (0.1 + 0.1) (2.5 + 0.3) 1616.5 & 1619.3 

Table 5.3: Pulse detuning dephasing fit coefficients corresponding to Equation (5.3) and 
Figure 5.4. The values of EQ are the level energies, from Table 5.2. 
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Pulse Delay (ps) 

Figure 5.5: Continuum effects on D F W M signals — simulations and experimental data. 
122 fs (FWHM) excitation pulses were centered at 1625.8 meV (blue shifted 6meV above 
the IS exciton level for this TI-SI-DFWM signal. The simulations have been divided by 
a factor of ~2 to distinguish them from the data. 

5.2.4 C o n t i n u u m 

The inclusion of the continuum in F W M simulations has been attempted using two 

approaches: by introducing a finite, closely spaced set of two level systems [29], or by 

including continuum states in a more theoretically self-consistent manner [41-43,46]. 

Similar to this work, both of these methods qualitatively conclude that the continuum 

states result in a quickly decaying component of the D F W M signal, that exists only 

for small excitation pulse delays. The first [29], reproduces the general shape of the 

data, but is not used to attempt to extract information from the F W M spectra. The 

others [41-43,46] are theoretical, and do not compare the results to experimental data. 

Our approach to the inclusion of the continuum, outlined in Chapter 2, allows us to 

compare the effect of the continuum to those of discrete states in a quantitative and 

consistent fashion, for both linear and nonlinear data. 
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The effect of the simulated continuum on the D F W M signal is shown with the cor

responding experimental data in Figure 5.5. The dashed line in the figure shows the 

results of a simulation with two polarization beating lS-2S-continuum systems, while 

the dash-dot-dot line shows the results of a simulation with the same values as the first 

simulation, but no continuum levels. The simulations show that the continuum visibly 

affects the signal only at short pulse delay times, for about four pulse-widths (0.4 ps), 

in qualitative agreement with other works [29,41,46]. The agreement between the the

oretical simulations and experimental data is only possible if we include both the finite 
i _ > . ( 3 ) 

pulse duration and all the different terms in X . This allows a direct comparison to 

be made with the experimental data, unlike the previously mentioned works where only 

qualitative (or theoretical only) comparisons with experimental data are made. 

Excellent accounting for the continuum works well only for blue excitation pulse 

detunings, where the pulse directly excites some of the continuum. Similar quality fits 

as shown in Figure 5.5 are obtained for all D F W M spectra obtained at negative (blue) 

detunings using a unique set of dipole moments for the IS, 2S, biX and continuum levels. 

However, for positive (red) detuning, while the dipole moments of the discrete levels 

could be maintained, the strength of the continuum level had to be reduced for each 

increment of detuning, in order to avoid "overestimating" the continuum's contribution 

to the D F W M signal at short times. This effect is summarized in Figure 5.6 where the 

adjusted dipole moment strength of the continuum is shown as a function of detuning in 

the case where the power law exponent for the continuum was held constant at 0.065. 

This problem is likely related to the particular form that was assumed for the contin

uum response, as well as its numerical implementation, as was discussed in Section 2.1.2. 

While convenient, this form probably isn't accurate enough when far off resonance. Sev

eral authors report theoretical justification for the inclusion of a cut-off function for large 

difference frequencies away from the level frequency [66-68]. This would modify the power 

law response most significantly for low power law exponent values. The approximations 

used to speed up the numerical simulations could also be responsible, as mentioned in 
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Figure 5.6: Model continuum dipole strength required to fit to data versus input excita
tion pulse central frequency. 

Chapter 2. These would sharpen features, increasing the peak values when off resonance, 

although numerical testing indicated that this would not account for the entire difference 

noted while fitting the data. Both of these likely account for some part of the difference 

in continuum dipole moment strengths as a function of input pulse tuning. 

5.2.5 Input Pulse Polarization Dependence 

A comparison of data versus simulations with varying input pulse polarization is given 

in Figure 5.7. This data was spectrally resolved, in an attempt to increase the signal-

to-noise ratio, especially for the cross-linearly polarized (XLP) input pulse case. The 

simulations are also spectrally resolved, at energies 2 meV below those of the data. This 

is still within the resolution of the instrument (~2.5 meV) at the settings used to extract 

this data. The systems simulated included two lS-2S-biX-continuum systems as has 

previously been shown for the time- and spectrally-integrated data (with the parameters 
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Figure 5.7: Polarization dependence of S R - D F W M signals. The input laser pulses are 
centered at 1612.9 meV (red shifted 6.9 meV) and the CCP, C L P , & X L P data were 
spectrally resolved at 1619.8, 1619.8, & 1617.9meV (±2.5 meV), respectively. Simulations 
are spectrally resolved 2 meV below the data values and use the parameters from the input 
laser pulse detuning data and simulations, as discussed in the text. 
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listed in Tables 5.2 & 5.3). 

The simulations and data have excellent agreement for the three input polarizations. 

The simulations and data agree with the conclusions drawn in previous works [26,51, 

52] and the theoretical discussions in Chapter 2. In particular, there is a lack of two-

exciton (biexciton) beats when the signals are excited with co-circularly polarized (CCP) 

input pulses and there is a 180° phase change in the beats when going from co-linearly 

polarized (CLP) input pulses (out-of-phase at zero pulse delay) to cross-linearly polarized 

(XLP) input pulses (in-phase at zero pulse delay) for the two-exciton states. As in [26], 

the theoretical model here also indicates that the origin of the beats is from single-

exciton/two-exciton states in the C L P input pulse case, and is between two-exciton states 

(the biexciton and two-free-exciton states here) for the X L P input pulse case. 

To fit the data, a transition probability, ux, was assumed for the transitions between 

the IS exciton and the two-exciton states. The sum of the probabilities for transitions to 

the free and bound biexciton states is forced to be unity, as in [26]. The dipole moment 

used in the simulations is then multiplied by this probability. The probability values 

that were found to work well were the same as was reported in that work: v^x = 0.65 

for the biexciton state and vxx = 0.35 for the two-free-exciton state. Varying this ratio 

directly affects only the X L P data beat magnitudes, confirming the origin of the beats 

in the theoretical treatment, as described above. Unlike [26], however, where the dipole 

moment of the two-exciton states was assumed to be equal to the one-exciton states, our 

ratio of ^ exciton/^is exciton was found to be 2.175, likely due to the delta-function pulse 

simplifications made in theoretical developments in [26], which are not made in our more 

rigorous approach. 

5.2.6 Temperature Dependence 

Temperature dependent fits to the dephasing rates usually use semi-empirical formulae 

designed to reflect the processes that are relevant in the system [2, page 53] [27,33]. The 

main mechanism affecting the dephasing rates as a function of temperature is expected 
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to be coupling to phonon modes, both acoustic and optical. At low temperatures and 

with excitation energies near the bottom of the conduction band, coupling to acoustic 

phonon modes is expected to dominate the temperature dependence of the dephasing 

rates. Accordingly, previous studies have fit the temperature dependence of the dephasing 

rates with semi-empirical formulae including an exponential optical phonon component 

that contributes at high temperatures, and either a linear temperature dependence [2, 

page 53 ], [33] or an exponential power-law of the form exp{£?T a } [27], to account for 

the acoustic modes. 

Results of fits to co-linearly polarized (CLP) input beam data as a function of tem

perature are shown in Figure 5.8. Attempts to fit the data using the models from the 

reference works [2,27,33] matched the data poorly, and an equation of the form 

r (T) = r 0 + r x r 2 + - — v) (5.4) 

(exp{huLo/kBT} - 1) 

was found to fit the data far better. This was discovered by examining several sets of data 

under both C C P and C L P input polarizations, all of which exhibited a T 2 dependence in 

the range 5 K to 40 K. Coefficients of fits to the data in Figure 5.8, indicated by the lines in 

the figure, are shown in Table 5.4. The large errors associated with the optical LO phonon 

(r2) fit component are likely due simply to the lack of data at higher temperatures. The 

L O phonon value, HU>LO, of 35.3 meV was taken from existing literature [49] as with other 

studies [2,33]. 

Two previous studies [2, page 53], [27], used picosecond excitation pulses to examine 

the temperature dependence and were thus only able to examine the long time decay 

behaviour of the D F W M signals. The results presented here used ~100fs excitation 

pulses, allowing an examination of both the long time IS exciton decay rates and the 

more quickly decaying 2S, biexciton, and faster IS decay rates. Another work [33], using 

excitation pulses similar to those in this work, assumed a linear (acoustic phonon) T 

dependence for low temperatures. Above 60 K , an optical phonon component dominated, 

the term being the same as that used in Equation (5.4) above. Only exciton and biexciton 

dephasing rates are shown in [33], derived from a simplified model. As well, the thicker 
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Figure 5.8: Temperature dependence of dephasing rates: The C L P input laser pulses 
H = (1616 .9±0 .1 )meV and c r F W H M = (89.5 ±0 .2) fs) are centered 3meV below the 
low temperature (4K) heavy hole absorption peak. 

r 0 

(ps"1) 
Ti 

(x lO- 4 ps - i fC- 2 ) 
. r 2 

(ps' 1) 
X - IS (A) 
X - 1S(B) 

X - 2S 
biX 

(0.0474 ±0.005) 
(0.36 ±0.07) 
(1.51 ±0.02) 

(0.359 ±0.003) 

(0.7±0.1) 
( 4 ± 1 ) 

(2.3 ±0 .3) 
(2.03 ±0.04) 

(3000 ±2000) 
(1000 ±2000) 
(1100 ±500) 
(1600 ±80) 

Table 5.4: Dephasing rate temperature fit coefficients corresponding to Equation (5.4) 
and the data in Figure 5.8. 



CHAPTER 5. Quantitative Analysis 138 

quantum wells (25 nm) in [33] would not have the stronger localization effects expected 

to be seen in the narrow (5 nm) wells used in this work. In contrast with these previous 

works, the results here indicate that a l l of the visible beat components decay with a T2 

dependence over the 5-40 K temperature range. This could indicate that the theoretical 

mechanism behind the temperature dependence may need re-examination and that the 

results may be more sample dependent than was previously thought, especially for thinner 

quantum well samples where localization effects are important. 

Since all the temperature studies were conducted with the laser pulse red-shifted 

at low temperature (5K), the levels will shift through the laser center frequency as 

the temperature rises, due to the band gap shifting to lower energies as a function of 

increasing temperature. For the data shown in Figure 4.10 and the extracted dephasing 

rates shown in Figure 5.8, the pulse detuning becomes zero at 60 K . The dephasing rate 

of all except the IS (A) exciton state are insensitive to pulse detuning through the exciton 

resonance energy (Figure 5.4) and so-the shift in resonance frequency with temperature 

should not affect the results for these levels. The dominance of the T2 term for all 

the levels, including the IS (A) exciton level, over the temperature range in Figure 5.4 

indicates that a similar mechanism is affecting the temperature dependence of all the 

levels, although correcting for the pulse detuning could affect the absolute value of the 

IS (A) state. 

The biexciton beat magnitudes become too weak to measure around 50 K , while the 

signals from the 1S-2S beating are observed up to 120 K . At higher temperatures, the 

blue-shifted laser pulses and the resultant decrease of signal strength into the noise level 

distort the results and prevent extraction of accurate values for the dephasing rates. This 

prevents a more rigorous analysis of the temperature dependence of the decay rates of 

the D F W M signals with the existing data. To concretely show that the temperature 

dependence of the dephasing rate is not affected by pulse detuning would require addi

tional study of the dephasing rate as a function of both temperature and pulse detuning, 

a problem with data reported in the existing literature [2,27,33] as well. 
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5.3 E x p e r i m e n t a l R e s u l t s a n d S i m u l a t i o n s - D o p e d S a m p l e s 

As discussed in Chapter 4, the dominant absorption mechanism in the doped multiple 

quantum well samples is expected to be from charged excitons, or trions. With the excess 

electrons in the wells, the charged excitons in the samples studied would consist of two 

electrons and one hole. However, previous studies of linear absorption in these samples 

did not find clear experimental evidence of the presence of trions in the doped samples to 

confirm the theoretical predictions [4-6]. D F W M experiments were thus used to probe a 

sample with a low concentration of excess electrons, looking for further evidence of the 

existence of trions. 

5.3.1 2.5 X 1010 cm- 2 Sample 

The multiple quantum well sample with the lowest doping has an electron concentra

tion of 2.5 x 10 1 0 cm~ 2 in the wells, with a corresponding 2-D (T = 0K) Fermi energy of 

0.92 meV. The low temperature linear absorption for this sample is shown in Figure 5.9, 

with the corresponding fit parameters in Table 5.5. 

The most striking difference between the linear absorption in this sample and the 

undoped sample is the lack of a sharp excited (2S) exciton-continuum transition above 

the heavy hole peak. The heavy hole peak itself is asymmetrically broadened at higher 

energies, blending smoothly into the continuum. 

The fit to the linear absorption data indicated that the heavy hole peak consists of 

two peaks ~2.7meV apart with the lower peak at 1619.8 meV. For the linear absorption 

data two polarization beating single-particle-continuum systems were modelled, along 

with light-hole single-particle and continuum levels. No excited single-particle state was 

included as there were no beats similar to the 1S-2S exciton beats, that were present 

in the undoped sample, visible in either the C L P or C C P data of this doped sample. 

The energy levels in these fits are similar to those determined for the undoped sample, 

as is the separation of the two polarization beating systems. The power law exponent 

for the two single-particle, heavy-hole levels was found to be (0.775 ± 0.003), showing a 
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Figure 5.9: Linear Absorption for 2.5 x 10 1 0 cm 2 sample at 4 K - simulations and data. 
The system parameters used are listed in Table 5.5. 

fi/fj Ti Tj, inh 

(meV) (ps"1) (meV) 
Xsingle (A) 1618.9i0. l t 0.0037t 0.258 0.775 ±0.003 
Xsingle ( B ) 2.76 ±0 .02 1.81 ±0.06 0.34 0.775 ±0.003 4 .62±0.02 § 

Continuum 15.2 ± 0 . 2 0.55 ±0 .04 2.5 0.09 ±0 .02 

^•^double 4.0 1.41 0.55 0.775 ±0.003 
Xsingle (lh) 29.21 ±0.06 1.62 ±0 .04 0.426 0.867 ±0.005 7 .06±0.06 § 

Cont. (lh) 12.9 ±0.3* 0.45 ±0.02* 2.5 0.17±0.02 
7 .06±0.06 § 

Table 5.5: Linear absorption fit parameters for the lowest doped sample, corresponding 
to the fit and data shown in Figure 5.9. Errors are 1 in the last digit unless otherwise 
noted. The system consists of two polarization-beating single-particle-continuum sys
tems, 2.76 meV apart. A single-particle-continuum light hole (lh) system assists with 
fitting the data around the heavy hole continuum levels. 

t As other values are relative to the X S j n g i e (A) values, these are absolute values. 
* These values are relative to the X s i n g i e light hole energy and dipole strength. 
§ The inhomogeneous broadening is set constant for all ( X S j n g i e , Xd o ut,ie, continuum) levels within each 
system. 
^ Two-particle states are not included in the linear simulations. 

http://1618.9i0.lt


CHAPTER 5. Quantitative Analysis 141 

significant decrease from the undoped sample value (0.965). The relative dipole moment 

strength of the two systems has changed as well, with the lower polarization beating 

system now having a smaller strength than the upper system (opposite to the undoped 

case). 

D F W M simulations and data for this sample are shown in Figure 5.10. There is clear 

evidence of the existence of a two-exciton state in the D F W M signals, with the C L P 

input polarization case having strong, 180° out-of-phase beats visible, which disappear 

with C C P input pulse excitation. There is no evidence of excited state beats in either 

the C L P or C C P input polarization signals, in agreement with other studies in doped 

samples [16]. The continuum state still affects the signal at short times (visible as a 

bump at short times in the C C P data and a slight kink in the C L P data), even with 

the lower power law exponent. Using the same set of parameters for the C L P and C C P 

T I - D F W M simulations resulted in a reasonable fit at longer times, but a poorer fit close 

to zero pulse delay. 

Since it isn't available from fits to the linear absorption data, the power law of the 

two-particle state that causes the C L P beat signal must be determined from the D F W M 

data. The fits turn out not to be particularly sensitive to this parameter. While the 

best fit is obtained for a two-particle state power law of ~0.7, values up to unity do 

not drastically degrade the fit, although power law values outside the 0.7-0.8 range peak 

closer to zero pulse delay than the data. 

The longest dephasing rates in this sample are 3-5 times faster than in the undoped 

sample. This might be expected given that the excess free carriers will contribute to the 

overall dephasing of the induced polarization. In contrast, the dephasing rate for the 

two-exciton state is only about 1.5 x greater than that for the biexcitons in the undoped 

sample. The beat energy found for the two-particle state was 4.0 meV, ~0 .5meV larger 

than that determined from the undoped sample, biexciton beats. 

The evidence for the existence of trion particles [16,17,60,61] in these n-doped samples 

indicates that the beats visible in the C L P data are from a five-particle, charged biexciton 



CHAPTER 5. Quantitative Analysis 142 

0 1 2 3 4 

Pulse Delay (ps) 

Figure 5.10: D F W M signal and simulation for 2.5 x 10 1 0 cm~ 2 sample at 6.4K. The laser 
input pulse frequency is centered at 1619.8 meV and has a F W H M of 106.5 fs. The system 
parameters used for the simulation are listed in Table 5.5. 

state. Similar to the biexciton case, where it is energetically more favourable for the two 

excitons to bind into a four-particle state, the system here corresponds to the interaction 

of a negatively charged trion with an neutral IS exciton. Although theoretical evidence 

for this state is unclear at this point [62,63], none of these studies have included the 

in-plane localization known to lead to a dramatic increase in biexciton binding energies 

in narrow quantum wells [17], which would be expected to have a similar effect on a 

charged biexciton state. 

In principle, it might be the case that an unbound, "resonant", negatively charged 

biexciton state might have sufficient oscillator strength to cause beats in the F W M ex

periment. A simulation of this scenario would involve making the negatively charged 

biexciton binding energy —3.3meV, instead of +3.3 meV as was used in the simulation 

of Figure 5.10. In order to retain the strong beats, the oscillator strength would have 

to increase and the power law exponent would have to be closer to unity. Both of these 
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changes seem to be in the wrong direction if one assumes a resonant unbound state in

stead of a bound state. We therefore believe that the F W M data and analysis favours a 

bound state interpretation. 

5.3.2 20 x 1 0 1 0 c m - 2 Sample 

The multiple quantum well sample with the largest doping was also studied with the 

D F W M technique. Its well doping, 20 x 10 1 0 cm~ 2 , corresponds to a Fermi energy (at 

OK) of 7.4meV. A fit to the linear absorption data is shown in Figure 5.11, with the 

corresponding fit parameters in Table 5.6. The small power law exponent and large 

inhomogeneous broadening means that the dephasing time does not significantly affect 

either the linear absorption or D F W M signals, and cannot be as accurately extracted 

from the data as it could from the undoped and low-doped samples. 

The simulation of the T I - D F W M data, shown in Figure 5.12, indicated that the model 

system, when the laser pulses are tuned around the linear absorption peak, are described 

well by a single level with a power law exponent value of 0.33. Both the linear absorption 

and D F W M data fit very well to the data with this model system. The light-hole peak 

added to the linear absorption is lacking from the D F W M fits as the laser pulse does not 

significantly excite these higher energy states. An additional continuum was found not 

to be necessary in these higher doped samples, due to the small power law exponent. As 

well, the T I - D F W M model fit more poorly to the data with an added continuum, with 

the simulation resembling the input excitation pulse autocorrelation (shown in the figure 

as a dash-dot line). 

As was mentioned in Section 4.3.2 (page 115), study of the highest doped sample 

was partly motivated by a D F W M study of a sample with similar 2-D doping density, 

excitation pulse conditions, but in 8nm wide quantum wells [37,38]. That study argued 

that the dephasing rate, due to electron-electron scattering, decreased in doped samples 

when the excitation pulses were tuned near the Fermi energy. Study of the samples in 

this work show no evidence of the decrease in dephasing rate when the pulse is tuned 
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The system parameters used for the simulation are listed in Table 5 .6 . 

AEio fi/fj T i Tj, inh 
(meV) (ps"1) (meV) 

X s i n g l e 1 6 2 1 . 6 ± 0 . 1 t 0 . 0 0 5 3 7 * 1.24 0 . 3 2 5 4 . 0 4 ± 0 . 0 3 

Xsingle (lh) 2 4 . 8 0 ± 0 . 0 3 0 . 7 0 4 ± 0 . 0 0 2 2 . 1 4 ± 0 . 0 3 0 . 3 9 4 ± 0 . 0 0 2 1 . 5 2 ± 0 . 0 1 

Table 5.6: Linear absorption fit parameters for 20 x 1 0 1 0 c m - 2 sample, corresponding to 
the fit and data shown in Figure 5 . 1 1 . Errors are 1 in the last digit unless otherwise 
noted. The system consists of two single-particle states, a heavy hole (hh) level and light 
hole (lh) level. 

As other energies and dipole strengths are relative to the X s ; n g i e value, these are absolute values. 
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Pulse Delay (ps) 

Figure 5.12: T I - D F W M signal and simulation for 20 x 1 0 1 0 c m - 2 sample at 5.8 K . The 
laser input pulse frequency is centered at 1629.4 meV and has a F W H M of 129.5 fs. The 
system consists of one single-particle heavy hole state, with the parameters taken from 
Table 5.6, and the simulated laser pulse detuned 5meV above the state's energy level. 

through the Fermi energy. The small power law exponent means that one is effectively 

exciting a continuum of states in this highly doped sample, which leads to only a single, 

fast decay in the D F W M signal. Further, extracting a dephasing rate from this type 

of data is difficult, if not impossible, and will at best lead to inaccurate results if a 

simple exponential decay model is assumed. For this reason, it is concluded that the 

results reported in the previous work [37, 38] should be considered erroneous, unless 

experimental evidence can be found to substantiate their results. 

5.4 Compar i son w i t h Prev ious Power L a w Exponen t Resul ts 

The results of the earlier work on extracting the power law exponent from linear absorp

tion data are shown in Figure 5.13. The data was extracted from Figure 4 of Brown, 

et. al. [5], which is based on fits to the linear absorption from a series of doped and un-
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Figure 5.13: Comparison of current power law exponents to previous data. The data has 
been extracted from Brown, et. al. (PRB 54, p. 11082) [5]. The sideways hourglass is from 
fits to the heavy-hole exciton peak while the diamonds are theoretical predictions. The 
downward pointing triangles are from a R P A model, while the upward pointing triangles 
correspond to a more rigorous Hartree model. Fits to the heavy hole peak from this work 
are shown by the squares and circles. 
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doped samples. The results shown here are based on more thorough fits to the same 

linear absorption data as was used in that work. These fits use the more rigorous linear 

absorption portion of the theoretical model outlined in Chapter 2, which also benefited 

from cross-referencing the linear absorption data with the D F W M data. 

Qualitatively the power law exponents show the same behaviour, with a large initial 

drop in the power law exponent at low doping density and a levelling out at a power 

law exponent around 0.3 at higher densities. The theoretical models [5,53] are unfortu

nately not able to model the lower excess electron doping densities with corresponding 

Fermi energies below 2meV, to provide a comparison to the values extracted from the 

experimental data. 

At higher densities, the fits to the linear absorption data agree well with the theoretical 

predictions provided by the Hartree model, which is the more accurate of the two models 

reported in [4,5]. This model predicts that the linear absorption peak is dominated by 

absorption around the negatively charged exciton with the contribution of the neutral 

exciton being very small by comparison, predicting that the results we observe from the 

doped samples should be predominantly from trions and not the IS exciton state. 



Chapter 6 

Conclusions & Recommendations for Future Work 

This thesis has reported a systematic study of the linear and nonlinear, near-band edge 

optical properties of undoped and doped multiple quantum well samples. These studies 

aimed to separate the numerous contributions to the material response from photon 

excitation, quantifying these responses. After summarizing the findings of these studies, 

some recommendations for future experiments, theoretical developments, and numerical 

analysis will be given. 

6.1 C o n c l u s i o n s 

In order to quantify these material responses to the optical excitation in the undoped 

and doped samples, and to include the continuum in a consistent manner, theoretical 

extensions to the standard Lorentzian susceptibility expressions were made. These in

volved incorporating the power law exponent from Fermi-edge singularity theory in a 

manner that allowed the same theoretical development to be used for both the linear and 

nonlinear susceptibilities and polarizations. Elaborate numerical routines were developed 

to numerically simulate these theoretical models, including the pulse shape and central 

frequency which are measured experimentally. These allowed quantitative information to 

be extracted from both linear absorption experiments and nonlinear, third-order, degen

erate four-wave-mixing experiments, by simultaneously fitting the linear and nonlinear 

simulations to the data. 

Experimentally, equipment and a data acquisition system were developed to allow the 

148 
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acquisition of spectrally-integrated and spectrally-resolved degenerate four-wave-mixing 

signals over a wide range of temperatures and input pulse excitation conditions. 

6.1.1 Undoped Sample 

Study of the undoped sample and comparison to the theoretical model predictions al

lowed several quantitative measures to be extracted from the nonlinear experimental 

data. For the first time (to our knowledge) accurate measurements of the 1S-2S exciton 

binding energy (12.75meV), 2S exciton dephasing rate (~1.8ps _ 1 at low temperature), 

and oscillator strength {fas/Pis (A) =0.48) were extracted from the data. 1S-2S beat 

signals were measured over a wide range of temperatures and input pulse excitation en

ergies, and were visible in data up to 120 K. Measures of the dephasing rates of the IS 

exciton levels were also extracted over the same range of temperatures and pulse exci

tation energies. Evidence for a second, faster decaying IS level was found during fits to 

the experimental data, ~2.5meV in energy above the lower IS level, likely originating 

from areas of the sample where excitons are less localized. Its dephasing properties were 

found to be similar to that of the biexciton levels: ~0 .3ps _ 1 in contrast to the lower IS 

level's dephasing rate of ~0.05 p s - 1 at low temperature. The oscillator strength ratio was 

found to be 0.75 times that of the upper IS exciton state. The results of temperature 

studies indicate that the dephasing rates of all the levels follow a T 2 dependence in the 

temperature range 5 K to 40 K , in contrast to data reported elsewhere [2,27], where linear 

or exponential dependencies on temperature were reported. 

Signals from biexcitons (two-bound excitons) were also observed in the data. The 

biexciton binding energy (3.5meV), dephasing rates (~0.3ps _ 1 ), and oscillator strength 

(PbiX/Pis (A) = 1-4) were extracted from the data. These parameters were measured over 

the same range of pulse detunings and temperatures, to our knowledge for the first time. 

The biexcitons beat signals also showed a T 2 temperature dependence over the range 

of 5 to 40 K , the same as that of the IS and 2S excitons. By comparison with theories 

reported in the literature [17,26] in-plane localization effects in 5 nm GaAs quantum wells 
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have a significant influence on the biexciton binding energy, doubling the values expected 

from quantum wells with an assumption of no in-plane localization. 

The first systematic attempt to quantitatively account for the continuum contribution 

to the nonlinear response was conducted. A series of spectra obtained at various input 

laser pulse detunings was fit and the continuum was found to have a small power law 

exponent (~0.06). It contributes to the D F W M signals at short time delays only, within 

3-4 pulsewidths of zero pulse delay, and was found to be insensitive to the magnitude of 

the dephasing rate of the continuum level. Further theoretical developments were found 

to be needed to more accurately simulate nonlinear response of the continuum in the 

D F W M signals, most importantly the magnitude of the'oscillator strength as excitation 

pulse is red-shifted. Some suggestions for further work are given below. The current 

studies show that the inclusion of the continuum is an important part of accurate, realistic 

simulations of degenerate four-wave mixing signals, especially at short input pulse delay 

times. 

6.1.2 Doped Samples 

In the lightly doped sample, with a 2-D electron doping density of 2.5 x 10 1 0 cm~ 2 , evi

dence of coherent beating between one-exciton and two-exciton complexes was found in 

the signals. A continuum level was still found to be a necessary component in the the

oretical model even though, with a power law exponent of 0.775, the linear absorption 

data showed no clear absorption edge as was evident in the undoped case. Due to the 

presence of excess electrons in these wells, the dominant response is from bound, charged 

exciton states, or trions [4-6,16,17,60,61]. No evidence of 1S-2S beating was found in 

this sample, again in agreement with another study of excited excitonic states done in 

a similar sample [16], where only excited trion states were found. With the response 

attributed to trions, the observed two-exciton complexes present the first experimental 

evidence for negatively-charged biexciton states in lightly doped quantum wells. 

For the highest doped sample, with a 2-D electron doping density of 20 x 10 1 0 c m - 2 , 
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only a single, fast transition was observed in the D F W M signals, over a wide variety 

of input pulse excitation conditions. A power law exponent of 0.33 was found for this 

sample, indicating that highly doped samples are exciting a continuum of states, with no 

separate, distinct continuum level present in addition to that of the peak that has evolved 

from the undoped sample's exciton peak. The excitation of a continuum of states in this 

sample, leads to a single, fast decay in the D F W M signal that does not change with input 

pulse detuning. Reevaluating the results from a previous study [37], which reported that 

the dephasing rate decreased in these highly doped samples when the excitation pulses 

are tuned through the Fermi energy, we conclude that these results must be considered 

erroneous without the presence of more experimental evidence. 

A comparison of the power law exponents to previous work [4-6], indicated that the 

higher doped samples fit well to the exponents predicted by the more accurate Hartree 

models used in that work, where negatively charged excitonic complexes were predicted 

to be the dominant mechanism behind the linear absorption spectra. 

6.2 R e c o m m e n d a t i o n s for F u t u r e W o r k 

This section contains several suggestions for directions in which this work could be ex

tended, from theoretical and experimental techniques to areas where improvements in 

equipment and analysis techniques could be achieved. 

6.2.1 Experimental 

6.2.1.1 Experiments/Experimental Techniques 

Suggestions for further experiments and the implementation of other experimental tech

niques are: 

• The time-resolved D F W M technique could potentially give information that would 
compliment the time-integrated and spectrally-resolved data used in this work, such 
as additional confirmation that the beats are originating from photon echoes [64]. 
Time-resolved photoluminescence could also be used on these samples to obtain 
information about the population decay times of particles in the quantum wells. 
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• For the undoped wells, more experiments looking at the D F W M signals as a func
tion of temperature, while simultaneously tuning the pulse central frequency to 
match the shift in bandgap with temperature, would give a more concrete under
standing of the temperature dependence of the D F W M signals and help confirm 
the current experimental data's results. 

• For the doped samples, attempting to examine the remaining doped samples could 
potentially assist with the question of the origin of the beat signals in the doped 
samples, which were expected to be predominantly from charged excitons. Studying 
the temperature dependence of these samples might also be able to assist with this 
process, although better signal-to-noise ratios would be needed for more details to 
be extracted from these signals. 

• Better coupling of signals through the monochromator would allow better resolution 
to be achieved with S R - F W M signals, with both fixed and variable pulse delays, 
allowing more detailed analysis to be conducted with the S R - F W M signals. 

6.2.1.2 Equipment - Hardware and Associated Control Software 

Several improvements to the equipment and associated control software would make the 

acquisition of the nonlinear signals easier and faster. These are: 

• Reflective optics for input beam focussing could eliminate chromatic aberrations 
inherent in the input focussing lenses. This would require re-designing the beam 
input area, to retain the combinations of beam rotation and conversion from circular 
to linear polarization that is a part of the current system. 

• • Automate the background measurement (fixed delay arm) by the addition of a 
linear translation stage to replace the micrometer. This could allow the background 
subtraction/signal acquisition to take place automatically, adding repeatability to 
the process. It could also allow the fixed pulse delay data to be acquired in an 
automatic fashion. Both of these would also require small modification of the 
Lab View control software. 

• Incorporate the time-resolved (TR) equipment, currently used for time-resolved 
photoluminescence experiments into experimental D F W M setup. 

• Re-design output stages of the experimental setup to allow for easy switching be
tween T R - D F W M , T I - D F W M , T R - P L , and TI-PL, without dismantling portions 
of the experimental setup. 

• Having a computer controllable heating element switch would allow for automated 
temperature control of experiments, so that automated acquisition of temperature 
dependent D F W M signals could be accomplished. 
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• The current analog-to-digital board limits both the signal resolution and time res
olution and a board with higher resolution and faster acquisition speed would im
prove both of these. 

• A 2-4X increase in computer speed (adding more R A M would likely also speed 
data acquisition, but probably less than a factor of 2) would allow data acquisition 
close to the oscillation rate of the shaker (~19 Hz) instead of the 3-4 Hz that now 
occurs. Acquisition of signals with poor signal-to-noise, especially important for 
doped samples, typically requires 1-10 thousand signal averages. This currently 
takes 5-50 minutes; at 19 Hz this time would be reduced to 0.9-4.4 minutes. If 
fast enough, the computer may also allow double-sided signals to be decoded (both 
forward and backward motion of the shaker), potentially allowing for another factor 
of two improvement in acquisition time. The Lab View program could also be re
visited to see if improvements could be made to the acquisition program. 

6.2.2 Theoretical 

As outlined in the discussions in Chapter 5, the continuum limit still presents a challenge 

to the current theoretical development. A more complete theoretical development would 

be preferable to more accurately simulate the data, but in the absence of this it has 

been noted by several authors [66-68] that non-Markovian (i.e., non-exponential decay) 

extensions to the Lorentzian (a = 1) limit are justified. Although [66-68] take frequency 

and time domain approaches, they essentially both extend the theory to multiply the 

frequency response with a Gaussian lineshape. This would improve the behaviour in 

our case by eliminating the semi-infinite extent of the susceptibility as the power law 

exponent for the continuum approaches zero. The inclusion of propagation effects in the 

third order polarization terms (to include reflections and linear absorption as these signals 

propagate through the quantum wells) would also be useful to evaluate the strength of 

the effects, especially in the case of doped quantum wells. 

Other theoretical extensions that would be useful would be if theoretical calculations 

of binding energies of charged excitons (three- and five-particle states) [62, 63] could 

be extended to include localization effects as a function of well width, to compare to 

experimental data. This has been attempted theoretically for biexcitons and charged 

excitons, and led to the conclusion that increases in the binding energy of about 50% 



CHAPTER 6. Conclusions & Recommendations for Future Work 154 

occurred [16,17], but has not, to our knowledge, been attempted so far for five-particle 

charged exciton states. 

6.2.2.1 Analysis/Numerical 

With a theoretical model that uses a consistent approach to study linear and nonlinear 

experimental data, the ultimate goal of the numerical analysis would be to simultane

ously fit all the data. To accomplish this, the theoretical models need to be numerically 

evaluated quickly enough to allow automatic parameter estimation routines to be com

puter evaluated. For the current D F W M simulations, which take up to 6 hours to run on 

a 400 MHz Pentium II computer, this means that speed improvements of about 5 orders 

of magnitude are necessary. 

To attain such speed improvements, two approaches may be taken. Several authors 

have outlined an approach to convolution integrals that separates out the integral into 

a matrix calculation [69-72] of predetermined coefficients. If these methods could be 

extended to the case of evaluating singular, oscillatory integrals, this should allow for 

dramatic speed improvements. This is because it would remove the necessity of evaluating 

the large number of coefficients (called bk(9) in Appendix A) that currently need to 

be continuously recalculated in the convolution integrals. Further refinements to the 

evaluation of these coefficients could also result in noticeable improvements in execution 

time. The second approach would involve finding and evaluating partial or fully analytic 

solutions to the third order polarization, similar to that accomplished for the first order 

linear absorption (involving parabolic cylinder functions). The non-Markovian theoretical 

extensions mentioned in the beginning of this section should greatly assist with this task. 

In either case, routines would also need to be developed to handle the "global", non

linear parameter estimation needed to simultaneously fit the linear and nonlinear data. 

This, however, is a relatively straightforward extension of current nonlinear parameter 

estimation techniques [73,74]. 
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H(t) 
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The Heaviside Step Function, Ff (t) = < 1, £ = 0 
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List of Fundamental Constants 

The following is a list of fundamental constants in units appropriate to this work. 
For an exhaustive list and description of the current recommended values of fundamental 
constants see reference [75]. 

c 299 792 458 m-s"1 (exact) 
299.792 458 ^m-ps- 1 

e 1.602 176 46 x l O ~ 1 9 C 

h 6.626 0755 x 10" 3 4 J-s 
4.1361 meV-ps 

h = h/2n 1.054 572 66 x 10- 3 4J-s 
0.658 28 meV-ps 

1/h 1.5191 ps-meV 

1 wavenumber (cm - 1 ) 0.123 996 6 meV 
(ck=c/X) 29.979 245 8 GHz 

he 1 239 966 meV-nm 
0.123 996 6 meV-cm 

l/(h-c) (for u/c) 50.672 07 meV" 1 - cm" 1 
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Appendix A 

Additional Theoretical & Numerical Details 

This appendix contains additional details about the theoretical derivations and the nu
merical approaches used to simulate them. The information contained here does not, 
in general, repeat derivations presented elsewhere, only supplementing the material to 
provide more detailed results of various points. The following table is a quick guide to 
the Appendix. 
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A.2.5.3 Testing of Weights and Zeros 202 

167 
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A . l A d d i t i o n a l T h e o r e t i c a l D e t a i l s 

A . 1.1 Pulse Envelope Functions 

As mentioned during the evaluation of the third order D F W M polarization terms, the 
integral 

+ C O + 0 0 

J dt gih - t)g(b2 -t)= J dt g(h - t)g{b2 - t) - J dt g{h - t)g{b2 - t) 
0 — 0 0 — 0 0 

+ 0 0 

= g%g{h-b2)- J dt g^ + t)gib2 + t) 

(A.l) 

appears in more than one polarization term when the limit Tgg —>• 0 is taken. When 
evaluated for the Gaussian, Lorentzian, and Hyperbolic secant pulse profiles, this integral 
takes the form 

+ 0 0 

J dt gih - t)gib2 -t)=g%gih- b2) [1 - envelope^, b2)} , (A.2) 
0 

where the 'envelope' functions are listed in Table A . l for the Gaussian, Lorentzian, and 
hyperbolic secant pulse profiles. Surface plots of these profiles as a function of b\ and 
b2 are shown in Figure A . l . The pulse shape functions these are based on are listed 
in Table 3.3, page 81. The pulse autocorrelation functions are listed in Table 3.4, on 
page 82. 

^ ( n ) 
A.1.2 Algorithm for Generating X — Damping and Resonant Terms 

The following is a list of steps for generating the nth order susceptibility, X , including 
the damping terms, and identifying the resonant terms. 

1. Expand into ( n + 1) terms, with the S permutation symmetry. Note that, with 
damping, the overall permutation symmetry, Sj, is not preserved. 

2. Insert damping terms, iTjiX. The sign in front of the damping terms is determined 
by making it the same as the sign in front of the u^s for that term, all of which will 
have the same sign (NOTE: this comes from the definition of the complex Fourier 
transform and ensures that the integrals will converge). 

3. Determine the resonant terms from the n! terms in each of the generated suscepti
bility terms. These can be found by setting the Tj.x terms to zero'and looking for 
terms where all the denominators are zero. This is done by looking at the permuted 
terms with the specific values for u>i, ui2, • • • un substituted in. 
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Table A . l : Envelope functions for the Gaussian, hyperbolic secant, and Lorentzian pulse 
shapes. at for each pulse shape is defined in Table 3.3, page 81. 

Gaussian Hyperbolic Secant 

Envelope 

bi = 62 

6i = 0 

b2 = 0 

&i = b2 = 0 

i e r f c { - | ( 6 1 + 6 2 ) } 

^erfc (\/2at62) 

l 
2 

m / l + e - 2 a ^ \ 

1 N \ l + e-2atbi J 

2 0 4 ( 6 1 - 6 2 ) 

1 

1 e2aj6 2 

, : ln(2) - In ( 1 + e~2at62^ 

2 a t6 2 

1 ln(2) + ln(^l + e - 2 a < 5 1 ) 

2 atbi 

1 

2 < 

Lorentzian 

Envelope 

&1 = 62 

61 = 0 

62 = 0 

6i = b2 = 0 

/ l + a 2 6 2 \ 
a t (6i — 62) [7r — arctan (a&i) — arctan (atb2)} + In 1 1-1 j 

1 \ 1 + at b2 J Envelope 

&1 = 62 

61 = 0 

62 = 0 

6i = b2 = 0 

2 irat {bx - b2) 
1 f 2a t62 , , J 

27r\l + a ? 6 i + 7 r • 2 a r c t a n ( a ^ ) j 

1 atb2 [IT — arctan (atb2)} + In (1 + a2b2) 
2 7ratb2 

1 a t6i [IT — arctan (at6i)] + In (1 + a\b\) 

2 7rat6i 

1 

2 
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Figure A . l : Envelope function plots for the Gaussian, Lorentzian, and hyperbolic secant 
pulse profiles. These are plots of the functions listed in Table A . l . 
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The algorithm for doing the second step is presented below 

1. Note that there are n + 1 dipole moment terms, \i0k. 

2. Label them / / ° / Z 1 • • • / A . 

3. Let i equal the position of fi00 in fi3°p01/i02 • • • /i8n (eg. i — 0 for the first term in 
the second step. 

4. For the jth denominator term (there are n of them) we have, ( w j ^ ± • ± TjjX), 
where the sign and terms ( • ) are determined according to 

i ? j Sign Terms ( • ) 

i < j — n 

k=j 

i = j + 
fc=i 

i > j + 

the last two can be combined into 

i > 3 + 
k<j 

The possible values of the variables are 0 < i < n and 1 < j, k < n. 

" ( 3 ) 
A.1.3 Full Expansion of the X Expression 

> ( 3 ) 
Table A . 2 lists all 24 terms in the full expansion of X , including the dephasing com
ponents. This table is an expansion of Equation (2.10) (page 19) in Chapter 2. 

Table A . 2 : Fu l l 24 term expansion of x^ 3\ including the 
dephasing terms TjiX. 

xSiftft (-^; ^ 1 , ^ 2 , ^ 3 ) = 
N „ . , 

e0n\ hs 2TT x=g,juj2,j3 

00 01 02 03 
hJxJlhJJlJ2fj2hfj3X (0123) 

(uJlX - u 1 - u 2 - u j 3 - iTJlX) (uj2X -u2-u>3- iTj2X) (uj3X -u3- iTj3X) 

(0132) fx J i f J i J 2 f % J 3 f %x 

(cujiX - ux - OJ3 - UJ2 - iTj,x) (uj9X - U 3 - O J 2 - iTj2X) (UJJ3X - u 2 - iTj3X) 
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Table A.2: (continued) 

ft ft Pi 03 (0213) 

' (uJlX - u2 - LOI - - iVJlX) (uj2X -cox-us- iTj2X) (LOJ3X -- u 3 - iTj3X) 
Po P2 Pi Pi (0231) 

' (ujlX - u)2 - u3 - u>i - iTJlX) (uj2X - u 3 - u i - iTj2X) (UJJ3X --ux- iTj3X) 
Po ft Pi Pi 

PxJiPjiJiPjiJiPJix (0312) 
' (UJJIX CO3 uj\ — cu2 iTjlX) (uj2X - u i - u 2 - iTj2X) (u)j3X -- w 2 - «r j 3 : r) 

..Po Ps ft Pi 
PxJiH-JihH-JtJiPjax 

(0321) 

x - u3 - tu2 - UJX - iTj,x) (uj2X -U2-U1- iTj7X) (u)j3X --ux- iTj3X) 
Pi Po ft ft 

PxJiPjiJiPJiJsPjsx (1023) 

(ujlX + ux + iTjlX) (u>j2X - u2 - UJ3 - iTj2X) {UJJ3X -u>3-
Pi Po ft ft 

PxJiPjxJiPJiJsPJsx (1032) 
(ujlX + 0J1+ iTjlX) (uij2X -U3-UJ2- iTj2X) (uj3X - U J 2 -iTJ3x) 

02 Po Pi ft 
Px J j i1 J i J 2 P J 2 ft PJsx 

(2013) 

(UJJIX + LU2 + iTJlX) (uj2X -U1-U3- iTj2X) (UJJ3X -u>3-
ft ft ft Pi 

PxJ1lXJ1J2lJ'J2J3lJ'JzX 
(1023) 

(UJJIX + OJ2 + iTJlX) (OJJ2X - u 3 - u x - iTj2X) (LOJ3X -LOI-i?J3x) 

PxX Pjl J2 Pjl J3 P%x (3012) 

(uJlX + u3 + iTJlX) {uj2X -U1-U2- iTj2X) {uj3X - o>2 - ^ J 3 x ) 

ft ft ft Pi 
PxJiPjiJiPjiJsPJax (1023) 

(uj,x + u}3 + iTj,x) (uj7X -LU2-U1- iTj9X) (uj3X - ui - ^ J 3 x ) 

Pi ft ft ft 
/ i x J i / i J i J 2 / i J 2 J 3 / I J 3 X (1203) 

(Ujix iTjlx) (UJ2X + LOi + ix>2 + iFj2X) {uj3X - U J 3 -^r J 3 x ) 
pl ft ft ft 

\XxJx\XJ1J2liJ2J3iXJ3x 
(1302) 

(uJlX iTJlX) (uj2X + ux + UJ3 + iTj2X) (LJJ3X - u2 - iTj3X) 
ft Pi Po Ps 

PxJxPjxJiPJiJsPJix (2103) 

(ujix + u2 + iTJlX) (uj2X + u>2 + ux + iTj2X) [LOJ3X - u3 -
ft ft ft ft 

/ i x J 1 / i J 1 J 2 ^ J 2 J 3 / i J 3 a ; - (2301) 
(^ j l X + a;2 + «r J i a ;) (a>j2X + u2 + u;3 + i T j ^ ) (uj3X - ux - ^r J 3 x ) 

ft ft ft ft 
MxJj M j u ^ ^ f t ^ f t x 

(3102) 
{u)j,x +u)3 + iTjiX) (uj9X +u3+u>x+ iTj9X) (uj3X - u 2 - iFj3X) 
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Table A.2: (continued) 

03 02 00 01 

h - x J i f j i h f ^ P j s x 
(3201) 

' ( ujix + <̂ 3 + i T j l X ) 4- o;3 4- o;2 4- ̂ Tj 9 X) ( Ui - *Tj 3 X) 
ft 02 03 00 (1230) 

(ujlx 4- bJi 4- iTJlX) (uj2X + LOI + u2 + iTj2X) (toj3X 

01 03 02 00 

hJxJlhJJlJ2fJJ2J3h JJ3X 

+ U)i 4 - 0J2 "I - u>3 4- ?Tj 3 X) 

(1320) 

' ( W j i a ; 
+ ui + 2 F J l X ) (UJJ2X + u)i + o > 3 + z r j 2 X ) ( o ; j 3 X 

ft ft 03 00 
f x J i f j i h f h J z f h x 

+ C J i 4 - o ; 3 4 - u2 4- ? r J s x ) 

(2130) 
{wjlX + LJ2 + iTJlX) (uj2X + u2 + cui + i r J a x ) (uj3X + u2 + oj1+u3 + iTj3X) 

02 03 01 00 
h-xJifjiJifjiJafJsx (2310) 

+ LJ2 + iTjlX) (UJJ 2 X + u2 + OJ3 + iTj2X) (uj3X 

..03 01 02 00 
hJxJ1h'J1J2fj2J3h-J3x 

+ 0J2 4 - ^3 -+ - ui + iTj3X) 

(3120) 
' ( W J 1 X 

+ u3 + iTJlX) (uj2X + u3 + CJI + iTj2X) (uj3X 

03 02 01 00 
fxJi fji J2 f j 2 J3 f j 3 x 

+ w 3 4 - UJI 4 - u>2 + iTj3X) 

(3210) ) 
+ u3 + iTjlX) (UJJ 2 X + UJ3 + UJ2 4- iTj2X) (OJJ 3 X 4- w 3 H - to2 -t - ui 4- iTj3X) J 

A. 1.4 Determination of D F W M Resonant Terms 
^_J.(3) 

Table A.3 lists all the terms for the D F W M X process showing which are resonant, 
along with the nature of the level needed for resonance (single, double, or ground state). 
This supplements the partial expansion shown in Table 2.1 (page 34) of Chapter 2. 

Table A.3: Determination of resonant terms, in the de
generate case, of the full 24 term expansion of the 
expression. 

Term Jl J2 J3 
Type 

4oftftft( <*•>">«>> ") = e o n l h s 2 n P o { g ) 

w f I ^ A J J W Z (0123) 
\ ("Jig ~ w ) (Uj2g) (Uj3g + u) 

Single Ground 
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Table A.3: (continued) 

Term JI J 2 Jz Type 

, ^AJA\JA9 ( 0 2 1 3 ) 

("Jig - w ) (UJJ2g) ( ^ J 3 5 + W ) 

Single Ground — — 

, ^A^tAl (°132) 
{UJJIG - Cj) (Uj2g) (Uj3g ~ Cj) 

Single Ground Single Single 

(UJig - U) {Ujj2g) (Uj3g ~ Cj) 
Single Ground Single Single 

, / ^ / ' ^ / ' ^ / ' J , (0312) 
(ujJig - CJ) ( C J J 2 9 - 2CJ) {uj39 - CJ) 

Single Double Single Double 

, ^AJAJAU (0321) 

' ( C J J I P - CJ) {UJ2Q - 2UJ) (LOJ3Q - CJ) 

Single Double Single Double 

, f%A^%A9 ( 1 0 2 3 ) 

(c j J l 9 + CJ) ( C J J 2 5 ) ( C J J 3 5 + CJ) 
— Ground — — 

( C J J I 5 + CJ) ( C J J 2 5 ) ( C J J 3 9 - CJ) 
— Ground Single — 

, f%AjAiAg (2013) 
( C J J I 9 + CJ) (CJJ 2 9 ) ( C J J 3 9 + CJ) 

— Ground — — 

(c j J l 3 + CJ) ( C J J 2 5 ) ( C J J 3 9 - CJ) 
— Ground Single — 

, tfjAjAjAs* (3012) 
(c j J i g - CJ) ( C J J 2 9 - 2CJ) (cjj3ff - CJ) 

Single Double Single Double 

, ^JAJAJA9 (3021) 
' (c j J i q - CJ) (CJJ 5 ( , - 2CJ) (CJJ 3 ( ? - CJ) 

Single Double Single Double 

, I$JAJA*JA>9 (1203) 
(c j J i g + CJ) ( C J J 2 5 + 2CJ) ( C J J 3 9 + CJ) 

, I^A-'AUAg ( 1 3 0 2 ) 

( C J J I 9 + CJ) (CJJ 2 9 ) ( C J J 3 9 - CJ) 
— Ground Single — 

, f%A^%Ag ( 2iQ3) 

(c j J i g + CJ) (OJJ20 + 2CJ) ( C J J 3 9 + CJ) 
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Table A.3: (continued) 

Term Jl J 2 Js Type 

, ( 2 3 0 1 ) 
(UJig + C j ) (Uj2g) (Ujj3g ~ C j ) 

— Ground Single — 

, A\P%AA (3102) 
(U)Jig - C j ) (Uj2g) (Uj3g - C j ) 

Single Ground Single Single 

, AAJAJA (3201) 
( C J J ] P - CJ) (UJJ2Q) (UJJ3Q-UJ) 

Single Ground Single Single 

, A A A A (123°) 
(wJig + CJ) ( c j j 2 g + 2CJ) (cvj3g + a ; ) 

, A A A A ( 1 3 2 O ) 

( C J J ^ + a ; ) (CJJ 2 9 ) (LOJ39 + CJ) 

— Ground — — 

, i^AAA, (2130) 
( C J J I 3 + CJ) ( C J J 2 9 + 2CJ) ( C J J 3 5 + CJ) 

, (2310) 
( C J J i 5 + w) (CJJ 2 S ) ( C J J 3 9 + CJ) 

— • Ground — — 
, rtA.,AA (312o) 

( C J J I 9 - CJ) ( C J J 2 S ) ( C J J 3 9 + CJ) 
Single Ground — — 

, A A A A ( 3 2 i ° ) 1 
(UJ19 - ^) (Uj2g) (Uj3g + CJ) J 

Single Ground — — 

A.1.5 Inhomogeneous Linear Susceptibility Solution 

The inhomogeneous solution involves integrating the homogeneous linear susceptibility 
(Equation (2.24)) 

, where Tag > 0 and 0 < aag < 1 (A.3) 
( C j a g - CJ - iTag) a 9 

over the level energy c j a g , weighted by an inhomogeneous broadening function (as dis
cussed in Chapter 2). Taking the inhomogeneous broadening function to be a normalized 
Gaussian, this gives the following solution for the inhomogeneously broadened linear 
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susceptibility: 

41n(2) , c ,2 
+00 -~F2 \Uag-^ag) 

n i- „ ;„l. 

y ( 1 ) - — o (a) V u^1 V 1 J / a 3 (uag-u-zTagf^ 

41n(2) 2 

+ O O „ n £ 

(A-4) 

iV . fl fl \/41n(2) /• , e 1 i n h 

—00 

where /S.agcu = uagc — to, and —x = t<;a5 — coagc. The Fourier transform of the susceptibility 
denominator is given by Equation (2.18), 

= ff ( i > ) - 1 e±> ± iT.) *, . ( A . 5 ) 

In time, Equation (A.4) becomes a convolution integral, giving 

41n(2) 2 

. +00 p 2 

a, Y(D - v ^ — -9 M V u^ 0 z / 1 V 1 ; lim — / dx 
—00 

+00 = ^ 4 p ^ ) 2 ^ ^ ^ & l i m / dte^e-^J+Tag)t 
a 0 

F 2 

a, inh ( r _ t ) 2 

x e 1 6 1 n ( 2 ) 
(A.6) 

Taking the limit of r —> 0 this can be solved by noting, from [47, Page 382, Equation 
3.462, #1], that 

+00 2 

J dx xa~l e-0x2-ix = (2/?ra/2
 T (a) e^ D_a (^=^ (A-7) 

0 

subject to the restrictions Me{/5} > 0 and Ee{a} > 0, and where D is the Parabolic 
Cylinder function (see Section A.2.1). Note that in our case the first condition is always 
satisfied as long as the inhomogeneous broadening parameter is greater than zero, which 
is a physically reasonable assumption to make. From this we get the final answer, that 
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the inhomogeneous linear susceptibility is equal to 

fco"' q C \ 1 a, inh 

181n(2) 2 ( A - 8 ) 

\ T a , inh 

A.1 .6 The Relat ionship Between X^\ e, and ri 

To outline the relationships between the susceptibility, permittivity, and the refractive 
index the linear regime of wave propagation needs to be considered. Starting with 
Maxwell's equations for non-magnetic' media and eliminating the magnetic field term 
the wave equation, containing only the electric field term, is [see, for example, Butcher 
and Cotter ( [8, Chapter 7]]: 

V X V X E W = - ^ E ( ( ) - , 4 P W ( A G ) 

V x V x E(u) = ^ E M + w V o P M • 
cz 

Considering only the linear polarization term and inserting \u) = eQX^ \—u>; u;)-E(u;) 
(Equation (2.23)) into the latter equation along with the definition \x0 = l / (e c c 2 ) , the 
wave equation becomes 

! ( i + * T f i H - £ 
2 2 

V x V x E(w) = ^ ( l + • E(w) = ^ • E(cj) , (A.10) 

which provides the definition of e in terms of X . The net contribution of non-
resonant terms to the behaviour of X ̂  is included here as a constant as we are interested 
in absorption, for which only the resonant terms dominate. In GaAs, this constant is 
er = 12.40 [49]. 

The permittivity now needs to be related to the refractive index, n(u>). To do this, 
consider the solution to Equation (A. 10). One such solution are the waves 

E(OJ) = E(u) e i k r with k = — n(u)k = - [nK e(w) + ini m (w)] k (A.11) 

where the unit vector k is a real unit vector in the direction of propagation (fc • k — 1). 
The two orthogonal electric field unit vectors can be separated out of E, by writing it as 
E = eE(u>). The complex orthogonal unit vector e is in the direction of polarization of 
the field (e • e* = 1). The envelope function E(u>) is, in general, a function of the spatial 
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coordinates as well. Note that there are two independent, orthogonal directions of e for 
each direction k. Inserting the vector identity (see, for example, page 118 of [58]) 

v x ( v x e ) = (v-e)v — (v-v)e 

into Equation (A. 10), the result is Fresnel's equation, 

(k • e)k — e + in\r e • e 0 

(A.12) 

(A.13) 

Fresnel's equation connects the direction of propagation (fc) with the refractive index 
in that direction. Equation (A.13) represents a system of three homogeneous, linear 
equations for the components of e, and the determinant of their coefficients must thus 
vanish if this system of equations is to be consistent. Re-writing this equation in the 
form K • e = 0 we get the general determinential equation |K| =0, or 

[n R e + m I m ] 2 [K - lj + e 0 , (A.14) 

where the components of K, derived from k, are kikj = {x,y, z}). 
For GaAs, since X^ is a symmetrical tensor, so is e [8, Chapter 5 & Appendix 3]. 

This means that principal axes can be found where e is diagonal. For cubic (GaAs) or 
isotropic materials the components ea are along the principal axes and the determinant 
reduces to the more familiar equation 

n = \fe . (A.15) 

A.1.7 Inhomogeneous Broadening 

In Chapter 2, it was mentioned that the Gaussian inhomogeneous broadening weight 
function is 

9 inh ' 4 1 n 2 V / Y A r r ^ - 4 1 n 2 , ( u 

7T 
^r 1

 A - 1 r-1 us u>C) 
(A.16) 

r _ 1 is a 2-D matrix with diagonal elements T^ 1 = l/TjiX> i nh and off-diagonal elements 
zero. The correlation matrix A is a symmetric 2-D matrix with diagonal elements A;; = 1 
and off-diagonal elements A^- = Ajj) = A ^ j . , where —1 < < 1. | T A r | is the 
determinant of the multiplied matrices. In this section, the forms of this matrix and 
derivation of the partially correlated and fully-correlated polarization is given. 

The correlation matrix, TAT described above looks like 

0 

0 

0 0 
0 

\ / 1 
A2,l 

Ai,2 
1 

A l , n \ 
A 
2,n 

/ r inh,l 
0 

0 
^inh,2 

0 
0 

\ 

^inh,n J \ A n , l An>2 • • • 1 J ^ 0 ^inh,n J 

(A.17) 
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The correlation matrix is real, Hermitian (A = A*, or A n > m = A m i 7 l ) , and all the inhomo
geneous F W H M parameters (Tinhim) are real and greater than (inhomogeneous) or equal 
to (homogeneous) zero. Additionally, the correlation parameters \ n , m he in the range 
— 1 (anticorrelated) to 0 (uncorrected) to +1 (correlated). By making the appropriate 
changes of variables and taking the limits as the correlation parameters approach +1, we 
get the fully correlated case (Xn,m = +!)• 

A.1.7.1 Two-Dimensional Gaussian Broadening 

This case is used in both the single (a ^ c) and double (a = c) level D F W M terms. It 
includes a correlation parameter, A The correlation matrix for this case is 

ra o\ (i A\ fva o o r j U 1 0 rr 

Inverting this gives 

(L n \ . 

V° TJ 
: I - A 2 ) 

1 - A 
- A 1 n 1 V° TJ 

r a

2 A r a r ( 

A r a r c r 2 

/ -1 
r 2 

A 

(A.18) 

A 

: I - A 2 ) " 

rarc 
I 

(A.19) 

V rarc rc2 / 
Multiplying by the appropriate frequency terms gives the 2-D inhomogeneous polarization 

41n2 
P i n h ( A ^ ; A i , ) = 

+oo + 0 O 

d A a p J d A C p P n o m ( A a p , A c p ) 
—oo —oo 

41n2 ((Aap-Alpf 2 A ( A a p - A M ( A c p - A M ( A c p - A M 2 ^ 

x e 
; i - A 2 ) 

*ap ^apJ 

a 

*apJ\'-^cp 

T J 7 r 2 

A c 

Note that A ? = u? - up. 
Making the variable substitutions 

V41n2 . A r . , V41n2 / A 

^ = - j r - (ACP ~ KP) , then xa = p (Aap ~ A ^ ~ 

the above polarization expression becomes 

A 

(A.20) 

(A.21) 

P i n h ( A a p , A c p ) if 2 r 2 
axa e a / cta;c e c 7T 

X P horn 
Ta 

v /41n2 
v 7 ! - A 2 x a + Xxc A rc xc + Ac

ap) (A.22) 
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Taking the limit as A —• +1~, the homogeneous polarization becomes independent 
of the xa variable and it can be integrated out, reducing the expression to the one 
dimensional case, with the distinguishing characteristic that each of our original variables 
is now replaced by a term that contains the inhomogeneous broadening F W H M for the 
corresponding term. This expression can replace the 1-D inhomogeneous broadening 
integral in the case that a = c, but only for the correlated expression below. 

+00 —^= I dx e -x2

 p 
horn 

V41n2 x cp (A.23) 

A.1.7.2 Three-Dimensional Gaussian Broadening 

The 3-D case is, in general, used in double level a ^ c F W M terms. It includes three 
correlation parameters linking the three combinations of two variables. The correlation 
matrix for this case is 

T A 0 0 \ / 1 A A > 6 A a A jva 0 o\ / r 2 A 0 i 6 r a r 6 A a , c r a r c 

0 rb 0 xa,b 1 A c , 6 0 r6 0 = A a , b r a r 6 r 2 A c , b r c r 6 

0 0 rj \ A Q I C xCtb 1 J \ 0 0 rj \xa<crarc xCtbrcrb r 2 

(A.24) 

The determinant of this matrix is | A| = 1 - A 2

B - A 2

C - A 2

 B + 2A A } & A A I C A C I ( ) , and the inverse 
of the matrix is 

0 

V 

0 0 
1 

\ 

0 0 

0 
1 

( (1 — A 2 J A C J;,A A ) C — Xatb Xa,b^c,b — A a , c \ ( ^ 

1 

TAI 
ART_rXr h Xn a,c^c,b — ^a,b (1 — A a c ) 

\ A a , b A C ) ( , — A a ) C XatbXaiC — AC)fc (1 — X2

b) J 

A a , b A a ) C — XCjb 

k2 

0 

0 0 

1 

rb 

\ 
0 

0 ° TJ 

1 
IAI 

/ (1 ^C,b) A c > f r A a ) C — Xg)b XgibXCtb — X a > C \ 

r 2 r ar, r ar c 

A a , c A c , 6 — ^a,b (1 — \ i , c ) ^a,b^a,c ~ ^c,b 

r„r, rb

2 r rrh 

A a ,bA C i b — A a > c A a i b A a | C — A C ]b (1 A a b ) 

r 2 

(A.25) 
Putting this into the inhomogeneous broadening integral gives the 3-D inhomogeneous 
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expression 

P i n h ( A a p ; A £ 2 p ; Ac

cp) — 
41n2 3/2 1 

+oo + C O 

dAnn / dA 
+oo 

ciA r 

^ / TaTbTcV\M 
—oo —oo —oo 

41n2 / ( l - A c

2 J ( A a p - A a p ) 2 2(A a, cA c,6 - A a , b ) ( A a p - A a p ) ( A M p - Ag > 2 p) 

x e 
|A| V r 2 

a 
r „ r 

; i - A 2

; C ) (A f c , 2 p - A £ i 2 p ) 2 2(A a , b A c , b - A a , c ) ( A a p - A a p ) ( A c p - Ac

cp) 
r a r c 

1 - A 2 ) ( A c p - A M 2 2(A a > b A a , c - A c , f t ) (A c p - A < ) ( A 6 , 2 p - A 
r 2 r b r c 

X P h o m ( A a p ; A02p] A c p ) 

Making the variable substitutions 

xb 

\/41n2 
( A 6 ) 2 p - A £ 2 ) , then xa 

V41n2 
( A a p - A ^ ) 

V b 

1 - A2,6 

(A.26) 

xb , (A.27) 

and, finally, 

v / 4 l n 2 « / l - A 2 

( A C P - A M -
A a,c — Xa:bXCib 

W | A | " VIAI 
the inhomogeneous polarization expression becomes 

Xr h -1 /1 — A 2 : 
xb, (A.28) 

P i n h ( A £ p ; A°b2p] Acp) 

1 
+oo +oo +oo 

7T 3/2 
d xa e Xa / rf xb e dxr e Xc 

x P horn 
\/41n2 

r c 

V41n2 

1 ~ A 2

 b x a + A a ) f c x f c A c ; , 6 xb + Ac 

b,2p ' 

VIA 
1 " A^,b 1 - A 2

 b 

+ x c (A.29) 

Taking the limit Xn>m —• +1~, the above expression is independent of A a c (except 
for the determinant). Setting both this and XCib to one, two of the terms in the third 
part of the homogeneous expression are of the form 0/0. Using L'Hospital's rule to 
take the limits, these terms both vanish in the limit Xatb —> +1~. The expression thus 
becomes independent of both the xa and xc variables and they can be integrated out, 
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again reducing the expression to one dimension. As with the 2-D case, the integral has 
the property that each of the original variables is now replaced by a term that contains 
the inhomogeneous broadening F W H M for the corresponding term. 

+00 

— O O 

(A.30) 

A . 2 N u m e r i c a l M e t h o d s 

This section outlines the evaluation of the integrals in the power law singularity method, 
which are of the form 

b 

G( W ) = (A.31) 

a 

where, in general, cu, a, and b could all vary in the entire range of ±00. For this work, 
a — 0 and b — +00 and f(t) is a smoothly varying (pulse shape) function times an 
exponential decay and a power law singularity at t = 0. For the special case of a 
Gaussian pulse shape the integral can be evaluated analytically as a parabolic cylinder 
function, discussed next. Following this, a general method of calculating these types of 
integrals using a modified Gaussian integration method will be described. 

A.2 .1 The Parabol ic Cy l inde r Funct ion Du(z) 

The parabolic cylinder function, Du (z), is useful in evaluating the inhomogeneous linear 
absorption expression. As well, it can be used as a test of the numerical method for 
the D F W M simulations, comparing the results of the single ' A ' term integrations for 
the special case of Gaussian pulses. The parabolic cylinder functions can be defined 
by [47, page 382] 

7 \ W)a/2 At. T,_ D-«{wp)--^we^ J D X X A ~ L E ~ P X ~ L X ( A - 3 2 ) 

0 

subject to the restrictions Re {(3} > 0 and Re {a} > 0. It is related to the confluent 
hypergeometric function, 1F1 (z), by the expression 

D (z) = T>l2e-*2'4 ^ 1 F 1 I. -t) _ J ^ l F l f l ~ P - 3 - z 2 

r(f) 1 x \ 2 ' 2 ' 2 
'(A.33) 
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and it is related to the error function by 

) (A.34) 

For p an integer with values greater than or equal to zero, it forms a set of orthogonal 
polynomials on ±00, with weight 1. The formulae for evaluating Dp (z) are given in [47], 
with numerical algorithms and routines given in [76]. These routines were adapted and 
modified for use in this work. Note that due to the complex arguement z inherent in 
this work, this function shows its full range of oscillatory and non-oscillatory exponential 
behaviour (increasing, decreasing, and asymptotically approaching limits). 

A.2.2 Singular/Oscillatory Function Integration using Orthogonal Polyno
mials 

The method used to integrate oscillatory/singular integrals is based on the calculation 
of Fourier transforms of orthogonal polynomials [77-84]. The integral 

is evaluated by first expanding f(t) in terms of the orthogonal polynomials Pk(t), as 

where the Pk{t) are orthogonal in the space from t = a to b with weight function w(t). 
The orthogonality constant is given by 

6 

(A.35) 
a 

+00 
(A.36) 

a 

k 7^ m 
k = m 

(A.37) 

The coefficients Ck are then defined by 

b 

(A.38) 
a 
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Putting the fit) expansion (A.36) back into the original integral (A.35) gives 

G(u) 

where 

bk(tu) 

Providing the integrals for bk{uj) can be evaluated, this method has the advantage that 
the oscillatory terms are contained entirely within bk(u>), with the function f(t) being 
inside the Ck coefficients. In practice the series is not taken to +oo, but is truncated at 
some value N. The function /(£) is then approximated by an TVth order value /JV(£), 

with the coefficients Ck evaluated by an (N + l) th order Gaussian quadrature method. 
GN(LU) is then an Wth order approximation to G(u), with the error in the approximation 
being dependent on how closely approximates f(t). 

A.2.2.1 Orthogonal Polynomial Choices 

There are three main polynomial choices used in this work, the Jacobi, Laguerre, and 
Hermite polynomials. The integration limits, weights, and usual symbols for these poly
nomials are listed in Table A.4, while further properties will be deferred to the sections 
on evaluating the bk{uj) and Ck terms. 

A.2.2.2 Modifications to Handle Convolution Integrals 

The convolution integrals evaluated in this work are modifications of the above form, 

G(u) = j dtfi fi(t) f(r - t)e(*A* ~ r i ) * . (A.41) 
o 

Evaluation of these integrals is slightly more complex than the above method would 
indicate, and two general considerations need to be addressed to evaluate these integrals. 

dtw(t)f(t)eiujt 

+oo 

dtw(t) ^2ckPk(t)eiujt 

fc=0 
b 

Y,ck f dtw(t)pk(t)eiujt 

k=° a 

^ck\pk\bk(uj) , 
k=0 • 

+oo 

6 

\pk\~2 f dtw(t)pk(t)eiujt 

(A.39) 

(A.40) 
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Polynomial Weight a b 
Jacobi p ( - ^ ( t ) (t- l)a(t+l)0, a,p>-l - 1 +1 
Laguerre ^ e - t , P>-1 0 +oo 

Hermite H f c(t) -t2 

e 1 —oo +00 
Table A.4: Integration limits and weights of Jacobi, Laguerre, and Hermite polynomials. 
These Laguerre polynomials are often called the Generalized-Laguerre polynomials, where 
the non-generalized version has ft = 0 and the integrals then correspond to Laplace 
Transform integrals. 

The first has to do with the slowness of convergence of the Laguerre polynomial method, 
while the second has to do with the change in delay value, r , with the sharply peaked 
pulse shapes / ( r — t). 

Early tests using only Laguerre polynomials indicated a highly oscillatory component. 
Figure A.2 shows the results of using the integral method with only the Laguerre poly
nomials as well as a combined Laguerre-Jacobi method (described below) with a varying 
switch-over point, a s p i j t . Although the behaviour of the Laguerre polynomial method im
proves as the order (JV) increases, it still retained the oscillatory component even at the 
largest values (N = 125) possible with the routines currently used to calculate weights 
and zeros. For the combined methods, the integral is split into two. The range from 0 
to a s piit is calculated with the Jacobi method, while the remainder of the integral (a s pij t 

to +00) uses Laguerre polynomials. a s p u t depends on the pulse detuning, 

Gsplit — {^switch. ^switch ^ "7" 

^switch "7" 
(A.42) 

With a large value of aS Wj t ch, the Jacobi portion of the signal starts to oscillate as well 
(solid line in the figure). A small switch-over value, approximately 10-20 times the pulse 
width, was found to be an optimal choice that worked consistently under a wide variety 
of test conditions. 

The general integral method used to numerically evaluate equations such as Equa
tion (A.41) is 

KT) = I Jacobi W) +1 Laguerre v ) 

+00 

J dtt0* n{t) / ( r - t)e^o ~ (pj > - l ) , (A.43) 

where 
"split 

I j a c o b i ( r ) - J d t t 0 ^ ( t ) f { T - t ) e ^ - T ^ (Pj>-1), (A.44) 
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-1 0 1 2 3 4 5 6 

Pulse Delay (ps) 

Figure A.2: Comparison of various Laguerre and Jacobi integral components, with 100 fs 
pulse widths. For the combined Laguerre-Jacobi method, (A) is the signal that results 
with the switch-over point a s wj t ch = 5 ps, while (B) results from aS Wj t ch = 3 ps. 

and 

iLaguerre( r ) = J dt fi U,(t) f(T ~ t)e^ ~ ^ (ft > -1) . (A.45) 

Qsplit 

The first equation (A.44) is put into the standard Jacobi form by making the substitution 
t' = 2i/a s pijt — 1, or t = asp\it)(t' + l ) /2 . Making these substitutions gives the following 
form, where the terms in the curly braces are the new function "f(t)" that is to be 
evaluated, 

I J a cobi ( r ) = ( ^ f ^ jdt(t+ it e^l2 A i * 

- l 

{/i (a s p l i t /2 (t + 1)) / (r - a s p l l t /2 (t + 1)) e^Y^/2 (* + x ) } . (A.46) 
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The Laguerre term (Equation (A.45)) is evaluated in a similar form, by making the 
substitution t' — t — a s p i i t , resulting in 

e ( iAja s p i i t - r,-aSpiit) +r° , , . 
ILaguerre(T) = J d t e ^ ^ ~ *)* 

3 0 

{{t/Tj + a s p l i t )^ n {t/Tj + a s p l i t ) / (r - (t/Tj + a s p H t ))} . (A.47) 

The point at which the integrals are split, a s p i j t , is taken far enough away from the 
origin such that the Laguerre solution's singularity does not cause the large oscillatory 
component that was visible in the solution with only Laguerre terms. This was confirmed 
using Gaussian pulses and a constant \i term, which results in parabolic cylinder solutions 
for the integral. Experiments showed that the Jacobi term followed the 'exact' solution 
at short times, while the Laguerre terms dominated at longer times and that the choice 
of a S Wi t ch = 10-20 times the pulse width was the optimal point. This switch-over method 
of evaluating the integral has the effect that a magnitude and phase shift occur at the 
switch-over point where the convolution factor, r , becomes the point at which the integral 
evaluation switches over. -This is shown in Figure A.3, which shows the magnitude and 
phase of the complex integral, both uncorrected and corrected. The correction factor 
is applied to all the convolution delay values greater than the switch-over point as a 
multiplicative constant. 

The inhomogeneous broadening integral uses the integral form 

+oo 

P i t h ; ^ n X ) = J dx e x < 2 

—oo 

^ + ^ ; ^ I T ^ - - ^ X T W 5 J , (A.48) 
h o m ^ V 4 1 n l 2 ) 1 W^H*) 741X2) J n X ' V 1 

from Equation (2.22) on page 25 and the Hermite polynomials. Since there is no singu
larity here, the integral is a Gaussian integration method. Several methods were imple
mented to calculate the inhomogeneous integral, as illustrated by the TI- and T R - D F W M 
simulated signal tests in Figures A.4 and A.5, using a system with two-excited single-level 
states . 

The figures illustrate several points. First, the delta-function pulse solutions have 
deeper, more visible beats than the corresponding full-pulse shape method. Secondly, 
the inhomogeneous Hermite solution still has significant signals at times away from t = 
2r, which depend on the number of Hermite terms and the size of the inhomogeneous 
broadening. As a result, a Hermite-Window method was implemented that uses the 
Hermite method to calculate the signal around t = 2r and multiplies by a Gaussian 
outside the window, which is centered on the t = 2r line, to remove the slowly converging 
portion. A faster method uses the homogeneous solution and multiplies by the same 



APPENDIX A. Additional Theoretical & Numerical Details 188 

Time Delay, t-T (ps) 

Figure A.3: Illustration of convolution integral method and integral correction factor. 
Amplitudes are the circles, phases are the triangles, uncorrected terms are empty symbols, 
and corrected terms are the filled symbols. (a s wj t ch = 2ps.) 
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Pulse Delay (ps) 

Figure A.4: Comparison of integral method types, both homogeneous and inhomoge
neous, for T I - D F W M signal simulations of a two level system. 
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Figure A.5: Comparison of integral method types, both homogeneous and inhomoge
neous, for T R - D F W M signal simulations of a two level system. 
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Gaussian used in the delta-function case to allow faster tests of the simulations. It does, 
however, suffer from the same problems as the delta-function case under some integration 
conditions (larger beat signals), although they are not as large as in the delta-function 
case. 

A.2.3 Tests of Singular/Oscillatory Convolution Integral Method 

A comprehensive test of the dependence of an inhomogeneous, two excited level system 
was conducted as a function of the number of terms used to perform the integration 
( - ^ j a c o b i , l a g u e r r e , and - ^ H e r m i t e ) - Evaluation of these simulations to determine conver
gence was conducted by calculating convergence as both differences and relative differ
ences in the solutions, as a function of the delay. The absolute convergence assumes that 
Iyv m a x (T) is correct, where - /V m a x is the 125 term solution. The convergence for each delay 
term is then added using the sum of the squares of the individual differences to arrive at 
a convergence factor for the entire simulation, given by the formula 

• 2 _ 1 / / - D F W M / r D F W M / ^ \ \ 2 f \ AQ\ 
^ A b s o l u t e , ( i V , i V m a x ) - Jj- Z^VN V > ~ 1 Nm!ix \T)) ( , A . 4 y j 

T T 

and 

^ R e l a t i v e , ( 7 V , J V m a x ) ~ N \ j D F W M j • ( A . O U J 
T T Nmax ^ ' ' 

The same process is then conducted for the incremental convergence factors, which com
pare how much the integral / ( jv-i) t e r m s changes when compared to I/v t e r m B. These are given 
by 

Jl _ 1 / r D F W M / \ r D F W M i / A M \ 
^ A b s o l u t e , (N—1,N) ~ VNterms iT) ~ 1(N-l)terms\T)) ( A . D l j 

and 

2 _ 1 ST \ J A f t e r m s V > 1 (N - l ) t e r m s \ T ) \ , . 

^ R e l a t i v e . (N-1,N) ~ AT^ / , ^ j D F W M ( r ) j • ( A . D Z j 

The results of these studies are illustrated in Figures A.6 and A.7. The Jacobi terms 
converge in an oscillatory manner with dips approximately one order of magnitude below 
their peaks. The Jacobi terms have a short oscillation (4-5 points), but converge in a 
monotonic manner by 6 orders of magnitude over the range from 10 to 125 points. In 
contrast, the Laguerre terms convergence is only about 2 orders of magnitude over the 
same range of terms. In contrast to the Jacobi terms, the Laguerre terms have a much 
longer oscillatory component with troughs about 2 orders of magnitude lower than the 
corresponding peaks. 

For the combined Laguerre-Jacobi study, the terms follow the Jacobi solution out to 
about 80 terms and then the convergence difference estimates start to level out, consistent 
with the Laguerre terms starting to have a larger effect when more terms are used. The 
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Figure A.6: Error in D F W M simulations with varying number of Laguerre (upper plot) 
or Jacobi (lower plot) terms. Number of Jacobi (upper), Laguerre (lower), and Hermite 
(both plots) terms are fixed at 125. 
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Hermite terms used for the inhomogeneous broadening integral also have an oscillatory 
component, after a initial fast decay, as the number of terms increases. These terms 
converge faster than the Laguerre terms, and are comparable to the convergence of the 
Jacobi terms. 

The residuals for the absolute difference case comparing N terms to 125 terms is 
shown in Figures A.8 and A.9. They show an oscillatory component at small numbers of 
Jacobi and Hermite values that becomes smoother and dies off at larger values of N. In 
contrast, the Laguerre component appears as a single smooth peak. In all cases, there is 
a noticeable shift in the residual behaviour as the delay becomes equal to the switch-over 
point. For the Jacobi terms, the signal dies out, while the others are small before this 
point and die out more slowly afterwards. 

A n examination of the time-integrated signal simulations (Figure A. 10) shows that 
these oscillatory components correspond to the beat signals in the two level system, 
shifted in phase from their large N values. The beat strengths are also larger, closer to 
the delta-function behaviour. The long term behaviour is also not exponential. By the 
time N = 50, the visible portions of this behaviour have disappeared in the simulation. 

A.2.4 Calculation of bk(u) Coefficients 

Use of the Gauss-Oscillatory integral method requires the ability to evaluate the bk(ui) 
coefficients. These are the Fourier transforms of the orthogonal polynomials over their 
orthogonal integration limits, multiplied by their corresponding weights. From [81], the 
Laguerre polynomial integral 

1 + UJ2 

LO — % 
fc + l + 

—oo 
(A.53) 

where 

and 

(A.55) 

The orthogonal normalization of the Laguerre polynomials is given by 

L ^ ( t ) | 2 = T(fc + l + /?) /fc! • (A.56) 
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U 
Number of Hermite-Window Terms 

Figure A.7: Error in D F W M simulations with varying number of Laguerre and Jacobi 
(upper plot) or Hermite (lower plot) terms. Number of Hermite (upper) or Laguerre and 
Jacobi (lower) terms is fixed at 125. 
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Figure A.8: Residuals for D F W M simulations with varying number of Laguerre (upper 
plot) or Jacobi (lower plot) terms. Number of Hermite, Jacobi (upper), and Laguerre 
(lower) terms are fixed at 125. 
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Figure A.9: Residuals for D F W M simulations with varying number of Laguerre-Jacobi 
(upper plot) or Hermite (lower plot) terms. Number of Hermite (upper) or Laguerre and 
Jacobi (lower) terms are fixed at 125. 



APPENDIX A. Additional Theoretical & Numerical Details 197 

100 

10 

| I I I I | , l M I | I I I I | I I I I | I I I I | I I I I | I I I I | I I I I | I I I I | I I I I J 

Number of 
Jacobi Terms: 

10 
25 
50 

125 

_L _L J_i_ -L ' • 

100 c 

4 6 

Pulse Delay (ps) 

10 

' 1 1 'A' ' A ' V 1 ' 1 1 1 1 1 1 1 1 1 1 1 1 1 1 • 11111111111 I I I . 

- J * rf\Lj 1 Number of 
Laguerre-Jacobi 

-

Terms: 
010 
025 

• 050 • 

- 125 -

- -

-

1 1 I I • • • • i • • • • i i • • i • • • i . . . . i . • • i 

io> 

l b 

0 10 

Pulse Delay (ps) 

Figure A. 10: D F W M simulations as a function of the number of Jacobi (upper plot) or 
Laguerre-Jacobi (lower plot) terms. Number of Hermite (both plots) and Laguerre (lower 
plot) terms are fixed at 125. 



APPENDIX A. Additional Theoretical & Numerical Details 198 

For the Jacobi polynomials, the relevant integral and numerical evaluation of the result 
was outlined by Ting [78,82]. The result is that bk(u) is given by 

+1 

bl*cohi(u) = \Pk

a^(t)\2 fdt(t- l)a(t + lfPk

a^\t)eiut 

- i (A.57) 
e-iu{2iuj)k 

(k + X)k 

- iF i {k + P+ 1; 2k + X + 1; 2iu) 

where A = a + (3 + 1 and (n)k = T (ra + k) / T (ra). Since &£ a c o b i(u;) is related to the con
fluent hypergeometric function 1F1 which has three-term recurrence relations, fyJ.acobl(cu) 
also has a three-term recurrence relation, 

. J a c o b i , , (k + X)(2k + X + 2) 
Ofc+1 (wj - (k + a + l)(k + p + l)(2fc + A -.1) 

i(2k + A - l)(2k + A + 1) 
x 2u ^ a c o b V ) 

, (k + 2a)(fc + 2a + l)(2fc + A + l)(2fc + A + 2) U a c o b i / ^ 
+ (k + a)(k + a + l)(2k + X-2)(2k + X-l) &fc"1 (WJ ( A - 5 8 J 

which can be used to evaluate the function. Ting shows that the backward recursion 
process is convergent and also points out that the bk(u>) are the coefficients of Pk(t) in 
the general orthogonal polynomial expansion 

+oo 

elujt = Y,WVk{t). (A.59) 

Setting t — ± 1 in the above equation results in 

biacohi(to) . (A.60) 

For 'large' to, the three term recurrence relation can be used to evaluate the 6^ a c o b l(o;). 
Examining the hypergeometric function more closely indicates that it oscillates in value 
until k ~ LO and then decays exponentially above that value. To gain more accurate values 
for blacohl(u) by the backward recursion method, Ting's procedure was modified to start 
by setting bi^^uj) = 0 (instead of the k + 1 term being set to 0) and fy[AC°BIH = 1 
(instead of k term being set to 1). Backward recursion was done to the k — 0 term, 
and then the sum in Equation (A.60) was evaluated and set equal to the exponential. 
This provided a 'normalization' constant with which the ̂ a c o b l (u;) were multiplied. This 
procedure was used for co > 0.1, with n set to 50. Tests against the hypergeometric 
function (evaluated using Maple V , Release 6) indicated exact agreement to all 15 decimal 
places. 
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For smaller UJ Ting [78, page 40] provides a series expansion in 2iu, which was used 
for ui < 0.1. The series expansion is given by 

bl~*>\u>) = ( 2 H f c e x p { ( / ? - a W ( 2 f e + A + l)} g (̂2iw), (A 61) 

with 

go = l , ( ? i = 0, g2 = 

(k + X)k 

(k + g + l){k + (3 + 1) 
2{2k + X + l)2(2k + A + 2) 

9 3 3(2k + X+l)3(2k + X + 2)(2k + X + 3) [ ' ' 

9r+l 
(k + a^.l)(k + (3+ l )p r _ i + r(a - (3){2k + A + l)gr 

(r + l)(2fc + A + l)2(2fc + A + r + 1) 

A.2.5 Calculation of ck Coefficients 

A.2.5.1 Gaussian Quadrature (Integration) Method 

The simplest methods used for integration, such as Simpson's method, interpolate the 
function at fixed points and gain more accuracy by breaking the integral into successively 
smaller sections. Each section is then evaluated in a similar manner. The Gaussian inte
gration method [77,79] extends these methods by finding 'optimal' points in the integral 
to evaluate the function at, evaluating the integral more efficiently. The discussion here 
initially follows that in [79]. 

The Gaussian quadrature method evaluates integrals using 

/ dtwWm-J^Wjffa) , (A.63) 

where w(t) is called a weight function and it has the finite, defined moments 
b 

dn = Jdtw(t)tn n > 0, and d0 > 0. (A.64) 
a 

The Xj are the usually called points or nodes of the formula, while the Wj are usually 
called coefficients or weights. With a non-negative weight, n sets of nodes and weights 
can be found such that the formula is exact for all polynomials of degree < 2n — 1 (the 
polynomial of degree 2n — 1 includes powers of t up to t2n~1). These formulae are called 
Gaussian quadrature formulas and have the property that they have the highest degree 
of precision which can be obtained using n points. Note that not all of the properties 
of these formulae depend on the weight function being positive — see [79] for further 
details. Gaussian quadrature formulas are closely related to orthogonal polynomials and, 
consequently, orthogonal polynomials and their relationship to these quadrature methods 
will be discussed next. 
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A.2.5.2 Orthogonal Polynomials &; Gaussian Quadrature 

The evaluation of the ck terms in the oscillatory-singular method involves evaluating the 
N orthogonal polynomials as well as the function at the (N + 1) zeros of p^+i)(t). As 
such, the orthogonal polynomials need to be evaluated as well as the weights and zeros 
for each Gaussian integration method needed (Laguerre, Jacobi, and Hermite). More 
details on the method can be found in [79]. 

A monomial orthogonal polynomial pn(t) (so called because the coefficient an%n = 1) 
is defined by 

n 

Pn(t) = J2an,jtj . (A.65) 
3=0 

Orthogonal polynomials have the property that any three consecutive polynomials are 
related by a recursion relation, of the form: 

pn(t) = (x - 6„)p n_i(t) - c n p n _ 2 (t) , (n > 2) 
Pi(t)=t-bu p0(t) = l 

where bn and cn can be defined by 

(A.66) 

, In,n—1 
On — J T a n _ i ) n _ 2 

• * n — 1 

In—l,n—1 
Cn ~Z 

- t n - 2 , n - 2 

with 

(A.67) 

In,m = j W(t)tnpm{t)dt . (A.68) 
a 

This can be shown by substituting the recursion relation into the orthogonality relation, 
which will be zero for all pk where 0 < k < n. 

For the Gaussian quadrature method, 

/w(t)f{t)dt = Y,Wif(ti) , (A.69) 
a i = 1 

where U are the k zeros of the kth orthogonal polynomial pk(t) which, with positive 
weight w(t), are all real and lie in the range of integration [a, b]. This method is exact for 
polynomials of degree 2k — 1. The zeros of the polynomials can be found by the methods 
pointed out in [73,74,79]. 

The weights Wj are all greater than zero and can also be evaluated by the methods 
outlined in these references. Note that the weights are given by 

1 
Wi = 

\Pn-l\2Pn(U)pn-l(ti) ^ A 7 Q ^ 

\Pn\2Pn{ti)pn+l{ti 
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Polynomial Weight a b Series Expansion* 

( t - l ) a ( t + l f 

a,/? > - 1 

- 1 +1 ^ E (*:a)(tS(*-"i)fc-n(* + i ) n 

z n=0 

L f ( t ) t^e -*, /3 > - 1 0 + 0O E (£3(-0n/n! 
n=0 

H f e(t) e 6 —oo +oo 
[A/2] 

k\ E (-l) n(2t)*- 2 m/{n!(fc - 2n)!} 
n=0 

Table A.5: Jacobi, Laguerre, and Hermite polynomial definitions and series expansions. 
* Jacobi expansion is from [47, page 1059], while the Laguerre and Hermite series expan
sions are from [85]. The Hermite expansion terminates at the truncated integer part of 
[k/2]. 

where the prime (') indicates differentiation. The derivative terms also have recurrence 
relations, derived from the orthogonal polynomial three term recurrence relations. 

The recurrence relations and orthogonality constants \pk\2 are given below, while the 
integration ranges [a, b], weights w(t), and series definitions for the Jacobi, Laguerre, and 
Hermite polynomials are given in Table A.5. 

Jacobi: 
diP&?(*) = K - + ¥)Pt"](t) - c ^ i t ) (A.71) 

where 

dj = (2n + a + p+l)(a2 - P2) 
bj = (2n + a + p)(2n + a + p+l)(2n + a + P + 2) 
Cj = 2(n + a)(n + p)(2n + a + p + 2 ^ ' ' 
dj = 2(n + l)(n + a + p+ l)(2n + a + p) 

- l 

-t-i 

0, 

0) 

2 a+/3+l T ( i + a + n ) Y (1 + /3 + n) 

T (n + 1) T (a + p + 1 + n) (a + P + 1 + n) ' 

n 7^ m 

n = m 
(A.73) 
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Laguerre: 

(n + l ) L i » ( t ) = ( - i + 2n + 0 + l)L<«(t) - (n + P)L^t) (A.74) 

/ * ^ ( « w = f t ( 1 + / J ) ( r ) i ( A . 7 5 ) 
+00 

H n + i ( t ) = 2 t H n ( t ) - 2 n H n _ 1 (A.76) 
-00 

/ d t e - t 2 H n W H m ( t ) = % ^ m (A.77) 
7 ^ 7 r I / / 2 n n ! , n — m 

A.2.5.3 Testing of Weights and Zeros 

The weights and zeros can be tested by noting [79] that 

N N 

- a „ , n _ i = ]P bi = ̂ 2 U , (A.78) 
i=l i=l 

where the ^ are the N zeros of the polynomial Piv(t), and 

B N 

f w(t) tkalt = Witf , (0 < k < 2N - 1). (A.79) 

The analytic expressions for the Jacobi, Laguerre, and Hermite polynomials are given 
in Table A.6. Expressions for the Laguerre and Hermite polynomials can be found in 
[85]. Tables A.7, A.8, & A.9 contain the test results from the log files of the N = 125 
term simulation runs shown earlier in the appendix. The tests all use the Gamma, or 
Generalized-Factorial function, T (x), in their evaluation. The routine for T (x) is based 
on the ones in Numerical Recipes [73,74], which uses an algorithm by C. Lanczos (SIAM 
Journal on Numerical Analysis, Ser. B, Vol. 1, 1964, pages 86-96). This algorithm 
reports an error over the entire complex plane of e < 2.0 x 10~ 1 0. 

The Laguerre tests, Table A.7, all show a relative error between the analytic and 
numerically calculated functions, based on the generated weights and zeros, less than 
the estimated error in the Gamma function. The Jacobi results are similar, except for 
near ft = — 1. Here, the results indicate that the errors are larger. That the sum of 
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Hermite Laguerre Jacobi 

i 
0 • {N + P)N 

iV(/3 - a) 
(2N + a + p) 

Uu 
i 

— T(N + p+l) 
T(/3 + l) 

— 

Emtk 

i 

I 2 J ' 6 V e n 

0, k odd 

T (fi + k + 1) ( ->\k or. + m T ( a + l )T(/5 + l) 
1 ' T(a + P + 2) 

x 2 F i ( - A ; , a + l ; a + /? + 2;2) t 

Table A.6: Quadrature weight-zero test formulae. '''This hypergeometric function is a 
finite polynomial whose value depends on k. 

p a Relative Numerical Theoretical 
p a 

Error Result Result 
N = 10 

t 0.0 0.000(15) 121.000000000000E+000 121.000000000000E+000 
t 0.0 +1.401(12) 39.916800000000E+006 39.916800000056E+006 
0 0.0 -2.220(15) 1.000000000000E+000 1.000000000000E+000 
1 0.0 +1.998(15) 999.999999999997E-003 999.999999999999E-003 
3 0.0 +36.415(15) 6.000000000000E+000 6.000000000000E+000 
5 0.0 +104.213(15) 119.999999999988E+000 120.000000000000E+000 
7 0.0 +223.945(15) 5.039999999999E+003 5.040000000000E+003 

N = 125 
t 0.0 0.000(15) 15.876000000000E+003 15.876000000000E+003 
t 0.0 +118.135(12) 23.721732428804E+210 23.721732431607E+210 
0 0.0 -137.446(15) 1.000000000000E+000 1.000000000000E+000 
1 0.0 -560.552(15) 1.000000000001E+000 999.999999999999E-003 
3 0.0 -258.164(15) 6.000000000002E+000 6.000000000000E+000 
5 0.0 -102.437(15) 120.000000000012E+000 120.000000000000E+000 
7 0.0 -202.651(15) 5.040000000001E+003 5.040000000000E+003 

Table A.7: Results of Laguerre zero and weight tests, for N = 10 and N = 125 terms. 
The error is relative, equal to (Numerical — Theoretical)/Theoretical. The error is given 
in the form x.xx(y) = x.xx x 10~y. ^Sum of zeros (U) test. ^Product of zeros (U) test. 
The other tests are the sum of the product (With). 
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zeros tests is within the numerical precision 15 digits) available from the calculations 
while the weight-zero product sum test is not seems to indicate that this may be due 
to inaccuracies in the generation of the Gaussian quadrature weights, Wi, which use 
those available in [74]. It could also be due to problems with the evaluation of the 
hypergeometric function in the theoretical expression, which may have problems such as 
round-off error in its evaluation. Further investigation of these two sources will be needed 
to confirm whether this region presents a problem with the weight generation or if it is 
the analytical test that is generating more erroneous results. 

The Hermite weight /zero tests indicate excellent agreement for all the tests to greater 
than 12 decimal places. The sum of weight times zero tests were multiplied by ^ due 
to the use of orthonormal Hermite polynomials in the generation of the weights [74]. A 
good indication of accuracy is given by the odd power tests since these should be zero 
regardless of whether orthonormal polynomials are used as the base or not. 
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-/3 
Error Numerical Theoretical 

K -/3 (x lO""15) Result Result 
N = 10 

t 0.050 -0.271 -25.056947608200E--003 -25.056947608200E- -003 
0 0.050 +1.096 ;i2) 2.033550166155E+000 2.033550166158E4 -000 
1 0.050 -54.075 -52.142311952704E--003 -52.142311952758E- -003 
2 0.050 +1.113 ;i2) 690.222807373879E--003 690.222807374647E--003 
3 0.050 -39.073 -35.138168170657E--003 -35.138168170696E- -003 
4 0.050 + 1.120 ;i2) 418.671783945486E--003 418.671783945955E--003 
t 0.001 -0.317 -500.022728305516E- -006 -500.022728305833E- -006 
0 0.001 +1.100 ;i2) 2.000614800779E+000 2.000614800782E4 -000 
1 0.001 -0.544 -1.000807804293E--003 -1.000807804293E--003 
2 0.001 +1.117 ;i2) 667.094298628629E--003 667.094298629374E--003 
3 0.001 -0.899 -667.344312882005E- -006 -667.344312882904E- -006 
4 0.001 +1.126 ;i2) 400.336780002038E--003 400.336780002489E--003 

N = 125 
t 0.050 -16.466 -25.004961301829E--003 -25.004961301846E- -003 
0 0.050 +2.863 ;i2) 2.033550166152E+000 2.033550166158E+000 
1 0.050 -418.485 -52.142311952340E--003 -52.142311952758E- -003 
2 0.050 +6.172 ;i2) 690.222807370387E--003 690.222807374647E--003 
3 0.050 -392.457 -35.138168170303E- -003 -35.138168170696E- -003 
4 0.050 +9.521 ;i2) 418.671783941969E--003 418.671783945955E--003 
t 0.001 -10.826 :i5) -500.001984124032E- -006 -500.001984134858E- -006 
0 0.001 +2.809 ;i2) 2.000614800776E+000 2.000614800782E+000 
1 0.001 -24.370 -1.000807804269E--003 -1.0.00807804293E--003 
2 0.001 +6.095( :i2) 667.094298625308E--003 667.094298629374E--003 
3 0.001 -24.792( -667.344312858112E- -006 -667.344312882904E- -006 
4 0.001 +9.445( '12) 400.336779998708E--003 400.336780002489E--003 
t 0.938 -34.1951 ;i5) -470.757836014225E- -003 -470.757836014259E- -003 
0 0.938 +422.849( 09) 16.840167421088E+000 16.840174541950E+000 
1 0.938 -7.12K ;o6) -14.874226165711E4 -000 -14.874233286512E+000 
2 0.938 +476.836( 09) 14.933327616744E+ -000 14.933334737490E+000 
3 0.938 -7.121( ;o6) -14.290083975597E+000 -14.290091096282E+000 
4 0.938 +496.938( '09) 14.329000100634E4 -000 14.329007221264E4 -000 

Table A.8: Results of Jacobi zero and weight tests, for N = 10 and N = 125 terms. 
a = 0.0 for all of these tests. The error is relative, equal to (Numerical — Theoreti
cal/Theoretical. The error is given in the form x.xx(y) = x.xx x 10~y. *Sum of zeros 
(U) test. The other tests are the sum of the product (Witk). 
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Relative Numerical Theoretical 
K Error Result Result 

N = 10 
t +444.089(18) 444.089209850063E-018 0.000000000000E+000 
0 -274.052(15) 1.772453850906E+000 1.772453850906E+000 
1 +23.006(18) 23.006332024254E-018 0.000000000000E+000 
2 +15.401(18) 886.226925452758E-003 886.226925452754E-003 
3 -31.444(18) -31.443788691984E-018 0.000000000000E+000 
4 -103.073(15) 1.329340388179E+000 1.329340388179E+000 

N = 125 
t +79.936(15) 79.936057773011E-015 0.000000000000E+000 
0 -273.053(15) 1.772453850906E+000 1.772453850906E+000 
1 -38.082(18) -67.497728501461E-018 0.000000000000E+000 
2 +4.529(15) 886.226925452758E-003 886.226925452754E-003 

Table A.9: Results of Hermite zero and weight tests, for N = 10 and N = 125 terms. 
The error is relative, equal to (Numerical — Theoretical)/Theoretical. The error is given 
in the form x.xx(y) = x.xx x 10~y. ^Sum of zeros (U) test. The other tests are the 
sum of the product (Witk). A l l numerical results of the sum of products of weights and 
zeros are multiplied by y/ir to account for the weights and zeros being calculated with 
orthonormal Hermite polynomials. 



Appendix B 

Laser Pulse Autocorrelation 

In this Appendix the autocorrelation process used to characterize the laser pulses — 
second harmonic generation (SHG) is described. The autocorrelated pulse results (Ta
ble B . l ) are listed for the three most common pulses: Gaussian, Lorentzian, and Hyper
bolic Secant. The relevant time and frequency profiles for these pulses can be found in 
Table 3.3, on page 81. 

The nonlinear crystal used for upconverting the autocorrelation pulses is used far from 
its resonance frequencies. Under these conditions, dephasing terms can be neglected. Ad
ditionally, crystals used for these purposes are usually used at frequencies well below the 
resonant frequencies, as is the case here. This condition makes the second order suscepti
bility approximately a constant, simplifying the polarization solution dramatically. From 
this point, the second order polarization can be solved in either the time or frequency 
domains. Since the general time dependent second order polarization is of the following 
form 

+00 +00 

P${t) = e0 J dux J du2 X^i-u^uuui) E^fa) E ^ M e ' ^ , (B.l) 
—00 —00 

the above simplifying assumptions give 

+00 +00 

P&\t) = to X J S ^ - J M j d^ E ^ M e - ^ ~
 T^ j du2 E^(u2)e-^ " ^ , 

—00 —00 
(B.2) 

where summation over the repeated fa indices is again implied. The integrals over the 
pulse shapes are thus just Fourier transforms of the pulse shapes and can be immediately 
evaluated using those definitions (Table 3.3) to give 

Pf0\t) = toX^lP2(-2u)E01(t - rx)EP2(t - r 2 ) . (B.3) 

The detector generates a signal proportional to the time integrated intensity of the 
field generated by PJ£\t). This field is proportional to Pp2\t), so the time averaged 

207 
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detected signal, Ifofa), is [59] 

+00 

I,0(r2)= J dt \p£\t)f = el \X^2(-2u)f J dt \E*(t - n)\*\E*(t - r 2 ) | 2 , (B.4) 
—00 —00 

where one of the two Tj values is taken to be zero for convenience. 
The normalization is chosen so that the integral over the field pulse shape equals 

one, while some references [59] normalize such that the function is one when r = 0. 
This choice was influenced by the desire to have the correct delta-function limits as the 
pulse width goes to zero, for comparison to time delta-function published results. The 
pulse autocorrelations for various pulse shapes considered in this thesis are presented 
in Table B . l . These are called the 'background-free' intensity autocorrelation functions 
because the directions of the two pulses and the autocorrelation SHG signals are different. 
The pulse autocorrelation formulas (called the first order, background free correlation 
function) are also presented in the table, due to their usefulness elsewhere in this work. 
This table is the same as Table 3.4 on page 82, and is presented here for reference. 
Table B.2 presents the values of the ratios of the full-width half maximum values for the 
pulse correlations, in units of the pulse intensity F W H M , ot. 

Although the Gaussian and Lorentzian expressions in Table B ; l can be implemented 
directly, the denominators of the hyperbolic secant ones approach zero as their arguments 
approach zero. The expressions themselves are finite, however, and a Taylor series ex
pansion around zero was conducted to evaluate these expressions for arguments x < 0.1. 
These two expansions are given by 

x . 1 0 7 , 31 « 127 a 73 
_ 1 _ Z x 2 , _ ! _ ~ 4 _ u x 6 , 8 _ __Ll_x10 

sinh(x) 6 360 15120 604 800 3421440 
1414477 1 2 8191 1 4 _ , m 

j x x + O Ir 1 
653837184 000 37362124800 v ; 

(B.5) 

and 

x cosh (x)- sinh (x) = 1 _ 2 2 , A 4 _ J _ e , 2 % _ 2764 1 0 

sinh 3 (2;) 3 15 63 675 2079 19 348 875 

+ - x

1 2 2 8 9 3 6

 x i 4 . o (x16) (B 6) 
+ 200475 10854718875 + 1 j ' [ ' 

and both accurate to within 15 decimal places for x < 0.1. 
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Table B . l : 1st (pulse autocorrelation - GQ), & 2nd (intensity autocorrelation - GQ) 
correlation profiles for various pulse shapes. These are the "background free" correlations 
[59]. The term at is specified in Table 3.3 (page 81) for each pulse shape and r is the 
time delay between the pulses. 

Gl GQ 

General 
+ o o 

/ dt g(t)g(t - r) 
— CO 

+ OO 

/ dtg2{t)g\t-r) 
— CO 

Gaussian 
at f a t V \ v ^ e x p r 2 } r r - e x p { - a ^ } 

( 2 T T ) 3 / 2 

Sech 
2at (a tr) 4a 3 (atr) cosh (a tr) — sinh (a tr) 

Sech 
7T2 sinh (atr) 7r4 sinh 3 (a tr) 

Lorentzian 
at 1 a 3 (20 + a2r2) 

Lorentzian ("'3 M ? ) T 

Table B.2: Ratios of the full-width half maximums (FWHM) of the pulse correlation 
profiles ({GQ)2 & G2) with respect to that of the field intensity profiles g(t)2. The profiles 
are defined in Tables 3.3 & 3.4. Also shown is the ratio VQz/a^Qiyi. 

^ ( G ^ M 

Gaussian V2 y/2 1 

Sech 1.69217 1.54281 0.91174 

Lorentzian 2 1.65396 0.82698 


