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Abstract ii 

Abstract 

In this thesis we will examine topological defects that arise in various phys­

ical contexts. The main theme of this thesis is the study of matter at high 

densities and low temperatures. This is important as these are the condi­

tions that are realized in the interior of a neutron star. The first part of 

this thesis is devoted to the study of topological defects that appear in the 

color superconducting phase of high density QCD. We will show that unlike 

the Standard Model at zero density, the Standard Model at large densities 

supports various types of topological defects. In particular, we will assess 

the stability of the domain walls at intermediate densities. We will also 

show that there exists vortices that have a nonzero condensate trapped on 

the core. The consequence of the nonzero condensate is that it is possible 

to form stable loops of these strings called vortons. Next, we will examine 

matter at slightly smaller densities below the point where the color super­

conducting phase of QCD occurs, where the ground state consists of Cooper 

pairs of neutrons and Cooper pairs of protons. The presence of an electrically 

charged proton condensate leads to conventional BCS superconductivity. In 

this thesis we will demonstrate that the presence of a neutron condensate 

leads to type-I superconductivity, contrary to the standard picture that the 

interior of a neutron star exhibits type-II superconductivity. The final part 
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of this thesis will introduce vortons in the context high temperature super­

conductivity. These quasiparticles may be important in understanding the 

nature of the phase transition from the antiferromagnetic state to the super­

conducting state as the material is doped. In addition, the study of vortons 

in high temperature superconductivity provides an interesting connection 

between condensed matter physics and astrophysics/high density QCD. 
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Chapter 1 

Introduction 

It is generally believed that there are no topological defects within the Stan­

dard Model of Particle Physics (in the vacuum). This is in contrast with 

other areas of physics where topological defects are abundant, such as con­

densed matter physics. A couple of examples of topological defects in con­

densed matter physics are the quantized Abrikosov magnetic flux tubes in 

type-II superconductors and the quantized vortex lines in superfluid He. In 

the early universe, a cosmic string provides another example of a topologi­

cal defect. Even though it is well known that the Standard Model at zero 

temperature and chemical potential does not possess any defects due to the 

trivial topology of the vacuum manifold, it has been realized quite recently 

[38, 44, 85, 88, 89] that some topological defects (such as domain walls and 

strings/vortices) may exist within the Standard Model in an unusual envi­

ronment such as at large baryon density (high density QCD). 

The main topic of this thesis is the study of topological defects in matter 

at high densities and low temperatures. The study of matter under such con­

ditions is motivated by the fact that the inner core of a neutron star is very 

dense and relatively cold. In particular, it is believed that the typical den­

sities exceed nuclear densities pn, where pn ~ 1014 g/cm3. Densities of this 

magnitude are extremely huge and are definitely unlike anything that can be 
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observed on Earth. The product of a large amount of interest in the study of 

matter at high densities and low temperatures has been the realization that 

this phase may be very different from our world on Earth [3, 4, 72, 73, 74]. 

In particular, some of the symmetries that are approximately respected at 

low densities are broken at large densities. The main part of this thesis will 

examine the consequence of this symmetry breaking, the formation of topo­

logical defects. In this thesis we will also study topological defects in the 

context of a somewhat less exotic phase of matter, nuclear matter at the 

nuclear saturation density. The study of defects in this context is also inter­

esting for the physics of neutron stars. Although the observations of neutron 

stars are constantly improving, it is far from the ideal laboratory in order to 

test theoretical ideas developed in this thesis. The recently established Cos­

mology in the Laboratory (COSLAB) program has emerged with the goal of 

testing theoretical ideas in cosmology and particle physics by doing labora­

tory experiments in various condensed matter systems [48, 49, 97]. In this 

thesis we will also apply some of the ideas that are developed to a condensed 

matter system (high temperature superconductivity). The problem of high 

temperature superconductivity is an interesting problem in its own right, as 

well as provides another example of a condensed matter system where some 

of the ideas explored in this thesis may be tested in the spirit of the COSLAB 

program. 

This thesis is organized as follows. In the rest of this chapter we will 

give a brief introduction to topological defects. We will also give a couple of 

examples of topological defects that arise in simple toy models. Chapter 2 

will review the basics of QCD at large baryon density, thus setting the stage 
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for the three subsequent chapters where topological defects are studied in 

this context. In particular, we will discuss the symmetry breaking pattern 

of high density QCD. The focus of Chapter 3 is the domain walls that arise 

when the U(1)A symmetry is broken in high density QCD. We will examine 

the stability of these U(1)A domain walls. In Chapter 4 we will demonstrate 

that in high density QCD there exists vortices (related to the U(l) symmetry 

that is broken by K° condensation), which we refer to as superconducting 

K-strings, that have nontrivial core structure with a charged condensate of 

K+ mesons trapped on the core. The consequence of the superconducting 

if-strings discussed in Chapter 4 is that it is now possible to construct loops 

of such vortices that are classically stable objects called vortons. Vortons 

in the CFL+K0 phase of high density QCD are the subject of Chapter 5. 

Chapter 6 will also deal with physics that is relevant to the interior of a neu­

tron star. However, in this chapter we will be discussing a less exotic phase 

of matter, neutrons, protons, and electrons in beta equilibrium at relatively 

high densities. This chapter differs from the material discussed so far, as we 

are considering densities below the point where the color superconducting 

phase occurs and above the point where Cooper pairs of protons and neu­

trons form. We will show that the presence of two condensates (Cooper pairs 

of protons and neutrons) changes the structure of the magnetic flux tubes 

(proton vortices). As we will demonstrate, this alteration may have pro­

found consequences as it changes the interaction between adjacent vortices 

and therefore the boundary between type-I and type-II superconductivity is 

changed. This means that the conventional picture of a neutron star consist­

ing of a proton superconductor that is a type-II superconductor may have to 
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be reconsidered. In Chapter 7 we will change directions and introduce the 

vortons previously discussed in Chapter 5 (in high density QCD) in the con­

text of high temperature superconductivity. In the high temperature super­

conducting cuprate materials, a phase transition from an antiferromagnetic 

state to a superconducting state takes place as the hole doping is increased. 

These vortons may prove to be important quasiparticles that describe the 

physics when this phase transition occurs. This also provides an interesting 

connection between the physics of high density baryonic matter and high 

temperature superconductivity, in the spirit of the COSLAB program. 

1.1 Topological Defects: A Brief 

Introduction 

In general, topological defects can arise whenever there is a symmetry that 

is spontaneously broken. This symmetry breaking may occur in a variety 

of ways, such as cooling the system through a phase transition. In more 

technical language, the formation of topological defects is possible when the 

symmetry breaking results in a set of degenerate ground states with nontrivial 

topology. Topological defects are time independent finite energy solutions to 

the classical equations of motion that are stable due to the conservation 

of some topological charge. In this section we will provide two different 

examples of topological defects in a couple of toy models. This will be useful 

in order to give the reader a flavour for what will follow in the rest of this 

thesis. 
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1.1.1 Domain Walls 

Domain walls can form when a vacuum manifold has two or more discon­

nected components. To begin, we will consider a real scalar field o described 

by the following Lagrangian: 

C^\dvodvo-V{o), (1.1) 

with the following potential 

V>) = ^ - r?2)2. (1.2) 

Upon minimizing the potential V(o) with respect to <J, we see that the vac­

uum state consists of two disconnected minima at o = ±77. We show the 

potential (1.2) with its degenerate minima at o = ±77 in Fig. 1.1. The 

ground state breaks the discrete symmetry o —> —o (a Z 2 symmetry) under 

which the original Lagrangian (1.1) was invariant. This is where we encounter 

our first example of a topological defect. The Euler-Lagrange equations of 

motion derived from (1.1) have an exact time independent solution given by 

o{x) = r]tann{$x), P = V\f^ (1-3) 

This is a domain wall, as the expectation value of the field o interpolates 

from o(x = —00) = —77 to o(x = +00) = +77, with the change occurring in 

region of space confined to a wall of width ~ The Z 2 symmetry remains 

locally unbroken in the region of width with a large amount of energy 

concentrated in this "wall". In three spatial dimensions there are two choices 

for the domain wall configuration, it is either infinite in extent (o does not 

vary in the other two spatial dimensions x,y) or it forms a closed surface (for 
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V +77 

Figure 1.1: The toy potential that is given by Eq. (1.2) is shown above. The 

vacuum state is degenerate with minima at o = ±77. The black 

dot indicates the unstable symmetric point where the field o 

"choose" either ±77 as a stable vacuum state. The domain wall 

solution given by Eq. (1.3) interpolates between the two vacuum 

states, with o{—00) = —77 and <T(+OO) = +77. 

example, a sphere). The latter case is unstable due to the fact that there is a 

finite surface tension (or energy per unit area). A domain wall can be formed 

through the Kibble mechanism [47]: when spontaneous symmetry breaking 

occurs (for example, when a system is cooled through a phase transition) 

different uncorrelated regions of space "choose" one of the two degenerate 

minima of the potential. A domain wall is formed when these regions of 

space (with different vacuum configurations) coalesce. This domain wall 

configuration (1.3) cannot relax to either of the two vacuum configurations 
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(cf)(x) = +77, for example) because this would involve changing the field from 

—77 to +77 over an infinite volume (x < 0), which would cost an infinite amount 

of energy. As was mentioned above, the stability of topological defects can 

also be seen from the presence of a conserved topological charge. In this case, 

the conserved current is 

f = e»vdv<p (1.4) 

where fx, v — 0,1 and e1*" is the antisymmetric symbol in 2 dimensions. The 

corresponding conserved charge is 

Q = j dxj° = (f)(x = +00) - <j)(x = -00) , (1.5) 

The topological charge of the domain wall solution (1.3) is Q — 1, while 

that of the vacuum 4>(x) = ±77 is Q = 0. This means that the domain wall 

configuration cannot relax to either one of the trivial vacuum configurations, 

as they are in a different topological sector. 

A familiar example of a domain wall arises in ferromagnetic systems. 

Above a certain temperature, called the Curie temperature, a ferromagnet 

behaves as a paramagnet. In the paramagnetic phase the magnetization at 

each point is arbitrary. As the system is cooled below the Curie temperature, 

the symmetry is broken and the spins must choose a particular direction. 

1.1.2 Strings 

The formation of strings is possible whenever the vacuum manifold is that of 

a circle (S1). That is, it possesses one dimensional closed paths that cannot 

be contracted to a point. Consider a model where the vacuum state breaks 

a symmetry of the original Lagrangian. Strings are linear defects with the 
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symmetry restored along the length of the defect. In order to provide a 

concrete example, we will consider the toy model given in Eqs. (1.1) and 

(1.2), with the modification that o is now a complex field. The Lagrangian 

is now slightly modified from the previous section: 

Now the Lagrangian is invariant under global U(l) transformations, o —>• 

e"V, with a an arbitrary constant. The potential is no longer the double well 

potential shown in Fig. 1.1, and now looks like a Mexican hat configuration, 

with a circle of degenerate minima. The ground state spontaneously breaks 

this continuous U(l) symmetry, and when this occurs it is possible for o 

to have different values of the phase in uncorrelated regions of space, with 

the magnitude (|<x|} = rj the same everywhere. If the phase of (o) varies 

from 0 to 27T as one goes around a closed loop in space, the magnitude of 

\o\ must vanish at some point inside this loop, as the phase is undefined at 

this point. In three spatial dimensions, regions of space where (|cr|) = 0 will 

align to form a linear defect, called a global string, where the global U(l) 

symmetry is restored. Although we cannot obtain an analytical solution of 

the equations of motion obtained from (1.6) as was possible for the domain 

wall example above, the string solution has the following form in cylindrical 

coordinates (r,(j),z): 

where n is an integer and f(r) is a solution of the equations of motion obeying 

the boundary conditions /(0) = 0 and /(oo) = 1. The integer n, called the 

winding number of the string, indicates how many times the phase of the 

(1.6) 

<r(r, <j)) = rjf(r) ev 
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field o varies from 0 to 2ir as one traverses a loop in physical space. The 

function f(r) goes from 0 to 1 over a characteristic length £ scale on the 

order of £ ~ m~l ~ ( ? 7 \ / A ) _ 1 , where is the mass of the scalar field. This 

can be verified by solving the classical equation of motion numerically with 

the appropriate boundary conditions. 

Examples of global U(l) strings are the quantized vortex lines that appear 

when superfluid He is rotated. As we mentioned above, another example of 

strings are the magnetic flux tubes that are present in type-II superconduc­

tors when an external magnetic field is applied. These strings are examples 

of local strings, where a local symmetry (electromagnetism in this case) is 

broken everywhere except along the length of the string. The string also has 

a magnetic flux tube along the core that is quantized. One of the main dif­

ferences between global and local strings is the string tension or energy per 

unit length. The energy per unit length of a global string is logarithmically 

divergent, due to the large distance variation of the phase of the scalar field. 

In practice, this divergent energy is cutoff at some scale, which is set by the 

size of the system or the distance between strings. This is not the case for 

local strings. The energy is finite and confined to a thin core, due to the 

presence of the gauge field which cancels the gradient of the scalar field at 

large distances. In this thesis we will be discussing both global and local 

strings. 

In addition to the defects described above, there exists a plethora of other 

types of topological defects. The most well known of these other defects is the 

t'Hooft-Polyakov monopole that is present in most Grand Unified Theories 

of particle physics. There also exists hybrid defects, such as domain walls 
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which are bounded by strings (which we will come to later on in this thesis) 

and strings which connect monopole-antimonopole pairs. A complete review 

of topological defects can be found in [96]. 
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C h a p t e r 2 

H i g h D e n s i t y Q C D 

Recently, there has been a large amount of interest in the study of QCD, 

the theory of the strong interaction, at large baryon density [3, 4, 73, 74] 

(for many more references and a nice review, see Ref. [72]). At zero baryon 

density, QCD is a theory of quarks and gluons which are strongly coupled. 

It is well known that confinement takes place and the observable particles 

are colorless hadrons rather than quarks and gluons. If a large external scale 

such as large temperature or large density is introduced into the problem, 

one would expect that the correct degrees of freedom would eventually be 

quarks and gluons due to asymptotic freedom. As one increases the baryon 

chemical potential the ground state does not consist of nearly free quarks in­

teracting at the Fermi surface, instead the new color superconducting phase 

appears where the ground state consists of diquark pairs. To explain this 

phenomenon, let us recall that, in QED, the electron-electron interaction 

generally repulsive, and superconductivity is a very subtle effect. In the 

non-Abelian theory of QCD, simple one gluon exchange is always attractive 

in the color 3 channel. As is well known from the conventional Bardeen-

Cooper-Schrieffer theory of superconductivity, an arbitrarily small attractive 

interaction will lead to the formation of a condensate of Cooper pairs near 

the Fermi surface. This is what happens in QCD at large baryon density. 
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The ground state of high density QCD is characterized by a diquark con­

densate [3, 4, 73, 74], analogous to the condensate of electron Cooper pairs 

present in a conventional superconductor. This phase of QCD is referred 

to as the color superconducting phase, due to the fact that the color gauge 

symmetry is broken, as opposed to the electromagnetic gauge symmetry in 

BCS superconductivity. The typical chemical potential where this phase is 

believed to occur is fj,c ~ 500 MeV, which is approximately a few times nu­

clear density. The gap in the color superconducting state is believed to be 

on the order of A ~ 100 MeV [72]. The transition temperature Tc above 

which color superconductivity is destroyed is similar to the BCS transition 

temperature in that Tc = 0.57A ~ 60 MeV [17, 71]. Unfortunately, this 

phase of QCD cannot be realized in any particle accelerator on Earth. The 

interest in this region of the QCD phase diagram is motivated by the fact 

that such densities may be realized within the core of compact stars, such as 

neutron stars [36, 68, 101]. 

2.1 The CFL phase of high density QCD 

In this thesis we will be discussing QCD with Nf — 3 flavours of quarks (up, 

down, and strange) and Nc = 3 colors. It is well known that the ground 

state of Nf = 3, Nc = 3 QCD exhibits the Cooper pairing phenomenon as 

in conventional superconductivity [4, 74]. The corresponding condensates in 

the CFL phase take the approximate form: 

(JL^Y ~ e Q ^ e a b c Y c \ (2.1) 
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where L and R represent left and right handed quarks, a, ft, and 7 are 

the flavour indices, i and j are spinor indices, a, b, and c are color indices, 

and X] and are complex color-flavour matrices describing the Goldstone 

bosons. The 3x3 matrices XJ and are 517(3) matrices with the following 

transformation properties [24]: 

X^UcXUl, Y^UcYUl (2.2) 

where 

UceSU(3)c, ULeSU(3)L, UReSU{3)R (2.3) 

This diquark condensate breaks the original symmetry group SU(3)c x SU(3) 1 x 

SU(3)R x C/(1)B X (V(1)A [color gauge symmetry, left and right flavour sym­

metries, baryonic symmetry, and axial symmetry, respectively] down to the 

diagonal subgroup SU(3)c+L(R) X Z 2 . This diagonal subgroup tells us that 

whenever we perform an SU(3) color rotation, we must simultaneously per­

form left (right) handed flavour rotation. Since color rotations are now linked 

with flavour rotations, this phase of high density QCD with Nf = Nc = 3 is 

referred to as the color-flavour locked (CFL) phase [4]. Counting the number 

of broken generators ((32 — 1) for each SU(3) and 1 for each U(l)), we see 

that there should be 18 Goldstone bosons (GB). Of these 18 GB, 8 of them 

are eaten by the Higgs mechanism resulting in the gluons acquiring masses. 

When electromagnetism is broken, there remains a new "rotated" electromag-

netism which is unbroken, similar to the situation in the Standard Model. In 

the Standard Model, the Higgs vacuum expectation value leaves unbroken a 

linear combination Q of the weak W3 boson and Y hypercharge boson. In 

high density QCD it is a linear combination of the eighth gluon and the pho­

ton that forms the new "rotated" electromagnetism, Q = Q + T8/\/3. This 
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leaves ten GB, an octet related to the breaking of SU(S) and two singlets re­

lated to U(1)B and U(1)A- All of these GB [except the one related to U(1)B] 

are actually pseudo-Goldstone bosons due to the small explicit violation of 

the symmetry (for example, instantons and finite quark masses). In addition 

to the Goldstone modes, there are also quark-like quasiparticles that have a 

minimum excitation energy that is proportional to the superconducting gap 

A and gluons that have a mass on the order of g\i from the Meissner effect 

(g is the strong coupling constant). The value of the gap A (with 2A being 

the energy required to break a diquark pair) has been calculated at asymp­

totically large densities where perturbative one-gluon exchange is justified 

and also at lower densities using phenomenological models. These different 

approaches yield similar results, with the gap on the order of A ~ 100 MeV 

(for a summary of the different methods that give this result see [72]). The 

gap A in the quark spectrum depends on the chemical potential \i and the 

strong coupling constant g in the following manner [84]; 

The dependence of the gap on the coupling constant A ~ e-const/g j g djff e r e nt 

from the standard BCS result where A ~ e - c o n s t / g

2 _ ^ s explained in Ref. [84], 

this is due to the fact that the gluon propagator has an infrared divergence 

at very small scattering angle. The Goldstone bosons are the most relevant 

degrees of freedom at energies below A, as their masses are proportional to 

the quark masses and are much less than the masses of any other degrees of 

freedom mq <C A, g/j,. In QCD at \x = 0 the Goldstone modes resulting from 

the spontaneous breaking of chiral symmetry are described by the fluctua­

tions of the phase of the chiral condensate, (f̂ V̂ ) = exp(i7r°Aa/'/„.), where 

(2.4) 
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a, 8 are flavour indices and a is a color index. As the magnitudes of the 

condensates given by Eq. (2.1) depend on the color index c, one can easily 

see that these objects are not gauge invariant by themselves. In order to de­

scribe the light degrees of freedom in a gauge invariant way, one introduces 

the color singlet field E [24, 86, 87] 

= x y t = J^xfy ;* , (2.5) 
c 

such that the leading terms of the effective Lagrangian in terms of E take 

the form [12] 

£ e f f = ^ T r [VnEVnEt - v2d&d&] + 2A [det(M)Tr(M- 1E + h.c] , (2.6) 

where the matrix E = exp(ina\a/ fn) describes the octet of Goldstone bosons 

(pions, kaons, and the eta meson), similar to the zero density case mentioned 

above. The SU(S) generators A a are normalized as Tr(A aAb) = 25ab. The 

quark mass matrix in Eq.(2.6) is given by M = diag(mu, m d , ms). Finally, 

we neglect the electromagnetic interactions in the expression (2.6) but keep 

the isospin violation ~ (md — mu), which is an appropriate approximation 

for the physically relevant case when the baryon density is not very high 

[11]. This isospin violation will be crucial for the analysis in Chapter 4. 

The constants fn;v and A have been calculated in the leading perturbative 

approximation and are given by [10, 86, 87]: 

2 1 - 8 1 n 2 ^ 1 3A 2 

h ~ 18 2TT 2' V ~ 3 ' A ~ 4 7 T 2 ' [ 2 J ) 

One notices that v ^ 1, as expected because Lorentz invariance is not re­

spected at finite chemical potential. 
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2.2 If-condensation in the CFL phase of 

high density QCD 

All of the results that were given in the previous section are valid for QCD 

with Nf = 3 flavours of massless quarks when an SU(3) flavour symmetry is 

respected. For large values of the chemical potential, this is a valid approxi­

mation and the quark mass effects can be ignored as long as u. 3> ms. As fj, 

is decreased to JJL = 500 MeV (the typical density that may be realized inside 

a neutron star) this approximation breaks down as we now have ms ~ p. 

The phases of the high density quark matter can be very different as the 

mass of the strange quark ms is varied. As we have mentioned, for ms = 0 

we have the CFL phase of high density QCD. In the opposite extreme, if we 

consider the case ms —¥ oo the strange quark decouples and the ground state 

is the so called 2SC phase of high density QCD [3, 73]. In the 2SC phase 

only the up and down quarks pair to form the diquark condensate. The form 

of the condensate in the 2SC phase is different from the form given for the 

CFL phase in Eq. (2.1), with only 4 of the 9 quarks paired. For intermediate 

values of ms, one suggestion is that the ground state is the crystalline color 

superconducting phase [16] where Cooper pairs of quarks have nonzero total 

momentum. This is called the crystalline phase because condensates with 

nonzero total momentum spontaneously break translational and rotational 

invariance, which leads to gaps that vary periodically in space. For a more 

detailed discussion of the various color superconducting phases of high den­

sity QCD as a function of the strange quark mass ms and chemical potential 

fj, we refer the reader to [2, 72]. There is another possibility which we will 
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now discuss. Recently, it was realized in [11, 12, 45, 77] that the ground 

state of the theory may be different from the pure CFL phase for a physical 

value of the strange quark (ms 3> mu, m-d): condensation of the K° and K+ 

mesons would lower the free energy of the system by reducing'the strange 

quark content. Specifically, it has been argued that kaon condensation would 

occur in the CFL phase if ms > 60 MeV [12]. In what follows we consider 

this special case where kaon condensation occurs. For electrically neutral 

CFL matter at intermediate densities, it is believed that K° condensation 

would occur [11]. This means that E = 1 is no longer the global minimum 

of the free energy; instead, some rotated value of E describes the ground 

state in this case. In what follows we consider the realistic case when the 

isospin symmetry is not exact, > mu and the chemical potential for elec­

tric charge (electrons) is zero, such that K° condensation occurs. In order 

to see how the ground state is altered, we postulate a nonzero expectation 

value for the field with the same quantum numbers as K°. If the energy 

with 6Ko E E V2K°/fn ^ 0 is a global minimum, then kaon condensation does 

occur. Substituting ^ " A " / / ^ = 8Ko(cos<fi\e + sin^A 7) (this has the same 

quantum numbers as K°) into E = exp(i7r aA a//7 r), the appropriate expres­

sion describing the K° condensed ground state can be parameterized as: 

^ 1 0 0 ^ 

E K o = 0 cos 0*0 ismdKoe-** , (2.8) 

^ 0 ismdKoet(p cosf9^o j 

where ip describes the corresponding Goldstone mode and 9j<o describes the 

strength of the kaon condensation. In order to check that the assumption 

made above that (K°) ̂  0 is correct, we substitute Eq. (2.8) into the static 
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and spatially constant part of (2.6) and minimize with respect to 9Ko to 

arrive at [12]: 

^ 2 

COS6^0 = /Jeff = T T ( 2 - 9 ) 

4A 3A 2 

ml = amu(md + ms), a = — = HFTir 
.Mr ^ JIT 

We see that if 0 condensation occurs if m 0 < £teff- The critical value of 

the strange quark mass where K° becomes massless is approximately given 

by ms ^ (24 m u ) 1 / 3 A 2 / 3 . There is some uncertainty in making a definite 

prediction of the point where K° condensation occurs due to the fact that 

the gap A is not precisely known for \x = 500 MeV. However, a reasonable 

value for the gap is A < 100 MeV, and we know that the quark masses are 

ms ~ 150 MeV and mu ~ 5 MeV. Therefore, according to these estimates 

we see that K° condensation would occur as ms > (24 m u ) 1 / 3 A 2 / 3 . If kaon 

condensation occurs and 9Ko ^ 0, an additional U(l) symmetry is broken. 

In Fig. 2.1 we give the basic picture of the QCD phase diagram as a 

function of temperature T and chemical potential p. At low temperatures 

and densities, we have the hadronic phase where quarks and gluons are 

confined. As the temperature is increased at low densities, we eventually 

(Tc ~ 180 MeV) reach the quark-gluon plasma, where quarks and gluons are 

deconfined and chiral symmetry is restored. At large densities and low tem­

peratures we have the various color superconducting phases of quark matter. 

Much less is known about this region of the phase diagram such as the critical 

chemical potential pc where color superconductivity occurs. The reason for 

this is that unlike finite T QCD, finite \x QCD is not easily placed on the lat­

tice to perform computer simulations, due to the complex nature of the quark 
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Figure 2.1: In this figure we give a naive picture of the QCD phase diagram 

as a function of baryon chemical potential p and temperature T. 

determinant. Analytical estimates seem to indicate that pc ~ 400 — 500 MeV. 

The point pn on the phase diagram indicates the nuclear matter saturation 

density (hadron gas-hadron liquid transition point). 

For this thesis the most important aspect of the CFL+ff 0 phase of high 

density QCD is the symmetry breaking pattern. In the next three chapters we 

will be discussing the consequences of the symmetry breaking, the formation 

of topological defects. 



Chapter 3. U{1)A Domain Walls in High Density QCD 20 

C h a p t e r 3 

U ( 1 ) A D o m a i n W a l l s i n H i g h 

D e n s i t y Q C D 

3.1 Overview 

In [88, 89], it was shown that at high densities (/J, 1 GeV) there exist 

domain wall solutions which interpolate between the same vacuum state, in 

which the U(1)A phase of the diquark condensate varies between 0 and 27r. 

This type of domain wall which interpolates between the same vacuum state 

has been studied before in the context of axion models [96]. It is interesting to 

note that similar domain wall configurations are present for the zero density 

case in the large Nc limit and could be present for the physically relevant case 

of Nc = 3 [37], therefore they could be studied at the BNL Relativistic Heavy 

Ion Collider (RHIC) [83]. Given this, one might ask what happens between 

these two regions of \x = 0 and fj, 1 GeV. The main goal of the present 

chapter is to discuss the analysis of the classical stability of the U(1)A domain 

walls for u. < 1 GeV. In this chapter we will demonstrate that the U(1)A 

domain walls are classically stable down to densities \x ~ 800 MeV. The 

main idea is to interpolate between fj, 1 GeV (where perturbation theory 

is justified) and JJ, ~ fic (where instanton calculations lead to a reasonable 
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description). Ideally, we would like to be able to make definitive statements 

on the stability of such configurations all the way down from large // to 

pc ~ 500 MeV, where [ic is the critical chemical potential above which the 

color superconducting phase occurs. However, we are unable to make a 

definitive statement for [ic < p < 800 MeV due to a lack of theoretical 

control in this region. One can only speculate on the behavior in this region. 

3.2 The Effective Potential 

We will begin by considering the gauge invariant field E. Recall from Chapter 

2 that the following matrix (given by Eq. (2.5)) which describes the octet of 

mesons and axial singlet was constructed in [24, 86, 87]: 

c 

If a U(1)A rotation (q —>• exp*75"/2 q) of this gauge-invariant field E is per­

formed, we see that the fields (2.1) transform as 

X -> e~iaX, 

Y ->• e+iaY, (3.2) 

and therefore 

E ->• e~2iQS. (3.3) 

Goldstone's theorem states that there must be a single Goldstone mode rf as­

sociated with the breaking of this symmetry. Given this, we can parameterize 

the field as follows: 

E = E 0 ep e"'* (3.4) 
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where the phase cf> = 77' j is defined as a dimensionless field which describes 

the 77' boson, /,,< is the corresponding decay constant, S 0 is the vacuum ex­

pectation value of the composite field (2.5), and p is another dimensionless 

field which describes the fluctuations of the magnitude of the condensate1 

(analogous to the o field related to the fluctuations of the {i)ip) chiral con­

densate). We choose to parameterize the field as ep for convenience later 

on. 

In order to construct an effective potential describing the dynamics of the 

phase of the condensate 4> as well as the magnitude |E| , there are two types 

of terms which must be included. The first term which explicitly breaks the 

U(1)A symmetry was calculated in [61, 88, 89] by substituting the form of 

condensates given above into the instanton induced four-fermion Lagrangian 

[81, 82, 93]: 

Vl - inst (p , 0) = -ap2A2 epcos0, (3.5) 

where A is the value of the gap in the quark spectrum. The perturbative 

form of the expectation value of the condensate has been used in arriving at 

this result [84, 88, 89]: 

9 u 4 A 2 

< W ^ = ̂ V- (3'6) 

For Nf — 3, the dimensionless coefficient a was found to be [61, 89] 

where ms is the mass of the strange quark. The mass of the corresponding 

77' boson can be easily calculated by expanding the potential, 

m„. = 2n^/a A. (3.8) 
1 T h e field p should not be confused with the familiar p meson in Q C D . 
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According to [88, 89], this potential is only under theoretical control when the 

mass of the rf boson is much less than the typical scale for higher excitations 

2A, which corresponds to a <C 1/TT2. For physical values of the strange 

quark, this corresponds to a chemical potential of about fi « 700 MeV (for 

a - 1 / T T 2 ) . 

To be able to draw any conclusions about the stability of the domain wall 

solution for intermediate densities (pc < p < 1 GeV), one must include de­

grees of freedom which are related to the fluctuations of the absolute value of 

|S|. We do not know the effective potential in the region of interest; however, 

for qualitative discussions we shall use a potential derived for asymptotically 

large p. The second type of term which must be included in an effective 

potential description is one which uniquely fixes the magnitude of the con­

densate. An effective potential for the magnitude of the condensate |E | was 

derived in [65] in the perturbative region where the analytical form of the 

gap is known. This effective potential fixes uniquely the value of the vacuum 

condensate. The potential is of the Coleman-Weinberg type [26] and is given 

as follows: 

W i s , ) = - ( ^ ) V l ( i - i n f ) . 
2 A 2 

= - L e P ( i _ p ) ) (3.9) 

fSc7s. 
v = V ^ T ' 

where cxs = g2/4.ir is the standard strong coupling constant and the pertur­

bative result of the condensate (3.6) has been used. In all calculations that 

follow we will assume A = 100 MeV as the numerical value for the gap. It 
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should be noted that the potential (3.9) is justified only in the region 

Since we are considering |E| « E 0 , the use of this effective potential is justi-

We are interested in the region pc < fj, < 1 GeV, where Eq. (3.9) is not 

literally correct. Even though the results stated above are not necessarily 

under theoretical control for /i > pc, one can speculate on how the coefficients 

behave at intermediate densities when fj,c < p < 1 GeV. .Due to the fact that 

all the same symmetries are present as the chemical potential is lowered 

until reaching /J,C, we expect the qualitative form of the effective potential 

(3.5) and (3.9) to remain the same. As the chemical potential is lowered, 

eventually perturbative calculations which are valid at asymptotically large 

p are no longer the correct description and instanton calculations become 

relevant. One would expect that these calculations must match up at some 

point. However, the coefficients in front of the potential could possibly be 

very different in the density region of interest. We will refer to the coefficient 

in front of the one-instanton potential as /?i and the coefficient in front of 

the perturbative potential as /32. The value of (3\ is essentially fixed by 

the form of the condensate and by the constituent quark mass. Below the 

critical chemical potential fxc at which the chiral phase transition occurs, 

this coefficient is independent of u. [74]. Therefore, we would expect that /3i 

would be some smooth function of \x which reaches its maximum value at 

H — lic. At He < p < 1 GeV, the coefficient /32 is modified by the formation 

of instanton-antiinstanton (//) molecules [74]. We should also note that the 

coefficient /5i can also be estimated from the instanton liquid model [74] using 

(3.10) 

fied. 
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the average size of instantons as well as requiring a constituent quark mass 

of about 350 - 400 MeV. 

Combining both terms we have an effective potential which is given by 

the following: 

V(p, 0) = -82ep(l -p)- fte'cos^. (3.11) 

The values of the coefficients B\ and B2 are known for asymptotically large 

Bx = ap2A2, (3.12) 

P2 = (3.13) 

In Fig. 3.1, we show the cross section of the potential at <fi = 0,2TT and 

<fi = 7r for p = 800 MeV. Notice that the existence of an absolute minima 

at (j) — 0, 2ir and a saddle point at 4> — ^ allows for nontrivial configurations 

which wind around the barrier at |E| = 0. In the limit p —> oo, the parameter 

a —> 0 and the potential has degenerate minima at |E | = E G . The kinetic 

term is given by 

|«90E|2 - ^ I ^ E I 2 

ISI2 
= (d0p)2 - v\diP)2 + (dot)2 - v2(di(p)2, (3.14) 

where v is the velocity which is different from 1. The perturbative values 

for the decay constant fn and velocity v were calculated in [10]. In order 

to fix the correct dimensionality, we must multiply the kinetic term by the 

appropriate powers of the decay constant. The full effective Lagrangian up 

to two derivatives in the fields is then given by 

£ = f2A(doP? - v2(diP)2) + /2[(cW)2 - v2(di(f>)2] - V(p, 0). (3.15) 
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Figure 3.1: The cross section of the effective potential is shown above for 

p, = 800 MeV. On the left of |E| = 0 the effective potential for 

4> = 7r is shown and on the right half (j) = 0,2n is shown. 

In the above we have assumed that fvi ~ fp ~ /„.. The exact numerical value 

for fp is not known. However, in the" large / i limit ~ fp ~ // in order to 

have an appropriate scale for mp ~ A (once again, the p field should not be 

confused with the well known p meson in QCD at [i = 0). 

3.3 Domain wall solutions 

As was done in [88, 89], if we replace the field |E| = E 0 e p by its vacuum 

expectation value (which is justified for /j, ^> 1 GeV), the resulting potential 
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is of the sine-Gordon type. The Lagrangian is given by the following: 

£ = fl[{d,4>f ~ V\di(t>)2} - Vx-instM, (3.16) 

where the constant term has been dropped. The static domain wall solution 

to the corresponding equation of motion is well known. Considering a domain 

wall in the z direction, the solution is given by 

(j>o{z) = 4 arctan (exp(—m^z/v)), (3-17) 

where m,» is the mass of the rf. This solution interpolates between the same 

vacuum state; at z = ±oo we have <f> = 0, 2n, respectively. It is well known 

that this solution is absolutely stable under small perturbations </> = (pQ + 8<f>. 

In other words, the Schrodinger-type equation obtained by varying the field 

and linearizing the equation of motion, 

-d\ 84>n + ^ ( l - 2 sech2 (p*-z) ) 5<j>n - u , 2 ^ n , (3.18) 

has the lowest eigenvalue cu0 = 0 corresponding to 8<fi0 = d<fi0(z)/dz ~ 

sech(mniz/v). This is just the zero mode which is a result of translational 

invariance z —> z + z0. Since the lowest eigenvalue is non-negative, the do­

main wall solution is stable under small perturbations. It turns out that this 

is the only bound state which is a solution of Eq. (3.18). 

In the case in which the replacement |S| —> E 0 is not done, the solution 

must be modified. If we want to study a stable solution for p, which is not 

asymptotically large, we must include fluctuations in <j> as well as in the p 

direction (i.e. the absolute value of E). The two equations of motion for 
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static solutions are given by 

2f2v2W2p = / ^ p e ' - A e ' c o s ^ (3.19) 

2f2v2V2<f> = fte'sin^. (3.20) 

Although we do not know the exact solution for this set of coupled nonlinear 

differential equations, if Pi/62 < 1 we can approximate the solutions. In this 

case, the approximate solutions can be parameterized by 

ep° « l + acos< 0̂, (3.21) 

4>0- ~ 4 arctan (exp(—m^z/v)), (3.22) 

where a Q\/Q2- In Fig. 3.2 we show the approximate solution for (p0 and 

pa. Our stability analysis will be based upon these approximate solutions 

of the equations of motion. Since the above solutions do not correspond to 

the exact solutions to the equations of motion (minimum energy path which 

winds around that barrier at |S| = 0), there will be nonzero linear terms 

when the energy of the system is perturbed about the domain wall solutions 

4>0 and p0. These will be estimated in the following section where the stability 

analysis is performed. 

3.4 Stability analysis of domain walls 

Although these domain walls may exist as classically stable objects at large 

densities, it is not immediately obvious if this is the case at intermediate 

densities. In order to examine the classical stability of the domain wall 

configurations in the region p < 1 GeV, we must look at how the system 
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Figure 3.2: In this figure we show the approximate domain wall solution for 

the fields <f>0 and pQ given by Eq. (3.21) as a function of the 

dimensionless coordinate z' = m^z/v (defined in Eq. (3.24)). 

Notice that 4>0(—oo) = 0 and (p0(-\-oo) = 2TY, while ePo ~ 1 

(therefore |E| ~ E 0). We can see that the width of the wall is 

5' ,1 ~ 1 in these rescaled units. 

reacts to small perturbations of the fields. The energy density is given by 

the following expression: 

E(<P, p) = / dz\Slv\Vpf + f y m ) 2 + V{4>, p)}. (3.23) 

In order to express all integrals as dimensionless quantities, we will perform 

the following change of variables: 

z 
v (3.24) 
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The energy density is now given by 

py E{<f>,p) 
A J dz' ((Vp) 2 + (V«^)2 + j^V(<f>, p)) ] , (3.25) 

where the derivative is now taken with respect to the dimensionless coordi­

nate z'. We can see that this has the correct dimensions of MeV 3 times the 

dimensionless integral in square brackets. Following the standard method for 

analyzing the stability of a classical solution which was briefly described in 

the previous section, we will expand the fields about their vacuum expecta­

tion values: 

p -> p0 + Sp, 

<l>^Kt>0 + 5<l>. (3.26) 

Next, we substitute Eq. (3.26) into Eq. (3.23) and perform an expansion, 

neglecting any terms greater that quadratic order in <5p and S(f>: 

E ~ £<°> + EV> + £(2) 

+ 7 

+ 7 

+ 7 

A 2 SV 

f2v2 Sep 

- V H 

2/y 5P

2 

A 2 S2V 

f2v2 6(f>8p 

E{<f>0, Po) + 7 f dz' Sp ( - 2 V 2 p 0 + 

j dz' 8<f> (~2V2(j>0 + 

J dz' Sp 

j dz' 84> 

+ j j d z ' S4> l ^ - V 2 + ^ 

A 2 SV 

Sp 4>o,Po. 

ny S(j)21 / ~ - ( 3 - 2 7 ) 

where 7 = pv2/X. The first term = E((f>0, pQ) in the above expansion is 

the energy density or wall tension of the domain wall. In the case in which 
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the domain wall solutions given by Eq. (3.21) were the exact solutions to the 

classical equations of motion, the linear terms E^ (proportional to 8p and 

Sep) would be zero everywhere. Due to the fact that our solutions are not 

exact, these must be considered. 

First, let us estimate the term which is linear in 8(f>: 

50(1) = Sf-J dz'54> (-2V2</>0 + " ^ A e P o sin 4>)j • (3.28) 

We know that ePo « 1 + p0 and using the fact that (fi0 is a solution to the 

equation of motion given by Eq. (3.20) with p = 0, we have: 

-f2 2 r \ 2 
~ Z Z L L I dz> —RxPosm<t,08(f> 

A J f2v2 

f2v2 f 
« ^ - / dz' a 7T 2 sin 20o 8<j). (3.29) 

This linear term goes like an2 (~ 0.3 for p = 800 MeV) and the integrand 

is small compared to the wall tension E^ and can be neglected. The term 

which is linear in 8p is: 

A 2 

/>2 

Using again that pQ « (Pi/fa) cos0o we see this simplifies to 

ftepocos&, . (3.30) 

5 p { 1 ) ~ J dz' (-2a IT28pV2(cos <t>0)) . (3.31) 

Since this term is also proportional to a7r2, 8p >C p0, and the integral of 

V2(cos (f>0) is small, we can also neglect this term. The magnitude of the linear 

term shows how far away we are from the exact solution. This information 

will be used in what follows for the stability analysis.-
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Now we consider the most important quadratic term. A similar case 

involving two coupled scalar fields was looked at in [95] and we will follow 

the standard procedure presented there closely. If the field configuration is 

classically stable, the second variation of the energy should be a positive 

differential operator. This means we must solve the following Schrodinger-

type eigenvalue problem: 

(3.32) 

\6cj>J \5<J>J 

where H is the operator, 

' \ H = ~ % 1 + 2 j & U > ' ( 3- 3 3) 

and 1 is the 2 x 2 identity matrix. The potential U is a 2 x 2 matrix with 

elements: 

Uu = $2(1 + Po) ep° - px ep" cos <f>0, (3.34) 

U12 = U2i = Pi ep° sin <f>0, (3.35) 

U22 = Pi ep°cos(t)0. (3.36) 

If the domain wall solution is a stable one, then the operator H is positive-

semidefinite. The eigenvalue equations can be decoupled by diagonalizing the 

matrix U. We should note that only the potential term has to be diagonalized 

when looking for negative energy modes, as was done in [95]. The result is 



Chapter 3. U(1)A Domain Walls in High Density QCD 33 

where a, b, and c are defined as 

a ft (l + p0) ep°, 

b = Pi epo cos (p, (3.38) 

c Pi ePo sin(p0. 

The operator H now takes the following form: 

(3.39) 

Since we can immediately see that U+ > 0 for all z' due to the fact that 

a > 0, there does not exist any negative eigenvalues corresponding to the 

first equation in this transformed basis. Looking at the second eigenvalue 

equation, we have 

It is a well known theorem of quantum mechanics that there must exist at 

least one bound-state solution to Eq. (3.40). Due to the fact that our domain 

wall solution should be invariant under translations in space z' —> z' + z'0, 

there should be a corresponding zero mode in the spectrum of Eq. (3.40). In 

the high density limit, we recover the familiar sine-Gordon equation and we 

know that there is only one bound state in the spectrum of Eq. (3.18). If 

the exact solution to the equations of motion (3.19) and (3.20) were known, 

one would expect to see a corresponding mode with a vanishing eigenvalue 

in the spectrum of Eq. (3.40). As the density is lowered (Pi < P2) a n d the 

saddle point at 0 = 7r is still present, one would expect the appearance of a 

mode with a negative eigenvalue corresponding to instability of the domain 

(3.40) 
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wall. Due to the fact that there still must be a zero mode in the spectrum, 

the zero mode would become the first excited state of Eq. (3.40) and the 

lowest mode would have some negative eigenvalue UQ < 0 corresponding to 

the instability of the domain wall. The problem of stability analysis now 

reduces to determining the eigenvalues corresponding to the bound states of 

Eq. (3.40). The appearance of an additional bound state in the spectrum 

as the chemical potential is lowered will be the first sign that the system is 

approaching the point of instability. 

Since the solution corresponding to Eq. (3.21) is not the exact solution 

but does represent a path which winds around the barrier at |E| = 0, it is 

quite possible that the zero mode could show up in the spectrum with a small 

nonzero eigenvalue. It would show up as a true zero mode only when the 

exact solution to the equation of motion is substituted into Eqs. (3.38). 

Although the potential L L is nontrivial, we will use a variational approach 

in order to determine the upper bounds on w2 and oof. In choosing a trial 

wave function, we make the observation that the potential U- is quite similar 

to the same potential which arises when analyzing the stability of the sine-' 

Gordon soliton, Eq. (3.18). We will pick our normalized trial wave function 

accordingly: 

with cr being the variational parameter. Note that this trial wave function 

satisfies the required boundary conditions ip0(z' — ±oo) —> 0. For the first 

excited state, we must pick an odd function of z. We will choose the properly 

normalized function 

(3-41) 

(3.42) 
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Applying the variational principle, we must calculate 

= + 2j&U~) (3-43) 

and minimize this quantity with respect to o to obtain an upper bound 

En\o~) on the energy of the nth state. The integral given by Eq. (3.43) must 

be performed numerically. 

We now have the framework in place in order to test the stability of our 

domain wall configurations. Setting p ~ 800 MeV and ms ~ 100 MeV, we 

see that the ratio of the coefficients is Pi//32 ~ 0.3. In this case, the linear 

terms (3.29) and (3.31) are small and the solutions given by Eq. (3.21) are 

valid approximations to the exact solutions. In Fig. 3.3, we show the effective 

Schrodinger potential UeS = X2U-/(2f2v2) for p = 800 MeV. For the above 

choice of parameters, the wall tension given by Eq. (3.25) is 

E^(<f>0,p0)^ 17 .48^p (3.44) 

For the trial wave functions given in Eqs. (3.41) and (3.42), the following 

results for the two bound states of Eq. (3.40) were obtained: 

^ V m i n ) < - 0 . 0 1 6 ^ , 

E[2)(omin) < +1.163^. (3.45) 

From this, we can see that E[2^ 3> E^ and both of these quantities are 

much less the wall tension given by Eq. (3.44). Even though the ground state 

energy seems to be negative, due to the fact that E^ 3> E^ we can associate 

this mode with the zero mode. The small nonzero eigenvalue is actually an 

artifact of our approximations. The appearance of a negative mode is merely 
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Figure 3.3: This figure shows the effective Schrodinger potential Ues(z') = 

(A2/2f2v2)U-(z') as a function of the dimensionless coordinate 

z' where C/_ is given by Eq. (3.37). The presence of a negative 

eigenvalue in the spectrum of this potential is indicative of the 

instability of the classical domain wall solution. The effective 

potential is shown in this figure for p = 800 MeV. 

a consequence of the approximate solutions (3.21) as discussed above. This 

identification can be verified by increasing the chemical potential. When the 

above calculations are repeated as the chemical potential is increased, we see 

that the energy —> 0. This result is expected due to the fact that the |S| 

field can be integrated out as p increases and the sine-Gordon type theory 

is recovered. As p is increased, we also see that the eigenvalue of the first 

excited state uii increases towards the maximum value of Ueg. Eventually, 

as p is increased further, there is no longer a first excited bound state in the 
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spectrum. The calculation of EQ ' and E\ ' was done with the variational 

functions chosen to be different from Eqs. (3.41) and (3.42). The results 

obtained were the same order of magnitude as stated above (3.45). This 

supports our interpretation of the E^ state as the would-be translational 

mode if exact solutions are known. The magnitudes of the linear terms 
(2) 

(3.29) and (3.31) are approximately the same order of magnitude of EQ ', 
(2) 

which supports our interpretation of EQ as the zero mode. 

3.5 Conclusion 

In this chapter we presented an analysis of the classical stability of U(1)A 

domain walls [88, 89]. Naively one would expect that decreasing p from 

p ^> 1 GeV (when the calculations are under control [88, 89]), we would 

inevitably face the situation in which the domain walls become unstable 

objects due to the fast growth of the coefficient Bi (3.11). This expectation 

may not necessarily be correct due to the even faster growth of the coefficient 

/52 (3.11) which receives contributions from the formation of / / molecules as 

well as perturbative contributions. 

What we have actually demonstrated is that the domain wall solution re­

mains classically stable down to p ~ 800 MeV. In order to assess the stability 

of the domain walls for pc < p < 800 MeV, one must explicitly include the 

II contribution in the effective potential (which is expected to be the dom­

inant contribution at p ~ pc [74]). This would hopefully lead to /3i//32 < 1, 

ensuring the classical stability of the U(1)A domain walls. Unfortunately, 

due to the lack of information in this region we cannot generalize our results 
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to below 800 MeV to pc. However, we can argue that the U(1)A domain 

walls remain classically stable down to fj, > pc due to the faster growth of 

the coefficient j32 compared to fii as // is decreased. The ratio fii/fa may 

be very sensitive to changes in the instanton size distribution or the various 

form factors. This is a difficult problem and unfortunately we do not know 

how to estimate such contributions for a small chemical potential. 

We should remark here that the stability of the U(1)A domain wall implies 

a classical stability of the U(1)A strings [38], which become the edge of the 

domain walls. It remains to be seen whether these topological defects will 

have any impact on the physics of neutron stars and other compact stellar 

objects with high core density u.. 



Chapter 4. Superconducting K-Strings in High Density QCD 39 

C h a p t e r 4 

S u p e r c o n d u c t i n g i ^ - S t r i n g s i n 

H i g h D e n s i t y Q C D 

4.1 Overview 

As we discussed in Chapter 2, the nonzero diquark condensate in the CFL 

phase of high density QCD breaks various symmetries that are respected at 

zero baryon density. Specifically, both the exact U(1)B and the approximate 

axial U(1)A symmetries of QCD are spontaneously broken, leading to the 

formation of U(1)A and U(1)B global strings described in [38]. The main 

global property of the strings, the string tension a s t r , has been calculated 

in [38] with the result a s t r ~ 2ivv2f2 In R. The decay constant fn ~ p is 

set by the chemical potential p in dense QCD, v2 ~ 1/3 is the velocity of 

Goldstone modes in this media, and R is an upper cutoff determined by the 

environment of the string (for example, the presence of other strings). 

If, in addition to the CFL phase, if°-condensation also occurs as argued 

in [11, 12, 45, 77] and reviewed in Chapter 2, then the hypercharge symmetry 

U(l)y is also spontaneously broken. If this is the case, the formation of one 

more type of strings related to the spontaneously broken U(l)y global sym­

metry is possible [38]. The string tension Q ; s t r in this case behaves similarly 
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to U(1)A and U(1)B global strings, and is determined by the corresponding 

decay constant f„ ~ p. The next step in studying U(l)y strings was under­

taken in [44] where it was demonstrated that the internal core structure of 

the U(1)Y string could be very different from the U(1)A and U(1)B global 

strings described earlier in [38]. It was argued that the relevant symmetry 

may not be restored in the core. In most known cases, particularly in mag­

netic vortices in a conventional superconductor, the U(1)EM symmetry is 

restored inside the core. If this is the case, the U(l)y string becomes su­

perconducting with the core having a K+ condensate. It has been known 

for quite a while that this unusual behavior may occur in the the theory 

of cosmic strings and in quantum field theory in general [42, 100]. Experi­

ments with 3 He have provided a concrete example of vortices with nontrivial 

core structure in nature. Under certain conditions the vortices in the su-

perfluid 3He — B phase of 3He have a core that is filled with the 3He — A 

phase (see [76] for a review). High temperature superconductors [7, 103] 

and two component Bose-Einstein condensates [63] provide other examples 

of this phenomena. However, this behavior of the vortex core is considered 

an exception rather than a common phenomenon in physics. 

The U(l)y strings might be phenomenologically relevant objects realized 

in nature (presumably in neutron stars). In this chapter we will analyze 

the core structure of U(1)Y strings in detail. First, we will explain the phe­

nomenon of a core transition in the interior of the vortices qualitatively, using 

some analytical estimates. We will then go on to make quantitative estimates 

for the phenomenologically relevant parameters in the CFL+if 0 phase when 

the core transition does occur. 



Chapter 4. Superconducting K-Strings in High Density QCD 41 

The fact that there should be some kind of phase transition in the string 

core as a function of the external parameters can be understood from the 

following simple arguments. If the up and down quark mass difference rrid — 

mu is relatively large, then there would only be a U(l) (rather than SU(2)i) 

symmetry which is broken. The standard topological arguments suggest 

that in this case, the if°-string would be a topologically stable configuration 

with the restoration of the corresponding U(l) symmetry inside the core. If 

m-d — my. is exactly zero then the SU(2)j symmetry is exact and symmetry 

arguments suggest that both of the K° and K+ fields condense. In this case 

no global stable strings are possible. From these two limiting cases, it is clear 

that there should be some intermediate region that somehow interpolates 

(as a function of rrid — mu) between the two. We will now describe the 

way this interpolation works. For relatively large rrid — mu nothing unusual 

happens. The if°-string is normal, K° is condensed outside the core and the 

symmetry is restored inside the core. At some finite magnitude of m<j — m u, 

an instability arises through the condensation of the if+-field inside of the 

core of the string. As the magnitude of rrid — mu decreases, the size of the 

core becomes larger and larger with nonzero values for both the K° and the 

K+ condensates inside the core. Finally, at md = mu the core of the string 

(with nonzero K° and K+ condensates) fills the entire space, in which case 

the meaning of the string is completely lost, and we are left with the situation 

where the SU(2)I symmetry is exact: no stable strings are possible. 

Given this argument, we would expect that there must be some transition 

region where the SU(2)i symmetry is broken and K+-condensation will occur 

inside the core. The point at which this occurs will be estimated in this chap-
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ter. We will show that K+-condensation only occurs above a certain point 

9Ko > (9crit, with 0c r i t given by sin((9crit/2) ~ constant (A/m s ) v

/ (m d - mu)/ms, 

where A ~ 100 MeV is the superconducting gap and ms is the strange quark 

mass. This analytical calculation, along with a numerical solution, allows us 

to describe the region in parameter space where this phenomenon certainly 

happens. 

4.2 Superconducting If-strings 

We will begin by considering global i^°-strings when they are topologically 

stable. This case corresponds to the approximation when the splitting be­

tween K° and all other degrees of freedom is relatively large so that in our 

effective Lagrangian description we can neglect all fields except K°. After 

this we will analyze the situation when the K° and K+ masses are degenerate 

such that the K°-strings become unstable. Finally, we will introduce a small 

explicit isospin violation into our description ~ (md — mu) in order to analyze 

the stability/instability issue for the physically relevant case. The important 

global characteristic of the if°-string, the string tension a s t r , is determined 

to logarithmic accuracy by the pion decay constant cxstI ~ fl as discussed in 

[38], and it is not sensitive to the internal structure of the core. The subject 

of this chapter is the analysis of the core structure of the if °-strings. 
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4.2.1 Topological^ stable U(l) strings in CFL + K° 

phase 

We start by considering the following effective field theory which describes a 

single complex K° field. In order to describe K° condensation, we will use 

the following effective Lagrangian (obtained from Eq. (2.6) 

CeS(K°) = |(flb + in*)K°\2 - v^K0]2 - m2\K°\2 - \\K°\*. (4.1) 

The parameters in Eq. (4.1) are defined in Eqs. (2.7) and (2.9). We neglect 

all other degrees of freedom at this point. If ^eff > the kaon field acquires 

a nonzero vacuum expectation value (K°) = rj/V2 where 

^ = ! ^ < = tk{1.coseKo). (4.2) 

For //eff > m0 it is more convenient to represent the effective Lagrangian in 

the familiar form of a Mexican hat type potential: 

CeS=\d0K°\2 + ipeS(doK0)K° - ipeSK0(doK°) 

- v2\diK0\2-\(jK°\2-^ . (4.3) 

This is a textbook Lagrangian with a spontaneously broken global U(l) 

symmetry which admits topologically stable global string solutions. As is 

well-known, global strings are solutions of the time independent equation of 

motion. The time independent equation of motion for K0 is given by: 

v2V2K° = 2\(\K°\2 K°. (4.4) 

For the A^-string solution we will make the following ansatz: 

String = ^ / ( * V " 0 , (4.5) 
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where n is the winding number of the string (we will take n = 1 in what 

follows), 4> is the azimuthal angle in cylindrical coordinates, and f(r) is a yet 

to be determined solution of Eq. (4.4) which obeys the boundary conditions 

/ ( 0 ) = 0 and /(co) = 1. Substituting this ansatz into Eq. (4.4), we arrive at 

the following ordinary differential equation: 

dr ) rz 

where we have replaced Xrj2 —> p2

eS{l — cosf9 0̂) according to Eq. (4.2). Al­

though a numerical solution of this equation is possible, the most important 

part of this section is an analytical analysis and, therefore, we prefer to take 

a variational approach. We follow [42, 104] and assume a solution of the 

form: 

}{r) = 1 - e-*\ (4.7) 

with the variational parameter 8. Minimizing the energy with respect to 8, 

the result is [104]: 

^ „ = ^ ^ f ( l - c o s ^ o ) . (4.8) 

This result was compared with the exact numerical solution of (4.6) and is 

a reasonable approximation. From this equation we see that a typical string 

core radius is given by 

''core ~ l//^min ~ /̂A*eff(sin t9/fo/2) and it becomes 

smaller when fies gets larger. The first important lesson of this simple exercise 

is the observation that the global string is stable and the U(l) symmetry is 

restored inside of the core, f(r = 0) = 0, as expected. The second important 

lesson is the observation that the core size becomes large when f?^o —> 0. 
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4.2.2 Unstable St7(2)j x U(1)Y U(l) strings in 

CFL + K° phase 

Our next task is an analysis of the if°-string when isospin is an exact symme­

try ( i.e. mu = rrid) and the symmetry pattern breaking is SU(2)i xU(l)y —> 

U(l). We know that the ff°-string is unstable, based on topological argu­

ments. We want to analyze the stability issue in detail to understand this 

phenomenon on a quantitative level. 

To simplify things we start with the effective Lagrangian which only in­

cludes a single complex kaon doublet $ = (K+,K°). As discussed in [12], 

this approach is justified to discuss kaon condensation in the CFL phase if 

all other degrees of freedom are much heavier. As before (see Eqs. (4.1,4.3)) 

we can represent the effective Lagrangian in the form of a Mexican hat type 

potential, 

£ e f f ( $ ) = |<90$|2 , + i /U eff(5 0$ T)$ - ^ e f f $ T (r3 0 $) 

- v2\di$\2-\(\$\2-?Pj . (4.9) 
All parameters are defined in the same way as in (2.9,4.2,4.3) and the $ field 

acquires a nonzero vacuum expectation value of the form 

<*> = (0,- |) . (4.10) 

The time independent equations of motion for K° and K+ are given by: 

v2W2K+ = 2X(\K+\2 + \K°\2-^-)K+, (4.11) 

v2V2K° = 2X(\K+\2 + \K°\2-^)K°. (4.12) 
2 
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For the K°-string solution we will make the following ansatz: 

Str ing = ^^)e™\ K+ = 0, (4.13) 

where f(r) is the solution of Eq. (4.6) with the boundary conditions /(0) = 0 

and /(oo) = 1. From topological arguments we know that although the 

solution (4.13) satisfies the equation of motion (4.11, 4.12), it is an unstable 

solution. The source of instability can be seen as follows. We follow the 

standard procedure and expand the energy in the if°-string background to 

quadratic order in K+ and K° modes: 

E(K° = J C i n g + SK°, K+) « E s t r i n g + SE. (4.14) 

We know that the if°-string itself is a stable configuration, therefore, the 

5K° modes cannot have negative eigenvalues which would correspond to the 

instability. Therefore, we concentrate only on the "dangerous" modes related 

to K+ fluctuations, in which case 5E is given by: 

5E = jd2r (v2\VK+\2 + p2

eif{l - cos^o ) ( / ( r ) 2 - l)\K+\2) , (4.15) 

where f(r) is the solution of Eq. (4.6) with the boundary conditions /(0) = 0 

and /(oo) = 1. If 8E is a positive quantity, then the Jf^-string is absolutely 

stable and the K+ modes do not destroy the string configuration. If 6E is 

negative, this means that this is a direction in configuration space where the 

if°-string decays. Following [43], the K+ field can be expanded in Fourier 

modes: 

K+ = ̂ J29m(r)eimt (4.16) 

Now we have the K+ field in terms of the dimensionless Fourier components 

gm(r). Setting m = 0 in the above expansion in order to analyze the lowest 
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energy 8E0 contribution in (4.15), we arrive at: 

SE0 = ij^^2(^)2
 + / , e y i - c o s ^ o ) ( / 2 ( r ) - l ) ^ ( r ) ) . (4.17) 

In order to have dimensionless coordinates and fields, we will perform the 

following change of variables, f = jr, where 7 = pes/v- This change of 

variables sets the string width in /(f) to be f c o r e ~ 1. Equation (4.17) now 

reads: 

22 c 

5E0 = ^ - J d2rg0(f)dg0(r), (4.18) 
where 

6 = - ^ ( f | ) + A , ( / 2 ( f ) - 1 } ' ( 4 ' 1 9 ) 

A' = ( l - C O S r 7 K o ) . 

The problem is reduced to the analysis of the two-dimensional Schrodinger 

equation for a particle in an attractive potential V(r) = — A'(l — f2(f)) with 

/(f) being the solution of Eq. (4.6) with the boundary conditions /(0) = 0 

and /(oo) = 1. This potential is negative everywhere and approaches zero 

at infinity. We know from standard quantum mechanics [53] that for an ar­

bitrarily weak potential well there is always a negative energy bound state in 

one and two spatial dimensions; in three dimensions a negative energy bound 

state may not exist. For the two dimensional case (the relevant problem in 

our case) the lowest energy level of the bound state is always negative and 

exponentially small for small A'. One should note that our specific poten­

tial V(r) = —A'(l — /2(f)) which enters (4.19) is not literally the potential 

well, however one can always construct the potential well V such that its 
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absolute value is smaller than \V(r)\ everywhere, i.e. \V'\ < \V(r)\ for all 

r. For the potential well V we know that the negative energy bound state 

always exists; when V is replaced by V it makes the energy eigenvalue even 

lower. Therefore, the operator (4.19) has always a negative mode regard­

less of the local properties of the function f(r). As a consequence, the string 

(4.5) is an unstable solution of the classical equation of motion. We expected 

this result from the beginning from topological arguments. The instability 

manifests itself in the form of a negative energy bound state solution of the 

corresponding two-dimensional Schrodinger equation (4.18) regardless of the 

magnitudes of the parameters. 

4.2.3 if+-condensation in the core of iT°-strings in 

CFL + K° phase 

The issue of the stability or instability of .?f0-strings reviewed in the previous 

section is highly sensitive to the degree of symmetry present in the Lagrangian 

describing the K°/K+ system. If the SU(2)j symmetry is strongly broken, 

the if°-strings will be absolutely (topologically) stable as discussed in sub­

section 4.2.1. If the SU(2)i symmetry remains unbroken, the ff°-strings will 

always be unstable as discussed in subsection 4.2.2. We will now introduce 

an explicit symmetry breaking parameter Sm2 into (4.9) that is fixed by the 

original Lagrangian (2.6) such that our simplified version of the system (only 



Chapter 4. Superconducting K-Strings in High Density QCD 49 

d> = (K+, K°) fields are taken into account) has the form1 

£ e f f ( * ) 

dm2 

(4.20) 

We anticipate that, as the symmetry breaking parameter Sm2 in Eq. (4.20) 

becomes sufficiently large, a stable if°-string with a restored U(l) symmetry 

in the core, f(r = 0) = 0, must be reproduced, as discussed in subsection 

small, one should eventually reach a point where the K+ instability occurs, 

and it is energetically favorable for a K + condensate to form inside the core 

of the string. 

In this subsection we calculate the critical value of 9K° when the K+ 

instability occurs, and a K+ condensate does form in the string core. In 

addition to this, we will obtain an estimate of the absolute value of the 

.̂ "•"-condensate at the center of the core of the string (r = 0). In order to 

determine if K+-condensation occurs within the core of fT°-strings, we would 
1 I n addition to the mass splitting proportional to the difference rrid — mu, there is also 

a splitting due to electromagnetic effects, Sm2

EM ~ O B M A 2 / ( 8 7 T ) . As we have already 

mentioned, the electromagnetic contribution becomes important at very large chemical 

potential [11]. However, this correction can be neglected for the present work since we 

are not considering large chemical potentials and it only amounts to a 10% correction, 

5mEM/5m ~ 0.1. In order to remain self-consistent, we neglect all electromagnetic con­

tributions throughout this chapter. 

4.2.1. When the symmetry breaking parameter 5m2 in becomes sufficiently 
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like to solve the set of coupled differential equations 

v2V2K+ = 2X(\K+\2 + \K°\2 -^-)K+ + 8m2K+, (4.21) 

v2V2K° = 2X(\K+\2 + \K°\2-^-)K°-8m2K°. (4.22) 

with the appropriate boundary conditions. We will follow a different ap-

proachto gain a deeper understanding of the phenomenon of K+-condensation. 

In order to verify our quantitative picture of the way the instability manifests 

itself as the 577(2)/ symmetry is restored, we will linearize Eq. (4.21) about 

the if°-string solution given by Eqs. (4.5) and (4.7). The linearized equation 

reads: 
d2K+ ldK+ 5m2

 n , A . 
drz r dr vz 

We recognize Eq. (4.23) as the modified Bessel equation of order 0. Given 

this, we can immediately write down the solution for asymptotically large 

distances, where this approximation is justified, K+ ~ K0{8mr/v). This 

asymptotic solution verifies the qualitative picture sketched earlier, the width 

of the condensate on the core of if°-string grows as 1/Sm and fills all space 

as 8m —> 0. We are mainly interested in the critical values of the parameters 

when if+-condensation starts to occur inside the core. In this case we can 

treat K+ field as a small perturbation in the K° background field. Such 

an approach is not justified when /^-condensation is already well-developed 

in which case both fields K° and K+ must be treated on the same footing. 

However, this approach is quite appropriate when one studies the transition 

from the phase where K+ background field is zero to the region where it 

becomes nonzero. 

To begin, we will expand the energy in the constant K°-string background 
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to quadratic order in K+: 

E « E s t r i n g + 6E, (4.24) 

where 8E is given by: 

8E = J d2r(v2\VK+\2 + u,2

eS(l-cos6Ko)-(f2(r)-l)\K+\2 

+ \is{md-mu)\K+\2Y (4.25) 

If 5E is a positive quantity, then the if°-string is stable and K+ condensation 

does not occur inside the core of the string. If SE is negative, this means 

that it is energetically favorable for K+ condensation to occur inside the 

core of the string. We follow the same procedure as before keeping the most 

"dangerous" mode to arrive at: 

8E = o * r ( v 2 ( ^ ) 2 + - cos 0*o) • (/ 2(r) - l)g2(r) 

+ ^ms(md- mu)p2(r)) . (4.26) 

In dimensionless variables this expression can be represented as follows 

S E = ^f J d2rg0(r)[6 + e]g0(f), (4.27) 

where 

6 = 4|(4) + (1-C08W(/2(r")-1)' 
_ ams(md - m„) 

2 pjs ' 

The only difference between this expression and Eq. (4.18) describing the in­

stability of the string in case of exact isospin symmetry is the presence of the 
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Figure 4.1: In this figure we plot the the value of the K+-condensate at 

the centre of the if°-string g0(f — 0) as a function of the kaon 

condensation angle 0Ko. From this graph, we can see that K+-

condensation occurs at 9Ko > 53°. 

term ~ e in Eq. (4.27). The problem of determining when if+-condensation 

occurs is now reduced to solving the Schrodinger type equation Ogo = Eg0. 

From the previous discussions we know that E for the ground state is always 

negative. However, to insure the instability with respect to ii"+-condensation 

one should require a relatively large negative value i.e. E + e < 0. It can 

not happen for arbitrary weak coupling constant ~ (1 — cos 0^-0) when 0Ko 

is small. However, it does happen for relatively large 6K°- T O calculate the 
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minimal critical value r?crit when /^-condensation develops, one should cal­

culate the eigenvalue E as a function of parameter 9^0 and solve the equation 

-E'(^crit) + e = 0. As we mentioned earlier, for very small coupling constant 

A' = (1 — cos 0^0) —> 0 the bound state energy is negative and exponentially 

small, E ~ — . However, for realistic parameters of p, A, m s, m„, md 

the parameter e is not very small and we expect that in the physical region 

of parameter space the bound state energy E is the same order of magnitude 

as the potential energy ~ A'. In this case we can estimate r9 c r i t from the 

following conditions — E(8CIit) ~ A' ~ (1 — cosr?crit) ~ e as 

. #crit A ms(md-mu) A (md - mu) sin ~ const—r-W—-—5 - ~ const—\ -, (4.28) 

TT/TT V ^eff m* V m s 

where we have neglected all numerical factors in order to explicitly demon­

strate the dependence of f?crit on the external parameters. The limit of exact 

isospin symmetry, which corresponds to md —> mu when the string becomes 

unstable, can easily be understood from the expression (4.28). Indeed, in the 

case that the critical parameter r9 c r i t —>• 0 becomes arbitrarily small, the K+ 

instability would develop for arbitrarily small 9Ko > 0. The region occupied 

by the K+ condensate at this point is determined by the behavior of lowest 

energy mode go at large distances, go(f —>• 00) ~ exp(—Ef) with the core 

size f C O r e ~ (md ~ "mu)'1 —> co as expected. 

In order to make a quantitative, rather than qualitative, estimate of the 

critical value r9 c r i t when jE^crit) + e = 0, we discretize the operator O and 

solve the problem numerically, with the boundary conditions <7o(co) = 0 

and (?o(0) = constant. Varying the condensation angle 9K°, we see that a 

negative eigenvalue E + e < 0 appears when 9Ko > r9 c r i t « 5 3 ° . The following 
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parameters were used: mu = 5 MeV, md = 8 MeV, ms = 150 MeV, p = 500 

MeV, and A = 100 MeV which gives e = ams(md - mu)/(2/^ff) ~ 0.1. In 

Fig. 4.1 we show a plot of g0(f = 0) as a function of $Ko. One can see that 

the transition from no AT+-condensation is reached at about 0cr i t ~ 53°. Note 

that there is an abrupt point at which K+-condensation occurs inside the 

core. The transition to the if+-condensed core corresponds to a jump at f?crit. 

The finite slope on the plot at this point is due to the discretization of the 

9Ko variable. In Fig. 4.2 we plot the functions / ( f ) (related to the if0-string 

by (4.5)) and go(f) (related to the K+ condensate by (4.16)) as a function 

of the rescaled coordinate f. One can see that the K+ condensate falls off 

over the same distance scale as the K°-stx'mg reaches its vacuum expectation 

value. We should note that the solution to the above Schrddinger equation 

does not give us the overall normalization of the function go(r). We have 

estimated the overall normalization of go{r) by minimizing the total energy 

of the system using a variational approach. We have demonstrated above that 

K+ condensation might occur in the core of K°-strings if some conditions are 

met. We have also explained how this phenomenon depends on the external 

parameters and derived the equation E(9ait) + e = 0, the solution of which 

allows us to calculate the critical parameters when K+ condensation starts 

to occur. All these discussions were quite general because they were based 

on the symmetry and topological properties of the system rather than on a 

specific form of the interaction. However, the numerical estimates presented 

above were derived by using a concrete form of the effective Lagrangian 

(4.20) describing the lightest degrees of freedom, K+ and K°. To formulate 

the question of how sensitive our numerical results are when the form of 
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Figure 4.2: In this figure we plot the functions /(f) and go(r) as a function of 

the dimensionless rescaled coordinate f = [j,effr/v. The function 

/(f) is the line that approaches 1 for large f in the graph above, 

while go(f) approaches 0 at large f. 

the potential changes in a more specific way, let us remind the reader that 

the effective Lagrangian describing the Goldstone modes can be represented 

in many different forms as long as the symmetry properties are satisfied. 

The results for the amplitudes describing the interaction of the Goldstone 

particles do not depend on the specific representation used. A well-known 

example of this fact is the possibility of describing the iv meson properties by 

using a linear o model as well as a nonlinear o model (and many other models 
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which satisfy the relevant symmetry breaking pattern). The results remain 

the same if one discusses the local properties of the theory (for example, the 

7r — 7r scattering length) when the IT meson is considered as a small quantum 

fluctuation rather than a large background field . It may not be the case 

when 7r represents a large background field in which case some numerical 

difference between different representations of the effective Lagrangian may 

occur. Roughly speaking, the source of the difference is an inequality ir(x) ^ 

sin7r(a;) for large global background fields such as a string solution which is 

the subject of this chapter. 

Having this in mind, we repeated similar numerical estimates discussed 

above for the original effective Lagrangian (2.6) where Goldstone fields rep­

resented in the exponential form rather than in form determined by the 

effective Lagrangian (4.20). As before, in these estimates we considered ex­

clusively K+ modes which are the energetically lowest modes and which can 

potentially destabilize the system presented by the background field of the 

if°-string. This approximation is justified as long as the K+ field is the 

lowest massive excitation in the system where a K° condensate develops. 

Also, the typical size of the core must be larger than the inverse gap A - 1 , 

i.e. rCQie ~ v/fietf A - 1 in order to maintain color superconductivity inside 

the core. We assume that this is the case. Our numerical results suggest 

that the critical parameters are not very sensitive to the specific form of 

the Lagrangian such that f?crit is close to our previous numerical estimates. 

Therefore, the real world (with our parameters f?*o ~ 70°) case corresponds 

to 9K° > 0Crit
 a n d a K+ condensate does develop inside the core of the 

A'°-strings. 
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4.3 Conclusion 

We have demonstrated that, within the CFL+K0 phase of QCD, K+ con­

densation does occur within the core of global K° strings if some conditions 

are met, i.e. 6Ko > 9CTit. We have presented two estimates for 0 c r i t; an 

analytical one which gives a qualitative explanation of the phenomenon, as 

well as numerical one for the physically relevant parameters realized in na­

ture. Our results suggest that if a CFL+K0 phase is realized in nature, it is 

likely that K° strings form together with K+ condensation inside the core, 

in which case the strings become superconducting AT-strings. In the next 

chapter we will explore one of the consequences of K+ condensation in the 

core of A^-strings. 
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C h a p t e r 5 

D r u m V o r t o n s i n H i g h D e n s i t y 

Q C D 

5.1 Overview 

In this chapter we will examine the consequence of the presence of a nonzero 

.Kf+-condensate trapped on the core of the superconducting if-strings de­

scribed in the previous chapter. In addition to the pioneering work of Witten 

[100] where strings with nontrivial core structure were first introduced, sub­

sequent studies demonstrated that the presence of a condensate localized on 

the string may lead to the classical stability of superconducting string loops 

[27, 42]. The first class of superconducting string loops, called "springs", 

were characterized by a nonzero spacelike current [27, 42]. It is well known 

that a loop of a normal global string with no condensate in the core is unsta­

ble in the vacuum (as the energy of the loop is proportional to the length). 

Upon formation the loop will shrink and eventually disappear through the 

emission of particles. The hope was that if there is a persistent supercon­

ducting current trapped on the string, then this current could in turn balance 

the string tension and prevent the loop from shrinking. Such a configuration 

would have a total energy E ~ astTL + J2L, where a s t r is the string tension 
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(or energy per unit length), J ~ 1/L is the current, and L is the length of 

the loop. Since the energy in the global string is linear in L and the energy 

due to the current goes like 1/L, there should exist a classically stable config­

uration for nonzero length L m j n . However, it was found that springs do not 

exist in a large region of parameter space, due to the fact that as the loop 

shrinks the current becomes larger, quenching the value of the condensate 

on the string [31, 42]. Physically, the current acts as a positive mass squared 

term in the Lagrangian therefore decreasing the size of the condensate in the 

core. In most cases the maximum current which can occur before the con­

densate is quenched is less than the current which is needed to stabilize the 

string loop. Thus, although such defects, called springs, may become stable 

configurations (due to the special fine tuning), this is usually not the case. 

A more general type of topological defect was introduced by Davis and 

Shellard in [30, 32, 33] which has two types of conserved charges trapped 

on the string worldsheet. The first is a topological charge which had been 

included the analysis of springs, and the second is a Noether charge, he dif­

ference with the previous case is that a more general solution is "stationary" 

but not "static"; rather it has an explicit time-dependent phase elut. This 

factor leads to a conserved charge trapped on the core, and the configuration 

can be stabilized due to the conservation of the corresponding charge. The 

time-dependent configuration becomes the lowest energy state in the sector 

with a given nonzero charge. A similar idea was advocated by Coleman [25] 

in his construction of Q-balls, stable objects with a time-dependent wave 

function. This class of objects generally possess nonzero angular momentum 

and charge, which lead these quasiparticles to be referred to as vortons. It is 
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interesting to note that numerical simulations performed recently in Ref. [55] 

seem to confirm the classical stability of these vortons. In this chapter we will 

apply these ideas to superconducting if-strings, as previously described in 

Chapter 4, to construct vortons in the CFL+if 0 phase of high density QCD. 

One difference between our case and that of other theories where vortons are 

present is the appearance of a domain wall. Our if-vortons have a domain 

wall [85] which stretches across the surface of the vorton like a soap bubble. 

This particular type of vorton (with an attached domain wall) was recently 

discussed within the linear sigma model at nonzero temperature [23]. We 

should note that we will not be addressing the issue of vorton formation in 

this chapter. Rather, we will assume that there is some nonzero probability 

for the formation of such topological defects when the CFL+if 0 phase occurs. 

We refer the reader to [62] for a detailed study on vorton formation. Further­

more, there are many other issues that will not be addressed in the present 

chapter. These include; finite temperature effects, estimates of the lifetime 

of a vorton, weak interactions with the electrons present in the CFL+if 0 

phase, and E M interactions with the electric and magnetic fields present in 

neutron stars. Some of these topics (along with many useful references) can 

be found in chapters 5 and 8 of the book by Vilenkin and Shellard [96] where 

they have been discussed in a cosmological/high energy physics setting. 

5.2 K - Vortons 

Building on the idea of superconducting if-strings discussed in Chapter 4, we 

will proceed to show that superconducting string loops can exist as classically 
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stable objects which are supported by the presence of two conserved charges 

that become trapped on the string worldsheet. These quasiparticles have 

been widely discussed in the context of cosmology [23, 27, 30, 31, 32, 33, 42, 

100]. In our case, high density QCD, we have the benefit of having an effective 

Lagrangian that contains parameters that have already been calculated. 

5.2.1 Springs vs. Vortons 

Shortly after the pioneering paper of Witten [100] on superconducting strings, 

there was much interest in the idea that superconducting strings loops could 

be supported by the presence of persistent currents [27, 31, 42]. We will 

consider a large loop of string of radius R^5> 5, where S is the string thickness, 

so that curvature effects can be neglected. The z-axis is defined along the 

length of the string, varying from 0 to L = 2ivR as one goes around the loop. 

The superconducting current can be described by including a phase in the 

K+ field, K+ ->• K+eikz. Following [100], we define a charge N, which is 

topologically conserved: 

where the path C is defined along the string loop and cv = kz is the phase. 

Since the field must be single valued as one goes around the loop, k can be 

interpreted as a winding number density k — N/R, with N constrained to be 

an integer. If N is an integer then it cannot change continuously. This means 

that there is a persistent current associated with the conserved quantity N. 

The only way that 7Y can unwind is through a tunneling process whereby the 

condensate is quenched to down to zero on the string, allowing the winding 

(5.1) 
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number to decrease from N to N — 1 [14]. 

The energy of this configuration has the form: 

E = astIL + v2k2Li: 

= • astTL + ( 2TT )V (5.2) 

where a s t r is the A'-string tension, the winding number density k is expressed 

in terms of the conserved charge N, (5.1), and the quantity E is defined as 

the integral of \K+\2 over the string cross section1 

This energy has a nontrivial minimum with respect to the loop length L, thus 

it was originally believed that springs are stable semi-topological defects. 

However, later on it was realized that the spring cannot carry arbitrarily 

large currents or winding number densities k = N/R. The addition of the 

z-dependent phase acts as an effective positive mass-squared term in the 

Lagrangian: 

As a loop with a conserved nonzero charge N (defined at the moment of loop 

formation) shrinks to reach the energetically favorable length, k increases, 

the effective mass squared of K+ on the string core also increases hence 

decreasing the strength of the condensate inside the core. Eventually it may 

no longer be energetically favorable for K+ to condense inside the string core, 

and superconductivity on the string will be destroyed with \K+\ quenched 
1 The quantity £ should not be confused with the matrix introduced in Chapter 2 

that describes the octet of Goldstone bosons. 

(5.3) 

8C = -v2\dzK+ v2k2\K+\2. (5.4) 
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down to 0 on the string. In most models discussed in the context of cosmology 

[31, 42], quenching occurs before the spring reaches its equilibrium length and 

hence no stable configurations exist. 

However, this is not the end of the story. As Davis and Shellard originally 

pointed out there exists a more general type of topological defect which 

is stabilized by angular momentum [30, 32, 33]. These types of objects 

are referred to as vortons and have been widely discussed in the context 

of cosmology and cosmic strings (see [96] for a review and [54] for recent 

work). As well as the topological charge present in the spring configurations 

discussed previously, vortons also have a conserved Noether charge on the 

string core. The amount of charge present on the string is proportional to 

the parameter UJ in the time dependent phase K+ —>• K+e~lU)i. The addition 

of this phase leads to a nonzero Noether charge given by: 

Q = J d3rj° = wLE. (5.5) 

The addition of a time dependent phase also contributes to the effective mass 

squared of the K+ field as in (5.4), only having the opposite sign: 

5C= \d0K+\2 = +oo2\K+\2. (5.6) 

Yet ui enters the energy with the same sign as k: 

E = cxstIL + (v2k2 -f-w2)EL 
N2 O2 

= a r t r L + (27r)V^-E + g^ > (5.7) 

and therefore the energy still has a nontrivial minimum with respect to L. 

Thus, from (5.6) we see that a nonzero cu will counteract the quenching ef­

fect of k, increasing the value of the condensate on the string (anti-quenching) 
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as the string loop shrinks [32]. As discussed in [32], when the loop shrinks 

u>/(vk) tends to 1, meaning that at the equilibrium length the quenching and 

anti-quenching effects approximately cancel each other out, leaving a stable 

vorton behind. 

Note that the results discussed above do not rely on whether the conden­

sate on the string is electrically charged. As Davis and Shellard originally 

pointed out [32], the stability of the vortons is purely mechanical and not 

electromagnetic in origin. The reason is simple, a vorton with nonzero N 

and Q has nonzero angular momentum. The fact that the vorton is spin­

ning and angular momentum is conserved leads to the classical stability of 

these objects. Therefore, the addition of electromagnetic effects should not 

change the qualitative behavior that will be discussed below, and therefore 

we neglect the electromagnetic contribution in the present chapter. 

5.2.2 Vortons in the CFL-f-iT° phase of high density 

QCD 

In order to describe our Af-vortons, we expand the full effective Lagrangian 

given by (2.6) to fourth order in the K° and K+ fields. We expect that this 

Lagrangian captures the essential physics of the K° and K+ mesons because 
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it respects all of the relevant symmetries: 

£ = * ( ( / ? ° ^ 0 ) 2 + {K+%K +f + (K+b^K°)(K°rZK +) 
®J TT 

+ (K+L%K+)(K0D^K0)) + \D,K°\2 + \D,K+\2 

+ ( m » + m + V ° | 2 l ^ + r (5-8) 
6/ 2 

where the covariant derivative is defined by: 

D0 = (do-ipes), Di = vdi, 

faL%<h = h{DM-(DMfo, (5.9) 

(L»o0i) = (do + ipeg)<t>i, (A0i ) = vdifa 

and the masses are given by: 

ml = amu(ms + ma), rn2

+ = amd(ms + mu) (5.10) 

It is necessary to keep the fourth order terms involving derivatives such as 

d0K+,diK+ in (5.8) for a discussion of vortons (the reason for this will be­

come apparent in the following). The effective Lagrangian given in (5.8) will 

be used throughout the rest of this chapter. If one neglects the fourth or­

der terms with derivatives ~ pefr ^ 0 only, the Lagrangian (5.8) reduces to 

Eq. (4.20). 

Recall from Chapter 4 that the superconducting strings can be described 

using the following time independent ansatz: 

Knd(r) = ^9(r), (5-12) 
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where n'/y/2 = y/(p%g

 — mo)/(2^o) is different from the vacuum expectation 

value for the field (<£) = r]/\/2 (see (4.20)) by the size of the symmetry 

breaking term ~ Sm2, <fi is the azimuthal angle in cylindrical coordinates, 

o/y/2 is the value of the condensate on the string core, and f(r) and g(r) 

are solutions to the equations of motion which obey the boundary conditions 

/(0) = 0, /(oo) = 1 and g'(0) = 0, g(oo) = 0. This configuration is 

the one described above where the field K° vanishes at the center of the 

string and goes to its vacuum expectation value at oo, with a nonzero K+ 

condensate that exists only on the string core. The functions /(r) and g(r) 

can be approximated by the following functions which obey the appropriate 

boundary conditions: 

/(r) » ( l - e - * ) , (5.13) 

g(r) & e~Kr(l + nr), 

where /3 ~ A / j i 2

s — m§ and K ~ Sm are the approximate inverse widths of 

the string core and condensate respectively. In addition, the value of the 

condensate at the center of the string can be estimated by substituting the 

approximate solutions (5.11) and (5.13) into the Hamiltonian and minimizing 

the energy with respect to the parameter o. 

In order to describe a vorton in our case, we will add a time and z 

dependent phase in the standard form to the string-condensate solution (5.11) 

presented in the previous section: 

K° = Al r i n g (r ,0) , (5.14) 

K+ = Knd(r)e~l"t+lk*. 

Recall that z is defined as the coordinate which runs along the length of the 
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string and varies from 0 to L = 2-KR as one goes around a loop of radius R. 

The loop is assumed to be large, R » 5 (8 is the typical string thickness), 

so that we can neglect curvature effects and consider a straight string. 

We can substitute these expressions into the original Lagrangian (5.8) 

and obtain the Lagrangian describing the dynamics in the two transverse 

dimensions: 

C = -v2\diK°\2 - v2\diK+\2 + M2\K°\2 + M2

+\K+\2 

- X0\K°\A - X+\K+\4 - C\K°\2\K+\2 (5-15) 

where i runs over x, y. The parameters of Eq. (5.15) are given by: 

M 0

2 = nls - ml, M\ = w2- v2k2 - m\ 
_ 4u,2

eS - ml _ 4(w2 - v2k2) - m\ 
Ao - 6 / 2 -

 X+~ g y * • 

_ (w + Peff)2 + 4wfj,eS - v2n2 -m\-ml 

where 

W = CO + fleS (5.16) 

is the effective frequency of K+ field. In simplifying (5.8) to (5.15) we have 

ignored all fourth order terms in fields which have derivatives in x, y directions 

since these variations change the profile (as a function of r) of the string itself, 

but do not influence the effects that are the main subject of this work - the 

formation of a closed loop of the string, a vorton. 

It is important to note that fourth order couplings in (5.15) are strongly 

dependent on uj and k. This property is what distinguishes our model from 

the models considered in the context of cosmology [31]. However, the main 
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feature of the time-dependent ansatz (5.14) which leads to the existence of 

stable vortons does not depend on these small differences; it remains the same 

as discussed earlier in different models in the cosmological context [31]. This 

is because the stability of vortons is not related to the specific properties of 

the Lagrangian, but rather it is guaranteed by the conservation of topological 

charge (5.1) and the Noether charge: 

which reduces to the expression (5.5) with the replacement co —> w — co-\-p^. 

In the above expression we have omitted higher order terms2 in derivatives 

and/or fields to simplify the expression for the charge Q (5.17). The presence 

of time dependence leads to a configuration with nonzero conserved Noether 

charge. Vortons have been referred to as semi-topological defects [30] due to 

the fact that they are partially stabilized by topology and partially stabilized 

by the presence of a conserved Noether charge, similar to Q-balls [25]. 

The K+/K° string loops in our model are always charged and this charge 

has to be taken into account when studying their dynamics. In particular, 

even if the K+ field originally has no explicit time dependence, i.e oo = 0 

and w = peff, explicit time dependence will appear in the process of the loop 
2 As we have already mentioned these higher order terms in the effective description 

lead to some difference in the definition of the fields. In particular, we could define the 

fundamental field K+ as the phase of (2.5) or we could define K+ as s in ( i i ' + ) etc. We 

do not expect that this ambiguity can change the qualitative results which follow. 

Q 

~ LWTJ. (5.17) 
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shrinking to preserve the Noether charge that was present at the moment of 

formation. 

We will now proceed to study what values w and k can assume. These 

values are clearly not arbitrary since the masses and the couplings in the 

Lagrangian (5.15) depend on w and A;. Thus, for the vorton to exist, w and k 

must not destroy the K+ condensate of the superconducting K°/K+ string. 

The constraints on the parameters in (5.15) which guarantee superconduc­

tivity have been discussed in detail by [42] and can be stated as follows: 

1. It must be energetically favorable for K° to condense in the vacuum, i.e. 

(K°) / 0. This guarantees that the U(1)Y symmetry is spontaneously 

broken and a K° string can form. 

2. It must be energetically unfavorable for K+ to condense in the vacuum, 

i.e. in vacuum (K+) = 0. This guarantees that K+ does not condense 

outside the string and is bound to the string core. This constraint 

requires that the effective mass squared of K+ must be positive off of 

the string core. 

3. It must be energetically favorable for K+ condensation to occur on the 

string core. A necessary condition for this is that the effective mass 

squared of K+ must be negative inside the string core. 

4. A sufficient condition for 3. is that total energy associated with K+ 

condensation inside the string core must be negative. 

The first 3 constraints can be summarized in terms of the parameters (5.16) 
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as: 

M 4 Mi 
1 

2 (5.18) 

3 

Notice that the approximate degeneracy between K° and K+ implies that 

Ml ~ M? and therefore 

Our calculations support this estimate of the allowed values of ou and k 

(25 MeV< w <45 MeV). The upper limit on w has to do with the fact 

that for large values of w the parameters M\ and £ break the degeneracy 

between the K° and K+ fields. Moreover, the increase of M2 and £ with w 

cannot be cancelled out simultaneously by an increase in k. Thus for large 

w, ( becomes too large and the energy associated with a K+ condensate in 

the core is no longer negative. 

The total energy of this field configuration can also be computed from 

(5.8). The energy is given as usual by the integral of the T 0 0 component of 

the energy-momentum tensor: 

- 2 2 ; 2 
W — V K — m. '+ ~ Peff m 0 - (5.19) 

E = L J d^iv^diK'^ + v^diK+l 

M,2\K+\2 + a 0 | a t ° | 4 + \'+\K+ 

- Ml\K°\2 

+ C ' | A ' 0 | 2 | A ' + | 2 ) 

(5.20) 
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where the coefficients are given by: 

2 .,2 _2 \ _ 4 êff rn0 

6 / 2 

M'2 = p2

eS - UJ2 - v2k2 - m 2 , 

K - ^ , (5-21) 

C = 
8p 2

f f — w 2 — -y 2 A; 2 — m 2 — ml 

In the case when u = k — 0 one reproduces the energy for the string obtained 

from Eq. (4.20). The part of the energy (5.20) associated with a single K° 

vortex of length L without a condensate in the center (terms involving only 

K° in (5.20)) is given to logarithmic accuracy as: 

E K 0 = 2TTR ( T H / V m(/?A)), V2 = ^ ~ m ° (5.22) 

where 6 is the inverse width of the string's core introduced in the ansatz 

(5.13) and A is a long distance cutoff which is introduced in order to control 

the logarithmic divergence which appears due to the large distance variation 

of the phase. The cutoff is typically the distance between strings or the radius 

of curvature, and since we will be considering loops of strings in this chapter, 

the natural correspondence to make is A ~ R. The additional energy of the 

K+ condensate in the core of the string (due to the nonzero values of u,k) 

has the following leading term behavior: 

EK+ ~ L{OJ2 + v2k2)Y, 
- Q2

 ( 5 . 2 3 ) 

27ri?£ R 

where we expressed u, k in terms of the conserved charges Q, N. Note that 

this is only an approximate expression for the energy of the condensate and 
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that we have neglected various higher order terms in K°, K+ in Eq. (5.20) 

as well as in the definition of the charge Q (5.17). As we mentioned earlier, 

these higher order terms reflect the ambiguity in the description of solitons 

using the effective Lagrangian approach when K°/fn ~ 1. These terms 

effectively play a role by determining the magnitude of the K+ condensate 

in the core represented by the parameter E in our calculations. Once the 

presence of a K+ condensate is established, these terms can change some 

numerical results, but we do not expect that these terms can change our 

qualitative results because the existence of vortons is based on conservation 

of charges rather than on the specific properties of the field representations 

used in this chapter. In other words, once the parameters are such that a 

K+ condensate forms in the core of the vortex, the vorton can also form. 

We use the simplest possible expressions for the relevant parameters in order 

to illuminate the fact that stability occurs for a nonzero value of R. Thus, 

as discussed before, the total energy E = EKo + EK+ has a minimum with 

respect to R at which a stable vorton exists. With our parameters it happens 

at R0 given by, 

(Zntiol _ x n / 2 t , 2 1 n C 9 A ) • 

At this point in our discussion the size of the vortons is not constrained 

in any way; they could be arbitrarily large, similar to cosmic string vortons. 

However, when an explicit symmetry breaking term is taken into account, the 

vorton size cannot be arbitrarily large. Rather, the size will be constrained 

by the strength of an additional force due to the domain wall attached to the 

string, as we will discuss in the next section. 

One should emphasize at this point that the source of this stability is 
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purely mechanical, and not related to the electromagnetic interactions. This 

is in contrast with the suggestion made in [44], where it was mentioned that it 

may be possible to have classically stable if-vortons in high density QCD due 

to a persistent superconducting current trapped on the string. As we have 

demonstrated above, the source of the vorton stability has a quite different 

origin. We expect that the maximum electromagnetic current which can 

occur in the system (before the K+ condensate is quenched) is less than the 

current which is required to stabilize the string loop, as it was demonstrated 

to happen in most cases [42] and [31] where a similar problem was previously 

analyzed. 

The stability of the vortons can also be demonstrated explicitly in a dif­

ferent way. As Davis and Shellard originally pointed out, the source of this 

stability is purely mechanical. The presence of time dependence in (5.14) 

allows the vortons to spin and carry angular momentum. The conservation 

of angular momentum is reflected by the conservation of the topological and 

Noether charges, N and Q respectively. We can easily calculate the approx­

imate angular momentum carried by a vorton from the energy-momentum 

tensor obtained from (5.8) 

The angular momentum carried by a single vorton (5.14) is approximately: 

The direction of M is perpendicular to the surface formed by the vorton. 

From the expression (5.26) for the angular momentum, we can see that that 

M ~ N • Q is proportional to the classically conserved quantities N and Q. 

(5.25) 

M ~ 2nR2k wE. (5.26) 
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Although our K+ field is electrically charged, we have not mentioned or 

included interactions with electromagnetic gauge field. We expect that the 

quantitative results discussed above would be slightly different upon includ­

ing a gauge field, with the qualitative behavior remaining unchanged. Quali­

tatively, we expect that the electromagnetic interactions would enhance that 

stability of the vortons because the electromagnetic charge of the K+ con­

densate trapped in the core gives an additional contribution ~ Q2/R and 

prevents the vortons from shrinking. 

5.3 Domain walls, drum vortons, and 

Magnus forces 

In the previous section we have demonstrated that loops of superconducting 

A'-strings, called vortons, can exist as classically stable objects due to the 

fact that charges and currents are trapped on the string core. We will now 

include a brief discussion of other effects that are important in order to have 

a correct description of vortons in the CFL+AT0 phase of high density QCD. 

Up to this point, we have not included terms in the Lagrangian that 

explicitly break the U(l)y symmetry. If the weak interactions are taken 

into account, there is a small piece which must be added to the effective 

Lagrangian (5.8) which explicitly breaks the U(1)Y symmetry [85]: 

6C = -V(<p) = fim2

dwcos<p, (5.27) 

where ip is the phase of K° and will be given below. As described in 

full detail in Ref. [85], this leads to the formation of domain walls, with 
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the phase up varying from 0 to 2TT across the wall (the same vacuum state 

exists on both sides of the wall, similar to the U(1)A domain walls in Chapter 

3). Consequently, this leads a domain wall being attached to every string. 

Therefore, as one encircles the string at large distances from the core the 

phase variation from 0 to 2ir is not uniform but is sandwiched inside a domain 

wall of width m^, with set by the coefficient of the explicit symmetry 

breaking term. We will simply state the results of Son [85] here without 

going into details. The domain wall tension cvdw (energy per unit area) is 

given by: 

adw = 8vf2mdw, (5.28) 

2 162v^7T GF . . . a 2 

m d w = ir, ^T~^—cos6» csin6i cm um sA , 
21 — o In I ds 

where Gp is the Fermi constant, 9C is the Cabibbo angle, and as is the strong 

coupling constant. The inverse mass is approximately the width of the 

domain wall. Son calculates mdw ~ 50 keV for physical values of the relevant 

parameters [85]. If the size of the domain wall is greater than the thickness, 

R ^> rrifa for a circular domain wall of radius R, then the total energy of 

this configuration can be approximated as: 

Edw ~ nR2adw (5.29) 

Since every string must be attached to a domain wall, the vortons discussed 

in the previous section will have a domain wall stretched across their surface 

like a soap bubble. Similar configurations have been recently studied in the 

linear sigma model at nonzero temperature [23] and have been referred to 

as "drum vortons". In the case that there is no domain wall attached to 



Chapter 5. Drum Vortons in High Density QCD 76 

the vorton, the minimization of the energy with respect to R leads to the 

result that k — N/R = const for the chiral case vk = to, independent of R. 

Therefore, the vorton could have an arbitrarily large size. The presence of the 

domain wall will lead to an upper bound on the radius of these vortons. Now 

that we have an approximate expression to the domain wall contribution 

to the energy, we can add Eqs. (5.22), (5.23), and (5.29) to arrive at an 

expression for the total energy of a circular drum vorton of radius R which 

is valid for R ^> ml*: 

This expression must be minimized with respect to R to find the size of 

these classically stable objects. This problem is quite complicated because of 

a number simplifications we have made in Eq. (5.30). In particular, Eq. (5.29) 

is not literally valid for relatively small Ro ~ when equilibrium is reached 

(see below). 

We will now estimate the typical size of a vorton. We start with relatively 

small charges Q, N (and correspondingly R) when the domain wall contribu­

tion can be neglected, and equilibrium is reached at R0 given by Eq. (5.24). 

We slowly increase Q and N so that the domain wall contribution becomes 

of the same order of magnitude as the string-related terms. This happens 

when Q,N ~ fn/mdw >̂ 1- The size of the configuration at this point 

Ro ~ Ql'/TT ~ r e a ches the magnitude of the domain wall width, i.e. 

(50 keV) - 1 , which is much larger than any QCD-related scale of the prob-

E = EKo + EK+ + Edw 

2n2R n2v2 \n((3R) + nR2a& 

+ (5.30) 
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lem. If one increases Q and N further, the first term in Eq. (5.30) becomes 

irrelevant, and equilibrium is achieved when i?g ~ Q2/(Ettdw) at which point 

the energy of the configuration E ~ Q 4 / ' 3 Q ; 1 / ' 3 grows too fast with Q. We 

would expect that such a large configuration will decay to smaller vortons, 

conserving the charges Q and N and decreasing the total energy. Therefore, 

one expects that the maximum vorton size is related to the weak interactions 

which set the typical vorton scale to be m^. 

There exists an additional force which may further stabilize the vortons. 

This is the Magnus force, which arises when a global string moves through 

a Lorentz-noninvariant fluid. We naturally have such a background, since 

we are working at nonzero chemical potential, which breaks Lorentz invari-

ance. The corresponding expression has been derived in Ref. [34] where it 

was demonstrated that in the language of the Goldstone boson such a back­

ground corresponds to a time dependent phase of the order parameter. In 

our notations this phase takes the form ~ et/ieff*. If vorton moves with ve­

locity v through this fluid, the force exerted on the vorton per unit length: 

F = 27r777 2^ e f f vxrh, (5.31) 

where 7 is the standard relativistic factor and rh is the circulation vector 

of unit magnitude, \rh\ = 1, which points in the direction of the string. If 

the velocity vector v is perpendicular to the plane formed by the vorton, 

then there will be a Magnus- force present which points outward, further 

stabilizing the vorton. This will in turn increase the size of the vorton. If 

the vorton moves in the opposite direction, the Magnus force points inward, 

which decreases the size of the vorton. 
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Finally, the issue of quantum stability of vortons has not been addressed in 

this chapter. In the pure current case (Q — 0, N ^ 0), the instanton solution 

has been explicitly constructed and the lifetime calculated analytically [14]. 

The decay mechanism is a quantum mechanical tunneling process where the 

condensate goes to zero on the core, allowing the winding number to decrease 

from N to N — 1. However, the vortons discussed here have nonzero Q, N 

so the results obtained in [14] do not apply. In spite of this fact, we expect 

that the vortons in high density QCD discussed in this chapter are long lived 

due to the approximate "chiral" relation (5.19) which must be satisfied in 

order to have superconducting strings. However, at the moment we cannot 

make any definitive statements on the lifetime of the vortons discussed in this 

chapter. In order to make such estimations we need to understand the vorton 

interactions, which were completely ignored in this work. To understand 

the dynamics of vortons we need to know: first of all, the interaction of 

the Goldstone particles with the vorton. This would allow us to calculate 

the corresponding cross section which is important for the analysis of the 

frictional force acting on a moving vorton. Secondly, the same interaction 

would allow us to estimate the Goldstone mode production by the vorton. 

This knowledge is essential for the study of the Goldstone boson radiation 

from moving vortons. Finally, the interaction is essential for studying such 

issues as the typical lifetime of a vorton, the typical behavior of vortons when 

they can join/disjoin with each other and absorb/emit the Goldstone bosons. 

The quantum numbers (7Y, Q, M) should be conserved in all the processes 

mentioned above. Unfortunately, none of these questions can be answered at 

this point. 
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5.4 Conclusion 

In this chapter we have demonstrated that loops of superconducting K-

strings, called K-vortons, can exist as classically stable objects within the 

CFL-r-A"0 phase of high density QCD. The main mechanism which stabilizes 

these superconducting if-string loops is the presence of charge and current 

trapped on the string. The main difference between these vortons and vor­

tons within other models is the presence of a domain wall which is stretched 

across the surface. These domain walls set up an upper bound on the allow­

able vorton size, which is rn^, in contrast with cosmic vortons where the 

size of the vortons could be arbitrarily large. 

The most intriguing aspect of these vortons is their ability to carry an­

gular momentum due to the presence of nonzero charge and current trapped 

in the core. Moreover, the vortons are very efficient carriers of the angular 

momentum. In order to simplify our estimates in what follows, we will use 

A Q C D as the typical scale of the problem. It could be any of dimensional 

parameters (or their combination) discussed above such as peff, A , k, co, fn,.. 

etc. As we demonstrated above, the angular momentum carried by a single 

vorton of size L is M ~ AQCDL2 (see Eq. (5.26)), and grows proportional to 

the area L2 up to a maximal possible size, which is L ~ w\jw- The parameter 

m d w has a characteristic scale of the weak interactions, and it is three order of 

magnitudes smaller than AQCD- At the same time, the energy of the vorton 

scales linearly with the size, E ~ AQCDL as long as L < L ~ m^. Therefore, 

the angular momentum per energy scales as M/E ~ L for L < L ~ md^. 

A typical straight vortex (not a vorton) is expected to carry the angular 

momentum according to the relation M ~ AQCDL and E ~ A2QCDL, such 
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that M/E ~ ^QCD- Therefore, according to our estimates the vortons are 

much more efficient carriers of the angular momentum than regular straight 

vortices. In addition to this, the larger the vorton, the more efficient it be­

comes at carrying angular momentum. However, as explained above there is 

a maximum vorton size before they become unstable; it is L ~ 

Therefore, one should expect that most of the vortons in the core of a 

neutron star would be the same typical size, which is L ~ m^- As discussed 

above, the vorton's ability to carry angular momentum efficiently makes it an 

important dynamical degree of freedom. In particular, vortons might be the 

key elements for the explanation of phenomenon such as glitches. The glitches 

that have been observed in neutron stars are periodic jumps in the rotational 

frequency of the star, with ACl/Cl ~ 10~6. The same vortons might be 

important objects for other problems such as describing the dynamics of the 

electromagnetic fields in the core of a neutron star (as vortons are positively 

charged configurations due to a K+ condensate trapped in the vortex). The 

vortons could be important for discussions of transport properties, as well 

as problems related to the cooling of the system. This is due to the fact 

that a vorton is a relatively large configuration with fields correlated over 

large distances (in QCD units). The cross-section for the particle scattering 

by strings, could be very large [5], and could influence the cooling of the 

system. Finally, vortons may be the only possible defects that can carry 

angular momentum in the crystalline superconducting phase [16]. Indeed, 

in this phase it is quite difficult (if possible at all) to construct a regular 

straight vortex which can carry the angular momentum. To conclude, we 

believe that the physics of vortons could prove to be interesting for compact 
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astrophysical objects such as neutron stars. 
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Chapter 6 

Neutron Stars as Type-I 

Superconductors 

6.1 Overview 

The study of compact astrophysical objects such as neutron stars is very 

interesting as the underlying physics is extremely diverse. A complete phys­

ical description of neutron stars draws on various subfields of physics rang­

ing from general relativity to high density quark matter. Up to this point 

in this thesis, we have focused on the consequences of the realization of 

the color superconducting CFL+if 0 phase of high density QCD in the in­

ner core of a neutron star. Although this is a very realistic possibility 

[36, 68, 101], the observational evidence that the density exceeds the critical 

density (// > pc ~ 500 MeV) is far from conclusive [99]. In this chapter we 

will change directions slightly and consider baryonic matter at slight smaller 

densities, where the system is made up mainly of neutrons with a small 

amount electrons and protons in beta equilibrium. At these densities the 

protons form Cooper pairs and Bose condense to give an electromagnetic 

superconductor. We will demonstrate that the presence of the additional 

neutron Cooper pairs may result in type-I superconductivity rather than the 
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conventional picture of type-II superconductivity. Before we begin this dis­

cussion, we will give a quick summary of some of the properties of neutron 

stars. 

6.2 Properties of Neutron Stars 

Neutron stars are some of the most interesting objects in the observable 

universe (see the classic textbook by Shapiro and Teukolsky [79] and Ref. 

[41] for a recent review). They are extremely dense stars with densities on the 

order of p ~ 10 1 5 g/cm3. The typical radius is believed to be approximately 

R ~ 10 km, with a mass just over a solar mass M ~ 1 . 4 M Q . The first radio 

pulsars was discovered in 1967, which were quickly identified as rotating 

neutron stars. The term radio pulsar comes from the fact that the rotational 

and magnetic axes are misaligned and therefore they emit dipole radiation in 

the form of radio waves. The magnetic fields that are present are extremely 

large, with B ~ 10 1 5 G. Pulsars can be rotating extremely fast, with periods, 

P = 27r/f2, ranging from 1.5 ms to 8.5 s. The rotational rate of neutron 

stars decreases as a function of time due to the electromagnetic torque that 

it experiences. One of the interesting aspects of pulsars are the glitches, 

which are sudden jumps or increases in the rotational rate. The size of these 

glitches varies, with AP/P ranging from 10~ 8 to 10~ 6 . It is believed that 

glitches originate below the crust of the star, deep in the extremely dense 

interior. 

In the interior of a neutron star the most important particle physics pro­

cess is inverse /3-decay. This is a weak interaction process where an electron 
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and a proton are converted into a neutron and a neutrino: 

e~ + p —> n + v 

This process is kinematically forbidden unless the electron energy is large 

enough to balance the mass difference between the proton and the neutron 

(mn — mp = 1.29 MeV). The reverse reaction can also occur, known as 3-

decay, can also occur, 

n —> e~ + p + V. 

However, this reaction cannot occur if the density is large enough that all the 

electron energy levels in the Fermi sea are filled up to the one that the emitted 

electron would fill. This means that the inverse /?-decay process is effective in 

converting electrons and protons into neutrons (plus neutrinos) above some 

critical density. As we go deeper into a neutron star, the density increases and 

therefore more and more proton/electrons pairs are converted into neutrons. 

This means that the nuclei become more and more neutron rich. The excess 

neutrinos that are produced in inverse /3-decay are responsible for various 

transport properties. Neutrinos provide the primary mechanism for neutron 

star cooling. 

We will now briefly summarize the various phases of matter that are 

thought to exist inside of a neutron star. The outer crust is a solid region 

made up of a Coulomb lattice of heavy nuclei and a gas of relativistic de­

generate electrons. The densities in this region are thought to be less than 

P ^ 1011 g/cm3. As we go deeper into the interior of a neutron star, we 

reach the region known as the inner crust, which consists of a lattice of 

neutron-rich nuclei along with superfluid neutrons (the excess neutrons are 



Chapter 6. Neutron Stars as Type-I Superconductors 85 

the result of inverse /3-decay) and an electron gas (p < 1014 g/cm3). The 

next phase is the neutron liquid above the nuclear saturation density, which 

is composed mainly of neutrons together with a small amount of protons 

and normal electrons, with typical densities less than the critical density 

where the color superconducting phase of quark matter occurs (discussed in 

Chapter 2). There is some evidence that in the inner core of a neutron star 

[36, 68, 101] the color superconducting state (with p > pc) may be realized, 

although this issue is highly controversial [99]. In this chapter we are inter­

ested in the physics that takes place in the neutron liquid state of nuclear 

matter, with 1014 g/cm3 < p < pc. In Fig. 6.1 we give a picture of the dif­

ferent phases inside a neutron star and the volume that they occupy. At the 

bottom of the diagram Quarks'? indicates the possibility of having a quark 

matter core which is in the color superconducting state. 

As we have just described, the neutron liquid phase consists mainly of 

neutrons with a small amount of proton and electrons in beta equilibrium. 

We know from BCS theory that since there is an attractive interaction present 

(the strong nuclear force) we would expect Cooper pairs of neutrons and 

protons to form for states near the Fermi surface. This can occur as long 

as the thermal energy kT is smaller than the gap parameter A (the gap in 

the excitation spectrum, with 2A the energy cost to separate a pair). From 

theoretical calculations, it is expected that the typical gap is A ~ 1 — 3 MeV 

[8, 58]. The temperature of a neutron star is relatively low (kT ~ 1 keV), 

therefore we would expect BCS pairing of neutrons and proton in the interior 

of a neutron star. In the inner crust, where there is an excess of free neutrons, 

it is believed that neutrons form lSo states leading to superfluidity in the 
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Figure 6.1: In this figure we sketch the structure of a neutron star. 

lattice of neutron rich nuclei. In the neutron liquid phase where there are 

no longer any nuclei present, only free neutrons and protons, it is expected 

that the neutrons are now paired in a 3 P 2 state which Bose condense to give 

a superfluid state [8, 58]. Additionally, since the free protons also interact 

via the strong nuclear force, the states near the Fermi surface pair to form 
1So states. This leads to an electromagnetic superconductor, as we have a 

system that consists of Cooper pairs with electric charge 2|e|. 

It is generally believed that the proton superconductor exhibits type-II 
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superconductivity. This means that at low values of an external magnetic 

field there are no magnetic flux tubes present in the superconductor (i.e. H < 

Hci, where Hci is the critical magnetic field where it is energetically favorable 

to form a single magnetic flux tube in a superconducting sample). As the 

magnetic field is increased above if c l , a stable vortex lattice of magnetic flux 

tubes forms, with the number of flux tubes proportional to the total magnetic 

field. Eventually, as the field is increased further (H > Hc2), the vortices 

(that are filled with a normal non-superconducting core) fill the entire sample 

resulting in the destruction of superconductivity everywhere. In contrast, 

type-I superconductivity differs from type-II in that there is no intermediate 

state where a stable vortex lattice forms. Typically type-I/II behavior is 

determined by considering the Landau-Ginzburg parameter K = A/£, where 

A is the London penetration depth and £ is the coherence length. The London 

penetration depth is the typical scale over which the magnetic field goes to 

zero inside the superconducting region. The coherence length £ is the typical 

size of the region in which superconductivity is destroyed inside the cores of 

vortices. The values for the London penetration depth and the coherence 

length inside a neutron star are estimated to be A ~ 80 fm and £ ~ 30 fm. 

These lead to a Landau-Ginzburg parameter that is K > l/\/2 such that 

type-II superconductivity occurs. As we will discuss in the following section, 

recent observations have indicated that this picture may not necessarily be 

correct. 
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6.3 Type-II superconductivity vs. 

precession in neutron stars 

Recently, it was pointed out by Link [56] that observations of long period 

precession [91] may be inconsistent with the standard picture of the interior 

of a neutron star. In the conventional picture, the extremely dense interior is 

mainly composed of neutrons, with a small amount of protons and electrons 

in beta equilibrium. The neutrons form 3 P 2 Cooper pairs and Bose condense 

to a superfluid state, while the protons form XSQ Cooper pairs and Bose 

condense to give a superconductor. It is generally believed that the proton 

superconductor is a type-II superconductor, which means that it supports a 

stable lattice of magnetic flux tubes in the presence of a magnetic field. This 

belief is based on simple estimates of the coherence length and the London 

penetration depth which unambiguously imply type-II superconductivity. In 

addition, the rotation of a neutron star causes a lattice of quantized vortices 

to form in the superfluid neutron state, similar to the observed vortices that 

form when superfluid He is rotated fast enough. The axis of rotation and 

the axis of the magnetic field are not aligned. This, coupled with the fact 

that the two different types of vortices interact quite strongly lead to the 

suggestion that the observed long period precession may require reexamining 

the picture of type-II superconductivity inside neutron stars [56] that follows 

from the standard analysis when only a single proton field is considered. 

If one takes into account that Cooper pairs of neutrons are also present in 

the system and they interact strongly with the proton Cooper pairs, the 

proton superconductor may actually be type-I, even when a naive analysis 
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that only includes the degrees of freedom related to the protons seems to 

indicate type-II behavior. If this scenario is realized in nature, this means 

that the interior of a neutron star would exhibit the Meissner effect and 

therefore would not support a stable lattice of magnetic flux tubes. This 

would resolve the apparent discrepancy [56] between the observation of long 

period precession [91] and the typical parameters of the neutron stars which 

naively suggest type-II superconductivity. In the following chapter we will 

provide a detailed analysis showing that the interior of a neutron star may 

in fact be a type-I superconductor. 

As we have already mentioned, for accepted estimates of the proton cor­

relation length £ and the London penetration depth A, the distant proton 

vortices repel each other leading to formation of a stable vortex lattice. 

Inside the core of these vortices, the proton condensate vanishes, and the 

core is filled with normal protons resulting in the restoration of the broken 

U(l)EM symmetry. This is the standard picture realized in conventional type-

II superconductors. However, there are many situations where this picture 

will be qualitatively modified. For example, if there is a second component 

(such as a neutron component in our specific case), it may be energetically 

favourable for the cores of vortices to be filled with a nonzero condensate 

of this second component [96, 100]. There are numerous examples of phys­

ical systems where this phenomena occurs: superconducting cosmic strings 

in cosmology, magnetic flux tubes in the high Tc superconductors, Bose-

Einstein condensates, superfiuid 3He, and high baryon density quark matter 

[7, 44, 63, 96, 97, 100, 103]. The case of high density quark matter has al­

ready been discussed in Chapters 4 and 5 of this thesis. Given this, one might 
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guess that such nontrivial vortex structure may be present in the core of a 

neutron star where we have another example of a two component system. 

We shall argue in what follows that if the interaction between the proton 

and neutron Cooper pairs is approximately equal (a precise condition of this 

"approximately" will be derived below), the vortex-vortex interaction will be 

modified and the system will be a type-I superconductor where the magnetic 

field is completely expelled from the bulk.1 The main assumption that we 

are making is that the interactions between the proton and neutron Cooper 

pairs are approximately equal, leading to an approximate U(2) symmetry. 

We believe that this assumption is justified by the original isospin SU(2) 

symmetry of the neutrons and protons. The result of this is that the proton 

vortices or magnetic flux tubes have nontrivial core structure. The superfluid 

density of the neutrons is larger in the vortex core than at spatial infinity. 

In addition, the size of the vortex core and the asymptotic behavior of the 

proton condensate is modified due to the additional neutron condensate. The 

most important result of these effects is that the interaction between distant 

proton vortices may be attractive in a physical region of parameter space 

leading to type-I behavior: destruction of the proton vortex lattice and ex­

pulsion of the magnetic flux from the superconducting region of the neutron 

star. 
1 I n reality, the magnetic field must be present in the neutron star interior. This picture 

may be realized in nature is through the formation of domains of superconductor matter 

and normal matter. 
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6.4 Structure of Magnetic Flux Tubes 

We start by considering the following effective Landau-Ginzburg free energy 

that describes the a two component Bose condensed system. In our system, 

we have a proton condensate described by ipi and a neutron condensate de­

scribed by ip2- The ipi field with electric charge e (which is actually twice 

the fundamental charge of the proton) interacts with the gauge field A , with 

B = V x A . The two dimensional free energy reads (we neglect the depen­

dence on third direction along the vortex so that T measure the free energy 

per unit length): 

? = f d2r(^(\(V - ^A)^\2 + + V(\A\\\H2)) (6-3) J 2m nc o7T 

Here we have moved the effective mass difference of the proton and neutron 

Cooper pairs onto the interaction potential V. In the free energy given 

above, we have ignored the term coupling the proton and neutron superfluid 

velocities, which gives rise to the Andreev-Bashkin effect [6], as it is not 

important in our discussion. We have also ignored the fact that the neutron 

condensate has a nontrivial 3 P 2 order parameter as only the magnitude of 

the neutron condensate is relevant to the effect described below. 

The free energy (6.3) is invariant under a U(l)i x £/(l) 2 symmetry as­

sociated with respective phase rotations of fields -01 a n d tp2, which corre­

sponds to the conservation of the number of Cooper pairs for each species 

of particles. Moreover, we know that the free energy (6.3) describes parti­

cles interacting via the strong nuclear force and, therefore, must be approx­

imately invariant with respect to the SU(2) isospin symmetry. Thus, we 

will assume that the interaction potential V can be approximately written 
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as V'dV'i l 2 , l ^ l 2 ) ~ U(\xjji\2 + l ^ l 2 ) - In reality this symmetry is explicitly 

slightly broken, and the potential V has a minimum at \4>i\2 = n\, l ^ l 2 = n2, 

where the bulk proton and neutron superfluid densities n\ and n2 are both 

nonzero. Hence in the ground state, (|V>i|2) = = 1,2, and both U(l) 

symmetries are spontaneously broken. In order to give the details of our 

calculations, we will use the following standard <̂ 4-type potential: 

W i l 2 , W 2 ) = - M i | ^ i | 2 - ^ | V ' 2 r + ^ | V ' i | 4 + ^ l ^ | 4 + a 1 2 ^ i | 2 | ^ | 2 (6.4) 

where ^ is the chemical potential of the i component and â - is proportional 

to the scattering length between the ith and jth components. The small 

explicit U(2) violation is parameterized as follows, pi = p — Sp, JJL2 = p + Sp, 

and 5p,/p <C 1. Also, the scattering lengths â - are approximately equal, 

a = an ~ a 2 2 and a\2 = a — 5a, with 5aja <C 1. The chemical potential 

is fixed by calculating the densities far away from the vortex, nj = (\ipi\2), 

i = 1,2. The densities can be calculated by minimizing Eq. (6.4) with 

respect to \ipi\2. 

An important quantity for the analysis that follows will be the ratio of proton 

density to neutron density, 7 = n\jn2. A typical value of 7 in the core of 

a neutron star is 1 — 5%, therefore we will often use the limit 7 1 in our 

discussion.2 The Landau-Ginzburg equations of motion that follow from the 
2 One should remark here that the strong devia t ion of 7 from 1 does not i m p l y a large 

difference i n the in terac t ion between different species of part icles. 

n2 = 

a22jj,i - a12\x2 ^ ji_ _ 5ji 

&na22 — a 2

2 2a 5a' 
anp2 ~ Q12P1 ^ P_ + 5jx 
ana22 — a\2 2a 5a 

(6.5) 

(6.6) 
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A)Vi (-/ / i + a\ipi\2 + (a - Ja)|-02|2)-0i 

(-// 2 + a|V>2|2 + (a - <5a)|^!|2)^ 

(6.7) 

(6.8) 

V x (V x A) 
4.7T 

—ieH 
2mc he 

A)ipi — h.c (6.9) 

We will now investigate the structure of the proton vortices, which exist 

due to the spontaneous breaking of the U(l)i symmetry. Such vortices are 

characterized by the phase of the ipi field varying by an integer multiple of 

2TT as one traverses a contour around the core of the vortex. By continuity, 

the field tpi must vanish in the center of the vortex core. Up to this point, 

it has been assumed that the neutron order parameter will remain at its 

vacuum expectation value in the vicinity of the proton vortex. As we have 

already remarked, this is not the case in many similar systems. Actually, it 

can be shown by using the equations of motion obtained from the free energy 

(6.3) that for most potentials V, which are approximately invariant under 

the SU(2) symmetry, it is impossible for the ip2 field to remain constant 

when the ibi field varies in space. On the other hand, from an energetic 

point of view, given that the potential V can be written approximately as 

V ?s U(\ipi\2 + IV^I2), one can argue (based on the results of Chapter 4) that 

it may be favorable for the ip2 field to increase its magnitude in the vortex 

core to compensate the decrease in the magnitude of tpi. 

Anticipating nontrivial behavior of the neutron field ip2, we will adopt 

the following cylindrically symmetric ansatz for the fields describing a proton 

vortex with a unit winding number: 

V'l = \ A h f(r) e , ip2 = jn~2 g{r), A 
kca{r) -

(6.10) 
e r 
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where (r, 6) are the standard polar coordinates. Here we assume that the 

proton vortex is sufficiently far from any rotational neutron vortices, so that 

any variation of ip2 is solely due to the proton vortex. The functions / , g, and 

a obey the following boundary conditions: /(0) = 0, /(oo) = 1, g'(0) — 0, 

g(oo) = 1, a(0) = 0, and a(oo) = 1. We see that the fields ipi and ip2 

approach their vacuum expectation values at r = oo. 

The London penetration depth A and the coherence length £ of the proton 

superconductor will be introduced in the standard fashion: 

We wish to find the asymptotic behavior of fields ip\, ip2

 a n d A far from the 

proton vortex core, as this will determine whether distant vortices repel or 

attract each other. The asymptotic behavior can be found analytically by 

expanding the fields defined in (6.10): 

so that far away from the vortex core, F, G,rS <C 1 and F, G, S —>• 0 as 

r —> oo. This allows us to linearize the equations of motion (6.7,6.8,6.9) 

corresponding to the free energy (6.3) far from the vortex core to obtain: 

(6.11) 

(6.12) 

/(r) = l + F(r), g(r) = l + G(r), a(r) = 1 - rS(r) (6.13) 

(6.14) 

S + S „ S — •vo 'S ' ) (6.15) 
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where all derivatives are with respect to r and the matrix M mixing the fields 

F and G is, 

M = ^( ° a~Sa) h °) (6.16) 
h \ a - S a a J \0 n2J 

Here we assume that (rS)2 <C F, G, i.e. the superconductor is not in the 

strong type-II regime (this is justified since we are only attempting to find 

the boundary between type-I and type-II superconductivity). The solution 

to Eq. (6.15) is known to be: 

S=^K1(r/X) (6.17) 

where K\ is the modified Bessel function and CA is an arbitrary constant. 

The remaining equation (6.14) can be solved by diagonalizing the mixing 

matrix M . In previous works the influence of the neutron condensate on 

the proton vortex was neglected, which formally amounts to setting the off-

diagonal term M 1 2 in Eq. (6.16) to 0. In that case, one can assume that the 

neutron field remains at its vacuum expectation value, i.e. G = 0, to obtain, 

F = CFK0{V2r/0 (6.18) 

where K0 is the modified Bessel function. It is estimated that A ~ 80 fm and 

£ ~ 30 fm, which leads to K = A/£ ~ 3 for the Landau-Ginzburg parameter. 

For conventional superconductors, if K > l/\/2, distant vortices repel each 

other leading to type-II behavior. This is the standard picture of the proton 

superconductor in neutron stars that is widely accepted in the astrophysics 

community. 

However, the standard procedure described above is inherently flawed 

since the system exhibits an approximate U(2) symmetry, and therefore the 

file:///a-Sa
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couplings a,ij are approximately equal an ~ a 2 2 ~ o-n- This makes the 

mixing matrix M nearly degenerate. The general solution to Eq. (6.14) is: 

= CiKo^r) V i (6.19) 
G I i=l,2 

where and V ; are the eigenvalues and eigenvectors of matrix M , and C{ 

are constants to be calculated by matching to the solution of the original 

nonlinear equations of motion. We would like to introduce the parameter 

e (which measures the asymmetry between the proton and neutron Cooper 

pairs) defined in the following way: 

Set 
e = ( a n a 2 2 - a\2)/a% ~ 2 — . (6.20) 

J a 

In the limit 7 = n\jni <C 1 and e = 25a/a <C 1 one can estimate the 

eigenvalues and eigenvectors of the matrix M as: 

"1 - p. v i - I I . (6-21) 

2 
V<i - 772' V 2 - I • (6-22) 

The physical meaning of the solution (6.19) is simple: there are two modes 

in our two component system. The first mode describes fluctuations of the 

relative density (concentration) of the two components and the second mode 

describes fluctuations of the overall density of the two components. Notice 

that V\ <C i>2, and hence the overall density mode has a much smaller cor­

relation length than the concentration mode. Therefore, far from the vortex 

core, the contribution of the overall density mode can be neglected, and one 
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Figure 6.2: In this figure we show the functions f{f), G(r)/j, and a(f) (de­

fined in Eqs. (6.10,6.13)) as a function of the dimensionless radial 

coordinate f = r/£. The dotted line corresponds to a(f), the solid 

line approaching 1 at large r corresponds to f{r), and the solid 

line approaching 0 at large f corresponds to G(r)/j. 

can write: 

(r oo) ~ CMVter/Z) • (6.23) 

The most important result of the above discussion is that the distance scale 

over which the proton and neutron condensates tend to their vacuum expec­

tation values near a proton vortex is of order £ / \ / e - the correlation length of 

the concentration mode. Since e <C 1, this distance scale can be much larger 

than the proton correlation length £, which is typically assumed to be the 

radius of the proton vortex core. The appearance of the concentration mode 
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agrees with the arguments presented earlier, supporting the picture that the 

neutron condensate will increase its magnitude slightly in the vortex core, 

while the proton condensate will decrease its magnitude to 0 in the centre of 

the core. We note should that in the limit e = 0, the size of the proton vortex 

core becomes infinite, and the vortex is thereby destroyed. This agrees with 

our intuition, as e —>• 0 the only symmetry that is spontaneously broken is 

the U(l)2 symmetry (since \x2 > Pi) and therefore the formation of U(l)i 

vortices is not possible. 

We have also verified numerically the results described above by solving 

the equations of motions (6.7,6.8,6.9). Our numerical results support the 

analytical calculations given above. Namely, we find that the magnitude of 

the neutron condensate is slightly increased in the vortex core, the radius of 

the magnetic flux tube is of order A, and the radius of the proton vortex core 

is of order £/\fe. In Fig. 6.2 we show the numerical solution of the profiles of 

the proton vortex (/(f)), neutron condensate (G(f)/ry), and o(f) (related to 

the gauge field through Eq. (6.13)) as a function of the dimensionless radial 

coordinate f = r/£, where £ is the coherence length (6.12). We have used 

n — 3, ni/n2 — 0.05, and e = 0.02 in this numerical solution. 

6.5 Vortex-vortex interaction 

Now that we know the approximate solution for the proton vortex, we will 

proceed to look at the interaction between two widely separated proton vor­

tices. If the interaction between two vortices is repulsive, it is energetically 

favorable for the superconductor to organize an Abrikosov vortex lattice with 
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each vortex carrying a single magnetic flux quantum-. As the magnetic field 

is increased, more vortices will appear in the material. This is classic type-II 

behavior. If the interaction between two vortices is attractive, it is ener­

getically favorable for n vortices to coalesce and form a vortex of winding 

number n. This is type-I behavior. Typically, the Landau-Ginzburg param­

eter K = A/£ is introduced. In a conventional superconductor, if K < l/y/2 

then the superconductor is type-I and vortices attract. If K > l/\/2 then 

vortices repel each other and the superconductor is type-II. As mentioned 

above, the typical value for a neutron star is K ~ 3, so we would naively 

expect that the proton superfluid is a type-II superconductor. 

We expect that a similar classification should remain in effect for the 

proton vortices described above. However, in such an analysis the coherence 

length £ should be replaced by the actual size of the proton vortices S ~ i/\fl. 

Therefore, we will define a new Landau-Ginzburg parameter for our case, 

We expect type-I behavior with an attractive force between vortices if nnp <C 

1 and type-II behavior if nnp ^> 1. For relatively small e this argument 

would immediately suggest that for the typical parameters of a neutron star 

type-I superconductivity is realized (rather than the naively assumed type-

II superconductivity). In what follows we will present different arguments 

supporting this claim. 

In order to make this qualitative discussion more concrete, we will present 

two different calculations supporting our claim that for the typical parame­

ters of a neutron star the proton superconductor may be type-I rather than 

type-II. First of all, we follow the method suggested originally in [90] to cal-

K. •np — 
A 

(6.24) 
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culate the force between two widely separated vortices. The methods of [90] 

were subsequently applied in [60] to the case similar to ours, the interac­

tion of two widely separated vortices that have nontrivial core structure. In 

these papers, the force between two widely separated vortices is calculated 

by using a linearized theory with point sources added at the location of the 

vortices. The point sources in the linearized theory are chosen to produce 

fields matching the long distance asymptotics of the original theory. There­

fore, we expand the free energy (6.3) up to quadratic order in the fields F, G, 

and A introduced in the previous section, eliminating the phase of ipx field in 

favor of the longitudinal component of A , to produce a noninteracting free 

energy: 

" h2 , , l 
J~free — J d T 

l 

— (n 1 (VF) 2 + n 2 (VG) 2 ) + - ( ( V x A ) 2 

+-^A 2 ) + 2an\F2 + 4(o - Sdjn^FG + 2an\G2 

Xz (6.25) 

Following [60, 90], we must also add the source terms for each field to model 

the vortices: 

Source = j d2r{pF + TG + j • A) . (6.26) 

The solutions to the equations of motion following from J-free coupled to 

the sources can be obtained in the same manner as was done in [60]. The 

equations of motion resulting from Tfree + J-source a r e : 

= 5 (:;:)• 
V 2 A - -*-A = 4 7 T J (6.28) 

where M is the same mixing matrix given in Eq. (6.16). Since we are 
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interested in the asymptotic behavior, we will choose the the first eigen­

value/eigenvector solution (6.21) that diagonalizes M . Therefore, the asymp­

totic field solutions are given by Eqs. (6.17,6.23): 

he 
F ~ - G / 7 ~ -dAToCv^er/O, A ~ —CAK^T/X) 9 (6.29) 

eX 

Following [60], we require that (6.29) are solution of the equations of motion 

(6.27) and (6.28). The source solutions can immediately be written down 

when we compare Eqs. (6.27) and (6.28) with the following Bessel equations: 

(V 2 -p2)K0(px) = - 2 T T 5 ( X ) (6.30) 

(V 2 - p2)^Kx(px) = — fyJ(x) (6.31) 

The source solutions that solve the equations of motion along with (6.29) 

are: 

r _ T 4S 2 c / ( r ) ' ^-fcAVx{52{v)z) (6.32) 

Since the equations of motion corresponding to J-free coupled to J-source are 

linear, the two-vortex solution can be considered as the sum of two single 

vortices at positions r i and r 2 . To calculate the vortex-vortex interaction 

energy, we use ansatz (F,G,A) = (Fx + F2,G1 + G2,Ax + A 2 ) (p,r,j) = 

(Pi + P2,n + T 2 , j i + j 2 ) in Tfree + ^source and subtract off the energy of 

each isolated vortex. The notation 1,2 indicates that these are functions of 

r — r i ] 2 . Using the equations of motion (6.27,6.28) the interaction energy can 

be written as 

Tint = f d2r{h • A 2 + PlF2 + T I G 2 ) (6.33) 

Substituting the asymptotic field solutions (6.29,6.32) into the interaction 

energy given above, the integration can be done as in [60] to obtain the 
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following expression for the interaction energy per unit vortex length of two 

widely separated parallel vortices: 

U{d) „ ^^(ClKoid/X) - C 2 ( l + O(j))K0(V2~ed/0) (6.34) 
171 

where d = |ri — r 2 | oo is the separation between the two vortices. We 

see that if the first term in U dominates as d —)• oo then the potential is 

repulsive, otherwise, if the second term dominates the potential is attractive. 

In other words, if y/eX/t, < l /v^, then vortices attract each other and the 

superconductor is type-I; otherwise, vortices repel each other and the super­

conductor is type-II. This confirms our original qualitative argument that 

nnp = X/8 = y/eX/^ should be considered as an effective Landau-Ginzburg 

parameter, which determines the boundary between the type-I and type-II 

proton superconductivity. In terms of the parameters of our theory, we have 

mc VSa 
Knp — / a_ ^O.oOJ 

y/irn e 

In this case we see that the type-I/II behavior is controlled in part by the 

degree of symmetry breaking (proportional to 8a). Our numerical estimates 

(see conclusion) suggest that nnp < 1/V2, and therefore, the system is a 

type-I superconductor. 

6.6 Critical Magnetic Fields 

Our second check that for relatively small e the superconductor in neutron 

stars may be type-I is based on the calculation of the critical magnetic fields. 

Usually one calculates the critical magnetic fields Hc and HC2. These are the 
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physically meaningful fields above which the superconductivity is destroyed 

in type-I and type-II superconductors respectively. If Hc > Hc2 then the 

superconductor is type-I, otherwise, the superconductor is type-II. 

First, we will calculate the critical magnetic field Hc. This is defined as 

the point at which the Gibbs free energy of the normal phase is equal to 

the Gibbs free energy of the superconducting phase. In other words, as the 

external magnetic field H is increased above Hc, it is energetically favorable 

for the superconducting state to be destroyed macroscopically. The Gibbs 

free energy in the presence of an external magnetic field H is: 
D pr 

g(H,T) = f(B,T)-— (6.36) 

where H is the external magnetic field, B is the magnetic induction, and 

T denotes temperature. The quantity f(B,T) is the integrand of the free 

energy density (given by Eq. (6.3)) over a superconducting sample. For the 

superconducting state where (\ipi\2) = rii, (IV^I2) = n2, and B = 0 (Meissner 

effect), the Gibbs free energy is 

where we expressed the result in terms of the parameters of Eq. (6.3). We 

also replaced the densities (nx +n2) —» p/a and (n2 — tii) —>• 2Sp/Sa in terms 

of the same parameters by neglecting small factors ~ 6a/a. For the normal 

state, we have (|'0i|2) = 0, (l^l2) = (p + 5p)/a, and B — H. The Gibbs free 

energy is: 

Sn(tf,T) = - - - - - - (6.38) 

As Hc is defined as the point at which gs(Hc) = gn(Hc), we can solve for the 

critical field. Equating the free energies of the normal and superconducting 
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state, we find 

Hc = VSnSa (j^ - j^j ->• mV8nSa, (6.39) 

where at the final stage we used the equation for ni in the superconducting 

phase expressed in terms of the original parameters (6.5). 

Now we will proceed to calculate Hc2. This is the critical magnetic field 

below which it becomes energetically favorable for a microscopic region of 

the superconducting state to be nucleated, with the normal state occurring 

everywhere else in space. In order to calculate HC2, we follow the standard 

procedure and linearize the equations of motion for tpi about the normal 

state with (iV'il2) = 0 and (IV^I2) = (p + 8p)/a. The linearized equation of 

motion reads, 

^ ( - ' v - s A ) a * 1 = w * " ( 6 4 0 ) 

oo = (p + 8p)— -28p. (6.41) 
a 

This is simply a Schrodinger equation for a particle in a magnetic field, with 

an energy of oo. This is a standard quantum mechanics problem and the 

solution can immediately be written down in the form of Landau levels. 

The first Landau level is the ground state energy of to(H) = h\e\H/2mc. 

Therefore, if u; < e0, then only the trivial solution with ipi = 0 is possible. 

The critical field Hc2 is defined as the point at which oo = €o(Hc2). This is 

given as 
2mcr. . J a n . , 4mc. A . 

Hc2 = -—[(p + 8p) 28p] ~ —8a nx 6.42 
n\e\ a n\e\ 

Now that we have the critical fields Hc and Hc2 in hand, we can compare the 

two in order to determine the type-I/II nature. If Hc < Hc2 this means that 

it is energetically favourable for microscopic regions of the superconducting 
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state to be nucleated as H is decreased. This is type-II behavior, and this 

nucleation manifests itself in the form of an vortex lattice. If Hc > HC2, then 

it is energetically favorable for macroscopic regions of the superconducting 

state to be present as H is decreased. This is a type-I superconductor and 

the superconducting state persists everywhere in the material when H < Hc, 

as opposed to a type-II superconductor where it is localized in regions of 

space in between the vortices. From Eqs. (6.5,6.39,6.41,6.42) we see that 

This agrees 'with the parametrical behavior given in Eq. (6.35) obtained 

from the vortex interaction calculation of the previous section. To estimate 

Hc numerically, it is convenient to represent Hc as 

where (pQ is the quantum of the fundamental flux. If we substitute A = 80 fm 

and £ = 30 fm (typical values) in the expression for the critical magnetic 

field (6.39), Hc is estimated to be the Hc ~ 1015 G, which is smaller than the 

different calculations of the critical magnetic fields (6.43) lead exactly to the 

same conclusion which was derived from the analysis of the vortex-vortex 

interaction (6.35). 

(6.43) 

(6.44) 

naive" estimate by a factor of y/Sa/a ~ 10 1 . It is quite amazing that very 

6.7 Conclusion 

In this chapter we have demonstrated using various calculations that the 

proton superfluid present inside a neutron star may in fact be a type-I super-



Chapter 6. Neutron Stars as Type-I Superconductors 106 

conductor. This supports the observation made by Link [56] that the conven­

tional picture of type-II superconductivity may be inconsistent with the ob­

servations of long period precession in isolated pulsars [91]. The most impor­

tant consequence of this chapter is that whether the proton superconductor 

is type-I or type-II depends strongly on the magnitude of the 517(2) asymme­

try parameter e. Specifically, we find that the superconductor is type-I when 

nnp = \fl\/£, < l/\/2, and type-II otherwise. This result is quite generic, 

and not very sensitive to the specific details of the interaction potential V. In 

particular, when e —>• 0 the superconductor is type-I. The parameter e is not 

known precisely; the corresponding microscopical calculation would require 

the analysis of the scattering lengths of Cooper pairs for different species. We 

can roughly estimate this parameter as being related to the original SU(2) 

isospin symmetry breaking e ~ (mn — mp)/mn ~ IO - 2 . If we assume a typical 

value for A/£ ~ 3 and e ~ 10~2, we estimate Knp = ^/eX/^ ~ 0.3 < l/\/2, 

which corresponds to a type-I superconductor. From these crude estimates, 

we see that it is very likely that neutron stars are type-I superconductors 

with the superconducting region devoid of any magnetic flux, as was origi­

nally suggested in [56] to resolve the inconsistency with observations of long 

period precession [91] in isolated pulsars. If the proton superfluid exhibits 

type-I superconductivity then some explanations of glitches [75] that assume 

type-II superconductivity would have to be reconsidered, as suggested in Ref. 

[56]. It might be interesting to consider how the presence of a nonzero pro­

ton condensate affects the characteristics of the neutron vortices that carry 

angular momentum. In particular, we have demonstrated the for magnetic 

flux tubes, the neutron vortices might have an enhanced proton superfluid 
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density inside, as well as a coherence length (the approximate size of the 

vortex core) which is much larger than originally expected. In this case, the 

pinning force that is related to the size of the vortex core [57] could be very 

different from the simple estimates when the strong interaction the neutron 

and proton Cooper pairs is ignored. 

If the core is indeed a type-I superconductor, the magnetic field could 

exist in macroscopically large regions where there are alternating domains of 

superconducting (type-I) matter and normal matter. In this case, neutron 

stars could have long period precession. This structure follows from a few 

different arguments. First of all, it has been estimated [9] that it takes a very 

long time to expel magnetic flux from the neutron star core. Therefore, if 

the magnetic field existed before the neutron star became a type-I supercon­

ductor, it is likely that magnetic field will remain there. Another argument 

suggesting the same outcome follows from the fact that topology (magnetic 

helicity) is frozen in the environment with high conductivity; therefore, the 

magnetic field must remain in the bulk of the neutron star. The last argu­

ment supporting the same picture is due to Landau [52] who argued that 

if a body of arbitrary shape (being a type-I superconductor) is placed un­

der influence of the external magnetic field with strength H < Hc, then 

the magnetic field in some parts of the body may reach the critical value 

Hc, while in other parts of the body it may remain smaller than the critical 

value, H < Hc. In this domain structure will be formed, similar 

to ferromagnetic systems. Specifically, on a macroscopic distance scale, the 

magnetic flux must be embedded in the superconductor. This would mean 

that the superconductor is in an intermediate state as opposed to the vortex 
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state of the type-II superconductor, which was assumed to be realized up to 

this point. The intermediate state is characterized by alternating domains of 

superconducting and normal matter. The superconducting domains will then 

exhibit the Meissner effect, while the normal domains will carry the required 

magnetic flux. The pattern of these domains is usually strongly related to 

the geometry of the problem. The simplest geometry, originally considered 

by Landau [52], is a laminar structure of alternating superconducting and 

normal layers. However, it has been also argued [78] that due to the geom­

etry of the neutron vortex lattice, the normal proton domains will be in the 

shape of cylinders concentric with rotational neutron vortices. 

While some precise calculations are required for understanding the mag­

netic field structure in this case, one can give a simple estimate of the size of 

the domains using the calculations Landau presented for a different geometry. 

His formula [52] suggests that the typical size of a domain is 

a - IOVRA, (6.45) 

where R is a typical external size identified with a neutron star core (R ~ 

10 km), while A is a typical width of the domain wall separating normal and 

superconducting states. We estimate A ~ 5 = £/- v /eas the largest micro­

scopical scale of the problem. Numerically, a ~ 10 - 1 cm which implies that 

a domain of the normal matter will have a size on the order of ~ 10 _ 1 cm. 

The number of neutron vortices in a neutron star can easily be estimated 

using the total angular velocity of the superfluid and the angular momen­

tum carried by a single neutron vortex. The number of vortices per cm2 is 

given as n = 2rnnQ,n/irh ~ 104P(s) cm - 2 , where mn is the neutron mass, 

O n is the angular velocity of the superfluid, and P(s) is the spin period in 
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seconds. Given this estimate, we see that the average intervortex spacing is 

I = n - 1 / 2 ~ 10 - 2 cm for a period of 1 s, and we can accommodate ~ 10 neu­

tron vortices in one of these domains of normal matter of size a ~ 10 _ 1 cm. 

The consequences of this picture still remain to be explored. In particular, it 

might be important in the explanation of glitches and in the analysis of the 

cooling properties of neutron stars. 
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Chapter 7 

Vortons in the SO(5) Model of 

High Tc Superconductivity 

7.1 Motivation 

As we have seen in the last few chapters of this thesis, the study of topologi­

cal defects may prove to be important when studying the physics of neutron 

stars. In the following we will introduce the vortons discussed in Chapter 5 in 

the context of Zhang's 50(5) theory of high temperature superconductivity. 

The study of vortons in high temperature superconductivity is an interesting 

problem as these materials are far from well understood both theoretically 

and experimentally. The introduction of a new type of quasiparticles may 

help explain some of the mysterious properties of the high temperature su­

perconductors [29, 46, 50, 51, 64, 66, 67, 92, 94]. 

In the last twenty years there has been a large amount of interest in 

the study of topological defects that may have been created in the early 

universe. It is well known that defects such as domain walls and monopoles 

created at a certain epoch would exceed the critical density and lead to a 

closed universe, which contradicts our present knowledge of the universe. 

However, this problem of exceeding the critical density does not rule out 
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the possibility of strings that are left over from the early universe. The 

study of defects in cosmology is useful for a variety of reasons. If topological 

defects can be detected in our universe, the nature of these objects may 

provide clues as to the underlying particle physics models at high energies. 

Conversely, certain particle physics models which possess topological defects 

may be ruled out according to current cosmological observations (such as 

the density of our universe compared with the expected density of defects). 

In addition, it has been suggested that vortons formed in the early universe 

may provide an explanation for the high energy cosmic rays [15]. The main 

difficulty is that the neutron stars and the early universe are far from a 

controlled environment in which experiments can be performed. Fortunately, 

it is possible to study topological defects in a controlled environment on Earth 

by performing experiments in various condensed matter systems, such as 

superfluid He. This is the idea behind the recently established "Cosmology 

in the Laboratory" program (COSLAB) [48, 49, 97]. This program was 

initiated in order to shed some light on the the issues of defect formation, 

the interactions between defects, among other things. The study of vortices 

and vortons in the 50(5) model of high T c superconductivity may provide 

an interesting link between condensed matter and matter at high densities, 

as well as another system which can be studied in the spirit of the COSLAB 

program. To begin, we will give a very brief overview of some of the properties 

of the high temperature superconductors in the next section. 
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7.2 High Temperature Superconductivity 

Since the discovery of the first high temperature superconducting materials, 

the theoretical description remains a mystery. The original cuprate supercon­

ductor (La2-xSrxCuOi or simply La/Sr cuprate) was discovered in 1986 by 

Bednorz and Muller [13], with a superconducting temperature of Tc = 30 K. 

A large number of other cuprate superconductors (also known as high tem­

perature superconductors) were subsequently discovered with much larger 

transition temperatures. Some of the more familiar examples are YBCO 

{YBa2Cuz0^x) with a Tc of 93 K and Bi (Bi2Sr2CaCu208+x) with a Tc of 

94 K. A review of conventional superconductivity in metals and high tem­

perature superconductivity in the cuprates can be found in the book by 

Waldram [98]. For a more recent review of the field of high temperature 

superconductivity, we refer to the reader to [69]. 

The high T c cuprate superconductors share a number of common char­

acteristics. These materials are layered compounds, with the layers com­

posed of the base compound Cu02. The Cu02 planes contain the mobile 

electrons and hence superconductivity is believed to originate here. The in­

teraction between the layers is relatively weak, making these materials quasi 

two-dimensional and therefore anisotropic in their properties. The ratio K of 

the penetration depth A and the coherence length £ is typically quite large 

in the cuprates, with K ~ 100. This means that the cuprate superconduc­

tors exhibit extreme type-II superconductivity, since K >> l / \ /2 . For zero 

doping, the cuprate superconductors are antiferromagnetic insulators with 

the spins of neighboring electrons antiparallel, with one hole per unit cell 

in the Cu02 planes. The temperature at which the antiferromagnetic order 
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Figure 7.1: In this figure we give a possible picture of the phase diagram of 

the high Tc cuprates as a function of hole doping p and temper­

ature T. 

is destroyed, called the Neel temperature TJV, is on the the order of hun­

dreds of degrees K. As the system is doped (holes are added to the planes) 

the Neel temperature decreases with the antiferromagnetic order eventually 

disappearing completely as the doping is further increased. When antiferro-

magnetism (AF) is destroyed, superconductivity appears in its place, with a 

relatively low value for T c . This region of the phase diagram is far from well 

understood, and it still remains an unresolved issue of whether there is a gap 

as function of doping // when the AF state is destroyed and the supercon­

ducting state appears. As we will demonstrate in this chapter, if vortons are 

present in the high temperature superconductors we would expect this tran-



Chapter 7. Vortons in the 50(5) Model of High Tc Superconductivity 114 

sition to be gapless and the onset of superconductivity is immediate. As the 

doping is increased further, the value of Tc also increases, eventually reaching 

its maximum at optimal doping and then decreases to zero as the doping is 

increased further. In Fig. 7.1 we show the possible phase diagram for the 

cuprate superconductors as a function of temperature T and hole doping p. 

On this phase diagram we also show the so called pseudogap phase that is 

reached at higher temperatures. Although the nature of this phase is not 

clear, various experiments seem to indicate there is a gap that is a precursor 

to the superconducting gap. In other words, the pseudogap phase is char­

acterized by the formation of pairs without long range phase order [35]. In 

this chapter we will be discussing physics in the underdoped region of the 

superconducting phase (T < Tc and // > pc), slightly above the point where 

antiferromagnetic order is destroyed and superconductivity is realized. 

One of the many features that distinguish the high temperature supercon­

ductors from conventional metallic superconductors is the nature of the order 

parameter or gap in the quasiparticle excitation spectrum, A. Experiments 

have shown that the superconducting objects have a charge 2e, and therefore 

Cooper pairs are formed as in the BCS theory of superconductivity. In the 

conventional BCS theory of metallic superconductors the symmetry of the 

gap is 5-wave. Therefore, as one traverses the Fermi surface in momentum 

space the gap remains constant and nonzero. This leads to all quasiparticle 

excitations having a gap. In contrast, it is well established that the symmetry 

of the gap in the high temperature superconductors is d-w&ve As one goes 

around the Fermi surface, the gap vanishes at the four nodes (kx = ±ky) 

resulting in gapless excitations. In other words, as a function of momentum 
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k the gap A is given as 

A{k) = A0(k2

x-k2

y) = Aocos20, 

where A 0 is the maximum value of the gap and <fi is the azimuthal angle in 

ft-space. The presence of gapless excitations at the four nodes kx = ±ky al­

ters various properties such as the penetration depth, in the s-wave case the 

temperature dependence is ~ e~Ao/ /T while the penetration depth in a d-wave 

superconductor has a linear temperature dependence. The d-wave symme­

try of the order parameter has been verified experimentally by measuring 

the linear temperature dependence of A(T) [40]. In addition, angle resolved 

photoemission measurements [80] also provided direct evidence for nodes in 

the gap. Now that we have given a very basic introduction to the cuprate 

superconductors, will now proceed in the next section by reviewing one of 

the current theories of the high temperature superconductors, the 50(5) the­

ory of high-temperature superconductivity. In addition, we will discuss the 

properties of the vortices that are present in these type-II superconductors. 

7.3 Vortices in the SO(b) theory of 

high-temperature superconductivity 

In the pursuit of a unified theory of high temperature superconductivity and 

antiferromagnetism, Zhang proposed the 50(5) theory of antiferromagnetism 

(AF) and d-wave superconductivity (dSC) in the high Tc cuprates [103]. The 

order parameter for antiferromagnetism is the Neel vector rh which is a vector 

under the action of the group 50(3), the group of 3-d spatial rotations. On 



Chapter 7. Vortons in the 50(5) Model of High Tc Superconductivity 116 

the superconducting side, the relevant order parameter is the complex super­

conducting order parameter ip, which describes the gap in the electron spec­

trum. The effective Lagrangian for ip is invariant under the group U(l). The 

big step that Zhang originally proposed is that the two symmetry groups can 

be combined within a larger symmetry group, namely, 50(5). This means 

that the three component vector in and the complex order parameter ip can 

be combined to form a "superspin" vector ft = [ipi, mi, rri2, m^, ip^) which 

transforms under the group 50(5). The presence of doping in the cuprates 

actually breaks this symmetry down to 50(3) x (7(1). At low doping, the 

AF phase is favored, corresponding to nonzero expectation value for |m|, 

{{\ip\) = 0 and (|m|) ^ 0). As the doping is increased eventually the dSC 

phase becomes energetically favorable with ^ 0 and (\rh\) = 0. As 

Zhang originally discussed in [103], the region of intermediate doping (near 

the AF-dSC phase boundary) should be characterized by conventional super­

conducting vortices, but possessing antiferromagnetic cores. This suggestion 

was verified by various groups who looked for numerical solutions of the clas­

sical equations of motion for different parameters [1, 7, 59]. Furthermore, 

there has been recent experimental evidence that suggests this theoretical 

picture may be correct [29, 50, 51, 64, 66, 67, 94]. 

The effective Lagrangian which describes the 50(5) theory of high tem­

perature superconductivity is very similar to the one used in Chapters 4 and 

5, aside from numerical constants of course. We will make use of the results 

given in Chapters 4 and 5 throughout this chapter. In the present chap­

ter we will show that is it possible to have loops of dSC vortices with AF 

cores that are classically stable objects (vortons). The source of this stabil-



Chapter 7. Vortons in the 50(5) Model of High Tc Superconductivity 117 

ity is the presence of conserved charges trapped on the vortex core, leading 

to nonzero angular momentum as discussed in Chapter 5. Conservation of 

angular momentum prevents the vortex loops from shrinking and eventually 

disappearing. The presence of the AF condensate is crucial, as it is what 

allows the vortons to carry angular momentum and become classically stable 

quasiparticles. 

We will now review the work of [1, 7, 59, 103], where it was shown that 

vortices with nontrivial core structure similar to the ones discussed in Chap­

ter 4 for high density QCD are present within the 50(5) theory of high 

Tc superconductivity. This will be beneficial in order to make analogies 

between condensed matter physics and particle physics. The effective La­

grangian which describes the Neel vector fh and dSC order parameter tp in 

the presence of a zero external electromagnetic field is given by [103] 

C = | ( |5 t m| 2 + | ^ r ) - f ( |Vm| 2
 + |Vm| 2) 

+ ( ^ - a ) | m | 2 - a | ^ | 2 - ^ | m | 4 - ^ | 4 - 6 | m | 2 | V ' | 2

) (7.2) 

where we have neglected the electromagnetic contribution to the vortex struc­

ture. Actually, one can show that the electromagnetic field does not change 

the qualitative effects which are the subject of the present chapter, and there­

fore, will be ignored in what follows. We will also assume that the d-wave 

symmetry of the order parameter ip can safely be neglected as in the original 

proposal of the 50(5) model [103] (only the magnitude of the order \ip\ is 

important in what follows). Here x is the susceptibility and p = h2/m* is the 

stiffness parameter. In reality, we know that the properties of x and p are 

different in different directions. However, when we discuss the topological 
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properties of the configuration this difference can change the quantitative 

results but cannot change the qualitative picture. The Neel vector has three 

spatial components m = (mi, m 2 , m3) and the superconducting order param­

eter is a complex field ib — tpi + iip2- The parameters of the above effective 

Lagrangian are given by: 

a < 0, b > 0, (7.3) 

g = Axipl-n2). (7.4) 

where p is the chemical potential (or doping, not to be confused with the 

chemical potential for QCD in the previous section), \xc is the critical chemi­

cal potential which defines the AF-dSC phase boundary, and £ is the coher­

ence length. The anisotropy g is included which explicitly breaks the 50(5) 

symmetry in the following fashion, 50(5) —>• 50(3) x U(l). If g = 0 then 

the 50(5) symmetry is restored and the order parameters in and ip can be 

organized into a superspin order parameter n — (ipi, mi, m2, m,3, ̂ 2) which 

transforms in the vector representation of 50(5), as Zhang originally pro­

posed in [103]. In the following we will consider p > pc and g < 0 so that 

we are in the dSC phase and = ^\a\/b and (|m|) = 0 in the bulk. One 

immediately notices that the form of the Lagrangian for the 50(5) theory 

is very similar to the Lagrangian used to describe K-strings in high density 

QCD (4.20) in Chapter 4. In particular, the key element in the construction 

of the vortices with nonzero condensate in the core, the asymmetry param­

eter, is determined by the magnitude of 5m2 in Eq. (4.20). For the 50(5) 

theory it is replaced by the parameter of anisotropy g in Eq. (7.4). 
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A nonzero vacuum expectation value for ip signals the onset of super­

conductivity and the breaking of the U(l) symmetry. It is well known that 

stable vortices can form since the topology of the vacuum manifold is that of 

a circle. Analogous to the situation for high density QCD, for a certain range 

of the anisotropy parameter g these vortices should have an antiferromag-

netic core ((|m(r = 0)|) ^ 0). This was originally pointed out by Zhang [103] 

when he introduced the 50(5) model and further studied in [1, 7, 59]. Sim­

ilar to the K vortex/condensate solution given by Eq. (5.11), these vortices 

are described by the following static field configurations: 

where <p is the azimuthal angle in cylindrical coordinates, o is the parameter 

obeying the relation 0 < o < 1, and fh is an arbitrary unit vector. As before, 

f(r) and g(r) are solutions to the classical equations of motion satisfying 

the boundary conditions /(0) = 0,/(oo) = 1 and g'(0) = 0, g(oo) = 0, 

and g(0) = 1. The width of the vortex determined by the profile function 

/ is approximately given by the coherence length (7.5), 5^ & £. The width 

of the condensate in the core (if it forms) is estimated to be of the order of 

5m « 1 / - \ /TM ~ (A*2 — Pc) a n d becomes very large at the phase boundary. 

Using what we have already learned from QCD and the results from earlier 

work on these vortices [1, 7, 59], we can immediately summarize the main 

features of these objects. Numerical calculations in [1] confirm that as the 

anisotropy parameter \g\ is decreased, the size and width of the condensate in 

the core increases. We will support these numerical calculations using some 

(7.6) 

(7.7) 
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analytical arguments given below. 

The free energy (per unit length) obtained from the Lagrangian (7.2) is: 

I = J d2r [| (\dtrh\2 + W\2) + \(I Vm| 2 + | W | 2 ) 

- (|a| + p ) H 2 - | a | | ^ | 2 + ^ | m | 4 + ^ | 4 + 6|m|2|^|2| . (7.8) 

If anisotropy g = 0 we know from topological arguments that this theory does 

not possess any vortices since the vacuum manifold is that of a 4-sphere and 

therefore does not have noncontractible loops. If \g\ is relatively large, then 

the residual symmetry group has a subgroup U(l) and the vacuum manifold 

is that of circle, leading to the formation of classically stable global vortex 

solution described in terms of ij; field with a typical profile function when 

\tb(r = 0)| =0 and \ip(r = oo)| = ^\a\/b. From these two limiting cases, 

as discussed in Chapter 4, it is clear that there should be some intermediate 

region that somehow interpolates (as a function of g) between the two cases. 

The way this interpolation works is as follows (see Chapter 4 where the phys­

ical picture is quite analogous to the present case). At some finite magnitude 

of g, an instability arises through the condensation of m-field inside of the 

core of the vortex. As the magnitude of g decreases, the size of the core 

becomes larger and larger with nonzero values of both in and ip condensates 

inside the core. Finally, at g = 0 the core of the string (with nonzero con­

densates m and ifi) fills the entire space, in which case the meaning of the 

string is completely lost, and we are left with the situation when the 50(5) 

symmetry is exact: no stable strings are possible. 

In order to estimate that critical value of the parameter g = gciit where 

an AF core forms inside the vortex, the same method can be applied as 
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described for the QCD color superconductor in Chapter 4. We will use the 

following change of variables in order to express the free energy in terms of 

dimensionless variables only: 

Expanding the expression for the change in the free energy (7.8) in the back­

ground of a ip vortex solution given by Eq. (7.6) and keeping only quadratic 

terms in m, we have: 

~ = o2^Jd2r'g(r')[H + e}g(r'), (7.10) 

where 

6 = - ? > ' ; £ M I - ' V > 1 - <7.ii> 

e = M-4X<S->Z\ (7.12) 
|a| |a| 

Since we are working in the dSC phase g < 0 the perturbation e > 0. We have 

now cast the change in the free energy in the exact same form as we did for the 

QCD vortices in Chapter 4. The problem is now reduced to the analysis of the 

two-dimensional Schrodinger equation for a particle in an attractive potential 

V(r') = — [1 — f2(r')]. As before, this potential is negative everywhere and 

approaches zero at infinity. This means that the ground state eigenfunction 

Hgo — Eg0 has a negative eigenvalue E. The instability with respect to the 

formation of the AF condensate in the core occurs not for an arbitrarily small 

negative eigenvalue E, but when the absolute value of \E\ is large enough 

to overcome the positive contribution due to e. Therefore, we immediately 

see that an AF core forms if E + e < 0. If \g\ is greater than some critical 
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value pcrit then it is not energetically favorable for an antiferromagnetic core 

to form, and dSC vortices will possess a normal core where the symmetry is 

restored. Following the same procedure as in the QCD case, we have: 

= 4 x ( / * 2 - ^ ) ^ 0 2 ( 7 1 3 ) 

l°l l a l 
where for numerical estimates we used the variational approach developed in 

[42]. 

Above we have reviewed the basic properties of superconducting vortices 

with an antiferromagnetic core within the 50(5) theory of superconductivity. 

We should emphasize once more that all results presented above are not new 

and have been discussed previously from a different perspective. Let us repeat 

the main results of this section once again: If g = 0 then the dSC vortices 

are unstable. If 0 < \g\ < gcr\t then an AF core will form inside the dSC 

vortices. The width of the AF core in this case becomes larger and larger 

when we approach the phase transition line, i.e. g —>• 0. Finally, if \g\ > gCT-xt 

then the dSC vortices will have a normal core when symmetry is restored 

and \m\(r = 0) = \ip\(r = 0) = 0. In what follows we will always be working 

in the region of the phase diagram where 0 < |^| < <?crit and dSC vortices 

have an AF core (which will be referred to as dSC/AF vortices). Now we will 

proceed to the next section and introduce vortons, loops of dSC/AF vortices 

which are stabilized by angular momentum. 
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7.4 Vortons in high temperature 

superconductivity 

We will now consider the interesting possibility that loops of the dSC/AF vor­

tices (vortons) can exist as classically stable objects (and at least metastable 

quantum mechanically). Vortons are also present within high density QCD 

as discussed in Chapter 5 of this thesis. 

As Davis and Shellard originally pointed out in [30, 32, 33], if one has a 

theory which contains vortices with a condensate trapped on the core then 

loops of such vortices can form which are stabilized by angular momentum 

alone. We will consider a large loop of string of radius R >• 6, where 6 is 

the vortex thickness, so that curvature effects can be neglected. The z-axis 

is defined along the length of the string, varying from 0 to L = 2nR as' 

one goes around the loop. Although we are considering a circular loop for 

simplicity at the moment, we realize that this is probably not the relevant 

physical case. The results we will discuss in this section should not depend 

on the geometry of the loop, the important point is the presence of conserved 

charges which are trapped on the vortex leading to stability. In reality, the 

final stable configuration of these vortex loops is probably a more complicated 

shape because of the quasi two-dimensional nature of the high temperature 

superconductors. In particular, we have neglected the difference between the 

transverse and tangential spatial directions in our treatment of the problem. 

The appropriate calculations would include this difference and lead to an 

asymmetric shape. However, we neglect these complications at this stage. 

In order to make an analogy with the QCD case where the condensate on 
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the core is described by a complex field, we are free to represent two degrees 

of freedom represented by a unit Neel vector rh, rh2 = 1 defined by Eq. (7.7) 

in terms of a single complex field $ as, 

+ $ -$* l — |$|2 

m = \1 + | $ | 2 ' + | $ | 2 ) ' 1 + | $ | 2 

where $ = |$|e i a (this is simply the projection of the unit sphere onto the 

complex plane). At this point we are free to pick the direction of the Neel 

vector. For a background classical field describing a vortex defined along 

the z direction, we will pick rh to lie in the xy-plane so that mz = 0. We 

should note that all calculations and results which follow do not depend 

on the particular choice of rh that we have made above. However, we do 

expect that this will turn out to be the lowest energy configuration when 

higher order derivative terms are included in the free energy (see below). 

We neglect fluctuations of the absolute value |$| in the description of the 

classical background and only consider variation of its phase a. In this case, 

we have |$| = 1 for the classical background field as it follows from the 

transformation (7.14), and rh simplifies to: 

m = i ( $ + $ * , i ( $ * - $ ) , 0 ) . (7.15) 

with |$| = 1 fixed. The condensate |$| ^ 0 can carry currents and charges 

along the string so we will represent it by the following ansatz which describes 

the dependence of these excitations on z and t: 

$ = |$|e"*(*.*) — \^\e^kz~utK (7-16) 

With this redefinition of the fields, the kinetic term acquires two additional 

(7.14) 
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terms due to the (z,t) dependence.of the phase in the core: 

| [|90m|2 - v2\dzm\2} -> (7.17) 

|m 2 ( r ) [{d,a{z,t))2-v2{dza{z,t))2], 

where v2 = p/x- As in Chapter 5, we will define a charge N which is 

topologically conserved: 

" - / „ £ ( £ ) - * * ™ 

where the path C is defined along the vortex loop and we assume that to and 

k are some constants along the loop. Since a can change by multiples of 2 7 T 

in circling the vortex loop, N must be an integer. This is required in order 

for the condensate m to remain single valued. 

In addition to the topologically conserved winding number N, there also 

exist the standard Noether charges and currents which can be trapped on 

the vortex core associated with the parameter to, k included in the phase a 

above. In our case, the relevant symmetry, 50(3), implies a conservation of 

three Noether charges: 

Qk = f d3rj°k = iXf d3r[(d0ma) (Sk)ab mb], (7.19) 

while the corresponding three currents are: 

Jl = f d3rfk,= -ip jd3r[{dzma) (Sk)ab mb], (7.20) 

where Sk are the three generators of 50(3). 

A vortex loop with nonzero Noether charges Qk and topological charge 

N trapped on the core is described by an ansatz of the following form which 
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depends on the position r = (r,<j),z) and time t as (using Eqs. (7.6), (7.7), 

(7.14), and (7.16)): 

i> = ]f^f(r) e» (7.21) 

rh — oy-rgir) (cos(kz — cot), sm(kz-cot), 0), (7.22) 
V o 

where as in the previous section f(r),g(r) are solutions to the classical equa­

tions of motion obeying the appropriate boundary conditions. 

For the solution given by Eq. (7.22) we have a nonzero Noether charge 

Qz which is trapped on the vortex core: 

Qz = xLcoZ, (7.23) 

where E is defined as as the integral of \rh\2 over the vortex cross section: 

E = J d2r \rh\2. (7.24) 

We should note that for a different choice of the direction of Neel vector rh. 

the conserved charge which is nonzero would be different. The important 

point is that a nonzero charge will always be present independent of the of 

the Neel direction m. 

As discussed in Chapter 5, these vortons are spinning and carry angular 

momentum. The vortons are stable against shrinking due to the conservation 

of the angular momentum. To calculate the angular momentum of a vorton 

with nonzero charges N and Qz trapped on the core, we use the standard for­

mula for the angular momentum expressed in terms of the energy-momentum 

tensor: 

Mij = J d3r{T0iXj - TQjXi), (7.25) 
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which can be approximated for a large vorton in the plane as 

M 

= 2TTXR2OJ k S . (7.26) 

The angular momentum points in the direction normal to the surface formed 

by the vorton. Angular momentum M [Eq. (7.26)], which is essentially the 

product of two charges N and Qz is also nonzero when both charges N and Qz 

are nonzero. In the discussion above we neglected the higher order derivative 

terms. In particular, there will be some correlation between the charge Qi 

(7.19) and the momentum along the vorton Pi = T0i in the expression for 

the free energy (~ T0iQi). Such a correlation implies that the ansatz (7.15) 

will represent the lowest energy configuration if the angular momentum M 

(7.26) points in the direction normal to the surface formed by the vorton. 

We will assume that we now have a vorton configuration with nonzero 

values of N and Qz. In order to assign specific numbers for these quantities 

one must look at the mechanism of formation. We will not address such 

complex issues in this chapter and simply assume that there is some nonzero 

probability for a vorton to form. For recent work on the issue of vorton 

formation we refer the reader to [62]. The free energy of a vorton can be 

obtained by substituting Eqs. (7.21) and (7.22) into Eq. (7.8): 

the fact that m is a solution to the equation of motion and represent the free 

T J d'r [ | ((W

2 + „ 4 V)m 2 + vl{Vrmf + v]\V^)) 

(|a| + ~g)m2 - | a | M 2 + him" + | ^ | 4 + 2m 2|^| 2)l , (7.27) 

where m = Oy/\a\/b g(r). We can simplify this expression further by using 
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energy in the following way: 

T = L L r ^ ln(A/£) - + X ^ 2 S (7.28) 

where we have defined the quantity S 4 for brevity: 

E 4 = (7.29) 

The first term in Eq. (7.28) is simply the energy from the dSC vortex with no 

condensate present in the core (to logarithmic accuracy). Here A is the long 

distance cutoff which must be included to regulate the logarithmic divergence 

of the normal global string. The long distance cutoff is typically the distance 

between vortices, so in our case we will take A = L where L is the length 

the vortex loop. The second term is negative, reflecting the fact that it 

is energetically favorable to have an AF core. And the third term is the 

additional contribution to the energy due to nonzero Qz (N). 

There are various cases which must be considered, vsk > ui, vsk < ui, and 

vsk = ui. Notice that the effect of having nonzero k and ui is the addition of 

a masslike term for rh to the Lagrangian: 

If vsk > ui then the effect of a nonzero vsk,u> is to add a positive mass 

term for \m\ to the Lagrangian. This counteracts the effects of the negative 

mass term in the original Lagrangian (7.2). Since k ~ 1/L quenching occurs 

and the size of the condensate £ decreases as the vortex loop gets smaller. 

Conversely, if a; > vsk one has the opposite situation and anti-quenching 

occurs. As the vortex loop shrinks, the size of the condensate S gets larger 

5C = ^{ui2-v2

sk2)m2. 
2 

(7.30) 
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as one would expect. The different cases have been examined using numerical 

calculations in [30, 32]. Recall, Eq. (7.23), where co is given as 

As Davis and Shellard point out in [32] if co starts out less than vsk quenching 

occurs and forces co increase faster than Qz/L. In the opposite case where 

co > vsk antiquenching occurs and therefore co increases more slowly than 

Qz/L. The important conclusion that was drawn from this analysis is that 

co/(vsk) —>• 1 is an attractor [32]. As a loop shrinks co/(vsk) approaches 1 

and the quenching (or antiquenching) slows and the eventually stops leaving 

a classically stable vorton behind. Therefore, for simplicity we will focus on 

the so called chiral case when co — vsk which is the most stable configura­

tion. Realistically, we know that the periodic structure of the material of the 

superconductor breaks the rotational symmetry, leading to non-conservation 

of angular momentum (it can be transferred to the material). However, the 

topological charge N is still a conserved quantity. Therefore, for the chiral 

vortons, Q ~ N is also conserved due to relations (7.18) and (7.23). For such 

configurations, stability is ensured. When co ̂  vsk, the transfer of angular 

momentum to the lattice is possible, eventually settling to the chiral case 

with co — vsk. 

In the chiral case the size of the condensate £ is independent of N,QZ,L 

and the free energy (7.28) can be written as: 

Qz (7.31) co = —-

(7.32) 

pr rM ln(A/0 - £ E 4 
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where a s t r is the string tension of the bare dSC/AF vortex with Qz — N = 0 

and k is expressed in terms of the conserved winding number N according to 

Eq. (7.18). Written in this form, it is immediately obvious that for a given 

nonzero value of N the free energy has a minimum at L — LQ: 

N 1 I*** (7.33) 
L0 2TV\I p£ 

We can give a crude estimate of the winding number density, n 0 = N/L0, of 

a stable vorton configuration, 

£ ~ a ' ^ C (7.34) 

astr ~ P y , (7.35) 

where 6m is the width of the condensate. This gives us: 

w0 = T^- ~ j - ~ VW\ ~ V^X(P2 ~ P2

C), (7-36) 
ô om 

which is approximately the inverse width of the condensate. As expected, 

the winding number density n 0 does not depend on the large number N, but 

depends only on the internal structure of the vorton, i.e. on the width of 

AF condensate in dSC vortex core. Equation (7.36) tells us that as one goes 

around a vorton the direction of the Neel vector m varies over a distance scale 

~ SM, the width of the condensate. As the doping is decreased and the AF-

dSC phase boundary is approached from above the width of the condensate 

increases. For a given value of N(QZ) (determined at the time of formation) 

the size of a stable vorton increases as one approaches the AF-dSC phase 

boundary. 

The discussion above has shown that vortons are indeed classically stable. 

This would imply that on the quantum mechanical level such quasiparticles 
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are at least metastable. As we have mentioned in Chapter 5, the issue of 

quantum stability of vortons was addressed in a recent paper [14]. In this 

paper they calculated the lifetime of a vorton with Q = 0, N ^ 0 (pure 

current case). The mechanism of decay is some quantum mechanical tunnel­

ing process where the condensate instantaneously goes to zero on the core, 

allowing the winding number to decrease by one unit from N to N — 1. 

7.5 Conclusion 

In this chapter we have reviewed the dSC vortices which have an antiferro­

magnetic core within the 50(5) theory of high temperature superconductiv­

ity [1, 7, 59, 103]. We have compared these dSC/AF vortices with similar 

vortices which arise in a completely different context, high density QCD (as 

discussed in Chapter 4). 

The main point that was presented in this chapter is that loops of dSC/AF 

vortices, called vortons, can exist as classically stable objects in the absence 

of an external magnetic field. The source of the stability of these vortons is 

the conservation of angular momentum that counteracts the string tension, 

which "prefers" to minimize the length of the vortex loop. The fact that 

there is a condensate trapped on the vortex core is crucial for the stability of 

vortons. It is the condensate which allows nonzero charges to be trapped on 

the core, leading to the presence of nonzero angular momentum. It remains 

to be seen if such quasiparticles will be important for the physics of the high 

Tc superconductors. In what follows, we will provide arguments supporting 

the idea that the vortons can play a key role in AF-dSC phase transition. At 
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this point we consider the vorton mechanism driving AF-dSC phase transition 

as a conjecture. 

The first argument goes as follows. As we have shown above, for a given 

value of N there exists classically stable vorton configurations with size L 

and fixed ratio N/LQ ~ l/#m, where 5m is the width of the condensate 

that is trapped on the vortex core. As one decreases the doping parameter 

and approaches the AF-dSC phase boundary, the width of the condensate 

Sm increases. This is the direct consequence of the fact that the asymme­

try parameter \g\ becomes smaller and smaller when the phase boundary is 

approached. From the relation LQ/N ~ 5m given above, this would imply 

that L 0 , the length of a classically stable vorton, must increase. Decreas­

ing the asymmetry parameter \g\ ~ ^x(p2 — pi) further would result in a 

large vorton with a large core size. The volume of the regions filled with 

the AF state behaves like VAF ~ Lo^W ~ l#l~3^2- When the phase transition 

line is approached, the regions with the AF state fill the entire sample. At 

this point the AF-dSC phase transition occurs. Our approximations are no 

longer valid at this point, because our description assumes that the vorton 

core size is much smaller than L and the interaction between strings can be 

neglected (plus many other assumptions that we have made). These assump­

tions certainly fail in the vicinity of the phase transition. Nevertheless, the 

fact that the size of the AF regions inside of the dSC phase increases rapidly 

when the AF-dSC phase transition is approached should be considered as a 

strong argument in favor of the vorton mechanism driving the AF-dSC phase 

transition. 

We would also like to make the observation that on the other side of the 
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phase transition boundary, in the AF state, there are quasiparticles (hedge­

hogs) whose cores are in dSC phase [39]. Therefore, one can imagine a 

situation where one type of quasiparticles (dSC vortices with an AF core) 

becomes a different type of quasiparticles (AF hedgehogs with a dSC core) 

when the doping parameter decreases and the phase transition line is crossed. 

The next natural question to ask is as follows: let us assume that vortons 

are the relevant quasiparticles which drive AF-dSC phase transition at small 

temperatures. Can the same vortons be an essential part of the dynam­

ics when the temperature T (rather than the chemical potential p) crosses 

the superconducting phase transition at Tc? If the answer is positive, we 

would have a nice unified picture for two different phase transitions on the 

(T, p) plane. We believe the answer is positive as the arguments given below 

suggest. 

We start by reminding the reader that the pseudogap phase is character­

ized by the temperature Tc < T < T*, when the Cooper pairs are already 

formed but the long-range phase coherence sets in only at the much lower 

temperature T c C T * . It is believed that in this regime the phase order is de­

stroyed by fluctuating vortices of the Cooper pair field tb above Tc [28, 102]. 

It is quite natural to identify our vortons (loops of vortices) sliced by a 

two dimensional plane with vortex-antivortex pairs with distinct experimen­

tal signatures from Ref. [28, 102]. In this case, since underdoped cuprates 

are effectively two-dimensional, at finite temperature the loss of phase order 

may be expected to proceed via the Berezinsky-Kosterlitz-Thouless phase 

transition. In this case, the vortons discussed in the present chapter, being 

sliced by the two-dimensional plane, become the vortex-antivortex pairs an-
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alyzed in Ref. [28, 102] and could be responsible for the phase transition 

at Tc. However, the picture of the phase transition here is quite different 

from what we previously discussed regarding the AF-dSC phase boundary. 

In the present case, when T crosses Tc the transition happens because the 

vortex-antivortex interaction potential is proportional to p7r|a|/61n(a;i — x2) 

and not because the seeds of a new phase (the vorton cores) fill the entire 

space. This is the typical two dimensional form due to the global nature of 

the vortices (local strings do not possess this feature). The volume occupied 

by the vortex cores at this point is still much smaller than the volume of the 

system. It is well known that such a logarithmic interaction is a key element 

for understanding the Berezinsky-Kosterlitz-Thouless phase transition. 

Encouraged by the argument given above, we extend our conjecture and 

assume that the same quasiparticles, vortons, are responsible not only for 

the AF-dSC phase transition but also for the phase transition separating 

the pseudogap and dSC phases at temperature Tc when u. > pc. The nat­

ural question to ask is: how does the critical temperature Tc(p) depend 

on the chemical potential \x within this conjecture? To answer this ques­

tion we recall that the critical temperature Tc for the Berezinsky-Kosterlitz-

Thouless phase transition is proportional to the strength of the logarithmic 

interaction mentioned above. In our case it is nothing but the string ten­

sion determined (mainly) by the vacuum expectation value of the ip field, 

Eq. (7.32), i.e. Tc ~ astT. When /j, = pc the asymmetry parameter is zero 

and (ip2) = \a\/b is determined by the unperturbed coefficients a, b. The 

simplest way to determine how the expectation value of the field ip varies 

when \i increases is to introduce the asymmetry parameter in the "symmet-
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ric" manner1 Fasym = —Qi^2 — l^l 2 ) such that negative g corresponds to the 

condensation of the ip field, and positive g corresponds to the condensation 

of the m field. This asymmetry parameter enters the string tension in dSC 

phase as follows, astT ~ (|a| — g)/b, g < 0. From this expression one can 

immediately deduce that a s t r (and therefore, Tc) will increase with p when 

g, being negative, becomes larger and larger in magnitude. It is interesting 

to note that the very same conclusion has been reached in the original paper 

[103], where the increase of Tc with chemical potential was explained as a 

result of mass increase of the n triplet (see [103] for details). 

Having presented our arguments supporting the conjecture that vortons 

might be the relevant degrees of freedom in the dSC phase at zero external 

magnetic field, we now conclude with a few remarks on how this picture can 

be experimentally tested. First, the possible experimental methods (such as 

pSR and inelastic neutron scattering) for observing AF vortex cores were 

discussed in Ref. [7] and we shall not repeat their analysis. However, we 

should mention that the fact that the AF cores do appear in the vortices 

[29, 50, 51, 64, 66, 67, 94] suggests that the 50(5) model of high Tc super­

conductivity may be correct. Our original remark here is that the AF vortex 

core size is on the order of dSC coherence length far away from the point 

g = 0, and becomes larger when the chemical potential approaches pc at 

zero external magnetic field. We expect that the average size (L) of vortons 

grows with temperature, and therefore, correlations between AF cores will 

grow with temperature as well. Similar behavior is expected to occur when 

p approaches pc at a fixed temperature. In this case the effect is expected 

^ h i s defini t ion of a symmet ry is different from what we used i n the rest of the chapter. 
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to be even more pronounced because the volume occupied by the AF cores 

grows as |g|~3/2, as discussed above, and therefore the correlations as well as 

the magnitude of the local electron magnetic fields should scale accordingly. 

This picture suggests that the AF correlation length is proportional to L 

and could be very large, much larger than any other scale of the problem. 

Apparently, such large AF correlation lengths have already been observed 

in [50, 51] and we would like to argue that this correlation is related to our 

vortons. One should remark here that such a large correlation length can­

not be simply explained by the interaction between vortices (which have size 

£ ~ 20 A) because it would lead to a strong dependence on the Neel tem­

perature as a function of the intervortex spacing controlled by the external 

magnetic field, while observations suggest that the Neel temperature is field 

independent [50, 51]. 

All the effects previously mentioned require the existence of the AF core 

in the vortex and they are not specifically sensitive to the existence of vortons, 

which is the subject of this work. The main feature of the vortons is that 

they can carry angular momentum [see Eq. (7.26)] and provide large AF cor­

relation lengths (see discussion above). Therefore, these excitations should 

be present if a dSC sample is rotated with nonzero angular momentum. The 

situation is very similar to the 3 He and 4He systems where superfluid vor­

tices can be studied by rotating liquid helium in a can. In many respects 

our vortons are similar to rotons, and presumably can be studied in a similar 

way using the technique developed for these systems. 
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Chapter 8 

Summary and Outlook 

In this thesis we have presented various topological defects in the context 

of high density baryonic matter and high temperature superconductivity. 

In QCD at large baryon density the condensates (qq, K°) that are formed 

spontaneously break various symmetries of the QCD Lagrangian that are 

respected at low baryon density. A consequence of this symmetry breaking 

is the formation of various topological defects. The domain walls, strings, 

and vortons that are present in high density QCD (discussed in Chapters 3, 4, 

and 5 of this thesis) may prove to be important for the physics of the interior 

of a neutron star, where the color superconducting phase of QCD may be 

realized. The application of these topological defects to neutron star physics 

is an interesting direction for future research, requiring extensive analytical 

calculations and numerical computations. We will briefly outline some of the 

outstanding problems below: 

• Glitches. The rotational rate of a neutron star decreases over time 

as a result of magnetic torque. Glitches are periodic jumps in the 

rotational frequency, with Af2/f2 ~ 10~8 — 10~6. The origin of these 

glitches is presently unknown, and they are thought to originate in the 

core of neutron stars, where the CFL+A"0 phase of high density QCD 

may be the correct ground state. As our estimates given in Chapter 5 
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indicate, if-vortons may carry angular momentum more efficiently than 

the usual way of carrying angular momentum in a superfluid state, 

which is straight vortices. The glitches may occur when a vorton(s) 

collides with the crust of the neutron star, resulting in the transfer of 

angular momentum and the observed increase in the rotational rate. In 

order to make a more definitive statement one must study the vorton 

dynamics. Specifically, it would be interesting to understand the the 

rate of formation, the interaction with the environment (such as the 

electric and magnetic fields), and an estimate of the lifetime (due to 

electromagnetic and weak interactions). 

• Cooling. The conventional picture of the way a neutron star cools 

is through the emission of neutrinos. In the CFL+if 0 phase of high 

density QCD, the presence of if-vortons could alter the mean free path, 

as the cross section for neutrino-vorton scattering may be quite large, 

similar to the Aharonov-Bohm interaction of cosmic strings with matter 

[5]. 

• Magnetic Fields. The if-vortons discussed in this thesis are macro-

scopically large (compared with other scales) electrically charged ob­

jects due to the presence of the i f + condensate that is trapped on the 

core of the vortons. These defects could alter the electromagnetic fields 

present in the core of neutron stars. In addition, the U(1)A strings that 

are attached to the U(1)A domain walls of Chapter 3 could also prove 

to be important. Although, they are not electrically charged, they cou­

ple to electromagnetism due to the "rotated" electromagnetism that 



Chapter 8. Summary and Outlook 139 

remains unbroken in high density QCD [38]. 

In Chapter 6 we have studied aspects of nuclear matter at densities 

slightly below the critical density where the color superconducting phase 

occurs. This phase is mainly composed of neutrons, with a small amount 

of protons and electrons. The neutrons form 3P2 Cooper pairs and Bose 

condense to a superfluid state, while the protons form 1S0 Cooper pairs and 

Bose condense to give a superconductor. We have shown that contrary to 

the standard picture, the proton superconductor may exhibit type-I rather 

than type-II superconductivity. This result could have various implications: 

• Glitches. As mentioned above, glitches are sudden jumps that are 

observed in the rotational rates of neutron stars. In the superfluid 

core, it is the neutron vortices that carry angular momentum. The 

conventional picture is that the core is also characterized by a proton 

condensate that exhibits type-II superconductivity. The magnetic flux 

tubes that are present (due to the magnetic field) pin the neutron vor­

tices [75]. As the the neutron star's rotational frequency decreases, 

the density of vortices in the superfluid core must also decrease, since 

the number of quantized vortices is proportional to the total angular 

momentum. However, if the neutron vortices (that carry angular mo­

mentum in the superfluid state) are pinned by the presence of magnetic 

flux tubes, there cannot be a continuous release of the neutron vortices 

as the period increases. As the rotation rate decreases, the stress on 

the vortices increases eventually overcoming the pinning forces holding 

them in place. The release of a large number of vortices leads to the 

transfer of angular momentum from the core to the crust, resulting in 
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a glitch in the rotational rate of the star. We have demonstrated in 

Chapter 6 that the proton superconductor may actually be a type-I 

superconductor. If this is the case, models for glitches that rely on 

neutron vortex-magnetic flux tube interactions [75] would have to be 

reconsidered. It would be interesting to consider the effect the pres­

ence of a nonzero proton condensate would have on the structure of 

the neutron vortices that carry angular momentum. In particular, the 

pinning force that is related to the size of the neutron vortex core [57] 

could be very different from the usual estimates. 

• Magnetic Field Structure. If the inner core of a neutron star exhibits 

type-I superconductivity it may .drastically alter the magnetic field 

structure. In this case the interior of a neutron star could consist 

of alternating domains of normal matter and superconducting (type-I) 

matter. This intermediate state of type-I superconductors was origi­

nally proposed by Landau [52]. The domains of normal matter support 

the magnetic field while the superconducting states exhibit the Meiss-

ner effect. The specific domain structure depends on various properties, 

such as the geometry. A complete understanding of the magnetic field 

structure in the interior of a neutron star would require detailed calcu­

lations. It would also be interesting to consider how the presence of a 

color superconducting core (which is not an electromagnetic supercon­

ductor) would affect the magnetic field structure when it is embedded 

in a type-I (proton) superconductor. 

In Chapter 7 of this thesis we have also introduced a new type of topolog­

ical defect in condensed matter physics, vortons in the 50(5) model of high 
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temperature superconductivity in the cuprates. There are also a number of 

outstanding problems in understanding the high Tc superconductors where 

vortons may prove to be important degrees of freedom: 

• Coexistence of Antiferromagnetism and Superconductivity. The vor­

tons that are present in the 50(5) model of high temperature super­

conductivity may provide an explanation of the coexistence of antifer­

romagnetism and superconductivity in the underdoped cuprates. In 

particular, experiments have suggested that up to 40% of the volume 

of the superconductors may be magnetically ordered regions that are 

15 - 50 A in size, even in the presence of zero external magnetic field 

[46]. As discussed in Chapter 7, our estimates indicate that the volume 

of the superconducting state that is antiferromagnetic scales with the 

doping parameter fj, as VAF ~ |<?|~ 3 /^i where g — Ax(p2 — p2)-

• Large Scale Magnetic Correlations. Recent experimental observations 

seem to indicate that the underdoped cuprate superconductors possess 

magnetism that is correlated over very large length scales (£ > 400 A), 

much larger than any length scale that is present in the system [51]. 

These large magnetic correlation lengths may be explained by the pres­

ence of vortons, as the interaction between the vortons is nontrivial due 

to the presence of the charges trapped on the core. These charges may 

lead to an attractive interaction between vortons. For a network of 

vortons, this attractive interaction could produce the observed large 

scale magnetic correlation lengths. 
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• Thermal Conductivity. The anomalous behavior of the thermal conduc­

tivity in the cuprates remains a mystery up to this point. In the un-

derdoped regime, the thermal conductivity of these materials increases 

when an external magnetic field is applied, contrary to the result in 

the overdoped samples [92]. It would be interesting to investigate if 

the addition of a new type of quasiparticles, vortons, could explain this 

result. 

It is known that the CFL+if 0 phase may be realized in nature in neutron 

star interiors [36, 68, 101] and in the violent events associated with collapse 

of massive stars or collisions of neutron stars. It has been recently argued 

[70, 105] that such conditions may also occur in early universe during the 

QCD phase transition. In this case it might be important for cosmological 

problems, such as the dark matter problem and baryogenesis [70, 105]. It 

would be very interesting to test some of the ideas outlined in this thesis by 

doing laboratory experiment in the spirit of the Cosmology in the Laboratory 

(COSLAB) program. In particular, if vortons are indeed the relevant degrees 

of freedom in the high Tc superconductors, it provides a unique opportunity 

to study cosmology and astrophysics by doing laboratory experiments in 

condensed matter physics. Over the last few years several experiments have 

been done to test ideas drawn from cosmology (see the review papers [48, 49, 

97] for further details). The study of topological defects in various systems is 

interesting as the applications seem to be wide, as we have eluded to above. 

We hope that the work done in this thesis will eventually help solve some of 

the problems listed above. 
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