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PULSED NUCLEAR MAGNETLC RESONANCE IN A
METAL SINGLE CRYSTAL

ABSTRACT

A pulsed nuclear magnetic resonance spectrometer
using phase sensitive detection was constructed for use
on metal single crystals. Its capabilities and limita-
tions were established, both experimentally and theoreti-=
cally,

The spin-lattice relaxation time was measured as a
function of temperature in aluminium, niobium and vana-
dium single crystals. An unsuccessful attempt was made
to measure the anisotropic spin-lattice relaxation time
in an isotopically pure tin single crystal. The orien-
tation dependence of the tin spin-spin relaxation time
was measured and analysed in terms of the random fluc-
tuation model of Anderson and Weiss. Values for both
the pseudo-dipolar and psuedo-exchange constants were
obtained.

Spin echoes were observed in the isotopically pure
tin and were used to measure the spin-spin relaxation
time. This was shorter than that measured from the
free induction decay. The reason for this could not be

determined.
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ABSTRACT

”Spin-lattice relaxation times have been measured in
metal single crystals with a pulsed nuclear magdetic reson-
ance apparatus at both room and liquid nitrogeq temperatures.
The values obtained for aluminium and vanadium agreed well
with the values given in the literature for powdered samples,
The niobium value was slightly lower than the most reliable
powder value, possibly because of impurities. Measurements
were made on isotopically pure tin to see if any anisotropy
could be detected in the spin-lattice relaxation time. No
anisotropy could be detected, but the crystal orientation
used was so unfavourable that an anisotropy of less than
about 50% could not be detected.

| The spin-spin relaxation time was measured in the
isotopically pure tin for five different magnetic field ori-
entations. These showed that exchange narrowing occurred,
With a suitable choice of operating conditions, the apparatus
measured the equivalent of the absorption mode in steady
state nuclear magnetic resonance as a function of magnetic
field orientation. This was combined with the spin-spin
measurements to give the complete orientation dependence of
the latter. These measurements gave a value of (2.1%0.3)Ke/s.
for the pseudo-exchange constant in tin. The pseudo-dipolar
second moment was found to be twice the dipolar second

moment.,
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Spin echoes were observed in the isotopically pure tin

and were used to measure the spin-spin relaxation time. These
gave values which were much shorter than those measured by free

Induction decays. The reason for this was not determined.
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INTRODUCTION

Ever since the early days of nuclear magnetic resonance,
experiments have been made on metals. These experiments were
always made on finely ground powders suspended in an insula-
ting oil. This 1is because of the rf skin effect which prevents
rf fields penetrating more than a few microns in a metallic
sample., Studies of spin-lattice relaxation, spin-spin relax-
ation, and the Knight shift were made on several metals and
were even extended into the superconducting region. These gave
considerable information on the spherically symmetric part of
the donduction electron distribution. It was soon found that
some lines were asymmetric(and this was correctly interpreted
as being due to an anisotropic Knight shift. By analysing the
asymmetric line shape, the magnitude of the anisotropic Kﬁight
shift could be obtained with considerable accuracy. ' Experi-
mental work was also extended to alloys and to liquid metals.
Later on the analysis of powder measurements was extended to
cover the case of the presence of an anisotroplc Knight shift
and a quadrupole interaction. More recently spin echo experi-
ments have been made on powders which directly give the
pseudo-exchénge strength.

Despite the considerable success of the powder method in
measuring anisotrppic properties, it seemed obvious to try and
directly measure anisotropic properties in a metal single
crystal. This was first done in this laboratory several years

ago, using a samble constructed from thin single-crystal slabs



separated by insulating iayers° The apparatus used a conven-
tional marginal oscillator and phase sensitive detection with
the sample cooled to liquid helium temperature to get an
adequate S/N ratio. Under favourable circumstances this was as
high as 50. In the first measurements, both the anisotropic
Knight shift and line widths were measured. Since then ex-
periments of this type have been made on several different
metals, both in this laboratory and elsewhere. Some of these
experiments detected details which were obscured by the
averaging overall orientations which ocdﬁrs in a powder
measurement. Early on it was found that a coil fairly tightly
wound on a cylindrical sample was just as good as thé layered
sample,

The aim of this work was to build a pulsed NMR apparatus
for single crystals which could be used in conjunction with the
steady state apparatus. Pulsed NMR measurements had never been
made in single crystals before, so that this work was of an
exploratory nature. In the eariy stages the apparatus worked
at 700Ke/s. This low frequency was chosen with the intention
of ultimately doing experiments on super-conductors. However,
it soon became clear that the S/N was going to be too small
at this frequency, so the apparatus was rebuilt to operate in
the frequency range 6Mc/s. to 1OMc/s. The apparatus worked
satisfactorily at these frequencies. For various experimental
reasons, measurements could not be made at liqhid helium tem-
peratures and this restricted the experiments which could be

done.
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The anisotropy in T, had often been observed in steady
state experiments. Anisotropy in T, had never been detected
since steady state apparatus is quite unsuitable for T, measure-
ments. Detection of any T, anisotropy was thus the main experi-
ment to be attempted. There is no theoretical estimate of the
magnitude of such an effect. All the theories developed so far
have only been applied to a cubic latticey; or else make assump-
tions about the conduction electron distribution which may not
be valid in a non-cubic lattice. It seems unlikely that an
anisotropic T, would occur for a spherical electron distribution
so that a search for T, anisotropy should be confined to metals
with a non-cubic lattice and an anisotropic Knight shift.

Because of the exploratory nature of this work, most of
the emphasis has been placed on the experimental aspects of
the topic, rather than on the theoretical side. The fragmen-
tary nature of the theory of NMR in metals was another incentiwe
for concentrating on the experimental nature of the problem.

The rudimentary state of the theories of spin-lattice
and spin-spin relaxation in metals is not surprising when its
complexity is considered. The main feature of the electronic
structure of metals have been known for about three decades.
They are described in terms of either free electrons, or else
by tightly bound elec¢trons. Most of the mechanisms involved
in NMR in metals can be qualitatively described in terms of
these models. However, a quantitative description is impossible
since many of the NMR properties are very dependent on de-
tails of the electron wave functions. A quantitative com -

parison of theoretical and experimental results must thus



await the compution of much more accurate electron wave func-
tions, Such a comparison would provide an exfremely sensitive
test of any computed wave function. However, it will be many
years before such a comparison is possible for any but the
simplest of metals.

In the first two chapters this basic theory of NMR in
metals is discussed and the properties of all the important
mechanisms involved are listed. The third chapter exhaustively
covers the experimental details. Somé of this overflows into
the Appendices. The results are given in the fourth chapter
and the thesis concluded with suggestions for future work.

Finally, a note on the units employed in this thesis.
For the classical electromagnetic sections M.K.S. units are
used, whilst c.g.s. units are used in all the quantum mech-
anical expressions. In the sections involving both electro-
magnetic and atomic considerations, the choice of units
depends upon the ultimate use of the expressions in the

section.



CHAPTER I

THE ELECTRONIC STRUCTURE OF METALS

'Accidental and Fortuitous Concurrence of Atoms.'

- Lord Palmerston.

The purpose of this chapter 1s to summarise the proper-
ties of the electronic structure of metals necessary for an
understanding of their nuclear magnetic resonance. It is
assumed that the reader is familiar with the concept of
Brillouin zones and Fermi surfaces, as described in the stan-
dard texts (9, 36, 37). The first section describes the
standard forms of electronic wave functions and their limi-
tations. The final section concerns the effects of a static
magnetic field upon the conduction electrons.,

The electron energy levels can, in priﬁéiple, be got
by solving the Schroedinger equation of all the electrons
and nuclel in the metal. This is an impossible task so a
much simplified model is adopted. The nuclei form a periodic
lattice and are surrounded by closed shells of tightly bound
electrons whose bnly effect is assumed to be to partially
shield the nuclear charge. There are also loosely bound con-
duction electrons shared to some extent by all the nuclei in
the lattice. The Schroedinger equation for all these
electrons must then be solved. To do this; the crucial assump-

tion is made that the electrons interact so weakly that they
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can move independently of each other. The wave functions and
energy levels obtained are thus those for an independent

electron.

1.1 The Wave Function of Conduction Electrons
The most important effect of the periodic lattice
potential is to restrict the solutions of Schroedinger's

equation to the form
Wik,z) = U(k,z) exp(ik.r).

U(ksr) is a function, depending on the wave vector k of the
electron, which has the periodicity of the lattice. These |
solutions are known as Bloch functions and are similar in form
to the plane wave exp(ik.r).

There are other restrictions on the form that the con-
duction electron wave function can take. The coulomb attraction
1s very strong close to the nucleus and so the conduction
electron must have a compensatingly large kinetic energy to
avoid belng captured. It thus oscillates rapidly, rather in
the manner of the wave function of a valence electron in a
free atom: However, unlike the free atom, there is no experi-
mental evidence 1n most metals for the electron having any
orbital angular momentum. This ™ quenching " of the orbital
angular momentum oc¢urs because the electron moves in a
potential field having the lattice symmetry, not spherical
symmetry as in a free atom (36). This means that the wave

function depends on the lattice symmetry, as well as on the



valenpe band from which it originated. Between the ions the
electron moved in a more uniform potential and behaves rather
like a free electron.

Even if many-body effects are ignored, the exact solution
of Schroedinger's equation is impossible.- The first problem
1s deciding on the correct form of the periodic potential.
This in itself is a complex many-body problem and even if it
were solved computational difficulties preclude an exact solu-
tion of Schroedinger's equation. It is thus necessary to
assume various approximate forms for the wave function and then
see how well they satisfy Schroedinger's equation.

Three of the simplest types of approximate wave functions
will now be described.
(1) The Tight Binding Approximation. .

A This assumes that inside each ion the wave function is

similar to the wave function of an electron in a free atom.
A suitable set of atomic wave functions is then chosen for each
ion in the lattice and then atlinear combination of these
taken to give a Bloch function for the whole lattice of the

form

Vi = 22 Qx - 5 explig.g ).

Q) is the ¢ th core wave function on the j th atom in the
metal. For this method to be satisfactory, it is necessary
that the atomic wave functions on different atoms do not over-
lap much, so that each electron is predominantly in the near

neighbourhood of its parent atom., It is particularly suitable



for describing the narrow d band in the transition metals.

There are more elaborate versions of this principle
which give better results, but they all have severe computa-
tional difficulties.

(ii) The Nearly Free Electron Approximation

Exactly the opposite assumption to the tight binding
case is made. It is that the electrons move in a periodic
potential which is much less than their kinetic energy so that
they can be described by plane waves and the periodic potential
treated as a perturbation. This treatment leads directly to
the concept of Brillouin zones. It also shows that electrons
in a metal can be treated as a simple electron gas moving in a
constant potential, provided the electron mass m is replaced by
an effective mass m* which depends on the way the electron
energy varies with wave number. Using this very simple model
‘surprisingly accurate Fermli surfaces and energy bands can be
calculated for quite a few metals (22).

Due to its simplicity and ability to easily describe the
electronic structure of a metal, the neérly free electron model
is the one most commonly used, even in cases where it is clearly
not very sultable,

(1iii) The Orthogonalised Plane Wave Method.

In nearly all metals the situation lies somewhere between
the nearly free electron case and the tight binding approxi-
mation. Many ways have been devised for treating this inter-

mediate situation, but only the 0.P.W. method will be described



here., This is because it gives a reasonably accurate wave
function and also shows the iimitations of the free electron
approximation,

The O.P.W. method is based on the requirement that the
conduction electron wave functibn be orthogonal to all the
filled core wave functions to satisfy the exclusion principle.
To do this a linear combination of core wave functions is sub-
tracted from a plane wave in such a way that the resulting
conduction electron wave function is orthogonal to all the
core wave functions. Then a linear combination of these wave
functions is found which best satisfies Schroedinger!'s
equation.

The electron wave function thus appears as a plane
wave between the ions, but oscillates rapidly near an ion
core. This is fairly close to how a real wave function must
look. This wave function is conventionally described by sep-
arating it into a sum of s,p,dy--- contributions, these having
spatial symmetry properties similar to those of the corres-
ponding atomic wave functions. The s electron wave function
corresponds to a plane wave.,

It is now clear why the nearly free electron approxi-
mation works as well as it does. The electron is nearly free
between the ions, but close to an ion gains enough kinetic
energy to approximately cancel the attractive coulomb poten-
tial. Thus the effective potential of an ion is quite small
and is typically less than the kinetic energy of the electron
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so that conditions are similar to those of the nearly free
electron model. This is why nearly free electrons are a rea-
sonably good approximation as far as band structure calculatioﬁs
are concerned. However, the O0.P.W. method also shows that the
true wave function usually also contains py;d,--- contributions
which may be very important in calculating some other proper-
ties.

Another reason why the nearly free electron model works
is that an electron feels not only the coulomb potential of a
given ion, but that of all the other electrons and ions in the
~lattice as well. The latter scréen the lion potential so that
it is negligible beyond about a lattice spacing (37). This
considerably reduces the effect of the ion potential on a fast
moving electron.

All the calculations rely on the assumption that the
conduction electrons interact weakly. This, at first, seems a
poor assumption since the average electron separation is about
a lattice spacing, giving an average coulomb repulsion energy
of several ev. However, the screening effect of the electrons
and ions converts the long range coulomb potential into a
short range screened potential. This reduces the cross-
section for electron-electron collisions to such an extent
that electron-lattice imperfection scattering 1s far more
likely (37). There is also a repulsive force between elec-
trons with parallel spins due to the exclusion prineciple, but

it does not drastically modify the screening effect.
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| These effects are often discussed in terms of quasif
particles (38). For a dilute electron gas the quasi-particles
are identical with the real particles. In the dense electron
gas 1n a metal, the quasi-particles behave like electrons with
an effective mass o which is larger than the ™ bare " mass of
a free electron, “
So far the spin-orbit interaction has been neglected.
This 1s the coupling of the electron spin and orbital angular
momentum through relativistic magnetic effects which increase
rapidly in strength with increasing atomic number. It can have
several effects on the conduction electrons. Ordinarily the
energy levels are doubly degenerate because of the electron
spin. The spin-orbit interaction can 1ift some of this de-
generacy and this slightly alters the Ferml surface structure
(22). It can also reinstate some of the orbital angular

momentum quenched by the lattice potential.

1.2 The Magnetic Busceptibility of Conduction Band Electrons.

The effect of a magnetic field on the conduction band
electrons will: now be considered. This 1is actually a problem
involving difficult questions of gauge invariance and the
validity of perturbation methods. These conceptual difficul-
ties will be ignored in the following discussion which is
based on the work of Kubo and Obata (39).

The free energy F of a highly degenerate Fermi gas is

. F = NE; -kT.Tr[g(H)]
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-
where g(H) =1n{i+exp[@(E?Hﬂ}-and(5=(kT) o
The magnetic susceptibility X is given by the thermodynamic
relation

X = 24 (35

T = constant

Consider a single electron in a metal influenced by a
statlic external magnetic field H derived from a vector po-

tential A. The Hamiltonian is assumed to be

H = 5h(thV-$4) + V() +85-H.8 + A,
V(r) is the periodic electrostatic lattice potential, S is
the electron spin, %%—g.go is the Zeeman energy, and A.is
fhe spin-orbit coupling operator.
If, for the moment, the spin-orbit interaction is
ignored and the symmetric gauge‘é=%(gxg) chosen, the Hamil-

tonian can be divided into two parts

H = H,+ H,

where C He=—ak Vi V() + 55 A
‘TH; = /Jgo (LJ‘ + 2§)a

L 1s the electron orbital angular momentum operator and has
the lattice periodically, while/u is the Bohr magneton.

The wave functions to be used in evaluating H are
Bloch functions, Since “H, “H,, and ‘H, are periodic in the
lattice potential, these giﬁe a representation which is
diagonal in the wave vector k(9). If spin-orbit coupling
effects are small the electron spin up and spin down states

can be considered separately. The wave function corres-
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ponding to the energy En(k) is thus |n,k) . It is important
to note that because of Brillouin zones, excited stétes, and
the applied magnetic field several different energies can cor-
respond to the same value of k, _

If it is assumed that H.»H, Tr[gCHﬂ can be expanded
in powers of H, by means of McLaurin's theorem and standard

perturbation theory to give

Tr[gH)] =Tr[e(H)] +2 f(E XalHio> +%szcl§«ggaakqm,|q>|“_;_.
e ("] '4

where £(H)=¢g’ (1) = [1+exp{@(EF-‘H)}:l—I is the Fermi function.
The summation is overall possible energy values for all pos-
sible values of k.

After considerable mathematical labour Tr[é(?i)] can be
shown to give the diamagnetic susceptibilitx of the conduction
band electrons (9). For nearly free electrons this is the |
Landau diamagnetism (9), (36). This arises from the electron
moving inia circular orbit around the applied magnetic field.

The second term requires a permanent magnetic moment to
be present and so only occurs for ferromagnetic metals, a case
which will not be considered here. .

The last term gives thé paramagnetic susceptibility. -
To evaluate this summation over all possible energy values 1is
changed to an integration over k space and a summatioh over
all the values of En(k) which correspond to each value of k.

Substituting in the thermodynamic relation for X gives
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oY f‘gf(‘k ) ol | 128 | m) k| 128 m) a

,Xfconsists of three contributions.

(1) The Pauli spin paramagnetism.

o= _FEN~f(Em

p= (M\,_.Z Z{ B Em(;g ks |28 |mky (mk| 28 |nky dk.
To get this expression into a more familiar form, the assump-
tion is made that the Fermi surface is spherical and that the

electrons are nearly free,

o 22 S (Rt f(E ) NAPEAE = amrtd (mf
Pt SR ), E4mH)- (EouH) L ™

This term arises from a surplus of electrons with their magnetic

moments parallel to H.

(ii) Spin-orbit paramagnetism.

X gy 5[ HEIZEE [ G|y o 25 iy +

En = Em
Cok|2g mk) s | L| m) ] ok

The effect of spin-orbit coupling is tollift slightly the
quenching of the orbital angular momeptum by mixing in other
states of appropriate angular momentum and symmetry. The orbi-
tal angular momentum is approximately %%, where A\ is the spin- |
orbit coupling constant and A is the mean energy between the
state being considered and the states being mixed in (36).

The arrangement of energy levels within the éonduction band is

so complex that A 1s almost impossible to calculate, but is

of the order of the bandwidth, a few ev. A\ is about a tenth of

[
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an ev, or less (22)., If the orbital matrix elements are now
evaluated by using the tight binding approximation, it is seen

thaf the remainder of the expression closely resembles that for
Lo oA
. $0=— "L P
s.mlce 4 1 it is not an important term.
(iii) Van Vleck paramagnetism.
gy [ HB=E oo Gl Lk dk.

This is a second order effect .arising through the

orbital angular momentum operator mixing unoccupied excited
states into an occupied ground state with quenched orbital
angular momentum. It is the same as the Van Vleck temperature
independent induced orbital paramagnetism found in some solids
(36). If a tightubinding approximation 1s used L only has
matrix elements between states with the same value of k which
differ in the value of their magnetic quantum number m . Thus
there are only contributions from matrix elements between
levels in the same partially filled band. Most metals have
mainly s electrons in their conduction band and so Xv 1is
negligible. However trangition metals have a partially filled
d band which can give rise to a significant value of Xv .
Figure 1.1 shows the typical structure of the d band and

the types of transitions that give rise to (.
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g MZ

Xv£= (2P €

where £ is the energy separation between the ground and ex-
cited states, suitable averaged over k space.

There are also two other contributions to the suscep

tibility; the core electron diamagnetism, and the Langevin

16

paramagnetism of the orbital angular momentum caused by spin-

orbit coupling. These are always very small terms.

The bulk susceptibility is due to at least six terms
These‘usually only have a secondary effect on the magnetic
field at the nucleus, which may be much different from that
e%pected from the value of X. This is since the bulk sus-

ceptibility depends on the electron distribution throughout

.the whole solid, whilst the magnetic fileld at the nucleus

depends predominantly upon the'éurrents and magnetic moment

in its very near vicinity.

L]

S
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The magnetic field shifts at the nucleus are usually
mainly due to indirect effects occurring through the magdetic
field polarising the conduction electrons (Pauli spin para-
magnetism). These then couple with the nucleus through various
mechanisms to produce a field shift much larger than that dir-
eétly due to the Paull spin paramagnetism. The Van Vleck
parémagnetism, and the Landau diamagnetism are the only direct
terms which can sometimes be of importance in determining the

magnetic field at the nucleus.
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CHAPTER II

NUCLEAR MAGNETIC RESONANCE IN METALS
'My mind is in a state of philosophical doubt as

to magnetism.'

- Coleridge.

It is the purpose of this chapter to describe the pro-
perties of the NMR of metals which differ from those of other
solids. In accordance with this aim, the elementary aspects
of pulsed and steady state NMR will not be given, these being
comprehensively discussed in Chapter III of Abragam's book (1).
The vérious reasons why the magnetic field at a nucleus differs
from that of the applied magnetic field are given. The spin
temperature concept is introduced and its importance in the
return to equilibrium shown. There are two decays involved in
the return to equilibrium, the spin-lattice relaxation govern-
ing energy transfer to the lattice and spin-spin relaxation,
which is concerned with internal equilibrium of the spin sys-
tem, Spin-lattice relaxation and the magnetic field shift are
often related. Both of these effects are principally due to
the conduction electrons, which can also affect the spin-spin
rélaxation. Many metals have a quadrupole interactlon which
alters the energy levels in the system. The last section shows

how this modifies the pulsed NMR in single crystals,

2,1 The Magnetic Field at The Nucleus

The resonant frequency of a nucleus in a metal differs
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from its value in an insulator. The fractional change in the
magnetic field at the nucleus which causes this is known as
the Knight shift. It is the sum of various contributions whose
relative importance varies in different metals.

Two of these contributions arise from the magnetic
coupling of the nuclear dipole moment u, to the electron dipole
moment Me and to the current prbduced by its motion. This
interaction can be treated non-relativistically, provided care
is taken to avoid divergences, to give as the Hamiltonian (1).

?t:%@ji
where H= 2L 4y .(r) + r‘awe—jag%.g )r‘i:l -2@Lr3.

X 1s the separation between the nucleus and the electron. The
operator H can be regarded as the magnetic field produced by

the electron at the nucleus. The last term can be ignored since
the electron orbital angular momentum L is quenched. The other
two terms each give rise to a contribution to the Knight shift.
(1) The “Contact" term.

This is the dominant term in most metals and is exten-
sively discussed in the literature (1, 16, 40). The Hamil-

tonian is
H =2 uS M br),

The most important features of this inﬁeraction are 1ts depend-
ence on the spin orientations and its Dirac ® function form.
This means that there is no interaction unless the electron
wave function has a finite value at the nucleus. p,d,...

electrons make no contribution to this interaction since they
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all vanish at the nucleus. The coupling is only to the isotro-

pic s electrons and is given by
B
' '3'/”0.1 n;Z,'\M(O)
!

| . 4
/()" 1s the s electron density at the nucleus, while te

'2

z axls is along the applied magnétic field Hyp. The conduction
electrons are not localised so the nucleus is equally influ-
enced by all of them. The summation thus becomes an ensemble
average, using Fermi-Dirac statistics, over all the conduction
electrons. H, has polarised the conduction electrons (Pauli
spin paramagnetism), so this averaging gives a magnetic field

AH, at the nucleus. The resulting Knight shift is

ke =4 =g Vol

<:er(Oﬂi%F is the averaged value of |\y(o)f over all elec-
trons with the Fermi energy E., while D(; is the nearly free
electron Pauli paramagnetism. A more accurate equation re-
sults if the electron-electron interactions are approximately
taken into account by using a many-body theoretical, or an
experimental, value of XX

K. ranges from about 0.1% to about 3%, increasing
steadily with increasing atomic number. Although K. can be
measured very aécurately, it usually does not give much in-
formation about [\J/(0)|" because in most metals Xpis not
accurately known. This is unfortunate since ‘\VKO)F is a

parameter with considerable theoretical interest. K. 1s
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temperature and magnetic field independent in most metals,
except for small effects due to lattice expansion.

(1i) The Anisotropic Knight Shift.

The Hamiltonian for this interaction is

H= /gn.Z r? [/al =3I (ﬂi.,a-)r,-“] o

This couples the nucleus to all the non-s electrons through
their dipole-dipole interactions. For an axially symmetric
crystal, a calculation similar to that for the contact term
gives (16)

" Kan = ¢ (3cos’9—1)>cp,

where q’ = <fq}*[(3co§o< —1)1"3](1)c131>15F .

© 1is the angle between H,and the crystal axis of symmetry,
A the angle between H, and r, and ¢>1s the total non-s
electron wave function. q’ is a measure of the spatial ani-
sotropy of the Fermi surface electron's charge distribution.
A positivé q’ means that the non-s electron density is largest
along the symmetry axis, a negative q' that it is largest in
a plane perpendicular to the symmetry axis. A group theo-
retical treatment shows that q’ 1is zero for a cubic lattice,
irrespective of the electrbn states (%1).

Ksn can easlly be measured in both powders and single

crystals, but 'gives little useful information, apart ffom the
sign of @7, It varies in magnitude from zero to about 0.2%

and tends to increase with increasing atomic number, Bi**™

i1s an anomalous case in which K.,>» K..
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(iii) Core Polarisation Knight Shift.
| The filled electron shells have so far been ignored,
apart from their electronic scfeening effect and their negli-
gible diamagnetism. However, they can sometimes give the
most important contribution to the Knight shift by means of the

Helsenberg exchange interaction

-
- £ 2
| He = [.\“Ecwd&cﬁbv( r )\Vwre dx.

This interaction’is zero for conduction and core
electrons with antiparallel spins and is repulsive if they
have parallel spins (22). A conduction electron thus pushes
an s core electron with a parallel spin inwards, increasing
l\yKO)r for this spin orientation. |

If a magnetic field H, is applied, there is a population
difference between conduction electrons with spins parallel
and antiparallel to H, . In a simple case this causes an
increase in I\V(O)P from the electrons parallel to H, pro-
portional to H, . This is equivalent to a small additional
magnetic field at the nucleus; the core polarisation Knight
shift. In all but the simplest metals the exchange interaction
makes necessary a renormalisation of the wave functions and
this allows the core polarisation to be either positive or
negative (42).

The importance of this interaction has only recently been
recognized and as yet there is little knowledge of its magni-

tude, but it is probably present to a significant extent in all
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metals (42), In Pt'qs it is the dominant term, giving a Knight
shift of =3.5% (16). This is one of the two known negative
Knight shifts and is the largest Knight shift found so far.

(iv) Van Vleck Orbital Knight Shift.

The orbital currents causing the Van Vleck paramagnetism
can be split into two parts. Firstly, there is a long range
demagnetising factor which is small enough to be neglected.
Secondly there is the short range effect of the orbital currents

which gives a Knight shift (43)
KV = 20 <I'-3>Xv.

Q1 is the atomic volume and {r?) is the value of r? averaged
over all the occupied conduction band wave functions.

For transition metals this term can be very important.,
It cannot be measured accurately, nor can (> or XJ be
separately determined, so little information is gained from
this term.

The spin-orbit interaction removes some of the orbital
quenching, The effects of this are uncertain since only very
simple calculations can be done and there are no experimental
measurements in metals of spin-orbit effects alone. It is
known that it enhances the anisotropic Knight shift (41) and
gives a contribution to the isotropic Knight shift in any
- lattice with inversion symmetry (43). It also presumably
causes the electron g factbr to become anisotropic, as in

crystal field theory (44). If X is the spin-orbit coupling
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constant and A is the average separation between electron
states, then A/A 1is approximately the fraction of unquenched
orbital angular momen tum (44), It is generally assumed that the
effects of spin-orbit coupling are negligible if A is very much
less than the conduction band width. This seems to be the
case for most metals.

There are various other diamagnetic and paramagnetiec
terms, but these are usually negligible. Paramagnetic, or
ferromagnetic, impurities are the only other important cause
of line shifts. With metals of five nines purity, or better,
there should be no effects from this source.

The Knight shift thus seems to be predominantly due to
four interactions. Of these the contact term is important in
nearly all metals while core polarisation probably occurs to
some extent in all metals, but is dominant in only a few
transition metals. The Van Vleck term is probably only im-
portant in some transition metals, while the anisotropic

Knight shift only occurs for non-cubic lattices.

2.2 The Spin Temperature
The Hamiltonian for a system of N identical nuclei is
H- = ‘HZ+Hd;
where He= -Ho> ai
[
- -3 -2
H, = %;( Tix A [/Qk "3£jk (/%k-.f,lk)rik ] .
Only the case where the Zeeman term H.»H, will be considered

here.
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The applied magnetic field H, splits the ground state
energy level of a nucleus with spin I into 2I+1 equally spaced
energy levels separated by uH, . If the spin system is in
thermal equilibrium with the lattice then the populations p,.,
Pm, ©Of the m th and (m-1)th levels are given by. the Boltzmann

distribution

Pm—l
- = exp(- 4l

where T is equal to the lattice temperature T, .

Under certain circumstances the spin system can still
be described in this way by 3 spin temperature T;, which can
be different from the lattice temperature (40). If such a
system is perturbed, the T, relaxes towards T, at a rate given

by (1)

1) = - -

Since M,= CHy/T (Curie's law), this becomes

< - 40 K,
J. MzoC 1-exp(= %%).

\

T, is the spin-lattice relation time and is a measure of the
rate at which energy is transferred from the spin system to
the lattice energy reservoir.
The Hamiltonian H,for the magnetic dipole-dipole in-
teration between the nuclei can be written as
Ha =% % #' 1> ) (A+B+C+D+E+F),

7
where B=-}(I¥ I; +I7 IH)(1-3c0s*8 ).
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The other terms are unimportant in the following discussion
which is based on that of Slichter (40).

The term B plays a decisive role in the establishment
of a spin temperature. It couples two neighbouring nuclei,
flipping one spin up in energy and the other one down. If
7& =% the mutual spin flip conserves the Zeeman energy of
the system, yet alters the population distribution of the
levels. Because of these properties, it can be shown that if
the spin system is disturbed, the mutual spin flips restore
the spin system to a Boltzmann distribution.

This decay of a perturbed spin system towards internal
equ%}ibrium manifests itself externally as a decay of the com-
ponehts M, and M, of‘M=§;w which are perpendicular to Hg,
towards zero. This decay of M, and ML(1 is characterised by the
spin-spln relaxation time T,. Thus after a perturbation has
been applied to the spin system, it undergoes internal re-
organization for a time 6f about T, , until a'quasi-equilibrium
state describable by a spin temperatufe has been reached. The
spin temperature then exponentially relaxes, with a time con-
stant T, , towards the lattice temperature. This situation
requires the spins to be much more tightly coupled to each
other than they are ﬁo the lattice, i.e. T)» T,. Most metals
satisfy this condition.

If the energy levels are not equally spaced, the mutual
spin flips no longer conserve Zeeman energy and so have neg-

ligible probability of occurring. Thus after a disturbance no
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internal relaxation towards a spin temperature can occur, but
instead each level independently transfersits energy to the
lattice. The spin-lattice relaxation is then-no longer des-
cribed by a single exponential° This situation will be

returned to later.

2.3 Spin-Lattice Relaxation.

In a metal the strongest coupling of the nuclei to the
lattice is via the conduction electrons. A conduction elec-
tron can be regarded as being inelastically scattered by
means of a collision with a single nucleus. In the process
it changes the nuclear spin from I, to I,, and undergoes
compensating changes in its own angular momentum and kinetic
energy, as required by the conservation laws. This is only
an approximation since an electron wave packet extends over
éeveral nuclei, so 1t can be scattered from an initial to a
final state by simultaneous collision with more fhan one
nucleus (40). This is a rare occurrance if H, > Hi(45). A
subsequent inelastic collision between the electron and an
ion transfers the excess energy to the lattice. Since the
electron must be able to change its kinetic energy by small
amounts, only the electrons near the Fermi surface can take
part in the relaxation.

(i) Contact Relaxation.
Relaxation is caused by the nucleus scattering s

electrons. The scattering interaction is thus the contact
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term /gvkgé(g). A perturbation calculation then gives T, at

a temperature T as (40)
(n " = 4wk LRV ) 2 B,

Te s ¥ are the electronic and nuclear gyromagnetic ratios
respectively, and Z,(E;) 1is the average s electron density of
states at the Fermil surface.
The most important feature of this expression is that
T, T is a constant.’ This has been experimentally verified for
several metals over a wide temperature range, the small de-
viations observed being due to the effects of thermal expansion.
of the lattice. ' | ‘ f
T[T is related to the Knight shift due to the contabt
term by . - - 2
T, TK = (v k L% H°) [_J_cL.]
Zs(Ee)

If the nearly free electron model i1s assumed, this expression

simplifies to the "Korringa relation"
nK =P (B,

A more accurate expression which allows for interactions be-

tweeh the conduction electrons is
2
=0 (B ().
X; is the free electron value, while X, can be either ‘an

experimental value, or a calculated value using quasi-

particle theory. This expression differs from the corres-
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ponding one in Abragam (1) or Slichter (40), since recent
theoretical work shows that it is the free electron‘density of
states that is involved in spin-lattice relaxation, not the
quasi-particle density of states (46).

The Korringa relation, or its more accurate vefsion, is
commonly used to estimate unknown values of T, T from the known
Knight shift, or else the value of T, derived from the Korringa
relation can be compared with the experimental value. A large
discrepancy between the two values indicates that other inter-
actions besides the contact interaction are important in the
‘metal.

(11) Dipolar Relaxation.

The interaction between the nuclear and electronic
dipole moments provides the scattering mechanism. This gives
(+7)

(1,17 =amw (% %2 (E) () c.

C is a term whose value depends on the lattice and electronic
structure. It has a valﬁe of about unity and no anisotropy
for a cubic lattice. (r'?) is averaged over all the conduction
band elgctrons. Z_is here density of states of all the non-s
electrons.

Unlike the anisotropic Knight shift, T, can be non-
zero in a cubic 1attice. There is no Korringa-like relation

between T, and K. for this interaction.
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(1ii) Orbital Relaxation.

The scattering is caused by the interaction
between the dipole magnetic field generated by orbital motion
of the conduction electron and the nuclear magnetic dipole,
Unlike the previous two scattering processes, there 1is no
reorientation of the electron spinj the nuclear spin change
being compensated for by an équal change in orbital angular
momentum. T, T is'given by the same expression as the dipolar
relaxation, except that C has different values (47).

Dipolar and orbital relaxation havelonly been calcu-
lated for a cubic lattice, for which no anisotropy is
predicted. Thebry has not yet shown whether there should be
a significant anisotropic T, in non-cubic lattices.

(iv) Core Polarisation Relaxation.

A non-s electron polarises the core electrons when it
is scattered by them. The transient polariéation'acts on
the nucleus through the contact term to give nuclear relaxa-
tion. In the collision the electron suffers a spin flip to
conserve angular momentum. The relaxation time calculation
is difficult and has only been done for transition metals
with a cubic lattice (27). For this case, T, T has a form
similar to that of the contact relaxation. It also satisfies

the Korringa-like relation

core T 4wk

2,
T, K, = aix (B F.
F is a factor of about unity which depends on the degeneracy

of the conduction band.
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These relaxation mechanisms via the conduction elec-
trons are the most important ones. Contact relaxation is
the dominant mechanism in most metals, but core or orbital
relaxation can dominate in some transition metals. Dipolar
relaxation is never important. These relaxation mechanisms
are stronger than those in most other types of solids;

T, T typically being about one sec-deg.

There are probably no significant interference terms
between the various relaxation mechanisms so they can, in
principle, be unambiguously separated (27). In practice
this is very difficult and requires an extenslve series of
measurements of T, , the Knight shift, and the magnetic sus-
ceptibility over a wide temperature range and the use of
several not very reliable theoretical parameters. The
result of this type of analysis shows which is‘the dominant
mechanism, but is quantitatively unreliable.
| Various relaxation mechanisms which directly couple
the nucleus to the lattice vibrations through magnetic
dipole, or electric quadrupole, interactions also occur (1).
These are‘all unimportant in metals. Impurities can some-
times cause noticeable relaxation. Paramagnetic, or
ferromagnetic, ions have a large magnétic field near them
which strongly couples neighbouring nuclei to the lattice
vibrations, thus forming quite an efficlent relaxation
mechanism (1). In very impure samples at low temperatures,

this paramagnetic relaxation could be important. Impuri-
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ties also disturb the lattice symmetry and this results in a
large long<rahge electric field gradient near the impurity
(22). 1If the nucleus has an electric quadrupolé moment it can
couple to this and hence to the lattice through the vibrating
impurity atom. This mechanism is probably not very strong
since deliberate introduction of impurities-into aluminium

left T, unaffected by an impurity concentration of 0.2% (48).

2.4 Spin-Spin Relaxation

It 1is well known that after the application of a rf
pulse the transverse magnetisation has a decreasing ampli-
tude which is the Fourier transform of the line shape (1).
The spin-spin relaxation time T, governs the decay of the
transverse magnetisation. T, can thus be related to the
properties of the line shape and in particular to the second
moment., The second moment is one of the few properties of
the line shape which can often be calculated exactly. For
this reason, the following discussion will concern line
widths and second moments, rather than T, directly.

In metals there are three main contributions to the
line width.

(1) The Dipolar Line Width.

This is due to the nuclear magnetic dipole-dipole
interaction. For this interaction the second, and higher,
moments can be calculated for a given 1atticé structure (1).

From thEse the line shape cany, in principle, be got. The
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line shape should be approximately gaussian with a width of a
few gauss. This corresponds to Ta~ 100 ms,
(ii) Pseudo-Exchange (Ruderman-Kittel) Coupling.

In this interaction two adjacent nuclel couple by means
of the conduction electrons. A conduction electron is scat-
tered from a nucleus by the contact term ;;%gé(g) to an excited
state. The spin orientation of the excited state depends on
that of the nucleus. If the electron is then scattered off a
second nuclear spin ;ﬁ, the nucleus feels the spin of the
excited state and hence senses the orientation of the first
nucleus., An elaborate second order perturbation theory cal-
culation, using the nearly free electron model and a spherical

Fermi surface, gives the pseudo-exchange Hamiltonian as (%)

Hey = Jij LioI;

~ ~)

The constant Ji; 1is given by
a a 4 -
5 (g ) =F wunhr WO D, ‘ru"[Zk,r,j cos(2k; 1)
-sin(2k. r;) ] .

The important features in this expression are its oscillatory
nature and its dependence on mﬁ<rQ/(O)P>EF . The latter also
oceur in the expression for the isotropic Knight shift in a
different combinationo<irq/lo)rjkpcan thus be obtained by
comparing measurements of these quantities.

The simplifiqations in the theories reduce the signi-

ficance of the value obtained. The effect of the oscillatory
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part has not been worked out for ordinary metals and it is N
usually ignored; J being assumed proportional to the asymptotic
form r 2,

The effect of this interaction depends upon the struec-
ture of the metal. If there is only a single isotope present,
the pseudo-exchange interaction narrows the line. However, if
there are-several isotopes, or a quadrupolar interaction, so
that there are two or more lines, the interaction broadens the
lines.

(1ii) Pseudo-Dipolar Broadening

This is a similar type of interaction to the pseudo-
exchange interaction, except that excitation of the electron
is thfough the interaction of the nuclear and electronic
magnetic moments. The de-excitation occurs through the con-
tact interaction. A similar calculation to that of the
pseudo-exchange contribution gives the pseudo-dipolar

Hamiltonian as (50)
HP"' =By Li » [ ,;[Jj -3,I',ij (,I,J -,I',ij)I‘a-f]' r{ja o

Bu is a complicated expression which involves an integration
over the non-s electrons at the Fermi surface and so is
related to the anisotropic Knight shift. It also contains the
same oscillatory term that J does.

If a spherical Fermi surface is assumed, group theory
shows that Hea must have the dipolar form (50). It can also

be shown that higher order contributions to the interaction do
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not alter this form. However, if the spherical assumption is
not made there is no group theoretical proof that Humust be
dipolar (1).

Because it is of the dipolar form it must always broaden
the line. Both of these interactions increase rapidly in
strength with increasing atomic weight. Below an atomic
weight of about 80 the interactions are undetectable, but for
very high atomic numbers they can increase the second moment by
over an order of magnitude. This corresponds to decreasing Ta
to below 1Oms. Usually both interactions are simultaneously
present; their relative magnitudes depending upon the frac-
tions of s and non-s electrons present.

The only other line broadening mechanisms of importance
are T, broadening and quadrupolar effects in a strained or
impure crystal. Because of the uncertainty principle, T,
broadens the line by an energy~f/T, . If T,~ T, this signi-
ficantly broadens thé line. Quadrupolar effects slightly
smear the resonant frequency“and this appears as a brbadening

of the line.

2.5 The Quadrupolar Interaction

Many nuclei are non-spherical and so have an electric

quadrupole moment Q. The guadrupole moment interacts with the
electric field gradients present in a non-cubic lattice to
give a series of energy levels. Consider a metal with an
axially symmetric latticey, so that it produces an axial elec-

tric field gradient V,, = §2. If a magnetic field H, is



36
applied at an angle B to the crystal symmetry axis, the

Hamiltonian for a single nucleus becomes (40)

(H '—’Hz +HQ g
where ‘H1= - THH Iz’ 9
= e ] 2 a 3 T ,
He 4“%(11—') [31,,cos 6+ 3I, sin'@+3(I, I+ I, I,)

sin26 -1%].

When H,~H, the energies and wave functions of the Hamil-
tonian have to be found by numerical computation (51).
Perturbation theory can be used outside this'region. The low
field case (H))H,) will not be considered here.

If H.) Ho the axis of quantisation is along the magnetic
field so a perturbation theory calculation gi§es the resonant

frequencies as (1)

Vn= U+ %Zﬁ(m-%)(3cos‘9 -1)+ higher terms,

where the quadrupole frequency 14 =

Y. is the Larmor frequency, while V. is the frequency of the
transition ffom the m-1 to the mth energy level.

There are several features to note about the quadrupole
interaction. The most important is that unless I » 1 it van-
ishes. The other feature is that the 2I+l Zeeman energy
levels are no longer equally spaced. The result of this is
that the resonance line is split into 2I separate lines. If

only the first order term is considered, the frequency of the

central m-1 = —%a%m=% transition remains the same as 7,. The
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other 2I-1 satellite lines are symmetrically displéced from»the
central line. Furthermore, if the magnetic field is rotated
until B=cos™ (%), the 2I lines coalesce into a single line. If
higher order terms are considered, then the frequency of the
éentral line 1s shifted and it is also no longer possible for
the 2I lines to exactly coalesce. _

The electric field gradient V,, 1is derived from all the
electrons and ions in the metal. The closed electron shells
are spherically symmetric and so do not directly contribute to
V.. s even though they are the nearest charges to the nucleus.
The potential at a nuclear site due to all the other ions in
the ‘lattice can be calculated with considerable accuracy.
However, this is not the potential gradient actually felt by
the nucleus. The field from the other lons slightly distorts
the closed shells.' Because they are so close to the nucleus
their distortion magnifies the effect of the external field
by a factor 1+ (40). 7%, is the Sternheimer antishielding
factor and is usually at least ten. Unfortunately, it cannot
be accurately calculated. There is also a contribution from

the non-spherical electron distribution of

V,, = e{fﬁ)* [(3cos’ -l)r'a](p dax> .
This is related to the term q’ in the expression for the
anisotropic Knight shift. They are not usually identical
since q’ is averaged over the Fermi surface electrons and VA
is averaged over all the conduction electrons. If the con-

duction band has a complex structure, it is not even necessary
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for them to have the same sign. The meagre evidence available
suggests that most of the electric field gradient is due to
the conduction electrons (49).

2.6 The Line Width With A Quadrupole Interaction

It 1s assumed that the quadrupole interaction is large
enough to clearly separate the 2I lines. If just the dipolar
iﬁteraétion is considered, there 1s little change in the line
width (1, 52). The presence of a pseudo-exchange interaction
causes a considerable change in the line width. When any of
the lines overlap this interaction causes a narrowing of the
lines. However, when they do nbt overlap many of the mutual
spin flips no ionger conserve Zeeman energy and so are sup-
pressed. The effect of this is to allow the interaction to
broaden the line (56). The pseudo-dipolar interaction also
broadens the line. The line width in metals with an atomic
weight above 80 énd with a quadrupole interaction is thus
always greate; than the dipolar width.

2.7 Pulsed NMR With a Quadrupole Interaction
' In the system to be discussed H.»» He®)Ha There will

thus be 2I séparate lines in the spectrum. Because o{ the
inequality in energy level spacing, the only mutual spin flips
which are energeticaliy allowed are‘those which do not change
the energy level populations. Thus if the sysfem 1s perturbed
it is no longer possible to establiéh a spin temperature for

the whole system. This changes some of the NMR properties.
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Initially assume that there is no coupling between
separate energy levels. Thus a pulse applied at the resonant
frequency of one line does not affeét the other levels so that
they can be disregarded. This assumes that the pulse contains
only one frequency, a situation unattainable in practice. The

condition for a 90° pulse for the mz= m+l line becomes (1)

-4
172
9

¥ HT =47[(I-m) (T+m+1)]
where T is the rf pulse width. Since only two levels are in-
volved, the precessing magnetic moment is much smaller than
when a spin temperature allows all 2I+1 levels to be involved
in the transitions., 'The system can be assumed to have a fic-
titious spin of % (1), rather than its true spin of I, so that
the fractional reduction in magnétisation is 3/4I(I+1). After
application of an rf pulse, the two level sub-system can be
described by a spin temperature which relaxes towards the
lattice temperature. The relaxation need not be a simple ex-
ponential decay. Pulsed NMR in a system of this type thus
requires shorter pulses, but gives a weaker signal, than in a
normal Zeeman system.’

If there is coupling between the lines, the situation
can be very complicated. However, the basic features of such
a system can be understood from studying the simpler case of
two different systems, each describable by a spin temperature,
coupled together. Energy conserving spin flips are by far
the strongest coupling mechanism. However, some other terms

in the dipolar Hamiltonian give a much weaker coupling.
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Mutual spin flips which do not conserve Zeeman energy can also
occur 1if phonons, or some other source, can supply the energy
difference. This is usually a weak coupling mechanism because
of the scarcity of phonons with the required energy.
Let both systems be perturbed and then set up the rate
equations for the population changes of all the levels. When
combined with the principle of detailed balance, this gives the

rate equations for the spin temperatures as (40, 53)

£67) =-1 (6'-6,)-267 (6 -6,
£6;') =-15 (6 -0 )+ (8 -6).

6, and 6, are the spin temperatures, and T, and T.. the
spin-lattice relaxation times in systems 1 and 2 respectively.
In both equationsy; the first term on the right is the spin-
lattice relaxation towards the lattice temperature ©6,, while
the last term involves an energy transfer (cross relaxation)
to the other system at a rate depending on the temperature
difference betwéen them. The time constant governing_this
cross relaxation can be found by putting T, = T.. = 00 and

combining the two equations to give

Fe'-g') = -a6 +€2)(67 - 8.
The crtss relaxation time T, 1s thus given by

Tw = A(B*+ B2).
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When T, , T, » T,y 5 the system first cross relaxes to
é common spin temperature, which then relaxes towards the
lattice temperature. Its behaviour can thus be described by
two independent exponential decays. If T,%» T, , T, the
systems decay almost independently toward the lattice tem-
perature at rates described by T, and T,, respectively. For
the intermediate case where T, ~ T, , T,, a simple description
of the system is no longer possible; its decay depending on
the three time éonstants and also on the way it is perturbed.

Altpough some details of the energy levels and couplings
are different, a quadrupole split Zeeman system also shows
cross relaxation effects. An experimental investigation of
such a system showed .that a cross relaxation theory based upon
the idea of mutual spin flips when the lines overlapped was
only moderately successful in describing the system (54%).
When the lines overlapped extensively cross relaxation between
the levels occurred in a time less than 60ms,, but when they
were wildely separated the cross relaxation time constant was
47 seconds, not much less than T, . If the lines only partially
overlapped the cross reléxation time was Intermediate between
these values, as expected theoretically. However, there was
often an extended period in the middle of the cross relaxation
~When energy transfer ceased. A more serious discrepancy is
that if a satellite line is perturbed by a very short rf pulse
the equilibrium distribution after cross relaxation is not a

Boltzmann distribution. Perturbing the central lines gives a
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Boltzmann distribution after cross felaxation has occurred, in
'agreement with the theory.

ﬁecent theoretical and experimental work (55) suggests

that the fallure of the rate equation approach to cross relaxa-
tion 1s due to neglect of the dipole-dipole system. Tﬁe nuclear
magnetic system actually consists of sub-systems described by
the Zeeman terms and by the dipole-dipole terms of the Hamil-
tonian. Each of these sub-systems has its own energy and spin
temperature and can be weakly coupled to other sub-systems.
Crosé rélaxation involves energy transfer from Zeeman to
dipole-dibole sub-systems, as well as energy transfer between
Zeeman sub-systems. It is believed that a careful consider-
ation of these.energy exchanges can explain the discrepancies

in the cross relaxation experiments.
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CHAPTER III

+ THE EXPERIMENTAL METHOD
!

TA Mighty Maze! But Not Without a Plan.'
- Pope:

The pulsed NMR spectrometer 1s to be disecussed here is
designed specifically to measure the anisotropy of Ty in
metallic single crystals, but it does have sufficient versa-
tility to héasure Ty and T 1in metallic powders, or non-
metallie substances, with only trivial modifications.

In a standard pulsed NMR system, the nuclear‘épin
system, initlally aligned along Ho, is tipped by a huge
unifo:m rf pulse applied at right angles to H,. At the end
of the rf pulse all the nuclel are aligned at the same angle
.to Ho. The recovery of the spin system is then studied by
amplifying the short lived free induction signal induced in
a coll wound round the sample. Abragam (1) gives a general
description of the principles involved, while Clark (2)
lucidly describes the compromises and experimental details
involved in the design and construction of a pulsed NMR .
apparatus.

The writer's apparatus is based on Clark's apparatus,
both in principle, and in some electronic circuitry. However,
the use of metallic single crystals samples causes some dif-

ferences in design‘philosophy9 and also in the c¢ircultry.
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In a non-metallic sample, or a very finely divided
metallic powder, the rf field completely penetrates the sample,
but it can only penetrate a very short distance into a metallic
samplé. This 1s because of the well-known skin effect (3).

The skin effect has two main experimental consequences, .

(1) A signal is only obtained from nuclei within a
distance of about the skin depth & of the surface. These are
usually only about 1% of the total number of nuclei in the
sample, so that the signals are much weaker than in a normal
NMR experiment. They are so weak that they are always ob-
scured by noise when displayed on an'oscilloscope, so that a
boxcar integrator, a device for improving the S/N ratio of
repetitive signals, must always be used.

(11) The rf field 2H, varies rapidly in both size and
phase with incréasing distance from the surface of the sample.
Thus ‘at the end of the rf pulse, the nuclei are not all aligned
at the same angles to H,;, so that conventional pulse trains
éuch as a T—1y pulse sequence cannot be used.

Because of these facts a rather laborious special

?
method of measuring T, had to be developed.

3.1 General Description of the Apparatus

The maln features of the apparatus are: _
(1) ability to operate at any frequency between about
5 and 10 Mc/s without extensive retuning
(11) a rf magnetic field H, of 25 gauss
(1ii) a recovery time of ljus
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(1v) phase sensitive detection

(v) boxecar integration

(vi) a coil sysﬁem designed specifically for metal

samples.

Two signals are taken from the master Colpitts oscil-
lator. One is used as a reference phase and is passed thrpugh
a phase shifter into the amplifier. The other signal passes
into the gated power amplifier. This is gated by positive
pulses from a timing unit, and delivers rf pulses of about 1.8
KV. peak to peak to the transmitter coll. The induced signal
from the coaxial pickup coil is amplified in a tuned pre-
amplifier with a bandwidth of about 0.5 Mec/s and then
passed into an Arenberg WA600D amplifier. ‘In'the amplifier
the signal and the much larger reference signal, are linearly
added to give a phase sensitive system. This improves the
S/N ratio slightly, But its main advantage is that it removes
the nonlinearity in the Arenberg amplifier which is caused
by the small signal characteristics of the rectifier diodes.
The signal plus reference 1s then rectified and passed, after
amplification, into a boxcar integrator. The boxcar inte-
grator improves the S/N ratio by a factor ranging from about
10 to 100. The output from the boxcar is then recorded on a
Varian Model G-11lA chart recorder (Fig. 3.1).

The timing unit can also send synchronised pulses to
the recorder event marker, so that timing pips at intervals

of 100 us to one second can be recorded on the chart along
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with the signals.

The timing unit can also supply a quench pulse to the
preamplifier which helps reduce the recovery time. It does
this by lowering the Q of the pickup coll whilst the rf pulse
is on, and then raising it soon after the pulse has ceased. .

The timing unit also provides a two pulse sequence of
arbitrary widths, separation and repetition rate for gating
the power amplifier. It also provides a boxcar gating pulse,
and event marker pulses which are synchronised with the basic
rf pulse sequence. As well as this it contains a sawtooth
generator which can be used for linearly sweeping the main
magnetic field, for linearly varying the separation between
two pulseé, or linearly varying the separation between a rf
pulse and the boxcar gating pulse.

The dewer system was designed and bullt to operate at
helium temperatures. However, no helium temperature measure-
ments have been made and it was subsequently necessary to
modify thé apparatus in such a way that helium temperatures
are now unattainable. Liquid nitrogen temperature measure-

ments are still easily made.

3.2 The Timing System

The basic repetition rate of the pulse sequence 1s
determined by a free running multivibrator which triggers a
Tektronix 162 sawtooth generator. This repetition rate can

be varied from (8ms.)q to (9 see)” . The pulse from the
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Gate Out terminal of the generator is used to trigger the
marker pulse, while the sawtooth output is fed into two
Tektronix 163 pulse generators. One of the pulse generators
is set to trigger at the beginning of the cycle, while‘the
second one 1s set to trigger at some later time in the cycle.
Thus the two pulses can be separated by any desired interval
up to nine seconds. The width of each of these pulses can be
independently varied from §Ms up to many milliseconds. The two
pulses are then fed into a pulse mixer which also amplifies
them to the 90 volts required to gate the power amplifier
(Fig. 3.2).

The risetime and decay time of the gating pulses are
less than O.?us. Observation on an oscilloscope shows that
this causes half a cyclé Jitter in the rf pulse length. This
Jitter causes slight variations in the angle ﬁhrough which the
nuclel are tipped and thls shows up as extra noise. However,
the S/N ratio with metal samples is so poor that the extra
noise due to the pulse jitter is usually unobservable. Jitter
due to variations in the triggering time of the pulse genera-
tors is usually also unobservable.

A pulse 1is also taken from the Pulse Out terminal of
the second Tektronix 163 pulse generator and used for gating
the boxcar. This is done by triggering a Tektronix 162 saw-
tooth generator whose output is fed into a Tektronix 161
pulse generator. This can trigger on any part of the saw-

toothy so that its output pulses (fifty volts positive and
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negative), which gate the boxear, can occur any time after the
beginning of the second rf pulse (Fig. 3.6).
| This completes the description of the basic part of the
timing unit. There are, however, several auxiliary parts of
the timing unit, some of which are not often used.

In the Tektronix 161 and 163 pulse generators, a voltage
comparator stage compares the instantaneous voltage of the
iInput sawtooth with a voltage set by a potentiometer. When the
decreasing sawtooth voltage equals the preset voltage, the
pulse generator is triggered. If the preset voltage 1s now
varied slowly and linearly, the time delay between the start of
the sawtooth and the generator triggering will also vary
linearly with time. The preset voltage i1s varied in this
fashion by disconnecting the comparator grid from the potentio-
meter and instead feeding a slowly varying negative sawtooth
voltage onto it (4). A Tektronix 161 and a 163 pulse generator
were modified in this way; a two-way switch being used so that
either the internal preset voltage or the external sawtooth
voltage can be fed onto the comparator grid.

If the external sawtooth is applied to the modified 163
pulse generator gating the power amplifier, a two pulse se-
quence is obtained with linearly increasing separation between
the pulses. This sequence enables the recovery of the mag-
netisation after a pulse to be directly recorded on a chart,

from which T, can be quickly obtained.
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Applying the external sawtooth to the modified 161 pulse
generator gating the boxcar, sweeps the boxcar gate over the
whole induction tail following a rf pulse. From the recording
of the boxcar output T, can be found.

The comparison sawtooth is got from a phantastron which
starts a sweep when manually triggered. Normally the sawtooth
decreases from 140 volts to 20 volts, but a bias voltage can be
applied so that the output voltage remains constant at any
voltage between 140 volts and 100 volts, until the decreasing
sawtooth reaches this voltage. The output voltage then follows
the sawtooth voltage. Thls feature allows for the finite
width of the rf pulses, a necessary feature when sweeping with
some pulse sequences. The sawtooth duration can be varied from
ten seconds to thirty minutes in seven steps. The sawtooth
linearity deviation is less than 1% over 80% of the sweep, but
then increases rapidly to about 10% at the end of the sweep.

A series of measurements showed that the sawtooth length was
reproducible to within 2% of its length. Neither of these ,
imperfections affects the results since either a linear sweep
is not necessary, or else calibrated timing pips are used.

The sawtooth generator is usually used for sweepling the
magnetic field through the resonant value. To do this, an
attenuated sawtooth voltage 1s taken from the sawtooth generator
and fed into the magnet power supply.

To measure T, or T, it 1s necessary to measure time in-

tervals such as those between rf pulses, or between one rf
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pulse and the boxcar gating pulse, with an accuracy of 2% or
better. Two alternative timing methods are available.

If the slow sawtooth is being applied to the 161, 6r the
163 generator, a pulse is taken from the Gate Out terminal of
the relevant 162 sawtooth generator triggering it and fed into
the Gate In terminal of the 162 sawtooth generator used as a
marker pulse generator. This is set to run at some convenient
repetition rate, such as 1lKe¢/s. When the pulse is applied to
the Gate In terminal, the generator gives out pulses at, say,
one millisecond intervals until the gating pulse ceases. This
train of pulses, which is synchronised to the rf pulses, is
then fed into ; coincidence unit. A pulse from the boxcar
gate, or the second rf gate pulse, 1s also fed into the co-
incidence unit and when these two pulses coincide, a current
pulse actuates the event marker pen"on the recorder. Thus
the boxcar output and a series of timing pips are recorded on
the same chart. |

Alternatively a double beam oscilloscope can be used
with the train of marker pips displayed on one channel and the
rf pulse sequence displayed on the other channel. The separ-
ation between rf pulses can then be manually adjusted to
coincide with the desired timing pip.

The pulse generator was calibrated with a C.M.C. /07BN
frequency counter. It was found to be accurate to within
1.5% on all ranges and repetition rates after a warm-up period

of several hours. The coincidence unit requires the pulses
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to overlap O,QMS before it triggers. However, the minimum
separation between marker pulses is 100us, so that this is a
negligible systematic error. If a double beam oscilloscope is
used the timing error due to aligning the two pulses visually
is still less than 1%. This is since the screen is 10cm. wide
and the full width of the screen is always used. As the lines
are less than lmm. wide; it is easy to make them coincide to
within less than 1% of the screen width. It thus isvsafe to
assume an error less than 2% in all timing measurements. The
S/N ratio 1s nearly always less than fifty, so that the error
in the timing measurements 1s sufficiently small.

The pulse mixer also provides a two volt positive pulse
which 1s used for triggering the oscilloscope and a minus
twenty volt quenching pulse of variable width for the pre-
amplifier quenching circuilt. |

3.3 The Gated Power Amplifier
The Colpitts oscillator can be tuned from about 5 to

11 Mc/s, and has a long term frequency drift of one part in
5x10* per hour. This is adequate stability for most measure-
ments on broad metal lines.

The output from the oscillator passes through a cathode
follower to.a gating circuit designed by Blume (5) for negli-
gible rf leakage when the gate is off. It is very satisfactory
in this respect, but when the gate i1s switched on by a ninety
volt positive pulse from the pulse mixer, it loads the cathode
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follower sufficiently to decrease its output by about 20%. In
Blume's circult, the phase reference signal is also taken from
the same cathode follower. 1In this case, the drop in output
upsets the phase reference signal for about 59P5 after the gate
1s switched off. To cure this trouble, a separate cathode
follower was added for the phase reference signal channel.

After the grating circuilt there are three class C ampli-
fier stages. These glve high power amplification, good carrier
suppression, and short rise and fall times with reasonably high
Q circuits in the first two stages. The final stage is an 829B
which is operated with 1500 volts on the plate and a screen
voltage which can be varied from 450 to 600 volts. Under these
operating conditions, the maximum power output is about 2KW.

As in Clark's transmitter (2), variable damping of the trans-
mitter coil is provided by biased diodes placed across it.
With large applied rf voltages one of the diodes is always
open circuited so that negligible damping occurs. However,
when the rf pulse decays to about one volt, both diodes con-
duct and shunt the coil with an impedance of about 6000,
Rise times and fall times are typically about %Ms, while
pulses up t0‘60qu long can be generated before sagging in
the rf output voltage becomes excessive. The plezoelectric
properties of ceramlc condensers did not cause ringing in the
output circuit, provided they were used well below their maxi-
mum rated voltage. This is contrary to the experience of

Clark (2).
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3.4 The Preamplifier . \

This 1s a tuned voltage amplifier slightly modified from
one designed by Clark (2). It has a gain of 16 and a band-
width of about 0.5Mc/s. The main difference 1s that crossed
silicon diodes 1limit the grid swing of the input stage to e |
volt, even for applied voltages of several hundred volts. They
also heavy damped the pickup coll for large applied rf voltages,
but have negligible effect when only the very small signal .
vdltage is present. 1Instead of crossed diodes, Clark used a
quenching circuit in which a quenching pulse derived from the
pulse mixer and amplifier circuit switched a low lmpedance loud
across the pickup coll during the rf pulse, and for a variable
time aftefwards.

However, in the present apparatus the input rf pulses
are so large that crossed silicon diodes were initially added to
protect the quenching circuit. It was then found that when the
quenching circuit was switched off, a small transient occurred
which swamped the very weak lnduced signal. This transient
was due to the storage capacitance of the switching diode in
the quenching circuit and could notlbe eliminated. Thus the
quenching circuit had to be disconnected for all measurements
on single crystals and the crossed diodes alone used for
damping the coil. If poWdered samples are used the much
larger signal avallable completely obliterates the transient

so that the quenching circuit can be used.
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' The equivalent series noise resistance of the pre-
amplifier is about 2500 so that for liquid nitrogen tempera-
tures and above, the thermal noise from the resonant pickup
coil is the dominant noise source. The preamplifier amplifi-
cation is such that its noise output is much larger than the
thermal noise generated in the input stage of the Arenberg
gmplifier.

3.5 The Main Amplifier
This is an Arenberg WA600D which has been modified to

improve its recovery time. Originally the amplifier had a
frequency response from 2 to 65 Me/s. Auxillary tuning coils
ehabled the frequency response to be altered to a passband
about 10Mc/s wide centred: on any frequency within this range.
However, there was an annoying overshoot present for about
2qns after the rf pulse. To eliminate this, the low frequency
response was increased to 3.5Mc/s and the screen bypass con-
densers reduced in value. Later on the input stage was rebuilt
along lines suggested by the manufacturer. These improvements
reduced the overshoot to less than gus in duration.

The low frequency response of the video section was de-
creased from 20 to 2¢/s to avoid noticeable baseline droop.
This section also introduced considerable.60c/s pickup from
the filaments into the output, so that the filaments were
converted to run on regulated D.C. current.

The recovery time of the whole system is nearly lqu
from the end of the transmitter gating pulse. This is
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probab;y about twice as long as the minimum practical limit,

but significant reduction in the recovery time would require
an.exorbitant amount of time and labour. |

Although neither the preamplifier nor the main ampli-
fler has an automatic gain control, little trouble is
experienced with long term drifts in gain. This is always
less than 1% pef hour, pfovided the amplifiers have been
allowed to warm up for several hours. However, there are
short term fluctuations in gain of about lO%,vwith a period
of about ten minutes' duration which cause some trouble.

G.A. DeWit has noticed similar fluctuations in gain in another
Arenberg used in this laboratory (private communication to
the writer).

The linearity of the Arenberg is poor; the linear
region extending from about 2 to 12 volts at the output.' To
improve the linearity for small signals the reference voltage
from the oscillator 1s added to the signal at the sixth stage
of fhe amplifier through a high pass filter and a resistive
network. A phase shifter and attenutor (2) are inserted in
the reference cbannel between the oscillator and the amplifier.
The émplitude of the reference voltage 1s much larger than the
signal and is adjusted so that it is near the centre of the
linear region. It thus performs the double function of making
- the amplifier linear for small signals and providing phase "
sensitive detection. This simple method of phase sensltive
detection improves the S/N by a factor of V2 (1), but can
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introduce considerable distortion if the reference signal is
not much larger than the signal (Appendix I). In these experi-
ments, the reference signal 1s at least ten times the signal,
so that the distortion is always iess than 5%. This is toler-

able as it is less than the error caused by noise.

3.6 The Boxcar Integrator
This is an electronic device for improving the S/N

ratio of a repetitive signal. It basically consists of an
electronic switch which is switched on by a gatinhg pulse oc-
curring at a set time after an applied rf pulse, followed by a
RC circuit which averages the voltages obtained during suc-
cessive sampling intervals.

The boxcar was built to the design of Blﬁme (). The
only major modification is the addition of a voltage amplifier
stage at the input.

The boxcar circuit is linear within 2% for voltages up
to %20 volts, but the voltage amplifier at the input is only
linear for input voltages of about %8 volts. This voltage
swing is adequate for the present experiments and can easily
be increased 1if necessary.

The measured long term drift in the base line corres-
ponds to a drift of Q95 volts per hour at the input. This slow
drift is hardly noticeable, even in experiments taking many
hours.

In the ideal boxcar c¢ircuit (Fig. 3.3) the switch S is
closed for a short timeT, at the repetition rate T~ of the
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Fig. 3.3 Equivalent Circuit of the Boxcar

Integrator

rf pulses. The time constant RC» T, so that the circuit acts
as an integrator. ,

If the r.m.s. input noise voltage is 7 and the output
noise voltage is E, then (6)

ES
— - rtc :‘___
E, "(Tc_) Vi

where T, is the nolse correlation time. For a thermal noise
source V, B and T.cB' so that E, is independent of the
bandwidth of any amplifier ahead of the boxcar integrator.
This equation has been derived under the assumption.that
Us» Tey @ condition which is easily satisfied experimentally.
If i is the input signal, then the boxcar response is
the same as a low pass RC filter with a time constant
U= RCT/T. (6). Unless care is .taken in the choice of T’
considerable distortion of the signal can occur.
An experimental test of these equations was made by
using an amplifier as a thermal noise source with a frequency

spectrum from about 2c/s to several megacycles. This was fed



58
into the boxcar integrator and the output measured on a chart
recorder, while various parameters were systematically varied.
The measurements were crude, but verified that the noise output
is independent of the bandwidth and that the S/NoC RC, except for
very large values of RC when the S/N became less than predicted. .
The equations for the boxcar voltages ignore the effecf of the
recorder time constant, which is about one second for the:

Varian recorder. Thls time constant performs a further inte-
gration of the noise for small'values of Ty so that the S/N
ratio is increased. Experimentally E, =RC)J‘@; for T 70ms.,

but decreases steadily for T - 70ms., being a factor of six

§maller for T=lms.

3.7 Power Supplies and Noise Suppression

The 1500 volts for the power amplifier is supplied by a
simple unregulated power supply, which also gives 450, 525 or
600 volts for the screen regulated by voltage regulating tubes.
The large output impedance of these supplies is overcome by the
use of large storage condensers., A 200ma. regulated supply gives
the 350 volts used in an earlier stage of the power amplifier.

Apart from the Arenberg which has its own regulated
supplys the rest of the apparatus is powered by two Tektronix
160A regulated powerssupplies.

The 6.3 volt D.C. filament current comes from a simple
transisterised regulated power supply (7) fed by a Heathkit
battery eliminator.
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Various combinations of battery eliminator and/or 6 volt
accumulator had been tried earlier on but gave much poorer regu-
lation than the transisterised supply.

The 110 volts A.C. for the whole apparatus is $abilised
by a General Radio Type 1570/A automatic line voltage regulator.

Rf leakage from the oscillator to the amplifier is often
a major source of trouble in a coherent NMR system. However
this is easily eliminated by a careful filtering of all power
leads connected to either the amplifiers or the oscillator,
and by completely enclosing the oscillator in a copper can.
Care was aléo taken with the interstage filtering in the am-
plifiers to eliminate any chance of regeneration occurring.

In all of the rf filtering extensive use is made of Phillips
ferrite beads along with O0.01uf ceramic bypass condensers.

In a perfect apparatus the only noise source is the
thermal noise of the resonant pickup'coil. This was some-
times so with the present apparatus, but often neoise from
external sources was much larger than the thermal noise. The
most common external noise source is faulty fluorescent lights
in the laboratory, followed by nolse from heavy electrical
machinery in other parts of the building. Both of these
sources give rf pulses synchronised to the mains frequency.

It is not certain whether these pulses travel along the power
mains, or are detected by the tuned pickup coll wrapped

around the sample.
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Because of the small magnet gap not enough space is

available to enclose the coils in an earthed metal shield, so
the apparatus is susceptible to extraneous induced voltages. An
attempt was made to place an earthed shield around the outside
of the nitrogen dewar, but the resulting hum loop lncreased the
noise level, so the pickup coil hés been left unshielded. The
whole earthing system of the apparatus had to be arranged so
that there were no earthing loops increasing the nolise level.

This was mainly an empirical process that verged on black magic.

3.8 The Magnets and Magnetic Field Measurements
The apparatus was originally built for use with a

Varian V/4007 6" electromagnet with a two-inch gap. This gives
a field of up to 7KG. which is homogeneous to within a gauss
over the volume of the sample. Part way through the experi-
ments, the apparatus was shifted and used with a Varian
V4012/313 12" electromagnet with a 2.25-inch gap and a field
strength of up to 11.2KG. This magnet has a homogeneity of
about 0.1 gauss over the sample volume. Both magnets were
rotatable through over 180°.

The magnetic fields of both magnets were often swept
through the resonance values by applying a sawtooth voltage of
8 volts to the External Sweep terminals of their respective
magnet power supplies. This varies the field by about 100
gauss as an approximately linear function of time.

A simple marginal oscillator was built for any magnetic

field measurements needed. It was used to calibrate the 6"



61
electromagnet, but with the 12" electromagnet a field calibra-
tion previously done by S.N. Sharma had sufficient accuracy for
finding resonances, so that the marginal oscillator was never

used with it.

. 3.9 The Low Temperature System

Originally it was intended to make measurements at very
low temperatures so a conventional glass dewar liquid helium
system was bullt. The dewars weré bullt for the six magnet so
the inner dewar has an internal diameter of only one inch, which
severely restricts the coil dimensions.

 When the apparatus was shifted to the 12" electromagnets
the dewar head already there was unsuitable for pulsed NMR, so
that the dewar system from the 6" magnet had to be used with
the 12" magnet. As the dewar head dld not match the helium
return system already there, no liquid helium temperature
measurements were possible without extensive rebuilding of the
low temperature part of the apparatus. This rebuilding was
not done for reasons to be given later.

All the measurements have either been made at room
temperature, or at liquid nitrogen temperature. For liquid
nitrogen measurements,; the outer dewar 1s filled with liquid
nitrogen, while ailr is used as an exchange gas 1in the inner
dewar. If the inner dewar alone is filled with liquid
nitrogen, its bubbling causes vibrations which decrease the

S/N by two.
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3.10 The Coil System for a Metallic Single Crystal
The most important part of the apparatus is the coil
system. It is also the hardest part to design so that the

coils used, and the reasons for using them, will be discussed

in consliderable detail in the following section.

Transmitter Coil Puckul: Coil
. \v .
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Fig. 3.4 Equivalent Circuit of the Coil System

The equivalent circuilt of the coll system 1s given by
Fig. 3.hk. jZﬁ is the lahge signal output impedance of the final
stage of the power amplifier, while L, is the inductance of
the transﬁitter coil. R, is the equivalent damping resistanée
of thils coil and is comparatively low when the rf pulse is on,
but it is much higher when it is off. R/ is the resistive
component of fhe impedance coupled back from the pickup coil
by the mutual inductance M. L., R. and R{ are the correspon-
ding parameters for the pickup coil. R, is larger during an
rf pulse than when it is off. Clark (2) fully discusses all
the requirements for the coils. Briefly they are that the

transmitter coll must have the maximum number of ampere;turnsﬁf
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possible and a fairly low Q, while the pickup coil should have
the largest number of turns and” the highest Q possible.

The hutual inductance should be as small as possible
since it causes the following undesirable effects to occur.

(1) The resonant coil pickup coil extractsasignificant
fraction of the power supplied to the transmitter coil. This
reduces H, by the samevfraction.

It is assumed that both resonant circuits are not very
tightly coupled and that the transmitter coll 1is matched to
the output impedance of the amplifier i.e. Zf“anu where

'Ql = wbs

“E"- Straightforward ecircuit analysis then quite accur-

.ately gilves the powér dissipated in the transmitter coill as

p = 2(RI+R)
Zq(R! +2R)

If the current passing through L, 1is J, then the power
P'absorbed by the resonant pickup coll is
P' =/;.1P§"

= v

Thus the fraction of powérﬂabsorbed by the pickup coll is

P/ - } o P\ll
B = (RI+2R)RAR)

by using 2%= QwL;. This has a maximum value of 0.17 when

R =12 R . For the present apparatus L.=1.%Mh and Q=10 so
at 9Mc/s. R,==70. Ly==3uh and Q,==5 when the rf pulse is on,
so that R,=~350. R/ =@M where M=kiL, T, with 0 (k 1, so 1t
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is impossible to satisfy the condition for maximum~poﬁer absorp—
tion. Representative values‘of the fraction of power absorbed
are 5% for k=0.4 and 2% for k=0.1l.

(11) The transmitter coll damps the pickup coil.

Q = kb
Rat RS

where R, = 21 . When the rf pulse is off ﬁ1%r6n_ and
R==150. Thus Qa==30 for k=0, Q.= 27 for k=0.1 and Q= 20
for k=0.4, |

(ii1) TIf the coils are very tightly coupled the two
circuits cannot be tuned independently of each other. This
becomes noticeable for'k;;OQS.

(iv) The rf pulse.can induce a very large voltage
which can damage the input stage of the preamplifier, or
cause recovery time problems after the pulse 1is over.

The induced voltage across the pickup coil is given
approximately by

V= vki{frg
%= 8 k.

Representative values of - are 0.8 for k=0.1 and 6.25 for
k=0.03.

From the above considerations it is clear that k
should be less than O.1 and preferably below 0.05. In the
coll system finally adopted, k can be as low as 0.03.

The most unusual part of the apparatus is the sample

coil with the metal cylindrical sample inside it. The fol-

R
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lowing simple théory describes the behaviour of the'sample coil
 with—sufficient accuracy‘for most experimental purposes. |

| - Assume that a coil of radius R, and length 1, with n,
turns/unit length is spaced from a metal cylinder_whose'radius
is R, , electrical conductivity is o, and skin depth is § at a
frequency f. It is assumed that the metal cylinder is longer
than the coil. o . '1

If the metal core is absent, then the magnetic field

_strength inside an infinite solenoid is (3)

H = nl

where ] is the current in the coil. This is assumed to be
uniform over the whole sross sectional area of the coll; so
that the induced back emf is
= - 30
Vo= -3
-n1Au i

1

where A =wRs. If I = I,exp(iwl) then Z =:%-=Lw/An?Al'=LwL,9
where L.= nsmAl,. This 1s the infinite solenoid formula for
an air cored coil and 1s accurate to within ten percent provided
1) 2R,. |

If the metal core 1s now inserted, the skin effect pre-
vents magnetic flux penetrating more than about a dlstance 5
~into the metal so the effective cross sectional area of the
coil is much less. Thus if 1t is assumed that H is still

¢

uniform outside the metal core,-%g— becomes approximately
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inZuLwn{B -(R - 6 J] . Usually R.-R> 6, so that the induc-

tance with a metal core becomes
L, =n/un: 1L (R -R}).

The conditions for the validity of this equation are
R,-R, > ¢ and 1,5 2(R.=-R, ). The latter condition is more
easily satisfied than the corresponding condition for an air
cored coil, |

Experimental measurements show that this formula is
accurate to within 20%. The error is probably due to the
" non-uniform flux distribution which actually occurs.

To calculate the Q of the coll, consider what happens
when a current j=j,exp(iwt) 1is passed through the coil. It
generates a magnetic field H=nd parallel to the surface of the
metal cylinder. The magnetic field generates an eddy current
which circulates c¢lose to the surface In the opposite direc-
tion to the applied current. As far as power losses are con-
cerned, the eddy current can be considered as a uniform current
density equal to the actual current dénsity at the surface of
the metal and confined to a layer 235 thick at the surface of
the metal (3). Thus the eddy current circulates in a loop
2TIR, long, 1, wide, and 26 thick, so that the total resistance
of the eddy current path is
The r.m.s. value of the eddy current is

I, = 2%, H

Thus the power P disapated in the sample is
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o F
~ 2R LK,
o-b

If the r.m.s. value of j is jJ,, then H=2*nzj,o

. 23 T Rula nd 32
e

= 3: Rg o

" i3
where Ry= 24T Ranhy |

Rs 1s the effective resistance of the coil due to the metal core

so that

= ola
Q =g,

- WwMmo-B R, R, 3
e [(—RL) -1 +%{L}.

The actual Q of the resonant circuit is reduced by the rf resis-
tance R., of the wire in the coil and the external part of the

circuit to

- w b
Q T Ret+Rw

= Qe
Qs+ Qw ?

where Qs =wL/Rs and Q.= wL/R.. Thus it is easy to include the
wire resistance in the design of an actual coill system.

The induced signal is proportional to a number of factbrs
which depend upon the ratio R, /R, of the sample to coil radius.
These factors will now be given and the optimum ratio of

R, /R, calculated from them.
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The maximum flux change generated by the sample is
6= ./,,%ﬂmg.%. If the coil is not tightly wound on the
{
sample magnetic flux leakage occurs, so that the flux 6 inter-
cepted by the pickup coil is less than O. This flux leakage

1s taken care of by defining an efficiency factor 7) as

This depends only on the coil and sample geometry and can, in
principle, be calculated for any coil configuration."ln prac-
tice such calcﬁlations are unwieldy. For a short coil woupd

on a sample much longer than its diameter, a calculation gives

% as
m o= 1-k[( BT 1]

where k= 57{§%3.and L is the sample length. Most of the coil
configurations approximated these conditions. |

The induced voltage is also proportional to the number
of turns n, in the pickup coil. At a fixed frequency, the

inductance La =1tmnim 1{R;-R!) is a constant.
% o2 —%‘
A nzOC(Rz "'R\) °

It is also proportional to the cross sectional area
A = 2TMRS of the perturbed magnetic moments.,
If v is the output voltage from the resonant pickup

L4

coil then
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where x;R;/R. and K= -2 .
This has a maximum value when RzﬁbR,(1+-%ﬂ* . With typical
values of Q and K, R, /R, lies in the region of 0.7 to 0.8,
In the colls actually built R,/R, varied from about 0.6 to
0.9.

It should be noted that slicing the sample into thin
slabs may not increase the induced voltage. This 1s because
increasing the surface area not only increases the number of
nuclei excited, but also increases the path lengths of the cir-
culating currents and thls causes a compensating drop in Q. '
Thus if the Q of the resonant circuit is determined by the
sample; slicing it will have little effect. However, if the
wire resistance is dominant, slicing increases the signal
until the stage 1s reached where the sample losses become as
large as the wire losses. The full bénefits of slicing are not
obtained unless the slabs are about % thick, when the eddy
current losses become considerably reduced. Manufacture and
alignment of metal slabs less than 10 %em, thick is such a
formidable technical problem that no experiments along these
lines have been attempted. |

The most difficult part of bullding the apparatus was
finding a suitable coll configuration. Clark (2) lists the
relative merits of three different configurétions, Two of
these were examined both theoretically and experimentally, and
one only theoretically, before they were all rejected.

The easiest system te reject was the combined trans-

mitter-receiver coil, as simple calculations showed there was
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no change of finding a satisfactory compromise between the con-
flicting réquirements for the transmitter and recelver coils.
Also the Q damping circuits on the transmitter and receiver
could not be used.

A rf bridge (8) was tried and quickly rejected. It re-
duced the rf field considerably, did not balance very well
with a metal cored coil, still used a combined transmitter-
receiver coll, and d4id not allow the use of Q démping circuits.

Crossed colls were studied more carefully, both experi-
mentally and theoretically. They have the advantages that
conflicting transmitter and receiver coll requirements can
éimultaneously be met. The coupling coefficient k is very
small, while Q damping circuilts can also be used. Acoustic
oscillations are also hard to excite when using crossed coils.
They have the.major disadvantage that measurements of orien-
tation dependent NMR properties are very difficult. This is
since only the component of H, perpendicular to H, tips the
»nuclear magnetic moment,while with this configuration H, can
make any angle between 0° and 90° with H, as it is rotated
wilth respect to the sample. To eliminate this problem, the
whole sample and coil assembly could be rotated with respect
" to Hoy a difficult mechanical and electrical problem; es-
pecially at 1liquid helium temperatures. An easier solution,
which was tried, was to add another transmitter coll which
gave a rf field orthogonal to both H, and the rf field from the
first transmitter coil. Switching the transmitter output to the
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appropriate coil can always give a fairly large rf field per-
pendular to H,. The cylindrical sample shape and the limited |
space available meant the long rectangular transmitter coils had
to be used. Thils system easily gave k{0.5, even without an
electrostatic shield, but could not give H,) 10 gauss with the
power available from thé transmitter. H, was also non-uniform
over the surface of the metal, decreasing to zero on sﬁme parts
of the surface, so that not all the surface nuclel were per- |
turbed. For these reasons, the crossedﬁcoil system was aban-
doned.

This left a coaxial coil system with the sample coil
inside a transmitter coil of inductance I3 n,turns, radius R,,
and length 1, as the only usable configuration.

The coupling constant of this configuration is easily
derived.

Ly =mm L, n}(R; -R})

so if \; 1s the rf voltage applied across the transmitter coil
then

H = ny{-:a,

N A
wls Touling(R3-RY)

_ 00 _wm-R) . nl
2t (R2-R) " sl

‘But for a rf transformer9«%%—= k-%ﬁr
%Ri;ng
. '. k - R;. "‘R;‘ o

With the coil configuration initially used this for-
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mula gives k~.0.3. Even though thls value was known to be too
large, the configuratibn was tried out and showed most of the
defects predicted for 1t. _

In order to reduce“k, a bucking coill is added in series
with the pickup coll in such a way that the voltage induced in
it opposes the voltage induced in the pickup coil. The bucking
coll has to be located where it cannot pick up the large signal
from the sample. The mutual coupling between thé bucking.coil
and the pickup coil should also be as small as possible.

Various positions and types of bucking coll windings were
tried and eventually a single coll wound on the same coil former
as the transmitter coll and just above it was chosen. The dir-
ections of the windings, and the positions of all the wires were
carefully arranged so that any capacltive coupling opposed the
inductive c¢oupling. It was impossible to get a perfect cancel-
lation, even after extensive experimentation, because of the
capacitive coupling and the inductive coupling between the
bucking and pickup colls. A Faraday shield significantly re-
duced the capacitive_coupling,

~Another complication was the distortion of the magnetic
field caused by the presence of the metal sample., The eddy
currents exclude flux from the interior of the sample and in-
crease the magnitude of H, at the sample surface. This means
that the bucking coil requires more turns than expected on the
basis of assuming a uniform flux intensity over the cross

section of the transmitter coil; an assumption which gave good
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results for a powdered sample. The magnitude of the increase in
H, varied from sample to sample, but was typically about 30% and
was never more than 50%.

Since the inductance of the pickup c¢oll plus that of the-
bucking coil should equal the maximum possible inductance for a
pickup coil, the use of a bucking coil reduces the number of
turns in the pickup coll and hence reduces the size of the induced
signal.- Thislreduction and the number of turns required in the
pickup coil, could in principle be calculated from the above
restriction on the inductances, plus the requirement that the
total areas of the bucking and pickup colls cut by the magnetic
flux are equal to each other. However, the bucking coill has a
léngth much less than its radius so that no simple formula for
its inductance exists. The magnetic flux distributions is also
uneven. It is thus Impractical to do any calculations involvihg
the bucking eoil. The number of turns in the bucking coil thus
had to be found experimentally..

The coll configuration 1s reasonably satisfactory in
practice, It typically has kir0,0S,'ﬁhile reducing the signal
by about 30% of its maximum possible value. If considerable
trouble is taken in empirically finding the optimum number of
turns for the coilsy, k can be reduced to about 0.02. This was
done for the first two samples but then, for reasons of conven-
lence and mechanical stability9 one bucking coll was used for
éll the subsequent samples. This caused little deterioration

in the performance of the system.
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In the configuration finally adopted there are two co- ,
axial eylindrical coil formers. These are made of Teflon which
has a high electrical resistance and the ability to withstand
repeated cycling to low temperatures without cracking. The
outer one has a dilameter of'2 cm, and has the transmitter and
bucking colls wound on it. The transmitter coll has 11 turns
and an inductance of 1.2uh and with 1.8 KV peak to peak across
it, gives an H, of about 20 gauss. The bucking coil has 4 turns
and an inductance of O.?ﬂh. Both coils were wound in grooves
cut in the former and then imbedded in epoxy resin to give as
much mechanical rigidity as possible. The diameter of the inner
cylinder depends on the metal sample being used. The sample
fits snugly inside the cylinder and the pickup coil is wound on
the outside. None of the samples héve the same dimensions, so
that a different pickup coil has to be wound for each sample.
The coll 1s coated with G.C. Electronics Polystyrene Q Dope
No. 37-2 to prevent mechanical vibration. The coll system is
very easily assembled and mounted on the end of a stainless
steel tube, which also acts as the outer conductor of a coaxial

cable leading to the preamplifier.

3.11 Acpustic Oscillations

Often in pulsed NMR apparatus a troublesome damped os-
cillation appears after the rf pulse. This oscillation is
caused by the mechanical force generated by the.interaction
between H, and the large circulating current in the trans-

mitter coil causing some part of the transmitter coily; or sample,
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to vibrate at an ultrasonic freqﬁency. The acoustic oscil-
lations persist after the rf puise has finished and somehow
induce a voltage in the pickup cdil which obliterates the
induced nucleér signal (2). |

Acoustic oscillations were not often noticed when the
6" magnet was used. However, with the 12" magnet acoustic
oscillations became a severe problem because of the increased
maghetic field and also because the lower part of the coaxial
cable and the.wire leading to—the-transmitter coil were not in
the magnetic field. Both the transmitter lead and the'inner
wire of the coéxial cane were originally very thin to reduce
heat leakage during helium runs. However, they both vibrated
~ badly and had to b;,replaced by heavy 24 A.W.G. wires. The
bottom end of the coaxial cable was also filled with poly-
styrene glue. These measures eliminated acoustic oscillations
from these wires, but introduced such a large heat leakage
that helium runs were rendered impossible.

In all cases acoustic oscillations only occurred when
the sample was present, so that they must come from the sample
itself. Two experimental observations were made on rhenium
which suggest the cause of these oscillations. The first of
these 1s that the amplitude of the acoustic oscillations is
proportional to H,(Fig.3.5). This is not very restrictive
since most possible mechanisms have this H, dependence. The
" second is that the oscillatory frequency is about 70Ke/s for a
sample 3.15cm. long. Thus if the sample is assumed to be
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)\ long, the longitudinal velocity of sound in rhenium is
about W00 metres/sec. This 1s a typical longitudinal velocity
of sound for a metaly, but it is too high for a transverse
velocity (10). It was also noticed that the longer samples had
a lower acoustical oscillation frequency. The frequency also
increased on going to liquid notrogen temperature. Thus the
oscillations are probably due to an acoustical longitudinal
standing wave being set up in the sample. This suggests that
the followlng sequence of events occurs.

The rf pulse generates a circulating eddy current of
about 50 amps. in the sample which interacts with the large
static magnetic field. This produces oscillatory driving
forces parallel to the cylindrical axis of tﬁe sample which
set up an acoustical standing wave. There is such a large
acoustic mismatch at each end that there is nearly perfect re-
flection of the sound wave, so that the standing wave persists
long after the rf pulse 1s turned off.

‘ This standing wave causes a variation A@ in the density ¢
of the sample. If N, is the number of free electrons/unit .
volume, then the standing wave produces a variationAAN;=N¢%£

in their number. The electronic magnetic susceptibility
XCNe o' 5 where % is the electron gyromagnetic ratio, so that
DXe/Xe=ANe/Ne=0p/p« The pickup coil is wound around the
centre of the sample and has a voltage of VedC e A, &= we)ce%?
induced in it. %, is the skin depth at the frequency w. of

the acoustic oscillations.
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The nuclear susceptibility DCoCN, %> , so that
Xe ﬁl&)‘ﬂg |
X %) N,
_ﬁ_i
| = (%)
since N==N, for a metal.

Axl: = ux10f 42,
The induced voltage from the nuclear spins 1s VaoCweX.8y SO
that the ratio of the two voltages is

M o~ ._e_f_aw Xeop . %
Va WeXa @ 'S?
. = bxofy-gE 48
In a typical case w,= 100w, so that

Ve N 5§80

With this mechanism it only requires 4%;>,5x10'6, a quite rea-
sonable inequality (11), for the acoustic oscillations to
dominate the nuclear signal.

With the coaxial coil system it 1s impossible to stop
the standing wave béing generated in the sample; so that the
only method of eliminating the oscillations is to very quickly
damp them. Frictional damping within the metal 1s very small
so that the main acoustical energy loss is by transmission
through the ends of the sample, with frictlonal losses at the
sides of the cylinder playing some part. Thus the only way to
damp the oscillations is by increasing the acoustic losses |
through the ends and sides.

If the densities and velocities in two infinite media

are Qx, Q‘ and ¢ 4 C, respectively, the reflection coefficient
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R at the interface is (11)

R - g,C, - ELCQ. .
().c. + ?acz °

The media are not actually infinité, but instead the
situation is closer to that of a piston radiating into an
infihite medium. For this case the acoustic impedance Z, 1s
of the form (11)

Z =% 0. cam(R, /1) for TR, L1,
==Cafa for 1R » 1.
These equations have used the substitution X\ =21.

The easiest way of damping the acoustic oscillations is
thus using a sample with a large ratio of R,/1 immersed in a
medium with a density and velocity of sound much closer to
those of a metal than air has.

These ideas were experimentally tested by immersing a
rhenium sample in glycerine so that the reflection coefficient
was reduced from 1 to 0.9. The duration of the acoustic os-
cillations decreased by 30% and their initial amplitude
decreased by 20%. The dampihg also increased with an increase
in the ratio R,/1l. Rhenium (R,/1=0.05) and bismuth (R,/1=0.09)
had large acoustic oscillations, whilst in indium (R, /1=0.35)
the oscillations were just noticeable. The reduction in
oscillations with both increasing R, /1 and decreasing reflec-
tion coefficient is much larger than the slimple theory predicts
and suggests that surface frictional losses play a significant
part in the damping.

. Unfortunately, glycerine has a very low thermal conduc-
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tivity and so the rf pulses can heat the sample to temperatures
well above that of the dewar system. For this reason glycerine
was not often used to dampen acoustic oscillations. Instead
the sample was embedded in a porcelain cementl which was a good
acoustical match. The cement is water soluble, so that dis- |
mantling the sample mounting is easy. Part of the sample was
always left exposed so as to provide a good thermal contact.
The cement reduced acoustic oscillations to a tolerable level

in nearly all the samples it was used with.

3.12 Calculation of the Signal to Noise Ratio

Since no measurements were made below 78 K. it is
assumed that the normal skin effect thedfy is applicable.
The voltage induced in the pickup coil by the precessing

nuclei is (Appendix III)

§ -
Jeos (3Fg)dz. .

v =Tr')7/u_anoR|f exp(-% )sin(vtB e
This integral has been evalugted and has a maximum value of
about 0.7 § when ‘KBﬂEﬁ%rrradians. The maximum induced voltage
is thus
v = O,7n~wnszoR,6. _
The plckup coil is resonated at the ffequencycu, so that the

voltage at the input to the preamplifier is

v =O.7n‘¥)/un wM,QR, § .
If T, is the noise temperature of the sharply tuned

pickup coil, then the r.m.s. noise voltage . is (12)

1
Sauereisen Adhesive Cement No.l Paste, Saureisen
Cement Co., Pittsburgh 15, Penn., U.S.A.
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m:@,
where C is the capacitance resonating the pickup coil.

The parameters of the coil circuit and the preamplifier
are chosen so that thermal noise from the rescnant circult is
the dominant noise source. This is easily done. The bandwldths
of the preamplifier and amplifier are greater than that of the
tuned pickup coily so that the S/N ratio at the amplifier out-
put is

%=ﬂmwwmQR8f%

This expression includes the improvement of v2 1in the S/N
ratio introduced by phasé sensitive detection (12).

The boxcar 1ntegrator enhanées the S/N by 'VG;§? for
repetition rates greater than about (50 ms.f' s S0 that the

final S/N ratio S 1is

S =T1h/4497u)R| MOQS\/% .

The parameters in thls equation which are listed below
have a temperature dependence.

(1) The nuclear magnetic moment/unit volume MénT"(l),
where T is the sample temperature.

(11) $oco=" and o~ has a complicated temperature dependence.
For simplicity the high temperature approximation T will
be used (9), even though the Debye temperature for most metals
falls within the temperature range of interest. Thus 6aC'T%.

(111) Q:Q%? where R, , the total series damping resis-

tance varies with temperature. If the damping is only due to



eddy currents in the metal then Qdco%nT'% bHowever, in practice
the resistance of the coaxial cable forms a large part of the
damping resistance. This varies in temperature between room
temperature at one end and the temperature of the sample at the
other end; so that the nolise temperature T, of the tuned cir-
cuit is usually different from T, 1l1lying between T and room
temperature. The dependence of T, on R, is not known, but Th«<Rs
seems a rgasonable assumpfion. Thus roT;é;

(iv) TeoC (aw)™ and Q=25 so 'tcacroT;%‘.

(v) In a metal sample the Korringa relation T, T=constant
holds (1). The repetition time for the boxcar is T,.= KT, where

K 1is a constant.

: Ty,

The effective time constant’téé%rRJb of the boxcar is a tem-

perature independent constant determined only by the sweep time.

S R oC Ty o Te
Combining all these temperature dependences gives

ST % .

The important feature of this simple analysis is that
there is 1ittle improvement in S/N on going to low tempera-
tures; the increase in M, being compensated for by a decrease
in b and the decreasing effectiveness of the boxcar integrator.
Experimentally it -was found that S improved'by about 50% on
going from room to liquid nitrogen temperature. This gives

Tnd:T* as the approximate temperature dependence in this
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region, so SGCT—%O If this temperature dependence is extra-
polated to lower temperatures and allowance made for the onset
of anoﬁalous conduction, then cooling from nitrogen temperature
to 4.2°K would increase S tenfold. Actually the temperature
dependence of T, on T is even less below nitrogen temperature
because even at this temperature most of the noise 1is coming
from the parts of the tuned circuit near room temperature.
Thus cooling the sample to a lower temperature does not reduce
the noise temperature very much. These facts, plus the ex-
perimental difficulties with acoustic oscillations, are the
reasons why no measurements at liquid helium temperatures have
been attempted.

The other parameter which can affect S 1s the resonant
frequency. If it 1s assumed that the tuning capacitance C is
the same for all frequencies, the frequency dependent para-
meters'vary as follows.

(1) The inductance L« n?®, but weL¥, so n«w™.

(i1) focw? .

(1ii) Ms=xH, and vH= w,; so M,Cw,

(iv) Q is usually frequency dependent. However, bandwidth res-
trictions require Q@ to be kept reasonably constant so that

over a moderate frequency range Q is frequency independent.
This is a good approximation since even if Q does vary with
frequency it is almost cancelled by the opposing variation

of .

Thus  $oc wi
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This is in reasonably good agreement with the experiments.
Changing frequencies from 6 to 9Mc/s. increased S by about 30%.
In addition recovery from the rf pulses is better at the higher
frequency since a higher low frequency cutoff can be used.
Measurements were thus usually made at the highest convenient
frequency. .
These conclusions are not valid above about 20Mc/s since
in this region the grid noisé of. the preamplifier input stage
increaseé and also its decreasing input impedance becomes

important.

3.13 The Measurement of Spin-Lattice Relaxation Times

The most common method of measuring T, is to use a 180°
pulse followed by a 90° pulse at a variable time t later. The
amplitude of the induction tail following the second pulse
varies as l-exp(- %%), so that T, can easily be obtained. When
a boxcar integrator is used the spacing between the pulses is
linearly increased with time so that the exponential increase
of amplitude is recorded directly on the chart.

Unfortunately this method cannot be used-fbr metal
singlé crystals for several reasons. One of these is that there
are no 90° or 180° pulses of the conventional type because of
skin effects (Appendix III). There are pulse lengths which
give maximum amplitudes and even pulse lengths which give no
amplitude which could be used for the equivalent of a 180° -
90° pulse train.‘ However, the signal is well below the noise

level. Therefore tuning the apparatus so that it is first
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exactly on resonance, and then finding the right pulse lengthy
is an impossible job when a boxcar integrator must be used.
The other big difficulty is that the signal is typically about.
one tenth of the nolse level, so that any baseline distortion
must be less than about one hﬁndredfh of the noise level for
even a moderately accurate measurement of T,. This is a far
more stringent requirement than is usually required in pulsed
NMR apparatus and is very difficult to attain.

For these reasons, an alternative method of measurement
was devised which eliminates these difficulties at the expense
of being very laborious.

Let a spin system have a large. static magnetic field H,
-~ applied along the z axls with a linear magnetic field 2H, coswt
normal to it. In the rotating reference frame there is an
effective mégnetic field

He = Bl + (Ho+ 2k

making an angle © = tad4[~p:?L%T——:] with the z axis. If
.the nuclear magnetism M, is initially aligned along H,, then
on application of the rf pulse the components of M, perpendi-
cular to He relax towards it with a time constant someWhat
longer than T, (13), so that eventually the maghetism is com-
pletely aligned along He with magnitude M,cos&. When the

rf pulse 1s switched off the components of the magnetism
perpendicular to H, decay in a time of the order of T.. The

magnetism along the z axis thus has an amplitude -,

M,= M,cos©|cosO|.
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It has so far been assumed that no spin-lattice relax-
ation occurs. This requires thé rf pulse length to be much
less than T, while still being many times T,. If a short
second rf pulse is applied at a time t later the height of its

induction tail is proportional to
M= M {l-exp(- %¥)} + MOCOSQICDSQIexp(—:%).

From this T, is easily obtained.

This is the basis of thé method used in the metal single
erystals. A rf pulse of Zong, or longer, is applied to bring
the spin system to equilibrium in the rotating reference frame
in the manner just described. T, is less than SQMS in nearly
all the metals, while T, 1is usually several milliseconds even
at room temperature, so the inequalities concerning the pulse
length are easily satisfied. The rapid decrease of H, with
depth meaﬁs that some nuclei will not relax in the rotating
reference frame since H, will be much smaller than the local
fields. However this, along with phase effects, has little
practical effect on the state the spin system is left in when
the pulse is switched off.

M; is measured with a rf pulse about lSMs long applied
at a variable time later on. The time lag is measured with a
double beam oscilloscope, as described previously,

The height of the induction tail is measured by the
boxecar integfator used with a gate about T, wide (6). The

magnetic field is linearly swept through the resonant value so
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that M can be got from the retorder trace. The reference phaée is

usually adjusted so that the recorder trace bears some- resemblance
to an absorption curve. This is not necessary, but makes measure-

ments from the recorder chart easier.

A series of measurements is made, firstly with t in-
creasing and then with t decreasing. The measurements for
each value of t are then averaged. This approximately averages
out any steady drif£ in gain of the system and also decreases
the statistical error of each point. Typically measurements
are made for about 30 different values of t.

There are several advantages of this method. The first
one is that the apparatus does not have to be tuned for exact
resonance, nor does it have to stay exactly on resonance for
the duration of the measurement. A phase sensitive system is
very sensitive to frequency, or magnetic field drifts of one
tenth of the linewidth or more, so the latter condition is
quite a stringent one to fulfil. The second advantage 1s that
sweeping through the line eliminates any errors from baseline
droop, or distortion, as any distortion is common to both the
signal and the off resonance baseline its amplitude 1s measured
from,

The main disadvantage of the method is that it takes
about three hours to measure T,, as compared to about half an
hour by more conventional methods. This means that the drift
in gain of the apparatus must be small, or at least a constant
drift iﬁ the same direction. This was usually the case, but

|
sometimes there would be sudden jumps in gain causing some
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érror in the final value of T,.

The results were either analysed by means of a conven-
tional log plot, or by a least squares fit using the U.B.C.
Computing Centre I.B.M. 7040 computer. The errors quoted for
each result are standard deviations estimated from the scatter,
plus the 2% error in timing. Much of the noise in these
experiments is from non-random sources such as machinery
switching on and hence the errors do not obey a normal distri-
bution. The errors should thus only be regarded as an

indication of how reliable each result is.

3.1% Measurement of Spin-Spin Relaxation Times

e 1 s S 2

In aluminium powders T, was measured by applying a
short rf pulse and linearly sweeping in time a narrow boxecar
gate about §us. wide through the induction tail (6). The
measurements were made with H, well off resonance, so that the
chart recording is similar to a damped sine wave. Doing this
avoids the difficulty of keeping the apparatus on exact res-
onance and also makes 1t easier to reduce the effects of
baseline distortion.

This method could not be used on single crystals because
of their poor S/N ratio and also because close to the rf pulse
the baseline was badly distorted. Instead, a similar method
to that used for measuring T} was used. A short rf pulse was
applied and at a time t later, a narrow boxcar gate was swept
through resonance by linearly varylng the magnetic field. The

gate was then manually shifted to a different value of t and



the measurement repeated. This gives the signals shown in

Fig. 4.1, If t3» T., the peak to peak amplitude (AB or AC on
Fig.4.1b) is proportional to 2M, to a high degrée of accuracy.
However 1if t &L T, the peak to peak amplitude 1s less than 2M,
because of the finlte value of H,. This can be corrected for
by making sweeps through resonance at several slightly different
times and superimposing them to get an accurate measurement of
the envelope of the oscillations. This can then be used to

correct the peak to peak amplitude of the sweeps.

3.15 Measurement of Absorption and Dispersion Modes

A pulsed NMR apparatus with phase sensitive detection
and a boxcar integrator.can give recorder traces equivalent to
the unsaturated absorption and dispersion modes, X"(w) and
K(w) measured by steady state apparatus, The basis of the
method, as developed by Clark (2), will be given here, while
the mathematical description and instrumental distortions that
occur are given in Appendix IV, ‘

A short rf pulse is applied to the sample. A very wide
boxcar gate which completely covers the whole of the free
induction decay is used. The output of the boxcar can be
shown to be a linear combination of X' and X", By appropriate
choice of the reference phase either X' or X” can be obtained.
If the magnetic field 1s now swept linearly through the
resonance value recordings are obtained which are equivalent
to those obtained by steady state apparatus. This type of

measurement is easily done on the present apparatus, but
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suffers from the disadvantage that T, in metals is so”sbp;t}
that there 1is considefable instrumental distortion (Appendix IV).
It does have the advantage that X' and X" can be unambigupusly
separated. This has not been possible in any of the steady
state measurements on single crystals which have all used mar-
ginal oscillators. To obtain the full bepnefits of this
advantage over the steady state method it is also necessary to
simultaneously accurately measure the magnetic field. A simul-
taneous measurement of the magnetic field using a simple mar-
ginal oscillator was tried, but failed because there was mutual
plckup between the marginal oscillator and the pulsed NMR
apparatus. Possibly completely shielding both coil systems
would eliminate thls problem. |

3.16 Possible Improvements to the Apparatus

As i1t stands at present the apparatus is not as good as
it shouid be for measuring T, at room and liquid nitrogen
temperatures for the following reasons.

(1) The original idea was to measure the anisotropy in T, at
very low magnetic fields near the superconducting threshold.
Thus the.apparatus was originally designed to work at 750 Ke/s.
However; after quite a few months this idea was abandoned, at
least temporarily, as the experimental difficulties were too
great., The apparatus was then c¢onverted to work in the region
of 5 to 10Me/s. There are however still some remnants of this
initial stage of development in some parts of the apparatus,

notably the overly elaborate gated power émplifier,circuit.
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This does not detract very much from the apparatus's performance
but does decrease its reliability. : |
(11) The dewars and sample holders were built for the 6™ magnet
so they are smaller than is necessary for the 12" magnet and
also have no electromagnetic shielding. ‘
(11i) The samples available are of assorted sizes and also many
of the factors involved had to be found out by experiment.
Thus the coils are usually not the optimum design.

From these considerations, and also some other points,
it is clear that there are two major ways in which the appar-
atus can be improved.

The most important improvement is to rebuild the
transmitter so that it is simpler and can give more power into
a lower impedance load. This would enable a lower Q trans-
mitter coil to be used, while also getting a larger H,. At
present a 90° pulse is about l?us long. A more powerful
transmitter could reduce this to about 2“5 and avlower Q@ coil
could reduce the recovery time by about gus, With the very
short values of T, occurring in metals these improvements
could easily increase the S/N ratio by 50%.

The second improvement would be to build a metal
dewar system and a sample holder specifically for use with
the 12" magnet at liquid nitrogen, or room temperatures.

This would enable larger diameter samples to be used. More
mechanical-rigidity could be built into the electrical

leads to the sample holder and also to the sample holder
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itsélf. All these features would reduce the effect of acoustic
oscillations, and incidently noise caused by bubbling of the
liquid nitrogen. There would also be room to completely sur-
round the coll system by a metal shield to reduce rf pickup
from external sources without causing significant deterioration
in its electrical performance. It would also be desirable to
standardize the sample sizes, but unfortunately there 1is of ten
no choice in the size that samples are grown in.

There are no significant improvements which can be made
to the amplifier and recording system. Measurements and cal-
culations both show that it is already performing at the minimum

-possible noise level.
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CHAPTER IV

THE EXPERIMENTAL RESULTS

'To observations which ourselves we make,
We grow more partial for the observer's sake.'!

- Pope.

Although the main aim of this work was to search.for
anisotropic spin-lattice relaxation timés, a éecondary aim was
to determine the possible uses and limitations of pulsed NMR in
metal single crystals. This part of the work verified the
theory of the apparatus developed in the preceeding chapter.
Spin edhoes were also observed and their properties studied.

Spin-lattice relaxation measurements were attempted in a
number of metals. Some of these were selected for definite
reasons, but most were only tried because they were available.
This random approach to the selectlion of samples was mainly
because many metals cannot be grown in conveniently sized
crystals, except at a prohibitive cost, so that one had to use
whatever samples were readily available. None of the metals
with large quadrupole interactions had detectable signals, but
four other metals gave gbod enough signals for T, measurements
‘to be made. These were aluminium, vanadium, niobium and white
tin. An upper limit was placed on the T, anisotropies in
vanadium and tin. Spin-spin relaxation measurements were also
made in tin and these gave the strengths of the pseudo-dipolar

and pseudo-exchange interactions.
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Throughout this work the intention was to use a scandium
crystal for the main search for T, anisotropy. This is because
1t 1s a transition metal with a non-cubic lattice, has a large
orbital contribution to T, ; and a small quadrupole interaction.
These features made it an excellent candidate for this search.
Unfortunately, the firm which agreed to supply the crystal were
unable to grow bne after eight attempts so that this idea had to

be abandoned.

4,1 Aluminium Single Crystal

Signals were observed at a frequency of 7Mc/s. at both
room and liquid nitrogen temperatures. The S/N ratio was
usually about 20 when a boxcar integrator was used. This
allowed fairly accurate measurements of T, to be made. T,
was too short to measure.

In the T, measurements the first pulse was 30qu long
and the second was 2gus long. The 69Ms wide boxcér gate
started 49Ms after the beginning of the second pulse and used
a time constant of 1lms. The repetition rate was (35ms.)
for the room temperature, and (9Oms.fI for the 78°K.
measurements. On the trace of the sweep through resonance
the amplitudes between the points A,B and B,C (Fig. 4.1)
were measured and then averaged. Choosing these poilnts,
rather than the signal amplitude from the baseline EF,
increases the S/N ratio and eliminates the need to sweep
from a long way off resonance. T, was then got from a log

plot of this amplitude.
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At 295°K., T,T=(1.8 *0.3)sec.deg. while at 78°K.
T, T=(1.7£0.1) sec.deg. Combining these results gives T, T=
(1.7X0.1)sec.deg. over the temperature range 78°K. to 295°K.
This‘agrees well with T.T=(l.8030.05)sec.deg. obtained for a
powder from 1.2°K. to 930°K. (15).

The experimental value of T, T is about 20% longer than

the value predicted from the experimental Knight shift and the

Korringa relation, but agrees well with the value calculated
using the Korringa relation modified to take electron cor-
relations into account (1). .

The length of the first pulse was varied from 159Ms. to
hogus. without any noticeable effect on the amplitude of the
induction decay after the second pulse. A T, measurement
taken with a second pulse lgus. long gave the same value as
the earlier measurements with a 29Ms. pulse. On the basis of
the theory glven in the last chapter, this lack of sensitiﬁity
of the results to the pulse lengths was‘expected.

Aluminium has a cubic lattice, a nearly spherical Fermi
surface, and a dominant contact interaction. Anisotropy in

T,T is thus very unlikely and was not looked for.

4,2 Vanadium Single Crystal

" A series of measurements were made on v at both 295°K.

and at 78°K. These gave values of (0.79%0.03)sec.deg. at 295°K.

and (0.78f0.02)sec.deg. at 78°K. which are in excellent agree-
ment with the value of (0.788%0,007) sec.deg. obtained for
powders over the temperature range 20°K. to 295°K. (20).
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. Because of the cubic 1éttice T, T was not expected to be
anisotropic (21). However the measurements at 78°K. were taken
with several different magnetic field orientations. No aniso-
tropy was detected in measurements made with errors of +3%.

T, could not be measured, but seemed to be shorter than
that of aluminium,

If the experimental value of T, T is used in the Korringa
relation, it gives a Knight shift of 0.21% instead of the
experimental value of 0.56%. This discrepancy is too large to
be explained by many-body effects. TheAreason for i1t becomes
clear when the electronic structure of vanadium 1s studied in
detail.

The following description of the electronic structure
of transition metals is based on an article by Mott (23).

The conduction band is believed to consist of a narrow 4 band
with a high density of states overlapping an s band with a low
density of states. The Ferml energy lies in the region where
the bands overlap. The s band 1s usually described in terms
of nearly free electron Bloch functions, while the d band 1is
much more localised and so is described by the tight binding
approximation. However, it 1is impossible in prineciple to
separate the density of states into independent bands derived
wholly from s, p, or d functions, even in the tight binding
approximation. The mixing of states (hybridization) which
occurs can drastically alter some pfoperties of the transition

metals. The most important effect of hybridization of the d
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wave functions is to introduce a deep minimum in the middle of
the density of states curve for b.c.c. lattices, but not for
f.c.c, lattices. Hybridization of the s and 4 bands does not
greatly alter the density of states curve, but affects other
properties in a manner which 1s not clearly understood at pre-
sent. In most metals the situation is complicated by the s
band containing a certain amount of p; or higher, wave functions
as well. Due to their coulomb repulsion there are large cor-
relation effects between electrons in the s and 4 bands whose
role is unknown. The spin-orbit interaction causes small
energy shifts which are usually ignored.

Because of the difficulty of treating hybridization and
correlation effects, they are usually neglected and the assump-
tion made that the s and d bands can be treated independently.
This is called the rigid band model.

Vanadium lies in the first long transition period and has
five electrons outside the filled core. Its density of states
curve has been experimentally determined and shows the basic
features of a 4s band containing about 0.5 electrons/atomr
and a much narrower 3d band containing 4.5 electrons/atom (25).-
This high density of d electrons is the reason that the
Korringa rélation does not hold.

Using the rigid band model, the Knight shift and spin-
lattice rélaxation times in vanadium powders have been thor-
oughly examined, both experimentally (25) and theoretically

(27)., Of ‘necessity there are a number of unknown factors and
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grpssvassumptions in the analysis of the results so that the
conclusions are only qualitative. .Because of the low density
of states in the 4s band, the contact term plays a minor role.
The dominant contribution to the Knight shift is from orbital
paramagnetism, with a secondary contribution from core polari-
sation. The contact term provides about 10% of the spin-lattice
relaxation. The rest of the relaxation is by means of orbital
and core polarisation. At the moment it is impossible to
decide which of these terms is the larger, but it is probably
the orbital term (25,27). This is supported by measurements on
superconducting vanadium which show that the Knight shift is
due to a spin independent term (28,25). However some caution
should be used in the interpretation of this type of experiment
since the behavior of the Knight shift in some non-transition
metals differs from that predicted on the basis of the BCS
theory. The most likely explanation for this deviation in-
volves spin-orbit coupling and scattering of electrons from
the sample surface (61). It is not known to what extent
these effects ocecur in superconducting transition metals.

, The experimental value of T,T is twice the calculated
value (27). Butterworth (29) showed that this difference was
unlikely to be caused by errors in choosing the band structure
parameters. The most prbbable reason is that the calculated
relaxation time uses a density of states derived from the
electronic specific heat (27,29). This includes a contribution

from electron~electron and electron-phonon interactions which
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do not contribute to relaxation (46). Thus the calculated
relaxation time would be too short. Even in comparatively
simple metals the electron-phonon interaction can double the
electronic specific heat (57) and so is large enough to explain
the difference bétween the experimental and the theoretical
values. s-d hybridization effects might also contribute to
the difference.

T

4.3 Nioblum Single Crystal

Niobium is a transition metal.with a cubic lattice and
electronic and mechanical properties similar to those of
vanadium. It also has five electrons outside a filled core,
but lies in the second long transition period. )

At room temperature T, T was found to be (0.3%£0.01)sec.
deg. and at 78°K. was (0.31%0.01) seec. deg. These values are
the average of two measurements at each temperature. The
S/N ratio was about 15 at both temperatures. Acoustic oscil-
lations caused some trouble at ligquid nitrogen temperatures.

These values disagree with the 0.19 sec.deg. measured
by Asayama and Itoh in the region 2°K. to 77°K. (58), but
agree moderately well with the value of (0.36%0.01)sec.deg.
obtained by Butterworth for the temperature range 20° K. to
290°K. (29). He found that impurities did not have a strong
effect. A powder sample contaminated by 1% oxygen, 0.2%
hydrogen, and 0.08% nitrogen had a T,T only 10% below that

of a very pure foll sample. The sample used by Aszyama

contained 0.5% of metallic impurities, as well as the gaseous
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impurities, which were probably responsible for the large in-
crease in the relaxation rate. Quadrupole effects might also
be important, although Butterworth found that annealing a pow-'
der sample made no difference to either the signal intensity,
or to TwT. The difference between the present measurement and
that of Butterworth is not due to a systematic error since the
values measured for vanadium agreed to within experimental
error. It is also unlikely to be only a statistical variation,
The niobium sample used in the present measurement contains
about 0.1% of metallic impurities and negligible gaséous
impuritieé (Appendix II). The difference between the results
could thus be due to impurities. The small temperature
dependence of T, T supports this, although this might be due
to statistical fluctuations.

4,4 Metals With Large Quadrupole Interactions

Measurements were also attempted on a number of metals
with large quadrupole interactions. 1In these metals the lines
are well separated so that cross relaxation should be by non-
seéular terms only and hence of about the same magnitude as
spin-lattice relaxation, or weaker. The only experimental
value is about 2ms. in technetium (60). This is much longer
than T,, but is considerably shorter than T,. However it
éeems safe to assume that the system has a fictitious spin
of 4 for at least the initial part of the decay. This means
that the signals should be quite weak.
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If either pseudo-dipolar, or pseudo-exchange effects' ocecur,
T, will be very short. Thls decrease in T, becomes very imppr-
tant for metals with atomic weights of about 100 or more. Most
of‘the metals studied were in this region.

The large quadrupolar interaction makes this class of
metals very hard to study using steady state NMR apparatus and
powdered samples so that there have been very few measurements
made on this class of metals. It was thus considered worthwhile
spending some time searching for signals in them, even though
the short T, and fictitious spin of 4 would make them very hard
to find.

(1) Indium.

At a frequency of 6Mc/s. a search for a signél was made
from 3.0 KG. to 6.5 KG. at both 295°K. and 78°K. Searches were
made with the magnetic field both parallel and perpéndicular to
the erystal axis of syhmetry. At 9Mc/s. sweeps were made from
4,0 KG. to 11.2 Ki. at both 78°K. and 295°K. 1In this case the
magnetic field was parallel to the axis of symmetry. The repe-
tition rate was such that signals with T,T.¢10 sec.deg. should
have been seen. The room temperature signal has been seen
with steady state apparatus in a powder (32), so that it was
known that the right region was being searched. Acoustic
oscillations gave only minor trouble and vanished when the
sample was immersed in glycerine.

Signals were hot seen, even though calculations showed

that there was a reasonably good chance of seeing them (Chp.4%.7).
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There are three possible explanations for the failure
to see a signal. The first of these is that T, T is longer
than about 10sec.deg. This is not very likely since lithium
i1s the only metal known to have T\ T longer than 5sec.deg. and
all nuclear-conduction electron interactions become stronger
with increasing atomic number because of the increase in
electron density near the nucleus.

Indium is very soft and even light pressure can cause
the surface to becomé polycrystalline. Anisotropic thermal
expansion, or some inadvertantly rough handling, could thus
cause the surface to become polycrystalline. This would
render the satellite lines unobservable and reduce the
intensity of the central line by over 50%, thus possibly
making it unobservable. However X-rays taken before and
during the measurements showed no sign of a polycrystalline
surface layer.

Because of the amplifier recovery time of about 1§us.,
a weak signal with T, less than about 20us. 1is unobservable.
Indium has an atomic number of 115 and so probably has pseudo-
exchange and pseudo-dipolar interactions so that T, is pro-
bably quite short. .This 1s the most likely reason that no
signal was seen. |
(11) Rhenium.

. A search was made from 5.0 KG. to 11.2 KG. at a fre-
quency of 9Mc/s, at both room and liquid nitrogen temperatures.
No signals were seen. This was not unexpected since the com-

puted S/N ratio was considerably less than one. There were
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also very large acoustic oscillations, even after immersion in
glycerine. The atomic number is 185 so that T, should be much
less than that due to dipolar interactions alone.

(1i11) Bismuth.

Bismuth is an unusual metal with some non-metallic pro-
perties. These arise because it has a very small number of
free electrons, which gives it a high electrical resistance
and an extremely large magneto-resistance (9,33).

A room temperature search was made from 8;2KG. to
11.2KG. at a frequency of 7Mc/s. - The repetition rate was
(0.2sec.)” and the boxcar gate started 20us. after the begin-
ning of the rf pulse. A similar search at 78°K. used a repe-
tition rate of (0.63sec.)™ . At both temperatures several
different magnetic field orientations were tried. Acoustic
oscillations were seen at 78°K., but were not large enough
to cause trouble. Powder measurements had been made at
%,2°K.(34), so that the approximate position of the lines
was known. Under these conditions any signal of reasonable
intensity with T.» 15us. and T,T,§50 sec.deg. should have
been seen. However; there was no sign of a signal.

A calculation of the signal amplitude showed that it
should have been seen. This calculation 1ignored the effects
of the magneto-resistance. The change in tgning capacitance
required by application of a 10KG. magnetic field showed that
at 78°K. the magneto-resistance approximately doubled the
skin depth. This 1s in rough agreement with the measured
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magnetoresistance of bismuth (33). It was originally hoped
that the S/N ratio might be improved by the increase in skin
depth caused by the magnetoresistance. This is not neces-
sarily so. The S/N ratio is proportional to Q% and if Q
depends only oh,the sample then Qo %oy, so that the S/NKL %o
However % ¢ o~"'y so that the S/N ratio is independent of o
and hence does not depend on any magnetoresistive effécts.
This is probably the case in bismuth since on tuning the
apparatus it was noticed that the Q was lower than for any
other sample and that the Q increased on going to 78°K.

This tuning was done without the magnetic field on, only the
final tuning being done with the magnetic field applied.

In all the other metals the Q depended on the circuit resis-
tance and was approximately temperature indeperident. If

the Q had been limited by the circuit resistance in the case
of bismuth as well, then an increase in & due to magneto-
resistance would have increased the S/N ratio.

From steady state measurements L.C. Hebel found that
bismuth had a line about 80 gauss wide which saturated easily
(quoted in reference 39). From this one can deduce that
T,~ 10us. and that T.T» 25sec.deg. These are both gquite
plausible values; the long T, T resulting from the small num-
ber of free elecﬁrons/atpm and the short T, from ps;udo~
exchange and pseudo-dipolar interactions. It is most likely
that these unsuitable values of T,T and T, are the reason

that no signals were seen.
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(iv) Antimony.

Antimony is a metal with similar characteristics to those
of bismuth, so that it was not expected to see a signal. A
brief search was made at 78°K. at a frequency of 9Mc/s. from
6.5KG. to 11.2K3. No lines were seen.

(v) Gallium.

This metal has the very loﬁ melting point of 303°K. To
try to avoid melting the crystal all measurements were made
at 78°K‘ The sample was immersed in glycerine to dampen the
large acoustic oscillations present.

A search was made at 78°K. which would detect signals
with Taz,les. and T,T,{lo sec.deg. The frequency was 9Mec/s.
and the field was swept from 5.1KG. to 10.3KG. One line was
found at about 6.7KG. with a S/N of about 3. This line was
independent of the magnetic field orientation. It was later
found that eddy currents generated by the rf pulses had
melted the surface of the crystal so that the observed line
was probably that from molten Ga” . The observed line agreed
reasonably well with this identification as far as both the
position and the calculated S/N ratio were concerned. It was
too weak to make any measurements on.

This surprising melting of the crystal probably occurred
because glycerine has a very low thermal conductivity. It is
a solid at 78°K° and even when liquid it has a high viscosity,
so that little convective cooling can occur., -Thgre is thus

a poor thermal contact between the sample and the liquid



109
nitrogen bath and so the heating effect of the rf pulses is
cumulative. A calculation showed that after a few hours the
sample temperature would rise from 78°K. to its melting point.
This is approximately the length of time that the apparatus
is allowed to run for, for stabllizing purposes, before a
measurement 1s made, The heating process is also aided by the
low thermal conductivity of gallium which allows the surface
temperature fo rise about 10° K. above that of the interior
for many milliseconds.

After discovering this sample heating effect, the use

of glycerine to dampen acoustic oscillations was discontinued.

4,5 Copper Wire and Other Spurious Signal Sources

Two resonances due to the copper wire in the pickup

coil were often observed. They were identified by theilr
positions; relative intensities, and spin-lattice relaxation
time. The signals were quite strong; the amplitude of the
cu®® resonance being 70% of that of the Al1* single crystal
resonance. This is because the surface area of the wire in
the coll is nearly the same as the surface area of a single
crystal sample. The efficiengy factor is nearly unity,while
copper has a large magnetic moment and so a strong signal is
got. |

Very strong signals could also be picked up from fluo-
rine and hydrogen nuclei in the teflon and insulation near
the pickup coil. These signals limited low magnetic field

sweeps because they obliterated signals over a region of many
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hundred of gauss in the region of 2KG.

4,6 Isotopically Pure Tin Single Crystal |
This is a thin crystal of isotopically pure Sn"? wrapped

around a copper core (59). The S/N ratio was quite good at

78° K., while T, was about 200Ms. These features made it a good

sample to use for studying some of the experimental details.

(i) Variation of the Induction Tail Height With the rf Pulse
Lengths.

The first experiment was to study the validity of the
expression derived for the induced volfagevoccurring af ter ap;
plication of a rf pulse (Appendix III). To do this the induc-
tion tail height was measured as close to the rf pulse as
possible with a narrow boxcar gate. The measurements were then
repeated for various rf pulse widths. The induction tail-
height was corrected for spin-spin relaxation. This correc-
tion used T, measured at the same magnetic field orientation.
Spin-Spin relaxation occurring during the rf pulse was cor-
rected for by taking the time origin as the centre of the rf
pulse (13). This correction is exact for a uniform H, much
larger than the local field, but is only an approximate cor-
rection in the present case. However, the correction is
always less than 30%, so that the error will not be large.

The corrected induction tail heights were then plotted
against the rf pulse length (Fig. 4.4). The theoretical ex-
pression Qas fitted to the experimental results on the

assumption that a 41 pulse at the surface of the metal was
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10us. long. This value is in reasonable agreement with ‘
H, =(13%2) gauss obtained from a fluorine resonance in the coil
mounting if the increase of H, at the surface of the sample is
considered (Chap. 3.10).

The pﬁlse widths fit the data quite well for pulse lengths
- up to about 59us. long. The small deviation for short pulse
lengths 1s because the rf pulses are not quite'rectangular. It
is not clear whether the discrepancy beyond 59us. is due to
eiperimental causes suéh as heating of the sample, or represents
a breakdown of the theory. The most 1ikely cause of this would
be effects from the region in which H, is comparable to the
local field. It was found that in the theoretical expression
the ratio of the maximum positive going and negative going
amplitudes were very sensitive to the form of the phase féctors°
If the phase term is cos*x the ratio is 0;45, but if it is |
cosxcos(%¥5) the ratio is 1.2, However apart from the ampli-
tudes, the shape of the curve is relatively insensitive to
the phases. The experiment thus verifies the baslic features
of the theory, but indicates that it might be too simple. A
discussion of the quantitative agreement of the equation with
the experimental S/N ratios is given at the end of this
chapter.
(11) The Spin-Lattice Relaxation Time.

The symmetry axis ( [001) axis) makes an angle of 28°
with the cylindrical axis of the copper core. Thils iIs far
from the optimum angle of 90°, so that tilting the crystal
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through 23° was tried. This suffered from the disadvantages
of reducing the induced voltage and of drastically increasing
the acoustic oscillations. The latter were the important 4if-
ficulty as they saturated the amplifier for about lOQMs.
Mounting the sample in porcelain cement reduced the osecil-
lations to a more manageable size. T, measurements were made
at 78°K., but the experimental scatter caused by acoustic
oscillations was over 20%. There was thus little chance of
measuring any anisotropy in T,. The most accurate measurement
gave T, T=(45%15)ms.deg., while the scatter of results showed
that there ﬁas no anisotropy greater than 50% at the magnetic
field orientations used.

‘Measurements were then made at 78°K with the crystal
mounted vertically. This reduced the acoustic oscillations to
only several times the thermal noise level. T, was approxi-
mately 500us. while T, was about 200us. It was thus necessary
to spoil the magnetic field until T = 30us. The first pulse
was 90us. long and the second one ZQﬂs. long. When H, was 57
approximately along the [100} axis T, T=(35%2)ms.deg., while
when Ho, was in the (010) plane and making an angle of 62° with
the [001] axis T, T=(33%3)ms.deg. These results are given on
Figure 4.3 and show no anisotropy within the experimental
error.

The average value of T, T=(34f2)ms.deg. agrees with the
value of T, T=(34f1)ms. deg. found by Asayama and Itoh. (58)

over the temperature'range 4°2°K. to 120°K. for powders. It
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disagrees with the measurement of Spokas and Slichter (15)Iat
78°K. of T, T=(54%4)ms.deg. in powders. It is impossible to
tell which of theée measurements is the more reliable. Spokas
and Slichter made only one measurement which was incidental to
their main experiment whilst Asayama and Itoh's measurement
of )T in niobium, which was made at the same time, is
unreliable. |

- The form of the angular dependence of the orbital and
dipolar relaxation is not known for a tetragonal lattice.
Calculations using the free electronqapproximation (63), and
the tight binding approximation, show that for a cubic lattice
it is a sum of terms of the form a+Ycos*( , where @ is the
angle between}H° and the [OOI] axis., This sum is isotropic
for a cubic lattice. It is plausible that for a non-cubic
lattice the sum is of the form (T, T)" =a+bcos4¢>. To this
must be added the isotropic contribution ¢ due to the contact
and core polarisation terms. If the measured values of T, T

are fitted to the above expression they give
b =(1.5%3.0)x10 ms." deg:'

However, b is not expected to be negative, so that it has

about 70% probability of being in the range O to h.led?msI'degf
Froﬁ the present measurements it has not been possible

to detect any anisotropy. However, the requirements for a

useful measurement of any anisotropy are now much clearer. 1In

any NMR experiment it is very hard to measure T, with better
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than 2% accuracy and in the present case 5% accuracy is the
best that can be obtained. The length of time required for
such accurate measurements make it impractical to measure T,
at more than a few angles. The angles at which T, must be
measured are for Ho along the [001] axls and along the [100]
axis. Since the assumed angular variation of T, may be
wrong, measurements should also be made with H, along the
[110] and the [10)] axes as a check. With the assumed error
of 5% in T, an anisotropy of 4ms.deg. would be detectable.

An upper limit can be placed on a by using the free
electron Korringa relation. A recent calculation on the Knight
shift in superconducting tin (61) indicates that about 15% of
the isotropic value of 0.713% (64) is due to spin-orbit and
Van Vleck paramagnetism. Thus the relaxation due to the con-
tract term 1s about 2x10 ms. deg. This gives a $8x10°ms? deg?

If the anisotropic relaxation is due to only one mech-
anism; the ratio b/a depends only on the symmetry of the
electron wave functions at the Fermi surface. It is thus a
parameter of considerable theoretical importance.

(iii) Spin-Spin Relaxation Times..

:Ta was measured from the free induction decay by the
method described in Chapter 3.14%. Considerable care was
taken that the resonance was not swept through so quickly that
the oscillations were distorted by more than a few percent.
Timing was done by means of marker pips with 100ums, separation
taken from the timing unit and displayed on the oscilloscope,
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alopg with the rf pulse and boxcar gate. The rf pulse was lSlus°
long, whilst the boxcar gate was 1lOus. wide. »

Measurements were made at 78°K. in both the 12" and the
6" Varian magnets. The sample was mounted vertically so that
the [OOI} axis made an angle of 62° to the plane of rotation of
H,, while the[010] axis lay within 15° of this plane. Measure-
ments were made at five different orientations of Ho with
respect to the (010) plane.

The most important feature of these measurements is that
the free induction decay is exponential for times up to at
least 2.5T( Fig. 4.8). The other decays do not have such good
statistics, but still showed that the decay was exponential out
. to at least 2T, . The line shape in natural tin is squarer than
Gaussian (65), so that these results are clear evidence that
extreme exchange narrowing occurs in isotopically pure tin.

| " The line shape 1is broadened by the finite time that
spin-lattice relaxation allows a nucleus to remain in a given
state, This.is known as lifetime broadening. The calculation
of this effect for the general case 1s very complex, but for a
spin 4 system with a Lorentzian line it can rigorously by
shown that the induction tail is still exponential with a
decay constant T, given by (1)
() = (T

In applying this correction to the experimental results it

.+ (2T,)4.

was assumed that T, was 43qu. at 78°K. The error in T, 1is

neglected since it contributes at most a systematic error of
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5%_#9 T;. ”It should be noted that the lifetime broadening
effect is not large enough to be the cause of the exponential

decay.

Table Y4.,1. Spin-Spin Relaxation Times by Free Induction Decay

Angle of Hofrom

(010) plane. Ty gps.) T, (Us.)
-30° 2007 260t10
-30° 190%7 24510
+10° | 15010 180515
+10° 17520 220%25
+30° ‘ 200%10 260%15
+55° - 170%10 210£15
+100° 1507 180%10

It takes about a day to make each measurement so that
a detailed study of the anisotropy would take a long time.
It was thus decided to use Clark's method of measuring the
line shape (Chapter 3.15) to obtain the relative anisotropy
and then use the free induction values of T, to get the ab-
solute anisotropy. It.only took a day to make a study of the
line shape as a function of orientation so that several weeks
were saved,

For the line shape measurements a boxcar gate lms.,
wide was used. This started about 2gusa from the true time

crigin and covered all of the free induction decay. Care was
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taken that the line was swept through slowly enough to avoid
distortion. Distortion still occurred due to the signal not
being exactly in phase with the reference signal. The line
shape 1s very sensitive to any errors in this phase setting.
After considerable experimentatioh, this phase distortion was
reduced to about the noise level and the measurements then were
made. To analyse the line shape the midpoint was chosen and
then the two amplitudes with the.same frequency de&iation from
this midpoint were averaged. This approximately averaged out
the residual phase distortion and also increased the S/N ratio
by V2.

The fesulting curves are Lorentzian for at least several
line widths from the central frequency (Fig. 4.9), again strong
evidence for exchange narrowing. The half widths and maxi-
mum amplitudeé were both measured. As expected for exchange
narrowing, when the half widths incréased the amplitudes de-
creased by approximately the same fraction.

Two corrections to the line widths had to be considered.
The first of these was the distortion introduced by the
deadtime (Appendix IV). This reduced all the half widths by
about 10%, but caused -a much smaller error in their relative
values. Apart from the nafrowing, it caused little distor-
tion 1n the line shape. For these reasons, it was ignored.

A correction also had to be made for lifetime broadening. The
half width is the reciprocal of T, so that the lifetime

broadening corrections already obtained for T, were used to



give the half width corrections.

Further analysis of the line widths réquires a closer
study of the exchange narrowing process. In a reference frame
rotating at the resonant frequency a spin only feels the local
field, which it precesses about at a frequency of the order of
the line width. If only a dipolar interaction is present,
the magnetic field fluctuations occur at about the instantan-
eous Larmor frequency so that the spins can follow them
reasonably well. This gives the dipolar line width. If an
exchange interactipn ?tx= égiJG;;,;J is also present the rate

of change of the dipolar Hamiltonian ™, is

£, = =4 [ Hov Her, H]
= = A [‘He%) H,]
If H«>» M the local field fluctuates at a rate about equal to
the exchange interaction constant J. This 1s much faster than
the Larmor frequency so that the averaged field which the spins
feel is much less than the local field. The line is thus much
narrower than the dipolar line.

The random function model of Anderson and Welss casts
this physical picture into a quantitative form (1,66). In this
model it is assumed that the random fluctuations of the local
field aw(t) from the resonant frequency w,are Guassian in
amplitude with a mean square value w§ equal to the second
moment. Their time variations are described by the correla-

tion function

(Aw(t) bwt+1)) =w;a(ftﬁ).



o Sy
A form for gOt) must be chosen on the basis of physical plausi-
bility and mathematicalytractibility. The physical rest:igtipns
on g@t) are that the second moment is unaffected by the exchange
interaction and that the fourth moment must remain finite. The
simplest expression which satisfies these requiremenﬁs in the

- Gaussian

g(t)= exp(-tmrweT? ).

we~TF 1s an average exchange frequency. With thls assumption
the free induction decay for the exchange narrowed region
becomes

G(t)=exp(-%%% t).

This expression holds except when t«&we™' , where the decay
tends towards a Gaussian. The line shape corresponding to
G(t) is a Lorentzian out to a frequency ~we where it falls.pff
quite rapidly, keeping the second and fourth moments finite.
From G(t), the fourth moment is <u*) =3y +iTTwewd.
The fourth moment can also be calculated in terms of the lat-
tice structure by means of Van Vleck's method of traces. The
two expressions have a similar form so that, by comparison, w,
can be written in terms of the lattice structure and exchange
and dipolar interactions. The resulting expression is so
complicated that w, 1s customarily assumed to be isotropic.
The line width is wg/w, . The second moment for
white tin has been calculated by computer so that the form
of wg is known. If w, 1s isotropic, the anisotropy of the
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measured line widths should be proportional to wp. The fit is
reasonably good (Fig. 4,11) and, consideripg the experimental
er_r‘ors«;nvolved9 shows that we 1s isotropic, or very nea;}y»so@
The largest error is due to slight misalignment of the crystal.
The magnetic field orientation traces out a complicated trajec-
tory (Fig. 4.10) and slight changes in this cause large changes
in the hill to valley ratio of the second moment. The inverses
of T, for five different orientations of H, are also plotted
on the same graph and agree well with the line width variations.
They also give the absolute line widths. _
wp 1s the sum of the second moments due to dipola: and
pseudo~-dipolar interactions. These both have the same angular
dependence, so that cyg=<wi) (1+4B), where {(w,)' 1s the dipolar
second moment and B is the fraction of pseudo-dipolar exchange

present.,

R
2 T Lwd(148B)

Using all of the measured T,s, along with their corresponding

calculated dipolar second maments gives
we =(1+B) (7£1.5)10° rad: —-------mo (1)

The absolute value of these parameters cannot be obtained
without making an independent measurement involving them. 1In
this case a measurement of T, in a natural tin crystal was made
at 78°K. The S/N ratio wés poor, being about three, so that
nothing could be said about the free 1nductionvdecéy other than

it decayed faster than an exponential decay. Steady state

1



measurements show that the line is nearly Gaussian (65) 'so that
the line wasvanalysed by assuming 1t was Gaussian. This gives
T,=(120t20>us,§ after applying a correction for T, broadening.
This corresponds to a second moment of (1.3%¥0.2)Ke/s . This is
in excellent agreement with the steady state value (68). |

Natural fin contains two isotopés; Sn'” and sn y of
approximately equal abundances. The width of the Sn'?Y 1line
thus contains a number of contribﬁtions (1,52).

(a) Dipolar broadening between like and unlike spins.
M{ =37 AL(IAL) )by + S HE se(.s+1)'ff§_b?J ]
. {

where the summations are only taken over the lattice sites
occupied by the appropriate isotope. by, =r;;3 (3co0s* & -1).
Tin has approximately equal gyromagnetic ratios and abundances F

and so the expression simplifies to

e e JEEE S-S SRPTRR PSS SN U S A

where the summation is now taken over all the lattice sites.
(b) Pseudo-dipolar broadening.

This adds a term BMI to the second moment.
(¢) Pseudo-exchange broadening betweenlunlike nuclei.

The exchange coupling EZ;JU (,L,°§p does not commute
with H if the spins are unlike and so contributes a term to

the second moment. For tin this is

M3 m‘iF;Jit( (r),

Wwith the summation over all lattice sites.



(d) Exchange narrowing between like spins.

. In natural tin the exchange frequency is Feye. F is
about 0.08 and so the exchange frequency is much less than the
dipolar frequency and can thus be neglected.

Z:Ea has already been computed so that the total

second moment in natural tin can be calculated. It is
AWy =7.5%x10% (1+B)+2,5x10" I,

In evaluating J the lattice structure has been roughly
taken into account. White tin consists of two interpenetrating
body-centred tetragonal lattices with a ¢/a ratio of 0.55 (67).
Each atom has six nearest neighbours about 3.14° away and 12
next nearest neighbours about 4A° away. Atoms further away
than this were not considered. J is the value of the exchange
constant at the nearest neighbours and was assumed to vary as
r’? in summing over the other sites.

Assuming a Gaussian line and using the measured value

of T, to determine <{Aaw*) gives
(7£1)y10” =7.5¢10° (1+B)+2,5x10" J*, s (2)

The next step relates J and &we and involves the most
drastic step of the whole analysis, justifiable only by ex-
pediency. The relation between J and w., should bé obtained
by equating the fourth moment 3w/ +jwpwe* to the fourth
moment galculated from the lattice structure by the method

of the traces. The latter involves a triple summation over
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all the lattice sites and even for just the 12 atoms out to next
nearest nelghbours is a prohibitively complicated calculation,

while summing over fewer atoms 1s not physically justifiable.

awd A onJ'd
5‘2@?‘}2 T (£ +m>nt-0:3)
= 1.7x10°%°

The relation

obtained for a simple cubic lattice (1) thus had to be used. B
The lattice spacing 4 1s assumed to be 3A?, the nearest neighbour
spacing. For <Lwp)> an average of the computed values for the
white tin lattice is used. This must also include the pseudo-
dipolar contribution. This was obtained by iteration. The
calculation was first carried through without the pseudo-dipolar
contribution to obtain an approximate value of B and this was
then used in obtaining a more accurate value of <¢uﬁ)- Because
of the large experimental errors and the dominance of the ex-
change term, it wa% not necessarytpirepeat the cycle. The value
finally adopted was {wg> =(8.‘1*O.8)‘x10' rad?,
This gives
AWty == 34T<wy
2= F17 (wp) we
we = (2.2%0.2)3%* = emeeeeeee- (3)

This neglects the dipolar contribution to the fourth moment, a
good approximation for extreme exchange narrowing.
Substituting this expression in the equation for the

second moment in natural tin and then eliminating 1+B gives a
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quadratic equation in . The solutlion of this equation 1is
| e =(2,020.3)x10%radians.
This corresponds to an exchange constant of
J=(2.220.3)Ke/s.
Using the above value of e gives

B=1.9%0.5.

By comparing the line width they measured in white tin
powder by steady state methods with the calculated dipolar
moment, Karimov and Schegolev (68) obtained J=(2.5%¥0.1)Kc/s.
However, they neglected the pseudo-dipolar contribution. If
their results are re-analysed with the pseudo-dipolar contri-
bution from the present experiment included, they give
J=(2.1*0.2)Kec/s. There is thus excellent agreement between the
two experiments. Jones (65) also attempted to measure J. There
are numerical errors in his determination of the second moment
and an incorrect lattice structure was used in his second mom-
ent computation so that his results are wrong. A determin-
ation of B has not been made before.

The whole ahalysis has rested on the twin assumptions
that the dipolar field fluctuations have a Gaussian correlation
function and that the dipolar line shape 1s Gaussian. Little
can be said about the reliability of the correlation function
other than that it is plausible. The effect of deviations
from the Gaussian form is unknown. More definite'statements
can be made about the assumption of a Gaussian line shape.

The line shape parameters of interest are the second moment



of the dipolar line and the fourth moment of the exchange
narrowed line. The dipolar second moment can be rigorouély_
calculated in terms of the known lattice structure. The total
second moment has to be measured in natural tin but, provided
the S/N ratio is good enough, this can accurately be done |
for non-Gaussian lines by an appropriate analysis of the f;ee4
induction decay. In the case of extreme exchange narrowing,
the contribution to the fourth moment from the exchange inter-'
action usually dominates the dipolar fourth moment. If this
is so, the total fourth moment is insensitive to the dipolar
line shape and so the values of B and J obtained should be
unaffected by moderate deviations from a Gaussian dipolar line
‘shape. More explicitly, Anderson and Weiss found that the
two most extreme dipolar line shapes likely, a square spectrum
and an exponential one with equal second moments, had exchange
narrowed line widths which differed by about 50%. It thus
seems that the measured values of B and J do not contaln large
errors due to the assumption of a Gaussian line shape, but
could possibly contain large errors due to defects in the ran-
dom fluctuation model.-

| The last stage should be to compare the experimental
values of J and B with values calculated from the tin band
structure. However neither the accuracy of the measurements,
nor that of the calculated values, warrants such a step at the
present time. The main feature to note is the large value of

B. This implies that a large number of the Ferml surface
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electrons are of p, or higher character. The relatively large
anisotropic Knight shift substantiates this.

(111) Spin Echoes.

At 1iquid nitrogen temperature tin has T,~ O0.5ms. and
Ta~n-200us. If T, 1s reduced by destroying the homogeneity of
the magnetic field, it 1s possible to get spin echoes.

In the first measurement two rf pulses lgus. and 39us.
long and separated by 209Ms were used. The homogenelty was
such that TfAJ39us., while the repetition rate was (10ms.)”" .
By varying the magnetic field the boxcar was swept through
resonance at lgus. intervals from 6ng. to 259us. after the
second pulse. A narrow boxcar gate of 19ps. was used and all
the times were measured between the centres of the pulses
and boxcar gate. The magnetic moment measured by a sweep was
then plotted against the time after the second pulse (Fig. .
%.3). The graph shows a spin echo which is 180° out of phase
with the induction tall and with a symmetrical envelope whose
time constant is the same as that of the induction tail. Its
maximum occurs at 209Ms.‘after the centre of the second pulse.
On removal of the first pulse the spin echo vanished. The
measurements were repeated with several different separations
between the rf pulses. The amplitude of the echo increased
as the pulse separation decreased.

The next experiment was to apply two pulses‘209Ms.
apart with a 39Ms. wide boxcar gate éet'on the echo maximum,

The magnetic field was then swept through resonance with
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varying values of the reference phase. As the phase was varied
by 90°, the plot of maghetic moment versus magnetic field
changed from an absorptive to a dispersive shape.

So far the spin echo had behaved in exactly the same
fashion as a spin echo in a non-metallic substance with a homo-
geneous H,. In the next series of measurements, the differences
became apparent. T, was reduced to 29us.ﬁfor these experiments.
Two rf pulses separated by 159us. were used along with a boxcar
gate hgus. wide set on the echo maximum. The widths of the
two pulses were then varied while keeping the ratio of their
widths fixed at 1:2. The graph of echo height against the
first pulse width showed that the maximum amplitude occurred
when the first pulse was about 10ums. wide (Fig. 4.4). The
first pulse width was then kept fixed at lgus. aﬁd the second
pulse width varied from ;Ms. to 99MS. The maximum amplitude
occurred when the second pulse was about Zng. wide (Fig. 4.9).

These results can be explained by a simple extenéion of

the classical spin echo theory of Hahn (62) to the case of a
metal in the normal skin effect region. .For simplicity, only
the case of a phase coherent system set to detect the absorption
mode and operating at the resonant frequency 1is considered.
The sample is approximated by an infinite plane so that the rf
magnetic field at a depth z from the surface is H, =H,, exp(- 7z )
cos(a%g )« Replacing w, by ua(z)=o4exp(-$%5) in Hahn's theory
and taking account of the phase coherence allows the magnetic

moment M, (z,t) producing the spin echo at a depth z to be
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simply calculated. The spin echo induced voltage 1s then
(Appendix III)

@ 2 2
Ve () = [ exp(- Z )cos (v My (2,8)dz

]

[>»]
M, eJ{p[-é—( QIT:_} Y -_%—Jf exp(- ,,—% )sin[w (2)7T)]
sin?f%oA(z)T;]cosl(f%g)dz.

T, is the spin-spin relaxation time due to dipolar and exchange
effects, while T} is the transverse relaxation time due to the
Inhomogeneous magnetic field. T is the time interval between
the two rf pulses of duration T, and 1, seconds respectively. By
writing sin( we,)sin*(# w,,) as sin(w, )+%[ sin{w. (Tl—’C.)'}
—sin{uh(11+1nf}] s Vs¢ Decomes a sum of integrals of the form
foewxp(-x)cosz'(x)sin {(wT,€)dx. These have already been evalu-
ated (Appendix III), so that a quantitive test of v, can be
made, The calculated variation of spin echo amplitude with rf
pulse length has been plotted in Figs. 4.4 and 4.5 for both
the metallic‘ahd non-metallic cases. It was assumed that a
417 pulse at the surface of the sample was Jus. The theore-
tical expression is in good qualitative agreement with the
experimental points and would be in quantitatiﬁe agreement if
it was assumed that the #1 pulse was about @us, long. This
1s possible since these measurements were not méde under
exactly the same experimental conditions as those of Fig. 4.2.
For the spin echo measurements of T,, the first pulse
was lg,us° long and the second one Was Zgﬂs. long. A 39145°

wide boxcar gate was used. If the pulse separation (taken
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between centres) was T, the gate centre was located at a time
T after the centre of the second pulse. 'After each sweep
through resonance T was alteréd manually. Timing was by means
of the double beam oscilloscope and marker pips from the tim-
ing unit. All the measurements were made at 78dK. The spin
echo decays were all exponential (Fig. 4.13) with a decay
constant T; which was corrected for lifetime broadening in

the same fashion as the free induction decays to give T, .

Table 4.2, Spin-Spin Relaxation Timesg by Spin Echoes

Angle of H, from T gps,) T, (ps.)
(010) plane.
+10° 120210 140%12
+30° 170%15 210t20
+55° 105%5 120%7
+100° 1055 1207

When the values of T, obtained by free induction
decay and by spin echoes were plotted against magnetic field
orientation (Fig. 4.13) it was surprisingly found that T,
obtained by spin echoes was always éhorter than T, measured
by free induction decay. The difference ranged from 20%
to 55% of the value of the free induction T,. -

There are three possible reasons for this large dif-
ference in values., The first of these is spin diffusion in
the spin gradient caused by the large inhomogeneity in H, .

For a spin 4 system the surplus of spins in one orientation
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p(x,t) obeys the diffusion equation (1).

-—%’%— = Wa*Up.

W is the probability/second that two nuclel undergo a mutual
spin flip and a is the separation between the nuclei. W~ J,
the exchange constant, so that Wa*~ 10™ cm’/sec. Spin diffu-
sion alters T, because the phase and attenuation of the induced
signal depend on the depth of the spins from the surface and so
if the spin concentration changes with time, T, 1is altered.

For spin diffusion to reduce the free induction T, by 10% the
spins must travel a distance of about 0.05% in the time T,.

The distance travelled in the time T, is (2Wa*T.)% This is
about one lattice spacing, so that spin diffusion effects are
negligible. Because of this very slow veloclty spin diffusion
should not have any effect on the spin echoes either.

The second possibility is that two of the approximations
made in deriving the spin echo equation are not valid and that
obscure phase effects associated with this cause the error in
" Ty, In the derivation it is assumed that the pulse lengths
are negligible compared to T, and T¥ . If this is so, then
relaxation in the rotating reference frame occurs during the
rf pulse and it is easily shown that the only effect of this
is to reduce the echo amplitude without affecting the measured
value of T,. However in the present case the pulse lengths
are about 1l0ms. while T, is about 15gus., so that relaxation
in the rotating reference frame only occurs within about §

of the surface. Spin-spin relaxation for the case when
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TH, ~ T]' has only been calculated for a two spin system (13).
In this,non-secular terms in the rotating reference frame
drastically modify relaxation during the rf pulse, but have no
effect on the free induction decay after the rf pulse is over,
apart from altering the initial time origin and amplitude.
This suggests that there should be no error in T, obtained
from the free induction decay in the case of an n spin system.
Although they intuitively seem independent of the pulse separ-
ation, it is possible that these non-secular terms cause the o
reduction in T, 1in spin echoes.

Hahn's theory also contains the more drastic assumptibn
that %H,> (TIY‘. This means that the magnetic moments precess
about the constant magnetic fieldIH,, dipolar fluctuations
having negligible effect on the precession., In these experi-
ments, thls requirement. does not even hold at the surface of
the metal. It is quite possible that this is the reason for
the smaller T,. The restriction on H, could be removed from the
theory if it were not for the ensuing avalanche of algebraic
manipulations.

The breakdown of these two approximations suggests that
dividing vee iInto the product of a time dependent and a phase
dependent factor is only approximately correct. There are two
experimental checks of this which can be made. The first one
would be to measure T, as a function of H, using approximately
41 and 1T pulses at the surface of the metal for each value

of H,. Unfortunately the apparatus could not do this. However
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the second check of measuring T, as a function of pulse length
was attempted. The first pulse length was kept fixed at lgus.

while the second pulse length was varied.

Table 4,3 Variation of Spin Echo T. With Pulse Length
Angle of H, from | Length of Second T (use) Ty (Us.)
(010) plane. pulse (ms.). Spin echo.|Free induction
+30° 10 180%20 ---
+30° 20 170%15 200%10
+55° 10 115%5 -
+55° 20 1055 170t10
+55° 30 1055 —

Although the experimental errors prevent a definite con-.
clusion, it seems that there is a small dependence of T, on
pulse length. There could also be a dependence on the first
pulse length, but the poor S/N prevented any experimental ex-
amination of this. The experiment has failed to show the cause
of the bulk of the descrepancy though.

The final possibility is that the difference is due to
the effect of the exchange term. In the laboratory frame the
Hamiltonian of the system is

H=7hY I, + PH 35 [Li oL =30 (L oxg) (T -2p) )] r,J +ZJIJ(1‘J)N' L

12}
The Hamiltonian in a reference frame rotating at a frequencqube-

comes

Hr =T'ﬁZ(H°—%)IiZ +H",
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where H'= 74" 1D r}(1-3cos* 8y ) (3L Tp-Lio Ly )+4 Z'Jrj AieLie

fa) {
Before the first pulse, the density matrix describing the spin

system 1is

. _exp(-3H)
p(e) = Trlexp(-$2)] )

The Zeeman term is much larger than the dipolar and exchange
terms and kT>>hH, so that one can assume that Q(0)«XI,. The
amplitude of a signal is proportional to Tr[g)(t)Iz] s where
§>(t) 1s the density matrix describing the spin system in the
‘frame rotating at the frequency w of thelapplied rf pulses.
Following Abragam (p. 498), the maximum amplitude of the spin
echo at resonance becomes

E(2T) = Tr[exp(-iNT)exp(~17HT,)exp(~1HT)exp(~-1THT,)
I, exp(i7H7,) exp(IHT)exp(tan;)exp(IWT)I,],

where T, and T, are the first and second pulse lengths respec-
tively and T is the pulse separation. The problem is now for-
mally solved; the remaining steps consisting of expandiﬁg the
exponential operators in a power series and then evaluating the
resulting traces. The attenuation and phase factors due to the
spin echo being in a metal could then be taken care of in the
same fashlon as for the free induction decay.

In practicey, the mathematical complexity involved has
prevented E(2T) from being evaluated for even a two spin
system, The rigorous quantum mecﬁanical theory thus at present
says nothing about the effect of the exchange interaction on

spin echoes. Statistical theories, such as that of Anderson
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and Welss, are not sultable for describing the spin echoes since
they contain ad hoc assumptions and, by their naturﬂ9 average
out many of the detalled interactions which might bé expected
to modify the exchange effects.

Because of the dipolar coupling, the nuclel are not an
equivalent sites,‘so there is no theoretical prohibition on
exchange effedts being observed by spin echoes (1). |

- In the density matrix formalism the free induction
decay is proportional to Tr[exp(=fH%)Ixexp(IHt)Ix]; The first
 two terms of this have been evaluated in the presence of both
exchange and dipolar interactions (1). The first term (second
moment) is unaffected by exchange, but the second term (fourth
moment) is increased by it. In the case of exchange narrowing
the series must approximate an exponential series, so that
obviously the exchange must also affect many higher terms in
the expansion.

The theoretical situation is that the exchange inter-
action affects the free induction decay in a way consistent
with the experimental results in both the density matrix and
statistical theories. The density matrix theory says nothing
about the spin echo case while the Anderson-Weilss theory
gives the same T, for both free induction and spin echo decays.
However this is not conclusive because of the type of assump-
ticns involved in their theory. These considerations suggest
that the exchange interaction affects the spin echoes; but it
is impossible to say whether or not the spin echo T, should be



135
the same as that of the free induction decay.

All of the obvious reasons for the difference between
the spin echo and free induction relaxation times have now been
examined., The only definite conclusion is that spin diffusion
effects are negligible. All of the obvious experimental pos-
sibilities, such as a systematic error in positioning the box-
car gate on the echo, were eliminated by the preliminary
experimental investligation, or by the method used in taking
the data. Pulse width effects were experimentally shown to
be small. There still remains the possibility of experimental
effects caused by H, being too small. It is also possible that
the difference in T, is an intrinsic feature of systems with
approximately equal dipolar and pseudo-exchange interactions.
The oscillétory variation of the pseudo-exchange interaction

with distance might be of some importance in causing this.

4,8 The Experimental S/N Ratios
An expression for the S/N ratio has been derived

(Chap. 3.12) which can now be compared with the experimental
S/N ratios determined for six different metals under varying

conditions. The S/N ratio at the amplifier output is

4
8' =mrybnuwM,R, Q (—If-ﬁ—)‘ .

In calculating this Q 1s arbitrarily assumed to be 20 and
temperature independent, T, 1s assumed to be the sample tem-
perature and C is taken as 80pf. The other parameters depend

on the individual sample and coll and are known, except for
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4‘”§.> Fop some pgtals‘g can be accqratqu calcqlated.at_the

tepperatu:es of interest, but for other metals the electrical
conductivity héd to be estimated. The boxcar enhancement

| _
factor is (&%})ﬂ T. was estimated from the bandwidth of the
tuned circuit to be 2us. Uslng these values, a table compar-
ing the theoretical and experimental S/N ratios can be con-

structed.

Table 4.4 Experimental and Theoretical S/N Ratios

Metal S/N at Ampli- Boxcar Enhance-- Final| Experimen- | Temp- "]
fier Output,s’. | ment factor S/N |tal S/N erature
ratio °K.
A7 0.08 130 10 15 295
" 0.2 30 6 10 .78
v® Ok 22 8 . 30 295
" 1 7 7 L5 78
Nb® 1 30 30 80 295
" 3 30 90 50 78
Ga" 0.006 L 0.02 - 295
n 0.0k4 7 0.3 - 78
" 0.09 12 1 3 303
sn™ 0.1 90 9 15 78
Natural 0.01 150 1.5 3 78
tin

In" 0.05 12 0.5 - 295
" 0.1 12 1 - 78
Bi*™ 0,02 7 0.1 - 295
‘! 002 7 1.5 - 78
spb™ 0.02 7 0.15 - 295
] 0.06 7 0.0% - 78
Re"” 0.01 7 0.07 - 295
" 0002 7 0015 - 78
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» Tbe‘agregment between the calculated and experimental
values 1s very good considering the number aof ill defined _”
quantities involved. The experimental S/N ratio was only crudely
measured and was not corrected for spin-spin relaxation. If
this were done, it would double most of the experimental S/N
ratios. The reduction in S/N caused by acoustic oscillations
was not allowed for either. 1In niobium this is the main noise
source at 78°K. o
If spin-spin relaxation is allowed for, the experimental
S/N is usually about four times the experimental value. ;Part
of this difference is undoubtedly due to incorrect values of
some parameters and to the simplifications in the theory. The
remainder of the descrepancy is probably because the sample
surface 1s not perfectly smooth, but contains 1rregularitieé
with dimensions much larger than the skin depth. These in-~
crease the effective surface area and hence increase the o
induced signal. Provided that the Q is limited by the exter-
nal cifcuit resistance, this will increase the S/N by some
factor in the region of two. 1In any case, the difference
between the theoretical and experimental S/N ratios is now
known, so that the theory can confidently be used to predicf_~
the expected S/N ratio of a sample to within a factor of two.

in the temperature range in which the skin effect is normal.
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Figure 4.1b Sweep at a Time About T, after
the rf Pulse

Typical Chart Records of a Sweep with a Narrow Boxcar

Gate Through the Free Induction Tail.
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CONCLUSION
'Begin at the beginning, and go on till
you come to the end: then stop.'

- Alice in Wonderland.

In this thesis the feasibility of méasuring T, and T,
in metal single crystals at liquid nitrogen temperature has
been established. It has been shown that reasonébly accurate
measurements can be made provided Tg}a3ng. and T, X 2sec.deg.
A reasonably complete theory of the apparatus has also been
developed and experimentally confirmed.

The big failure in this work has been the inability to
eliminate acoustic oscillations. Until‘a way 1ls found of
drastically reducing fhem, measurements cannot be made at
liquid helium temperatures. The apparatus has restricted
usefulness until such measurements can be made. The gain in
S/N would probably be moderate, but would certainly be enough
to allow the successful completion of several experiments
which are at present either indecisive, or lmpractical. The
more important reason for golng to helium temperature 1is that.
the pulsed apparatus could then be used in conjunction with
steady state apparatus on the same sample, so that more varied
and accurate data could be obtained. 1In particular, the
pulsed apparatus can give a more accurate idea of the line
shape than the marginal oscillators used in the steady state
work. Lifetime broadening is also unimportant at helium tem-

perature. Alternative experimental procedures involving



digital devices for improving the S/N ratio, such as the
Enhancetron, might be more satisfactory than the boxcar inte-
grator at low temperatures.

There are several experiments which could be done on the
present apparatus-at 78°K° The most obviocus ones are to
attempt to measure the anisotropy of T, in scandium and in
isotopically pure tin. The latter experiment would involve
regrowing the crystal at a more sultable orientation., The
series of measurements done on isotopically pure, and natural
tin to obtain the exchange constants could readily be done on
cadmium. Experiments of this type on a serles of alloys with
systematically varying compositions might give quite detailed
Iinformation on the pseudo-exchange interaction.

Spln echoes were also observed and their basic features
studied. The fact that they have a shorter T, than the free
induction decay clearly requilres a more intensive study.
Measurements in tin oxide would obviously be very helpful.
Once the cause of thils has been found, spin echoes could be
useful for measuring T, in those paramagnetic alloys which
have a short T: because of spatially varying static magnetic
flelds in the sample.

The attenuation and phase shifts of an rf field pene-
trating a metal in the normal skin effect region are well
understood. The theory for the rf penetration in the case
where the electron mean free path approaches the skin depth

is not quite so clearcut (the anomalous skin effect). Fairly
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rigorous theories have been developed, but they involve assump-
tions concerning the internal reflection of electrons from the
surface of the metal. An experimental investigation of the
anomalous skin effect region would thus be desirable. Pulsed
NMR is capable of doing this because the induction tail height
as a function of rf pulse length is very sensitive to the
phase shifts., If a study of phase shifts alone was contemplated,
there may be other ways of using the apparatus which would
give more, or better, information on the phases. Measurements. ”
on particles of varying sizes would also glve considerable in-
formation. The results of steady state measurements also
depend on the skin effects, but they are less sensitive to them
and extracting information on the phase shifts 1s even harder
than in the pulsed case,

It is loglical to try to extend experiments of this type
to the superconducting region. However, in superconductors
the static magnetic field only penetrates about 5'OOA°9 while
the rf field penetrates somewhat further, Experiments using
-single crystal are thus not possible, except by using fileld
cyeling techniques in which they are at a disadvantage compared
to powders., However a study of the phase shifts as the metal
goes from the anomalous to the superconducting region 1s quite
possible in metals like vanadium. .Calculations show that
there should be a satisfactory S/N ratio and temperatures can
easily be held to within 0.01°K. at helium temperatures. Pow-
ders might give a better S/N ratio, but they do not have the
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Well-defined and éaaily studiéd surface structure of a single
crystal; NMR méaéurements'on particles of varying slzes, and
also on films of varying thicknesses, have fevealed a Knight
shift dependence on sémple dimensicns which is impeffectly
understood,_ Pulsed NMR with a coherént system on this type of
sample might give additional information. ,Howevef9 it would
require a long period of careful and ingenious exparimentation'
to even see a signal. |

Aftér the speculative nature of the preceeding para-
graphs, it is fittingitb conclude with some words of caution.
Pulsed NMR}experiments are difficult9 involving many compro-
misés9‘and have a S/Nfratio which 1s. rarely good enough to give]‘
an -answer of the required accuracy. ‘A critical examination of
anyvprospective experiment is thus desirable. In particular,
most experiments can be done far more accufately on powders,
It is usually only where anisotrojic properties are 1nvblved

that a single crystal experiment may be worthwhile.



155

When the writing of this thesis was hearing completibn
the author'became aware of the work of Gara (69). He has re-
cently measured the spin-lattice and spinmspin_relaxatidn timés
in metal single.cryétals by a pulsed methbdg bﬁt his experi-
mentalAprocedure was so different that there has been‘little_
overlap with this work. | |

He used an 1n6bhéréntvpulse system'and a combined trans-
mitterareceiver.coii. This iécks the versatiiity of a coherent s
%\-system and is susceptible to amplifiér nonalineéri.t;y° It | |

.Sufférs from the major disadvantage that in a T\‘meaéurement‘
.thevamplitude of the free induction decay following thé sedond
pulsevis not a simple exponential function of the pulse separa-
"tion9 unless the two pulse léngths are in a certain ratio which
is determined by a mixture of theofy and experiment.\ The
.second~pu15é was about £1r long and gavelthe maximum free
induction'deéay amplitudefﬁhile the first pulse was about

1 lohgo, A complicated method of.analysing the results was
vneceSSary; The rest of the pulée_circuitryg_amplifiers, and
boxecar integrator were similar to those used in this work.

Mogt of his measurémeﬁts were made at 1iquid heliumv
temperafd‘re’s° Acoustic oscillations were a major problem, but:
~he almost éliminated them by several ingenious teehniquese
One of tﬁese was to éoat the sample with a layer,of,epoxyl .
resin with nylon'filings embedded in 1t. This quite'effecs |
tively damped the acoustic osdillaticins9 but had the defect
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that the epoxy resin was paramagnetic enough to significantly
shorten the free induction décay. The other method was to etch
narrow grooves about a millimetre deep in the erystal. These
considerably reduced the acoustic oscillations. It should be
noted that in several respeets his acoustie osolllations be-
haved differenfly to those observed in this work. This is
prdbably because he mounts his sample by cementing one end of
1t to a holder, whilst in the present experiments the centre
of the rod is clamped and the ends are free. |

He measured T, in A1*" and Cu® single crystals at
4,2°K. with sevéral different magnetic field orientations.
Within his experimental error of 2% he detected no anisotropy
in T, . His values were T|T = (1.81t0.02)sec.deg. for aluminium
and (1.275+0.015)sec.deg. for copper. Both of these are in ex-
cellént agreement with the powder values. The S/N was about 20
when observed on the oscilloscope. Free induction measuremepts
.were also made on the crystals and gave second moments which |
were in good agreement with values measured by steady state..
methods. Experiments made with varying sample and coil radii
showed that the optimum 8/N ratio occurred when the ratio of
the radii was about 0.8. This is in good agreement with the
theory developed in this thesis.

Gara's work has covered different experimental aspects
of the subject than those done in this work. However, some
aspects of the theory of the apparatus in this thesis could be
reviewed and extended in the light of his work. In particular
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some pf the conclusions and comments regarding working at liquid

helium temperatures need modifying.
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APPENDIX I |
DISTORTION IN THE PHASE SENSITIVE DEJECTION SYSTEM

Alt)cos <wf¥¢) o

Slﬂna N [——o |
W L
'P\fé:;r‘:f: '\fT(t) ? T \I(‘t) \I(’O
4 | L,

Figure I.1 Equivalent Circuit of the Phase Sensitive Detector

In the phase sensitive detection system to be analysed a
small time varying signal of frequency w and phase angle q> is
linearly added to a much larger reference signal to give a;total'
voltage wv(t) of

(1) =A(t) cos(wt+ ¢ )+Beoswot
=[# + B*+2ABcos(nt+¢ )]-kcos [wt -tan™{ & (1)}],

where {l= W-0We

(- AsinfOt+0)
bt = Adn (Nt+®)+B  °

Provided w.»{l, the time dependent phase angle $(t) will

cause negligible frequency or phase modulation of the signal, so
that the voltage after the signal has been rectified and the high

frequency carrier filtered out is

\/(t)= LA’ +B' +2ABcos (Nt+ & )]%

= [A(t)cos(QH ¢)+B]’[ 1*(5:;‘?&&0%:%)?]'

If it is assumed that %%ﬁ»t, the square root can be expanded to

first order to give

VO = [entie 48] [ gis ]

The system is A.C. coupled so the D.C. component is removed,
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- giving the output signal as

by = sini(nt+OAtos(at+0)+B]
VQ(t) A(t)cos(nt+ CP )+ 2l Y cos(Nt+0)+Em]" ’

There is thus an error except when sin(Qt+ §)=0, This

error can become serious for sin((t+ ¢ )= *1 since not only is
the error near its maximum value of f%—but the signal

Acos(n¢+tp):ro, so the fractional error is very large. If the
apparatus is exactly on resonance sofl= O the error is reduced
because there is then no time dependence in the term involving

B so the A.C. coupling removes it.
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APPENDIX II
DETAILS OF THE SAMPLES USED
(1) Aluminium Single Crystal.

This was supplled by Semi-elements, Inc., Pennsylvania
and is a cylinder 5 cm. long by O.7 cm. in diameter. There were
actually two crystals in the sample, one being about one eighth
the size of the other. The surface 1is rough and unetched and the
purity is unknown.

Aluminium has a face centred cubic lattice and a quadru-
pole moment. There is one iéotope with spin %}.

(11) Vanadium Single Crystal.

The zone refined single crystal was grown by the U.B.C.
Metallurgy Department. The sample is 5 cm. long and has an
average diameter of 0.6 cm. It had a smooth surface and so wés
not etched. A chemical analyslis gave the lmpurities in parts

per million as

Oxygen 160
"Carbon 136
Nitrogen 318
Hydrogen 7.2

Vv® has an isotopic abundance of 99.7% and forms a body
centred cubic lattice. It is a transition metal with spin % and
a quadrupole moment.

(111) Indium Single Crystal.

It is a 99.999% pure cylindrical sample bought from
Metals Research Co., Cambridge, England. It has the tetragonal
axis perpendicular to the sample axis to within 2°. The 1.3 cm.

long cylinder was etched down to 0.9 cm. diameter by an etch of
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one part HC1 to twenty parts of ethyl aleohol. X-raying shpwed
that_the etching removed a slightly polycrystalline surface
structure. '

"5 wnhich has 96% abundance, spin %

The main isotope is In
and a quadrupole moment. The lattice 1s a face centred tetra-
gonal structure which can also be regarded as a face centred cubic
lattice elongated by 7% along one axis.

(iv) Bismuth Single Crystal.

The sample is a cylinder 3 cm. long by 0.65 cm. diameter
purchased from Metals Research Co. which was not etched. The
trigonal axis is within 2° of the perpendicular to the cylindri-
cal axis. |

Itis 100% abundant with spin-J, a quadrupole moment and
crystallizes in a rhombohedral structure. |
(v) Rhenium Single Crystal.

This was supplied by Semi-elements and is 2.8 cm. long by
0.3 cm. diameter. The symmetry axis 1s aligned to within 2° of
the perpendicular to the cylindrical axis. The crystal is zone
refined and was not etched.

There are two isotopes, Re'*and Re'® with 37% and 63%
isotopic abundances respectively. They both have spin %. and
a quadrupole moment. It has a hexagonal close packed structure
and is a transition metal.

(vi) Antimony Single Crystal.

It 1s a eylinder 1.6 cm. long by 0.9 cm. diameter cut

from a zone refined single crystal supplied by Cominco Ltd.,
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Trail, B.C. The sample is 99.999% pure. The orlentation of the
crystal is unknown. The crystal Was etched with a solution of
one part concentrated nitric acid to four parts hydrochloric acid.
This etch is very fast if the sample is allowed to become heated.
(vii) Gallium Single Crystal.

The crystal was grown in this laboratory by K. Nilsen
from 99.9999% bure gallium. X-raying determined that it was a
single erystal with its lattice symmetry axis orientated at 30 to
the cylindrical axis. It is 2 cm. long by 0.9 cm. in diameter.
Both of the isotopes Ga®? and Gq" have a quadrupole .
moment. They are 60% and 40% abundant respectively and crys-
talize in an orthorhombic structure.
(viii) Niobium Single Crystal.
The erystal is a zone refined crystal 5 cm. long and
0.6 cm. in diameter grown by the U.B.C. Metallurgy Department.
No etching was done on it., The impurities, 1n parts per million,

are

Oxygen 35
Carbon 40
Nitrogen 40
Hydrogen 2

Tantalum 500
Zireconium 500
Tungsten 300
Nb® has 100% isotopic abundance, a spin of %, a quadru-
pole moment, and crystallizes in a body centred cubic lattice.
(ix) Natural Tin Single Crystal.
This sample was supplied by Metals Research Ltd. in the

form of a cylinder 3 cm. long and 0.9 cm. diameter of 99.999%
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purity. _The symmetry axis is aligned at right angles to the
‘cylindrical axis of the sample. An etch of one part HNO,, one
part water, and two parts acetone was used to remove the surface
layer prior to the experiments.

There are two main isotopes, each with spiné%. These are
sn"’with 7.7% isotopic abundance and Sn"? with 8.7% abundance.
Neither of the nuclel has a quadrupole moment.

(x) Isotopically Pure Tin Single Crystal.

The crystal of isotoplcally pure tin was grown by Schone
and Olsen (59). It consists of a layer about 0.25 mm. thick
wrapped around a copper core about 7 mm. in diameter. The purity
of the Sn"? is unknown, but presumably the main impurity would be
sn'” . The symmetry axis is at an angle of 28° to the cylindrical
axis of the copper core. The X-rays taken to determine the
position of this axis showed that there was negligible distortion
of the single crystal and that there was no polycrystalline

surface layer.
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APPENDIX III
THE SIGNAL INDUCED IN THE PICKUP COIL
(a) Non-metallic Sample.
Assume that the sample is isotropic and non-ferromagnetic,
so that the nuclear magnetiec moment at any point in thelsamplé ié
M, =XH,

= 3kT ’

" where N is thé number of atoms/m®, < 1is the gyromagnetic ratio,
I the nuclear spin, T the sample temperature, H, the applied
static magnetic field, and X,1is the static nuclear magnetic sus-
ceptibility. -

In equilibrium M, is aligned along the z éxis. A linear
rf magnetic field B=2B,coswt, at the resonant frequencyuw;applied
perpendicular to H, causes M, to precess in the zy plane-at'a
frequency TB,, so that after a timeT it makes an angle 4= TBT
with the z axis (1). The projection of M, in the xy plane is

=M, sin«
In the laboratory frame this magnetic moment rotates at a fre-
quency w, inducing a signal proportional to Mcoswt in a pickup
coll.

Now consider the sample inside a coil with n turns which
is perpendicular to H, and has an efficiency factor m. The

voltage v induced in the coll 1s given by Faraday's equation as

v =6E.0
=- % (B.gs.

The surface integral 1s over the cross sectional area of the coil.
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Tbe ling integral i1s taken over a path through the sample parallel
fo the coil axis and then back very close to the outside surface
of the coil. Along this path
B =pM,sina coswt
in the sample and is zero outside it, if end effects are neglected.
| R.v7uarynMoAsindcbsum,
where A 1s the cross sectional area of the sample.
(b) Metallic Sample.

The problem'is to calculate the distribution of currents
and magnetic fields induced in the metal by the oscillating mag-
netic moment M. This induces a circulating current J=of which
generates a magnetic field H opposing M.

The circulating current is given by Faraday's equation as

oV xE=-po-~¢ (M+H) ,

while H is given by

VxH =o-E.
These equations neglecﬁ the displacement’éurrent and the magnetic
moment X induced by the circulating qurfent. They also assume
that the metal is not in the anomalous conduction region.. Stan-
dard vector manipulation now gives

V'HE =/A0*'§.E(,M,+,Hv)o
Assume that M,H.Cexp(iwt). |

T H=15(MrH), where  ¥°=uwumon

Now consider an infinite plane metal sampie with magnetic
moments M,(z) at a depth z below the surface and with M,=M,= O.

. The equation simplifies to

2

'gﬁffg =A’[:Hz(z)+Mx(z)]9



where A = —%%%il_ . Thg solution of this equation is.(lk)
H,(z)=exp(Az)[C‘+ﬁAfﬁ(z)exp(~Az)dz]
+exp(-Az)[C;-%Aﬁ\d(z)exp(Az)dz]°
C, and C, are arbitrary integration constants. The boundary condi-
tions are now fitted for the special case of an infinitely thin
sheet of magnetic moments at a depth m below the surface.
f.e. Me(2) = 5(m-2),
where %(m=z) 1s a Dirac delta function.
.;3 H.(z) =C,exp(Az)+C,exp(-Az) for z ( m,
=[Cz+%Aexp(-Am)}exp(Az)+[C;—%Aexp(Am)] exp(qu)
for z 3 m.
' fH (z)dz -[[Czexp(Az)+C3 exp(—Az)]dz+ j[(cg+-’2~Aexp(~Am))
° exp(Az)+(Cy ~FAexp(Am))exp(~- Az)]dz
= -};[c exp(Az) C@exp(—Az)] [{-—l—+%exp( Am)} exp(Az)
{1&~%exp(Ami}exp( Az)] o
To keep the total flux finite it is necessary to put
| =-fAexp(-Am) .
',Jqﬁx(z)dz =%exp(-Am)—1+—%}

[/}

The signal induced in the pickup coil is obtained from.

A2 3] =-/u% (M+H) .
The assumption is made that ©«R, where R is the radius of the
cylindrical sample. The voltage induced in a pickup coil wound
round the sample is ;w
' v =12 Ry nuw f[Mx(zHH,; (z)] dz.
. Vdiﬁexp(—Ath—%~°°

If the magnetic moments are at a large depth below the surface of
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the metal there should be no induced voltage because the circu-
lating currents will, by Lenze's Law, completely shield the
magnetic moments.

i.e. O+ 32% P%% +hexp(-Am) ] .

~.Cy =0. '

A =—1¢Mnnu)Rexp(—Am).
This is the voltage induced by a delta function magnetic moment
at a depth m below the surface. The voltage induced by a dis-
tribution M(m) of magnetic moments in the metal is given by
f\/o(m)M(m)dm
T n/,n')waoM(z)exp[-(lﬁ),v—‘;'g] dz.

It is now necessary to calculate M(z) after a rf magnetic

v

field . zBlexp(iwf) has been applied parallel to the surface of
the sample for a period . For simplicity, assume that w 1is
the nuclear resonant frequehcy; The magnetic field at a depth 2
in the metal is (3)
B(z) = 2B,exp[—(l+i);§§]exp(iwt).

In the rotating reference frame it is a static magnetic fileld
B,exp(~ Z¢) lying in the plane perpendicular to H, at an angle
an™ () to the field B, (0) at the surface of the metal. The
| magnetic moment M(z,t) at right angles‘to B, (0) is

M 4(2z,%)=M, (t)sin[’a’B'texp( &%) ]cos(m).

Lv(t) =truwny RMo(t)fexp( 75 ) sin(vTB, exp(- 1m))cos (#Fp)dz.
This expression can be generalised to the case when the applied rf
pulse is off resonance and the phase reference axis makes an ar-

bitrary angle with B, (0). An important feature of this equation
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is that the induced voltage is of the form Mx(t)F(z), where Mx(t)
'is'the nuclear magnetic moment at the surface of the sample t
seconds after application of an rf pulse and F(z) is the integral
involving time independent phase and attenuation factors. The time
evolution depends only on T\ and T, so that measurements of these
quantities- made on single crystals should give the same values as
those made on powders. In particular the free induction decay is
not distorted by any phase effects.

This derivation has ignored the dipolar magnetic field.
This is valid in the region in which the rf field is much greater
than the dipolar field and from which the majority of the signal
comes. The only measurements which might be affected by the pre—'
sence of the dipolar field are those involving relaxation in the
rotéting reference frame where the rf field must be large.

The integral y=‘Lg;p(-x)sinCWtEéa)cos’xdx can be eva-
luated by expanding sin(¥TB,€9 in a series and integrating te?m
by term. This gives

ﬂf—l

W (+ap) (7B
4pQp*) (2 p-1)!

This series is quite satisfactory for numerical computation until

y= o
¥Bi U » 10 radians when the number of terms, and the number of

significant figures in each term increases rapidly. In this deri-
vation the sample has been treated as a cylinder with a perfectly

smooth surface and a radius much greater than its skin depth.
This is a good approximation to the real samples, provided that

they have no surface irregularities whose dimensions are approxi-

mately equal to the skin depth.
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APPENDIX IV
MEASUREMENT OF ABSORPTION AND DISPERSION
MODES WITH A PULSED NMR APPARATUS

Let the free4induction decay signal after a 90° rf pulse
G(t)cosw.t be fed into a phase sensitive detector using a ref-
erence frequency w, and then rectified. The dutput signal is
proportional to G(t)[ cos(ﬂi)cbsd)+sin(OI)sinlp 15 where @ is
the phase difference between the reference frequency and the
induction signal, and fl; W=We, The time origin for the signal
1s the midpolnt of the rf pulse (13)5 not the end as stated by

Clark (2). ~<J<The f Rulse
: T z-G-(t)
—|r—
J //ﬁi /’\\ P

/’0 Time- e =
The True Time Origin__ /\l’ -

L

Figure IV.1 The Amplifier Output

The boxcar integrator integrates the applied signals for
the duration of the gate width (6),.50 that if the gate covers
the entire free induction decay the boxcar output is

N = fG(t) {cosﬂt cos® +sin(11 sin®] dt,
where K is a constant. For most free induction decays
| )Ckfl)dCfC(t)cosfltdt
and X (Q)onG(t) sin(Ql)dt, wherex and X are the real and
imaginary parts of the rf susceptibility. )( is proportional to
the absorpticn mode measured by steady state apparatus.
LV o XA eos$ + X () sin (.

By correctly setting(Peitheri(’or:("can be obtained. Linearly
sweeping the magnetic field through resonance then gives 7C'or.
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X"en the chart recorder. Clark derived the equations for the
ideal cass outlined above. However, there are a considerable
number of instrumental distertions which limit the usefulness of

this method.

(1) Because of the finite width of the rf pulse, and the dead time
nf the apparatus, the boxcar gate starts at a time U so that the
boxcar output is actually

K‘f% G(t) [cns(ﬂﬁ)cés@ +sincﬁt)sin¢?] at.

L ; , T’
K'[)C {Deosd *)((fl)sinﬁ{!=K'(.G(t)[ cos(Nt)
cos? +ﬁin(ﬂ‘t)sin¢] at.

i

\

i

Unless G(t) is known, the ¢orrection term cannot be evaluated.
However, it 1s easy to see the effect of the instrumental distor-

tion when sin(?:og
le—Start of the Boxzar Gate.

RN

v \//I Tl
O\ /| Close to 'F\emnnn@.ﬁ::":“ ——
% TS IR T — —
. ,t,r ,}\:\. s - -

{ ﬁl’!‘w?_‘, ‘-:.\N T el

/ * — —_

.
N %O Resonance

Figure IV.2 Effect of the Deadtime

Close to resonance the unmeasured area decreases quite
slowly while the measured area decreases quite rapidly, since it
is in the tall of the decay which is much more sensitive to
slight shifts off resocnance., Thus there will be little distortion
of the boxear output clese to resonance. However, at a frequency
(ﬁTﬁJ off resonance one positive qnarter cycle 1s unmeasured so
that the output gres negative. This causes the absorption signal

to be narrowed., As the frequency goes further and further from

resonance it is easily seen that the output will continually
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oscillate., This is the main form of instrumental distortion,.

The requirement for negligible distortion is obviously to
have the frequencies f, (T’f‘ at which the output goes negative
falling well outside the line.

loes T, HT.
(i1y Ir X (1)) is to be the undistorted absorption mode, G(O)
must be independent of (1 for all values of {1 within several
linewldths of the resonance. This requires that over this regicn,

H ==H, in the rotating reference frame. The condition for this is
that YH,» T.. This is the normal condition for pulsed NMR and is

agtually implied by the previous condition T1>>T'9'sincé the spins
must be rotated through 90° in a time less than T

{1i1) The method of phase sensitive detection used in this ap-

paratus also causes some distortion. The input to the boxcar
integrator is (Appendix I)

¥V (£)=CG(t)cos(it+ $ ) + s tsOaltlces(Qt+B)+ B o
afcos(nt+g)+ 2]

If.flz=¢:=o(ioeo absorpticn mode, exactly on resonance) there is

no distortion, but as soon as the frequency is off resonance'01¢d

the output is distorted, giving a baseline shift. An exact cal-
culation of this baseline shift is messy since the boxcar gate

partially integrates it. It turns out that the baseline shift
is fairly small and oscillates quite slowly and so causes little
trouble,

If desired, the baseline shift can be eliminated by
measuring two absorption signals with a phase difference of 180°
between them, and then subtracting one from the other. Changing
$ by 180° reverses the polarity of the absorption signal but,
to a first approximationy does not affect the baselline shift,
which is thus eliminated by the subtraction,
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APPENDIX V

CIRCUIT DIAGRAMS
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