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Abstract 

Results of muon spin rotation (u-STZ) in the metallic intercalated Ceo compounds 

(A„C6o, where An are n alkali metal atoms) are presented. Except for the case of KiCeo, 

the metallic state of these systems is unstable at low temperature (to a superconducting 

transition in A3C60 and a magnetic metal insulator transition in AiCeo)-

In A3C60, the properties of the metallic and superconducting states are investigated 

using i) diamagnetic muons to probe the distribution of internal magnetic field and ii) 

paramagnetic muonium (Mu) trapped within the Ceo cage to probe the electronic ex­

citations. M u is found to exhibit strong T\ relaxation due to its interaction with the 

conduction electrons. In the superconducting state this relaxation rate exhibits a small 

enhancement (Hebel-Slichter coherence peak) which possesses an anomalously strong 

magnetic field supression. Exponential temperature dependence of the relaxation rate 

at low reduced temperature is observed, and from this estimates of the superconducting 

energy gap are obtained. At very low reduced temperature, deviations from this be­

haviour are found. Estimates of the magnetic penetration depth from broadening of the 

diamagnetic precession signal in the vortex state are also presented and discussed. 

In AiCeo (A = Rb and Cs), the magnetic state is investigated with zero field ^SIZ. 

Observation of a small rapidly damped oscillation below 2K in CsiCeo is the first evidence 

from fxSTZ of magnetic order in these materials. The relaxation at higher temperature 

indicates that the internal fields are static and possess a broad distribution, indicating 

a highly disordered static magnetic structure. From the magnitude of the zero field 

relaxation rates, estimates of the magnitude of the internal field are made. 
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Chapter 1 

Introduction 

This thesis presents muon spin rotation (fiSTZ) measurements of the low temperature 

electronic and magnetic properties of the known stoichiometric metallic alkali fullerides. 

The behaviour exhibited by these systems encompasses a wide variety of phenomena of 

contemporary interest in condensed matter physics. For example, the alkali fulleride su­

perconductors are currently the highest temperature isotropic superconductors known. 

The only class of superconductor with higher critical temperatures (T c) is the cuprates. 

Some alkali fulleride metals exhibit reversible solid-state polymerization. The polymeric 

phase may be a quasi 1-dimensional metal, which in some cases undergoes a low tem­

perature magnetic metal-insulator transition. The specific materials studied are the su­

perconducting alkali fulleride salts of the form A3C6O5 with A = Rb, K and A 3 = N a 2 C s 

and the polymeric phases of the salts of the form AiCeo, where A = K , Rb, Cs. The 

fj-STZ technique, which is closely related to the widely known methods of nuclear mag­

netic resonance (NMR) and electron paramagnetic resonance (EPR or ESR), involves the 

use of the unstable positive muon as a sensitive local probe of magnetic and electronic 

structure. 

Because of the great diversity of topics covered here, considerable reliance on major 

review articles is made, and a complete exposition of each topic has not been attempted. 

Following an introduction to the field of fullerenes and the specific topic of the metal­

lic alkali fullerides, the fiSlZ technique is reviewed briefly in Chapter 2, and some specific 

details of the experiments are given. In Chapter 3, the theory of longitudinal field spin 

1 



Chapter 1. Introduction 2 

relaxation of muonium via the mechanism of spin-exchange with conduction electrons 

is discussed, and the theory of the temperature dependence of this relaxation in super­

conductors is reviewed. Chapter 4 includes the results (and discussion thereof) of /iSTZ 

experiments on the alkali fulleride superconductors. Chapter 5 is a brief summary of the 

theory of spin relaxation in zero applied field, an unfamiliar situation for most magnetic 

resonance techniques. Chapter 6 includes the results (and discussion thereof) of U.STZ 

experiments on the AiCeo alkali fullerides, and the conclusions are presented in Chapter 

7. 

1.1 Buckminsterfullerene! 

In the seminal 1985 work [1], Kroto et al. correctly guessed that a particularly stable 

molecular cluster of carbon with a molecular weight of 60 carbon atomic masses took 

the form of a truncated icosahedron (Fig. 1.1). This insight, together with the explosion 

of research confirming the form of the molecule and exploring its properties in a wide 

variety of contexts, culminated in the award of the 1996 Nobel Prize for Chemistry to 

Curl, Kroto and Smalley (e.g. see [2]). The study of Ceo in the solid-state, or indeed any 

study requiring macroscopic quantities of the material, had to wait, however, until 1990 

when Kratchmer, Huffman and coworkers discovered[3] that Ceo could be made easily by 

arc vapourization of carbon electrodes in a low pressure helium environment. From the 

remnant soot of such a process, Ceo can be extracted by dissolution in an organic solvent 

such as toluene or decalin, and purified by liquid chromatography.* To get very pure Ceo, 

one can sublime previously purified Ceo hi vacuum at high temperatures (~ 500°C). 

The intriguing features of the Ceo molecule which are also at the heart of many of 

its interesting properties are: its high symmetry1, the curvature of its carbon surface, its 
1The icosahedral point group //, has 120 symmetry operations including 12 fivefold axes (through 

the pentagons), 20 threefold axes (through the hexagons), 30 twofold axes (through the centres of the 



Chapter 1. Introduction 3 

Figure 1.1: A truncated icosahedron: The geometric form has 60 vertices, 12 pentag­
onal faces, and 20 hexagonal faces. The Ceo molecule contains a carbon at each ver­
tex, C-C double bonds along the lines separating hexagons, C-C single bonds along the 
hexagon-pentagon boundaries, and has a diameter of roughly 7 . lA. 

relatively large size (moment of inertia ~ 10 _ 4 3 kgm 2 ) , and its hollow core. 

There are 4 x 60 valence electrons in the Ceo molecule, of which 3 x 60 are involved in 

typical covalent bonding between the atoms of the molecule. The remaining 60 electrons 

are mainly of atomic 2pz character. The curvature of the Ceo surface causes a hybridiza­

tion of the atomic 2s and 2p levels into the n and a orbitals which have hybridization 

between planar (sp2) and tetrahedral (sp3). The electrons in the a orbitals participate 

in the C-C covalent bonding, while the 7r orbitals protrude from the Ceo surface with 

asymmetric lobes outside and inside the carbon framework. This hybridization causes 

the extremely high electronegativity of Ceo, he. the electron affinity is ~ 2.7 eV (see the 

review [5]). Another consequence of this hybridization is that the tendency for chemical 

hexagon-hexagon boundaries), and inversion (see Chapter 4 of [4] for further details). 
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bonding differs for the inside and outside of the molecule. Like other aromatic hydro­

carbons, such as benzene, these ix orbitals interact to form highly delocalized molecular 

orbitals which make up the highest energy manifold of occupied molecular electronic 

states. The large number of such electrons suggests that the spectrum of these molecular 

orbitals could be very complex; however, the high degree of symmetry greatly simpli­

fies the situation. The interesting electronic properties of an object are mainly derived 

from its highest filled and lowest unfilled levels. For a molecule, these are known as 

the Highest Occupied Molecular Orbital (HOMO) and the Lowest Unoccupied Molecu­

lar Orbital (LUMO). Using the appropriate 7r atomic orbital basis, the spectrum in the 

H O M O - L U M O region is well described by the Hiickel theory of molecular orbitals, which 

is essentially a tight-binding model for the 7r electrons. From this theory, the H O M O is 

fivefold degenerate (x2 for the electron spin), the L U M O is threefold degenerate, and the 

H O M O - L U M O energy difference is on the order of 1 eV. The symmetries of the H O M O 

and L U M O may also be found in this theory. The H O M O has hu symmetry while the 

L U M O has tiu symmetry (which has 5 nodal lines on the molecule surface). For more 

details, see [4, 5, 6]. 

High symmetry also simplifies the molecular vibrational spectrum. Free Ceo has 

3 x 60 — 6 = 174 degrees of freedom2, but there are only 46 distinct vibrational modes 

(10 Raman active, 4 IR active). 

For the negatively charged C 6o, with a partially filled L U M O , the situation above 

is complicated by the possibility of a Jahn-Teller distortion. In such a situation, the 

degeneracy of the t\u level is lifted by a static distortion of the molecule, which amounts 

to a lowering of the symmetry from pure 1^. Such a distortion is driven by the gain in 

electronic energy which may outweigh the elastic energy cost of the distortion. For more 
2There are 3 x 60 degrees of freedom for the atoms of the molecule, from which we subtract 6, 3 for 

overall rigid centre of mass motion and 3 for rigid rotations. In the solid, these 6 degrees of freedom 
correspond to the intermolecular vibrational modes and the rotational vibrational modes - see §1.2. 
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details, see §VI.B of the review [7] and references therein. 

The hollow core of Ceo allows the formation of endohedral fullerene complexes, in 

which an atom is trapped on the inside of the C 6o cage. Such complexes are convention­

ally denoted by the (unsanctioned) notation X@C 6o, where the "@" symbol pictograph-

ically represents the endohedral nature of the complex. Many different kinds of atoms 

and clusters have been encapsulated in fullerenes (Ceo as well as other, less symmetric 

fullerenes). For example metallic atoms and clusters (Ca, U 2 , etc.)[8], noble gas atoms 

( 3He, Ne, etc.)[9], atomic nitrogen[10], and, most importantly for this thesis, atomic 

muonium (p+e~, essentially an unstable light isotope of hydrogen) [11]. 

1.2 Molecular Aspects of Solid C 6o Compounds 

Solid Ceo and its alkali intercalated compounds are molecular solids, i.e. their solid 

state properties bear a strong relationship to the properties of their isolated molecular 

constituents. Therefore, this section begins with a discussion of some general features 

of the alkali fullerides which originate in their molecularity: i) their electronic band 

structures and ii) the structure of their phonon spectra. 

The electronic band structure of pure Ceo, within a few eV of the Fermi Energy (Ep), 

consists of bands composed of the 7r molecular orbitals discussed in the previous section. 

The bands are narrow because the intermolecular overlap is small. Due to the high 

electron affinity of Ceo, doping with alkali metals results in essentially complete charge 

transfer (ionization of the alkali). In the alkali fullerides, bands in which the electron is 

associated with the alkali ion lie far above Ep. Thus the band structure near Ep is again 

determined by the Ceo molecular orbitals. The simplest model of the band structure 

of the alkali-fuller ides is the "rigid band" picture. In this model the intermolecular 

overlap is assumed to change little upon doping, and the bands are determined by those 
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of the undoped solid C6o- By changing the doping level, one simply alters the filling 

of the "conduction" band derived from the L U M O of C 6o, so the filling can be tuned 

from empty to full as the alkali stoichiometry varies from 0 to 6 per Ceo- Ceo and alkali 

fulleride band structure calculations are reviewed in several places, e.g. [4, 6, 12]. There 

is also abundant experimental confirmation of the abovementioned general features of 

the band structures which are reviewed in, e.g. [4, 6, 13]. 

While this simplistic picture explains the semiconducting nature of pure solid Ceo, 

the insulating nature of AeCeo, and the metallic nature of A 3 C 6 O 5 it does not account 

for the observed non-metallic behaviour of, e.g. K4Ceo[14], since 4 electrons per Ceo 

should yield a partially filled conduction band and thus metallic behaviour. This brings 

us to another general aspect of the electronic structure of metallic molecular solids, 

that is, their tendency to undergo metal-insulator transitions which compete with the 

superconducting transition. An excellent discussion of this topic may be found in the 

article by Rosseinsky[15] which places the conducting alkali fullerides in the context of 

other molecular metals. The repulsive Coulomb interaction between electrons competes 

with their kinetic energy (e.g. [16]). When the kinetic term dominates, the band (or 

Fermi liquid theory) description of the conduction electrons is valid, but if the Coulomb 

repulsion is sufficiently strong, the electrons may become localized, and form a Mott-

Hubbard insulator. Recent experimental work suggests that this is the case in A4C60 [17]. 

Generally, the limited kinetic energy of narrow band metals allows any interaction that 

tends to localize the carriers (e.g. electron-electron, electron-phonon, electron-defect 

interactions) to have a better chance of doing so. 

Another class of metal-insulator transitions is also important in quasi 1-dimensional 

molecular metals. In this case, nesting of the Fermi surface causes a feature (divergence 

in the ideal Id case) in the electron susceptibility at a particular wavevector called the 

nesting wavevector, qN (discussed below). The effect can occur in any dimension, but 
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is most pronounced in Id. Transitions of this class are known as Peierls, Spin-Peierls, 

Charge Density Wave, and Spin Density Wave (SDW) (see, e.g. [18]). Such transitions 

are probably not important in the A 4Ceo situation, but may be relevant to the metal-

insulator transitions in RbxCeo and CsiC 6 o (see §1.2.2). For this reason, a brief description 

of the SDW state is included here. 

In contrast to the localization of conduction electrons in a Mott-Hubbard insulator, 

in the SDW (and similar states), the conduction electrons remain delocalized, but their 

spectrum becomes gapped at Ep. The phenomenon was first suggested by 0verhauser[19] 

in the context of the free electron gas. The Fermi surface is found to be unstable to 

perturbations at the wavevector qN, and the Coulomb interaction (between electrons) has 

a component at this wavevector, since the (unscreened) q-space form of this interaction 

is 

Screening, however, eliminates the SDW instability in most metals (e.g., see footnote 27 

on p684 of ref.[20]). The nesting wavevector is just a wavevector that maps one part of 

the Fermi Surface into another. For a spherical (3d free electron) Fermi Surface such a 

wavevector exists for any state; however, that wavevector only maps a single state into 

a state on the opposite side of the Fermi Surface. In this situation, the Fermi Surface 

is not nested. The nesting criterion is just that there exists a wavevector that maps one 

part of the Fermi Surface into another for a significant fraction of the surface. Nesting is 

said to be "perfect" in Id, where qN = 2kp maps the entirety of one branch of the Fermi 

surface into the other branch. In higher dimensions, nesting is never perfect, and the 

degree of nesting depends on the geometry of the Fermi Surface. The origin of the SDW 

instability is the degeneracy of states separated by qN, i-e. states at the Fermi Surface are 

all degenerate in energy, thus any perturbation with a Fourier component at qN which 

V(q) 
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mixes these states will lead to an instability (as in degenerate perturbation theory). 

SDWs have been found for example in such 3d systems as chromium and its al-

loys(e.g. [21, 22]) and Id molecular metals such as the Bechgaard salt ( T M T S F ) 2 P F 6 , 

where T M T S F is tetramethyltetraselenafulvalene (e.g. [23]). In a SDW, the density of 

conduction electrons contains periodic spatial modulations at the nesting wavevector 

which are not in phase for the two spin states, the consequence is a continuously modu­

lated net magnetic moment, which can be quite small, e.g. 10~2fiB- The SDW moment 

in Cr, though, is quite large fa 0.4-0.6/^5. A SDW is thus related to the antiferromag-

netic state of local moments, in the sense that its ordering wavevector is away from the 

Brillouin zone centre. The SDW wavevector will not, in general, be commensurate with 

the underlying lattice. 

The acoustic properties of solid Ceo and its alkali salts also exhibit conspicuous molec­

ular features. For pure Ceo, the basis of the crystal lattice consists of (at least) the 60 

carbon atoms, and, thus, there are at least 3 x 60 modes. For simple solids with a small 

basis, the phonon modes are conveniently categorized into Longitudinal/Transverse Op­

tical/Acoustic modes. For a molecular solid, the appropriate classification scheme is to 

connect the intramolecular phonon branches to their molecular vibration counterparts. 

The remaining intermolecular modes are of two types: vibrational modes which are of the 

standard 1 atom per basis varieties (with the Ceo molecule taking the role of a large atom), 

and the rotational modes (librons). One can make this molecular picture more concrete 

by considering the well discussed example of the diatomic linear chain (e.g. Chapter 4 

of [24]). If we take the molecular limit, where the bonding is much stronger within a 

molecule than between molecules, 2 of the optical branches correspond to the intramolec­

ular modes, and the characteristic frequency is near that of the vibrational modes of the 

free molecule. The 3 longitudinal modes and remaining optical mode correspond to the 

intermolecular and librational modes, respectively. The libronic mode is optical (e.g. [25]) 
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and its frequency can be found from an effective orientational potential for the molecule 

in the solid. 

1.3 Structure and Properties of Fullerite 

In an analogous situation to the solid noble gases, pure solid Ceo (fullerite) forms an 

F C C crystal (space group Fm3m, Fig. 1.2) with relatively small van der Waals cohesive 

energy. Fullerite does not appear to melt, but rather sublimes at low pressure. In 

addition, the molecules in fullerite freely rotate for temperatures above a structural phase 

transition (e.g. [26]) at Ts « 257K. The low temperature structure is no longer F C C but 

is simple cubic (space group Pa3). In this structure, molecules with different orientations 

make up a larger unit cell than the F C C cell: the corner and face-centre molecules become 

inequivalent, i.e. there are four Ceo molecules in the crystal basis. However, the molecules 

in Pa3 fullerite are not static. They continue to re-orient, but in a hindered way, jumping 

between minima of the orientational potential. These re-orientations gradually slow 

until the structure freezes (at about 90K) into an orientational glass whose equilibrium 

structure is the simple cubic Pa3 orientationally ordered crystal. Pure fullerite is a 

semiconductor with a bandgap of about 1.6 eV, a value reasonably close to the H O M O -

L U M O gap of the free molecule. 

Another interesting feature of fullerite is its instability to polymerization of the Ceo 

units. This polymerization can be caused by exposure to visible or U V light[27] or 

the application of hydrostatic pressure (e.g. [28]). The mechanism of polymerization is 

thought to be "2+2 cycloaddition", in which two double bonds on adjacent Ceo molecules 

break and reform as a pair of intermolecular single bonds, leaving a pair of single bonds 

in place of the broken double ones (see Fig. 1.3). Polymerized Ceo has very different 

properties than fullerite, e.g. it is very insoluble in toluene and has a very different 
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vibrational spectrum[27]. 

10 

T —site 

Figure 1.2: The F C C lattice. The lattice constant is approximately that of pure Ceo5 but, 
for clarity, only the centres of the 7.1 A diameter Ceo molecules are shown. The small 
points indicate the high symmetry interstitial sites. An example octahedral (0) site, at 
the centre of the solid octahedron, is indicated by the arrow. An example tetrahedral 
(T) site, at the centre of the dashed tetrahedron, is indicated similarly. There are two 
T-sites and one O-site per Ceo- These sites are the typical locations of intercalated alkali 
ions (larger than Na + ) in the alkali fullerides, A nCeo; for n < 3. 
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^ 6 0 ~ ^ 6 0 ^ 6 0 ^ 6 0 

c c 

c c. 

c—c 
I I c—c 

Figure 1.3: 2+2 cycloaddition bonding mechanism between two Ceo molecules. When 
the double bonds of two Ceo molecules are brought together, they break and reform into 
a pair of intermolecular single bonds. These intermolecular bonds are nearly sp3, in 
contrast to the intermediate nature of the hybridization for the C atoms of an isolated 
molecule. 
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1.4 Structure and Properties of A 3 C 6 0 

Very soon after bulk quantities of crystalline C 6o were available, attempts were made 

to intercalate them with electron donors (and other atoms) in order to vary their elec­

tronic properties. Haddon et al. [29] reported the first observation of metallic behaviour 

in intercalated Ceo, and shortly afterwards Hebard et al. [30] observed superconductivity 

in K 3C6o. The properties of superconducting A 3Ceo are summarized below without de­

tailed references, but we begin with a list of relevant review articles to which the reader 

is referred for more detail and specific references. Some general reviews of experimentally 

determined properties of A3C60 superconductors are those of Ramirez[31], Holczer and 

Whetten[32], Tanigaki and Zhou[33], and Haddon[5]. There are two recent reviews of the 

N M R in A3C60: that of Pennington and Stenger[102] and that of Zimmer[35]. A recent 

review that focuses on the magnetic properties of the superconducting state of A3C60 is 

that of Buntar and Weber[36]. Theoretical aspects of these systems have been reviewed 

by Gelfand[6], SchKiter et al. [37], and recently by Gunnarsson[7]. 

There are two classes of A 3Ceo superconductors, those containing only alkali ions 

larger than N a + and those containing N a + . First we discuss the former. 

1.4.1 F m 3 m A 3 C 6 0 Superconductors 

When all three alkali ions are at least as large as K + , the structure of A 3Ceo is F C C 

(space group Fm3m). The alkali ions occupy the 0 and T interstitial sites (see Fig. 1.2). 

The details of the site may be more complicated as the observation of three (instead of 

the expected two) 8 7 R b N M R lines[38] indicates. The interstitial voids are large enough 

to accomodate K + , R b + and C s + ions, but the F C C structure becomes unstable when the 

alkali filling reaches CS3C60, which has the A15 structure and is only a superconductor 

under pressure (T c = 40K under 12 kbar[41]). Similarly, a related compound with 
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electrically neutral spacer molecules in the interstices of the Ceo lattice, N H 3 K 3 C 6 0 , is 

orthorhombic, and becomes superconducting[39] (T c = 28K) under pressure (> lOkbar). 

These two materials show that cubic symmetry is not required for superconductivity 

in the fullerides. The C 6o molecules in these materials are orientationally disordered: 

specifically, they are merohedrally disordered, i.e. there are two distinct orientations of 

the 3 orthogonal 2-fold axes of the Ceo along the cubic axes, and these orientations are 

equally populated. The Ceo molecules in these phases are not measureably distorted from 

the isolated Ceo- The alkali ions act as spacers for the Ceo? so the average F C C lattice 

constant increases with the average alkali ionic radius. N M R experiments find that the 

Ceo molecules in K 3 C 6 0 exhibit rotational dynamics down to about 200K (see the review 

[102] for a discussion). 

The superconducting TC in this class of A 3Ceo materials is strongly correlated with the 

F C C lattice parameter. This can be understood qualitatively in the rigid band picture, 

as a consequence of the correlation of the conduction bandwidth with the intermolecular 

overlap which depends strongly on the Ceo_Ceo separation.. If the lattice is expanded 

(but not changed in symmetry), the bandwidth decreases, but the total number of states 

(determined by the number of unit cells in the sample) does not, so the density of states 

per unit energy at the Fermi Surface increases. Throughout this thesis, the electronic 

density of states is denoted by g(E) with E measured relative to EF, S O the value at the 

Fermi surface is 57(0). The density of states is connected to the transition temperature, 

in the BCS theory[42] via 

where 0jj is the Debye temperature, c is a constant of the order unity and V is some 

mean electron-phonon interaction energy. In the weak-coupling limit, A e = Vg(Q) <§C 1, 

and using the BCS gap equation, it can be shown that the energy gap is approximately 
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3.52 times T c , i.e. 

2A0/kTc « 3.52. (1.3) 

From Eq. (1.2), it can be seen that for a constant V, an increase in g(0), will increase T c 

exponentially. It is found that hydrostatic pressure as well a effective chemical "pressure" 

(tuning of the F C C lattice constant by alkali size) have the same effect on T c . T c varies 

for this class of A 3Ceo over the range 8K (for K 3C6o under 2 GPa) through 19.5K (for 

ambient pressure K3C60) to 33K (for ambient pressure RbCs2C6o)-3 The F C C lattice 

constant in the above sequence varies from 13.8A (K 3C6o, 2GPa) to approximately 14.6A 

(RbCs2C6o, ambient pressure). 

These materials are all extreme type-II superconductors with the magnetic penetra­

tion depth A much larger than the superconducting coherence length £. In Table 1.1 

these parameters as well as the reduced superconducting energy gap from a number of 

different techniques are tabulated for the best studied representative of the Fm3m class of 

A3C6o superconductors: K3C60 and Rb3Ceo- A l l experiments indicate that the Ginzburg-

Landau paramter Ko = Ao/£o is on the order of 100. The values of the superconducting 

energy gap range widely from weak-coupling (Eq. (1.3)) to strong (2Ao/kTc > 3.52, see 

§1.4.3). 

The Fm3m A 3Ceo materials also possess high low temperature residual resistivity, 

and therefore small electronic mean free path, /. Although resistivity measurements are 

complicated by sample granularity, optical techniques, which are not sensitive to this also 

find an extremely small value for /. The small size of / may be associated with molecular 

orientational disorder. Ranges for normal state electronic parameters are given in Table 

1.2. The other parameters given are the T —> 0 value of the resistivity po, the carrier 
3 Due to the large size of the alkali ions in RbCs2C6o, This material is found to spontaneously phase 

separate[40], and the superconducting structure is thus only metastable. 
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Parameter K 3 C 6 0 R D 3 C 6 0 

T c [K] 18.5-19.7 27.5-30 
A 0 [A] 2400-8900 2200-8500 
M A ] 20-45 20-30 
£ c i (0 ) [mT] 1.2-13.2 1.3-16.2 
B*(P) [T] 17-50 40-78 
2A 0 / fcT c 3.0-5.3 3.45-5.3 

Table 1.1: Ranges for the reported values of the most important parameters of super­
conductivity. The ranges are broad because they include values from a wide variety of 
techniques on samples from different sources. These ranges are considerably narrower 
when only a subclass of the most "reliable" techniques on samples of the highest quality 
are considered. Detailed references can be found in the reviews: [31, 36]. 

density n, the Fermi Velocity vp and the parameter rs which is defined by n~x = ^ r 3 

(see Chapter 1 of [20]). 

Parameter K3C60 Rb3C60 
n [cm - 3] 4.2 x l O 2 1 4.1 x l O 2 1 

Po [mficm] 0.12-2 0.23-0.8 
/[A] 3-70 3-70 
VF [cms *] 1.4 x l O 7 -
EF [eV] 0.05-2.0 0.05-2.0 
9(0) [eV"1] 11-16 19-24 
rs [«o] 7.2 7.3 

Table 1.2: Representative values and Ranges for the parameters of the normal metallic 
state of K3C60 and RbsCeo- The electronic density of states is reported per molecule per 
spin, and ao is the Bohr radius. 

As mentioned above, the acoustic structure of these materials is characteristic of a 

molecular solid. The broad frequency spectrum for the various phonon modes is shown in 

Figure 1.4. By measuring the phonon spectrum (via either Raman or neutron scattering) 

as a function of alkali doping, it is found that the high frequency intermolecular modes 
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are rather strongly coupled to the conduction electrons, with dimensionless coupling 

parameter A e = 0.2-0.64 (for details, see [31]). In addition it is found via inelastic 

neutron scattering, that the libron mode hardens as the charge of the Ceo increases and 

that the electron-libron coupling is small A e < 0.1. 

We now continue with a short description of the other class of A3C60 superconductors, 

those containing N a + . 
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Figure 1.4: The range of phonon frequencies in A3C60 with their characterizations. The 
high frequency range is characteristic of Ceo molecular vibrations. The intermolecular 
modes, including those characteristic of vibrations of the ionic alkali fulleride bond exist 
at intermediate ranges. At low frequency, there are Ceo rotational modes, i.e. librons. 
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1.4.2 Pa3 A 3 C 6 o Superconductors 

When the smaller N a + ion is intercalated into C 6o, there are two main structural dif­

ferences with the previous class of A 3Ceo structures[43]. First, the cubic lattice constants, 

a, are smaller, e.g. the largest of this class is Na2CsC6o with a ~ 14.1 A compared to the 

ambient pressure K 3Ceo a ~ 14.2A. Second, again because of the small N a + ionic radius, 

the Ceo can rotate easily to adopt energetically optimal orientations, and the structure 

at low temperature is orientationally ordered (space group P a 3 ) , i.e. the rocksalt struc­

ture similar to fullerite. The P a 3 materials have structural phase transitions, from this 

oriented phase to a high temperature F C C phase where the molecules are completely 

orientationally disordered. These first-order structural phase transitions occur close to 

room temperature[200] (T s «s 300K for Na2CsCeo and Na2RbCeo)- Recently, it has also 

been found that the Cg 0

3 molecules in these structures polymerize (at ambient pressure 

for Na2RbC6o [45] and under modest pressure P < 3 k b a r for Na2CsCeo [92]). More 

recent studies of the pressure dependence are reported in [47]. The rocksalt structure 

below Ts is only metastable, but the polymerization is incomplete probably because it is 

limited kinetically. In close analogy with the polymeric AjCeo structure, polymerization 

on P a 3 A3C6o involves an orthorhombic distortion of the cubic lattice, and the formation 

of chains of closely spaced covalently bonded Cg 0

3 ions. 

The superconducting transition temperatures in the P a 3 systems are low, the highest 

known is N a 2 C s C e o with a Tc = 12K. Tc is even more strongly dependent on the cubic 

lattice constant. It was initially thought that this may have been the result of the higher 

degree of order, but with the new discovery of the polymeric phases has complicated this 

interpretation. Zhu has suggested that the polymer chains may in fact be the supercon­

ducting phase, but recent evidence from the case of Na2RbCeo suggests that this is not 

the case. If the polymeric chains are not superconducting, then the strong correlation 
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between Tc and lattice constant may be explained by a strong supression of Tc caused by 

partial polymerization in nominally P a 3 samples. 

In contrast to Rb 3 C 6 o and K 3 C 6 o , the superconducting properties of the P a 3 sys­

tems have not been well characterized. This may be partially because of the difficulty 

in making samples with reproducible values of T c , which could also be a consequence of 

the metastability of the superconducting P a 3 structure. The role of orientational disor­

der has, however, been studied theoretically[6, 48]. The possibility that the electronic 

properties would be significantly different for the ordered P a 3 structure (as predicted for 

instance by Mele and Erwin[48]) was the original motivation for our study of Na2CsCeo-

However, the influence of polymerization, discovered after the experiments presented 

here, has turned out to be more significant, see §4.3.2. 

1.4.3 Strong—Coupling Theory of Superconductivity 

As a preface to the discussion of the superconducting pairing mechanism in A 3C6o, a 

brief summary of the strong-coupling theory of superconductivity is included here. 

The "strength" of the electron-electron attractive coupling is measured by the dimen-

sionless coupling constant, A e . In the BCS theory A e = Vg(Q), and the boundary between 

the "weak" and "strong" coupling regimes is[49] about A e = 0.25 with the weak-coupling 

limit being A e —> 0 and the infinitely strong-coupling limit being A e —> 1. 

The theory of Bardeen, Cooper and Schrieffer treated only the simplest form of at­

tractive interaction between electrons, i.e. the interaction V(E) was simply a constant 

(independent of energy, direction or temperature) for E within the Debye energy of the 

Fermi energy and zero outside of this range. A more realistic and general treatment of 

the electron-phonon interaction, which allows both for structure to the interaction and 

strong electron-phonon coupling was first accomplished by Eliashberg[50]. For general 

reviews of this topic the reader is referred to the works of Scalapino[49], McMillan and 
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Rowell [51], and the more recent review of Carbotte [124]. 

The general electron-phonon interaction Hamiltonian is 

Hep= £ M k k , A [ & q A + &ij4v,ck(T, (1.4) 
kk'Acr 

where 6 q A is the annihilator for a phonon at wavevector q with branch index A, c^a is 

the annihilator for an electron at wavevector k and spin <r, M is the interaction, and 

q = k' — k. The phonon density of states is 
nE) = E j ^ ( E - E ^ (1.5) 

where is the A-branch phonon dispersion curve. In the Eliashberg theory, this inter­

action is included via a Fermi Surface (FS) average coupling-constant phonon density 

of states product: 

a>F(E) = AJl JFS ^ J F S g£ E - ft-*,), (1-6) 

where AFS is the area of the Fermi Surface and M is the "dressed" electron-phonon 

interaction M which includes the effect of Coulomb renormalization (see p.481 of [49]). 

The function o?F(E) contains all the relevant information about the electron-phonon 

coupling giving rise to the effective attractive interaction between electrons which pro­

duces the superconductivity. However it turns out that in many cases the important 

information in this distribution is not in its details, but simply in two of its "moments": 

the mass enhancement parameter A m and the logarithmic moment, E\0% which are defined 

by: 
r°° a2F(E) 

A m = 2 / —^-dE (1.7) 
Jo t, 

2 r°° In (FA 
£io g = exp — / a2F{E)-\^-dE . (1.8) 

|_Am Jo hi 

The effective electron mass modified by the electron-phonon interaction is just m*/m = 

1 + A m . 
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The theory of superconductivity based on this general approach to the electron-

phonon interaction is summarized in the Eliashberg equations, which are coupled non­

linear self-consistent equations which take the place of the BCS gap equation and include 

the BCS gap equation as a special case. From these equations, McMillan (see e.g. [51] 

and references therein) developed an equation for Tc analogous to the BCS equation 

(Eq. (1.2)) which was subsequently improved by others (see [124]). It reads 

The as yet undefined parameter p* represents the electron-electron Coulomb interaction 

and is discussed further in §1.4.4. The parameterization of the dimensionless coupling 

A e in terms of V and g(0) has evidently been replaced. In fact, correspondence with the 

BCS theory gives 

The argument of the exponential function in the McMillan equation (Eq. (1.9)) is not 

simply — A j 1 , as it was in the BCS theory. This is because the form e _ 1 / / A e is only approxi­

mate. From Eq. (1.10), we see that for an infinite electron-phonon mass renormalization 

(A m ->• oo), the dimensionless coupling parameter A e —> 1, i.e. this is the infinitely 

strong-coupling limit. A representative range for A m in conventional superconductors is 

0.4-3.0(124]. 

For the range of parameters found in real materials, the following approximate form 

for the important ratio of the energy gap to Tc (analogous to the BCS result Eq. (1.3)) 

has been found (see [124]) 

For real superconductors this ratio is, for the weak-coupling limit, close to the BCS 

value of 3.52, and for stronger coupling materials it ranges up to about 5.1. Thus the 

(1.9) 
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broad range of reported values (Table 1.1) encompasses both the weak-coupling and 

strong-coupling regimes. 

1.4.4 Parametrization of the Electron Coulomb Interaction 

The contribution of the electron-electron Coulomb repulsion to the overall electron-

electron interaction in a metal is not well understood. The topic will not be reviewed 

in detail here, but a short introduction to the typical parametrization is given below 

following a mainly qualitative discussion of the interaction. 

First, notice that the electron-electron Coulomb interaction (at least for independent 

electrons) is clearly repulsive, as their charges are of the same sign. This is in contrast to 

the electron-phonon interaction which can be effectively attractive. The electron-phonon 

interaction in metals (Eq. (1.4)) is a model for the electrostatic (screening) interaction 

between the system of ions and conduction electrons. In typical metals, the screening 

response of the lattice is much slower than the response of the electron system. This is 

just the Adiabatic Approximation which, according to Migdal's Theorem, applies in the 

limit where the Debye energy, ED, is much smaller than the Fermi Energy. Typically this 

holds because the ion masses are much larger than the electronic mass. The "retarded" 

response of the lattice causes the electron interaction to acquire energy dependence. In 

particular, for electrons differing in energy by more than ED, the interaction is negligible, 

and for electrons close in energy, the interaction can be strong and can become negative, 

i.e. attractive. 

To make a complete model for the net interaction between electrons in a metal, one 

must also consider the effect of (self)screening of the electrons. The effect of the Coulomb 

repulsion is to introduce a halo of positive charge around an electron. Screening of this 
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kind modifies the Coulomb interaction from the unscreened form (Eq. 1.1) to 

VW = ~^-y (1-12) 

where e is the effective dynamic dielectric response function of the medium which we 

consider here to be just the conduction electrons. The effect of screening is always to limit 

the (infinite) range of the interaction. The co-ordinate space screened interaction will 

fall off exponentially with a characteristic screening length scale, e.g. the Thomas-Fermi 

length T X F = (47re 2<7(0)) _ 1 which is typically less than l A . The screening is complete 

for length scales large in comparison to rxF, i-e. for wavevectors much smaller than 

kTF ~ r^F. The limited range of the screened interaction leads naturally to simplified 

local models, such as the Hubbard model. In this kind of model the electron-electron 

repulsion is parametrized by a single number which is essentially the repulsive energy cost 

of bringing two electrons close together (i.e. onto the same site or separated by a distance 

less than the screening length). The magnitude of this energy, which is conventionally 

denoted U, depends on the full screened electron-electron interaction including both the 

electron-phonon and electron-electron terms. An upper bound for U can be estimated 

by simply calculating the unscreened Coulomb energy required to bring two electrons to 

some minimal distance. The effect of screening by the two media (the positive lattice and 

the negative electrons) is to reduce this energy. An appropriate dimensionless measure 

of U is 

M = Ug(0), (1.13) 

where g(0) is the density of states per energy per spin. A simple treatment of screening 

(e.g. see [53]) leads to a renormalization of this energy to the conventional parameter 

known as the "Coulomb Pseudopotential", p* (e.g. Eq. (1.9)). 

M * = i + iiJ{EF/EDy ( L 1 4 ) 
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Thus, in the limit where EF » ED, p* « [\n(EF/ED)}'1 , and thus for all typical metals 

p* 0.1. In the theory leading to this result, the electron-electron repulsion is only added 

after the electron-phonon interaction. Recently, there has been a theoretical attempt to 

treat these interactions on a more equal footing[54]. These authors find that at low 

electron density (such as in molecular metals), there are significant deviations from the 

McMillan equation (Eq. (1.9)) / p* m 0.1 result. 

1.4.5 Pairing Mechanism in the Fulleride Superconductors 

The narrowness of the conduction bands in the A3C60 materials and the large pre­

dicted values of the electron-electron Coulomb repulsion prompted exotic "all electronic" 

theoretical pairing models, e.g. [55]. In this model the electron screening is found un­

der some conditions to reduce the electron-electron Coulomb repulsion to such a degree 

that it becomes effectively attractive in some energy range. However, nearly all the ob­

servations can be understood by a conventional electron-phonon pairing mechanism in 

which: 

• The order parameter is s-wave. 

• The attractive interaction leading to pairing is of the standard electron-phonon 

variety. 

• The important phonons mediating the electron pairing are the high frequency in­

tramolecular phonons. The dimensionless coupling to these phonons is A e ~ 0.7. 

• The Coulomb Pseudopotential is reasonably small p.* pa 0.15. This has been ex­

plained in various ways, for example as a result of compensation by a Jahn-Teller 

energy (particular to the trianionic Ceo [56]). Another explanation for the small p* 
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uses the renormalization discussed previously, but with a much higher characteris­

tic electron energy (replacing Ep in Eq. (1.14)). This is rationalized by appealing 

to the contribution of Coulomb scattering into higher bands[37]. 

The success of this conventional pairing scheme challenges our understanding of super­

conductivity more generally, because 

• The conduction bandwidth is small and the phonon frequencies are high (i.e. the 

intramolecular modes shown in Fig. 1.4), so the applicability of Migdal's theorem, 

on which the Eliashberg theory (§1.4.3) rests, is questionable, e.g. see [51]. In 

particular, the Eliashberg theory is only correct in the limit where the phonon 

energy scale is much less than Ep. 

• The electron-electron Coulomb interaction is expected to be large: U for two elec­

trons on a sphere of radius 3.5A is estimated to be 3 eV. Screening by molecular 

polarization may reduce this to about 1 eV, yielding an estimate of the Coulomb 

parameter p m 10. Because Ep is not much greater than the phonon energies, 

though, the screening renormalization of p (Eq. (1.14)), should be ineffective in 

reducing p* to a value <C 1. 

• The molecular wavefunctions that make up the conduction band have spatial extent 

which is roughly an order of magnitude larger than that of typical ("atomic" rather 

than molecular) metals. 

• These systems, at least for the Fm3m case, are intrinsically disordered (in the 

molecular orientation). 

In light of these considerations, perhaps the important question is why superconductivity 

in the fullerides can apparently be explained in the conventional picture of electron-

phonon mediated pairing. 
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1.5 Structure and Properties of AiC6o 

Crystalline Phases 

The A i C 6 o phase has the single interstitial alkali ion (A = K , Rb or Cs) in the 0 -

sites of the high temperature F C C phase of fullerite[57] (Fig. 1.2). This cubic phase, 

however, undergoes a structural phase transition to a slightly distorted orthorhombic 

phase. The critical temperature of this transition is about 350K, but there is a broad 

range of temperatures over which the two phases co-exist (250K - 350K for Cs and 295K 

- 350K for Rb[58]). Extensive Reitveld analysis of x-ray diffraction profiles indicates [59] 

that the orthorhombic phase (o-AiCeo) has chains of Ceo, that are spaced much more 

closely than in the corresponding F C C phase. The direction of these chains is along 

a face diagonal of the F C C structure (e.g. (1 , -1 ,0 ) with respect to the F C C lattice). 

It is now well accepted that in this phase the Ceo units are polymerized within the 

chains by the same "2+2 cycloaddition" mechanism suggested for the fullerite polymer 

(§1.2.1). The model proposed to explain the x-ray diffraction has, along the polymer 

axis, a short Ceo_Ceo spacing of about 9.1 A. It also involves a stretching distortion of 

the Ceo molecule along the chain axis, yielding a nearest C - C distance of about 1.4A 

which is typical of carbon bond lengths. The distortion of the Ceo molecule has been 

corroborated recently by magic angle spinning N M R , which resolves the broadened 1 3 C 

resonance into several lines corresponding to inequivalent carbon atoms[60]. The array 

of chains in a plane containing the nearest neighbour chains (e.g. (1,1, —1)) is shown in 

Figure 1.5. In addition, there is a metastable structural phase that exists if an AiCeo 

material is quenched rapidly from the F C C phase. This phase involves Ceo dimers. No 

experiments on the dimer phase of AiCeo are reported in this thesis, so it will not be 

discussed further. The interested reader is directed to reference [61]. 
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Figure 1.5: The Ceo chains in o-AjCeo shown in a plane which includes the nearest 
neighbour chains. The distances are for A = Rb, and come from the results reported in 
[59]. 
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1.5.1 Properties of Polymeric o-AiC60 

We now consider the o-AiCeo phase in more detail. As would be expected from 

the simplistic rigid band model, in which the tiu band is 1/6 full, o-AiCeo, a s well a s 

the high temperature cubic fee -Ax Ceo, are metallic, as shown, for example by optical 

measurements[62, 63]. However, N M R and ESR experiments indicate that the conduction 

electrons may be behaving in a quasi 1-dimensional fashion, i.e. the N M R T\ relaxation 

rate is temperature independent[64] above about 100K 4 and the ESR spin suscpetibility 

is large (6 x 10~4 emu/mole) and temperature independent[66]. At low temperatures, a 

magnetic metal-insulator transition has been observed[66] as a rapid drop of the ESR 

spin susceptibility below about 50K (for A = Rb or Cs). Interestingly, this transition 

does not appear for A = K . It was originally suggested[66] that the magnetic phase is 

of the SDW type (see discussion above), although no conclusive evidence was provided. 

We note that high temperature N M R measurements [58] on the cubic phase of Ax Ceo (for 

A = Rb and Cs) exhibit a Curie-like temperature dependence in the frequency shift, 

in contrast to the temperature independent Pauli shift expected for a normal metal. 

This temperature dependence has been interpreted as an indication that the conduction 

electrons are close to localization even above the structural transition. It is the structure 

of the low temperature magnetic phase that will be the main focus of the results on 

AiCeo presented in this thesis. 

Subsequent to the initial ESR measurements, neutron scattering experiments have 

been mounted by several groups but have shown no magnetic features[67]. The lack 

of magnetic neutron scattering indicates one or a combination of the following: i) the 

magnetic structure is highly disordered (such that even short-range magnetic correlations 

are not apparent in the neutron spectra), ii) the ordered moments are too small to resolve 

4Temperature independent T\ can arise from 1 dimensional magnetic fluctuations, see [65]. 
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with neutrons (this is apparently the case for the SDW ordering in the T M T S F salts[23]), 

or iii) the ordering wavevector is in some unexpected direction. Progress in characterizing 

the nature of the magnetic state was made by NMR[64]. There are several key conclusions 

in this work: 

• The Ti relaxation rate above the magnetic transition is nearly temperature inde­

pendent for all 3 nuclei ( 1 3 C, 8 7 R b or 1 3 3 C s ) , and the ratio of the values of 7\T for 

the 1 3 C and 1 3 3 C s in Csi is consistent with the different locations in the unit cell. 

• In the magnetic state of CsiCeo, the 1 3 C line breaks into 2 components, one nar­

row as in the non-magnetic o-CsiCeo phase and one very broad. The 1 3 3 C s line, 

however, broadens as a whole with no remnant narrow line. This indicates that 

the magnetic state of the sample is homogeneous, but for some unexplained reason, 

there are two kinds of carbon atoms: one which senses only small fields, and one 

which senses large fields. 

• Using knowledge of the size of the isotropic hyperfine couplings, it is concluded 

that the broadening of the 1 3 3 C s line is too large to be explained, unless it is due 

mainly to dipolar fields of moments which are aligned in a direction correlated with 

the applied field. 

• Considering some models of the broadening, they conclude that the magnetic state 

is a spin-flop5 antiferromagnet with a relatively large magnetic moment (0.5/is) 

which is ordered in the chains but not between them. 
5 A spin-flop transition occurs in an antiferromagnet when the Zeeman interaction of the magnetic 

moments exceeds the anisotropy energy that selects the antiferromagnetic (easy) axis, stabilizing a 
different antiferromagnetic phase. In an applied field less than the spin-flop field, the average moment 
direction in an antiferromagnet is canted continuously by the applied field, but at the spin-flop field, 
the moment direction changes discontinuously. For more details see [68, 69]. 
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More recently, Antiferromagnetic Resonance ( A F M R ) has been observed in RbiC 6 o 

and CsiC6o[70]. From measurement of the field and temperature dependence of this 

resonance, it is concluded[70] that: The magnetic state is well-ordered and is consistent 

with a spin-flop antiferromagnetic state (which they conclude is probably a 3d ordering 

of Id SDWs). Furthermore, magnetic fluctuations are observed in the broad range 35K 

- 50K. 

At this point we note that there is an analogous transition to the spin-flop of a local 

moment antiferromagnet for the SDW state. This transition is known as the spin-flip 

transition and has been observed in Cr, for example[21]. The transition in this case is 

from a longitudinal to transverse SDW. It differs from the spin-flop transition though in 

the fact that the phase boundary in the H-T plane intersects the H = 0 axis. 

Discussion of the several reported pSIZ measurements on the magnetic AiCeo phase 

will be deferred to Chapter 6 where they will be included with the discussion of the 

results presented in this thesis. 

1.5.2 Electronic Structure of o— A i C 6 0 

The degree of one dimensionality of the electronic structure of polymeric o-AiCeo is 

not clear at the present time. As mentioned above the N M R and ESR are suggestive of 

Id behaviour, but calculations based on the accurate polymer structure[71] suggest that 

interchain couplings are probably important. This is because electronic motion along 

the Ceo chains is impeded by the nearly sp3 orbitals of the carbon atoms at the Ceo -

Ceo bonds. Other band structure calculations of polymeric Ceo chains have also been 

performed[72]. It is clear that the molecular distortion in the polymeric o-AiCeo makes 

the rigid band picture based on the Ih symmetry of the undistorted Ceo highly suspect. 

The distortion lifts the Ih symmetry, and splits the tiu L U M O . If this splitting is greater 
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than the bandwidth, it may be that the A x conduction band is formed from a non-

degenerate molecular level and is hence half-full. N M R measurements on RbiCeo under­

pressure support the three dimensional nature of electronic structure[73]. Moreover, the 

low temperature magnetic phase is found to be eliminated under pressures exceeding 

about 6kbar. 

Potential magnetic structures for o-AxCeo have been considered theoretically[74]. By 

including a short range repulsive electron-electron interaction together with the band 

structure of [71], it is found that a complex 3d magnetic state is stable. These authors also 

note that for certain regions of the antiferromagnetic couplings, the magnetic ordering is 

geometrically frustrated. 
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Description of the Experiments 

The measurements described in this thesis were made using standard muon spin 

rotation/relaxation (LISTV) techniques with minor modifications. In the first section of 

this chapter, the general technique will be reviewed briefly, with reference to the many 

more detailed technical reviews. In the next subsection, the practical problems posed by 

these air-sensitive powdered materials (i.e. sample mounting, handling and storage) and 

their resolutions will be discussed. The final section is a brief account of the synthesis of 

alkali intercalated fullerides. 

2.1 jiSTZ Techniques 

For detailed accounts of the technique, the reader is referred to the following refer­

ences: the book of Schenck[75], the review article of Cox[76], and the recent review of 

Brewer[77]. The recently published book of Schatz and Weidinger[78] also has some ele­

mentary discussion of pSlZ. One should be aware that description of fiSTZ in the recent 

book Science of Fullerenes and Carbon Nanotubes[4] is incorrect. Excellent discussions of 

specific technical aspects of pSTZ can be found in the following theses: for transverse field, 

the thesis of Riseman[189]; for general technical details those of Chow[80] and Luke[81]; 

and for a thorough discussion of the statistical details of pSTZ and of possible distortions 

in pSTZ spectra, that of Garner[82] 

31 
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2.1.1 Properties of p+ 

For later reference, a brief summary of the properties of the muon is included at this 

point. 

The positive muon (p+) is a lepton, the heavier analogue of the positron. It is 

unstable, and decays via the weak interaction with lifetime rM into a positron and two 

neutrinos: 

p+ ^ e + + ue + u,. (2.1) 

The branching ratios to other decay channels are less than 2%. Some properties of p+ 

are given in Table 2.3. 

M + e P+ i 3 C 

Lifetime 2.19703(4) ps > 4.3 x 10 2 3y > 1.6 x 10 2 5y stable 
Type lepton lepton bar yon nucleus 
Mass [MeV/c 2] 105.65839(4) 0.5109991(2) 938.2723(3) 12100 
Mass [me] 207 1 1836 23700 
Mass [u] 0.113 5.5 x 10- 4 1.007 13.0 
Charge [e] + 1 -1 +1 +6 
Spin [h] 1/2 1/2 1/2 1/2 
V [ / * B ] 4.8419710xl0- 3 1.001165923(8) 1.521xl0- 3 0.3824 x l 0 ~ 3 

9.021 1838 2.79284739(6) 0.702199 
p [MeV/T] 28 .44xl0- 1 4 5 .795x l0 - n 8.804xl0- 1 4 2.214xl0- 1 4 

p/k [mK/T] 3.3 672 1.0 0.26 
-f/2n [MHz/kG] 13.554 2802 4.25759 1.07054 

Table 2.3: Selected properties of p+ and other particles which are important in various 
magnetic resonance techniques. 

Because of the parity violation of the weak interaction, the positron emitted in a p+ 

decay is correlated with the direction of the muon spin at the instant it decays. In detail, 

the average rate (probability per time) that a positron of energy within de of e is emitted 



Chapter 2. Description of the Experiments 33 

within dd of #, the angle with respect to the p+ spin at the time of decay, is 

dW = T, 1 + 
2 e - 1 
3 - 2 c 

cos(0) e2(3 - 2e)dedcos(8), (2.2) 

where e is the positron energy relative to the maximum positron energy of 52.8 MeV. It 

is this correlation that allows the direction of the spin to be monitored in a p,STZ experi­

ment by angle-resolved (often crude) observation of their decay positrons. Typically, no 

energy resolved measurements are done. A l l decay positrons (down to some low energy 

the range of emitted positron energies (e =0-1). 

The technique of /J.S1Z was born with the discovery of the parity violation in muon 

decay by Garwin, Ledermann, and Weinrich[83]. The discovery of this parity violation 

has recently been recounted in [84]. 

2.1.2 Production of Spin Polarized Muons and pSTZ 

In conventional magnetic resonance experiment spin polarization is achieved by a 

combination of high field and low temperature, kT can be made on the order of or less 

than the relevant magnetic level splitting, and thermal equilibrium will ensure some spin-

polarization (though the polarization is typically very small < 10~3). Other methods for 

polarizing spins include nuclear reactions, tilted foil methods, and optical excitation. In 

fiSlZ, the parity violating decay of the pion is the process by which the muon spin is 

polarized. The two features of TT+ decay that yield the spin-polarization of the product 

u.+ are i) it is 2 body final state ii) it is a weak decay. 

The pion is a boson with zero angular momentum; hence the total final angular momen­

tum of the products must also be zero. Because the neutrino is always produced in a 

threshold) are treated equally in the data acquisition, effectively causing an average over 

(2.3) 
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helicity (spin-momentum) state of -1, and, in the rest frame of the pion, the muon and 

neutrino are emitted "back-to-back", the muon must also be in a -1 helicity eigenstate, 

i.e. it is spin-polarized. 

This scheme is used in practice in the following way: 

• A beam of intermediate energy (~500 MeV) protons is trained on a production 

target of some light nucleus material such as carbon or beryllium. 

• Nuclear reactions occur in the production target which produce positive pions. 

Some pions remain in the target, and some are emitted with net kinetic energy. 

• The pions quickly decay, emitting muons via Eq. (2.3) The muons have a distri­

bution of momenta some with high momentum from high energy pions decaying 

in flight, and some with low momentum muons that are produced by pions deep 

within the production target. 

• Muons emitted in a particular direction are guided down a beamline to a Wein 

velocity filter where crossed electric and magnetic fields select a particular momen­

tum. The momentum used corresponds to muons from pions which decay at rest 

near the surface of the production target. These so called "surface muons" have a 

well-defined kinetic energy of 4.1 MeV. Other muons (and positrons from muons 

that have already decayed) with different momenta are thus bent out of the beam 

direction, and play no role in the experiment. 

• At low fields, the Wein filter (or "separator") can be used simply as a momentum 

selector, but at high fields, it also rotates the muon's spin. Typically two settings 

of the separator are used, one that rotates the spin very little, and one that rotates 

it by 90°. 
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• After filtering the beam is focused electromagnetically on the target material of 

interest. 

Once a beam of spin-polarized muons is produced in the above manner, it can be 

used in a /J.S1Z experiment. Such experiments are described in the following section. 

2.1.3 pSIZ Experimental Setup and Data 

The experiments described in this thesis were conducted on the M13, M15 and M20 

beamlines at T R I U M F , which provide high intensity beams of ~100% spin polarized 

positive surface muons. The kinetic energy of surface muons (~4.1 MeV) gives them a 

mean stopping range of 140 mg/cm 2; consequently, pSIZ is essentially a bulk probe. 

One can follow the spin-polarization of an ensemble of implanted muons via detection 

of their high energy decay positrons which, due to the asymmetry of the weak decay of 

the muon, are emitted preferentially along the direction of the parent muon's spin. The 

muon and its decay positron are detected in fast plastic scintillation detectors. The muon 

detector is thin 0.25mm) that muons will pass through it. Typically there is 

an array of between 1 and 4 positron detectors in well defined directions relative to the 

magnetic field at the sample position. The histogram of the time differences between 

muon implantation and decay positron detection in counter i is of the form: 

Ni(t) = Nioe-^il + AiP^t) • i] + Bi, (2.4) 

where A^o is an overall normalization, B, is a time-independent background, A{ is the 

experimental asymmetry typically in the range 0.2-0.3, i is a unit vector along the di­

rection joining the centre of the sample to the centre of the solid angle subtended by the 

counter i, f» 2.2//S is the muon lifetime which sets the practical upper limit for the 

timescale of observable variations in P M (t) , the muon polarization. Through a variety of 

methods, one extracts AjP f i ( t) • i and fits the time dependence to an appropriate model. 
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Practically, the histogramming is accomplished with a Time-to-Digital Convertor 

(TDC). A good start event is defined logically by S = M • P, where M indicates that 

the muon counter has triggered, and P indicates that there isn't already a muon in the 

sample. The condition P ensures that subsequent positron detection can be associated 

unambiguously with the muon that starts the T D C . A good stop event is defined by 

E — II • P, where II indicates that a positron detector has been triggered. In addition, 

the time range which is measured is always limited by a data gate of arbitrary length, 

but typically it is set at about 5rM. The time between the S and E is measured by the 

T D C (LeCroy, model 4204), and the result is routed to the section of a histogramming 

memory unit corresponding to the particular positron counter. 

There is a known flaw in the LeCroy 4204 T D C . The unit has an internal OR gate 

which takes as inputs the stop pulses from the various positron counters. The output 

of this internal OR is contaminated by a high frequency clock signal (usually above 

300MHz), so using the output of the internal OR as the input to the T D C stop yields a 

sharp high frequency in the data (e.g. see Fig. 4.13b). The solution to this problem is 

straightforward. One simply uses a reliable high speed OR gate in place of the internal 

OR. The output of such an OR gate can be timed so that the stop pulses from it arrive 

at the stop input of the T D C at the same time they would have in using the internal 

OR. The clock signal contamination exists in some of the data of chapter 6, but for all 

recent data, we use the above "fix" to avoid the problem. 

Another technique that is used in some of the data reported in this thesis is the newly 

developed "Separate Spectra Method" [100]. In this method a second thin muon counter 

is placed in the cryostat immediately in front of the sample. A high purity silver mask is 

placed in front of this muon counter, so that muons passing through the mask only stop 

in the sample. The standard outer muon counter is used for the starts, but the inner 

muon counter routes the stop events to one of two histograms for each counter, i.e. it 
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separates events from muons that stop in the sample from those from muons stopped 

in the mask. Thus, a calibration experiment is done in situ, under the same conditions 

of field and temperature. In addition, the amplitude of the sample signal is maximized 

by eliminating contribution due to background. Furthermore, it is found that the peak 

at the zero time of the histograms is eliminated in the sample spectra. The "to" peak 

is due to straigt-through events, mainly of positron contamination in the beam. The 

coincidence counting of the two muon counters eliminates the peak, since the positrons 

have little probability of triggering the thin muon counter (because they deposit little 

energy), and the probability for a positron triggering both muon counters is negligibly 

small. 1 Practically the routing in the Separate Spectra Technique is accomplished by 

initiating a data gate D for the inner muon counter, i.e. start D when Mj • M2 • P, 

where M,- are the muon counter pulses. The stop condition is modified for the routing by 

demanding, for the sample spectra a coincidence with the gate D, and, for the reference, 

spectra, coincidence with D. 

Such time-differential pSK measurements (in which P M (t) rather than its integral is 

measured) fall into three geometric categories: longitudinal (LF), transverse (TF), and 

zero (ZF) field, depending on the direction of the applied magnetic field relative to the 

direction of the initial muon spin polarization (Fig. 2.6). 

In the L F situation, the left (L) and right (R) counters play no role. The muons 

enter from the left, pass through the thin muon (TM) detector and, via the aperture 

in the "backward" (B) positron counter, pass into the sample. The initial muon spin 

polarization P^(0) points backwards, and consequently, if the detection characteristics 

of the two symmetric counters are otherwise balanced, the B counter will initially detect 
1 One should be ware, however, that running the inner muon counter as a coincidence counter, i.e. with 

triggering level "in the noise" is somewhat dangerous, since decay positrons from muons in the sample 
may trigger the inner muon counter. This can lead to problems using this technique in L F mode where 
the B and F counters are separated by the inner muon counter. 
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more positrons on average than its "forward" (F) counterpart. After implantation, if 

the muon spin depolarizes in times shorter than ~ 50r^, then the asymmetry in the 

count rates will decay with time. Often, P A i ( i) simply decays exponentially , and the 

LF relaxation rate is exactly analogous to T f 1 in N M R . In ZF, both Ti processes and 

inhomogeneous static internal fields (for example, nuclear dipolar fields) contribute to 

the relaxation of P M (£); whereas, in longitudinal fields exceeding the magnitude of any 

static internal fields, P M ( i ) relaxes only by 7\. ZF pSTZ is thus a very sensitive site-

based probe of static magnetism. In the T F geometry, PM(0) is perpendicular to H , 

and Pn(t) exhibits oscillations at the Larmor frequency determined by the value of the 

magnetic field at the muon and the gyromagnetic ratio, 7M = 135.54 M H z / T . The T F 

experiment is analogous to the free induction decay of N M R with the T F relaxation rate 

being identified with T~l. An example of the time histogram of a single counter in a T F 

experiment (following Eq. (2.4)) is given in Fig. 2.7a. 

A schematic diagram (approximately to scale) of the typical setup is shown in Fig. 2.8. 

The four side counters were used in the T F measurements, and the cup shaped F counter 

and annular B counters were used in the LF and ZF measurements. In the original 

experiment[85], the sample was suspended on a thin sheet of mylar, and the vessel had 

windows on both sides of the sample. The apparatus could then be used in a low back­

ground mode[86] with the F cup playing the role of a veto counter. In this situation, the 

definition of a good start is modified to start only if the muon has landed in the sample, 

i.e. S = M • P • V, where V indicates that the veto counter has triggered (i.e. the muon 

has gone straight through and stopped in the cup shaped counter. In the T F situation, 

one can also use the veto counter to "shade" the side positron counters by defining a 

good stop as S = II • P • V. This relies on the shape of the cup and the relative geometry 

of the cup and the side counters. With the availability of larger quantities of material 

this mode of operation was no longer necessary. The sample cell, F counter, and sample 
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thermometers were mounted on the end of a lucite lightguide sample rod in the He space 

of a helium gas-flow cryostat. For the standard sample cell, a high purity annular silver 

mask was placed immediately in front of the cell so that muons that did not enter the 

sample cavity would stop in the silver and contribute only a benign temperature inde­

pendent background. Between the beamline vacuum and the sample, the muons passed 

through 4 Kapton windows, the muon counter, a small air-gap, a thin aluminized mylar 

heat shield, and a small gap in cold helium gas. The total stopping density that these 

intervening obstacles presented to the muons was about 63 mg/cm 2 . Precautions were 

taken to keep this density as small and constant as possible by preventing condensation 

on the outer cryostat window and limiting the pressure of the He gas at low temperature. 

At high fields, the helical positron paths have curvature on the scale of the detectors, 

and the effective solid angles of the counters consequently change. For example, the 

count rate in the B counters shown in the figure fall off significantly above about 2T. 

Subsequent improvements to the B counters reduced this problem. The initial[85] data 

on R3C60 and some of the data presented here used only the F counter, while some of 

the data used both F and B . 

2.2 Sample Handling 

The alkali fullerides are generally air-sensitive (although it has been reported that 

some of the A i materials are air-stable[87]). Consequently precautions must be taken to 

keep them in an inert environment. In addition, the samples are usually finely powered 

and difficult to press into pellet form, so thermal contact at cryogenic temperatures is 

maintained by the surrounding thermal exchange gas. Thus, in order to access a wide 

range of temperature, some fraction of the exchange gas must be Helium. Furthermore, 

the rather small range of surface p+ necessitates thin window(s) in any kind of sample 
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vessel. Practically for cryogenic temperatures, thin (2 or 3 thousandths of an inch thick) 

windows made of the polyamide film known as Kapton (from duPont) are used. For 

high temperatures, thin metal foil windows can be used, but the stopping density of such 

windows is usually considerably higher than for the Kapton. For example the 1 thou. 

(0.001") Ag foil window used in the high temperature cell up to 450K had a stopping 

density of ~ 26 mg/cm 2; whereas 2 thou. Kapton has only 7.2 mg/cm 2 . Details of the 

sample vessels are given in Appendix B. 

For the early measurements, mounting the samples in vessels was carried out at the 

Laboratory for Research on the Structure of Matter at the University of Pennsylvania. 

More recently, though, an inert atmosphere handling facility at the University of British 

Columbia has been refurbished and was used for sample mounting. This facility consists 

of a Vacuum Atmospheres Dri-Lab glovebox and associated equipment. The glovebox 

atmosphere is typically Ar with a fraction of He added prior to sample mounting. 

2.3 Alkali Intercalation and Sample Characterization 

The samples for all of the experiments desribed in this thesis were synthesized at The 

University of Pennsylvania by J .E. Fischer and coworkers, except the KiCeo sample which 

was made at Ohio State University by H. Guerrero and R.L . Cappelletti. The process 

by which the alkali fulleride salts are made is high temperature solid state intercalation. 

Such processes are familiar in the synthesis of intercalated graphite compounds, such 

as KCs (a TC = 140mK superconductor [90]). Stoichiometric quantities of high-purity 

oxygen-free Ceo and alkali metal are weighed and sealed in a vessel, e.g. quartz tube or 

oxygen-free copper cell. Then the cell is subjected to a baking and annealing process (at 

modest temperatures ~ 150°C) over the course of weeks (e.g. [4]). For mixed compounds, 

this sometimes involves interrupting the baking process to mix or grind the material. 
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The alkali vapour diffuses slowly into the lattice of C 6o molecules, and the result is 

a fine black powder. Other intercalation strategies have also been developed, such as 

reaction of (highly explosive) alkali azide compounds with Ceo or a previously intercalated 

Ceo compound[91], and dilution of higher stoichiometric alkali fullerides with pure Ceo 

(e.g. [92]). 

Samples were typically characterized by standard techniques such as x-ray diffraction 

and magnetization. The grain size of the powders was ~ 10 4A, but the x-ray powder 

pattern linewidths give a crystalline coherence length, (XTL of 500-1000A. Such mea­

surements also put limits on the presence of impurity phases (e.g. PJxjCeo in RbaCeo)-

Typically such limits were < 5%. From magnetization measurements in the supercon­

ducting state, the shielding fraction was typically 60%, and the Meissner fraction 10% 

(for a loose powder). The superconducting transition was found to be quite sharp, with 

a transition width of less than 0.25K, for example, see [93]. 

For the experiments described here, typically a few hundred milligrams of the powder 

was sealed under 1 atmosphere of 90% Ar/10% He. Synthesis of large single crystals of 

Ceo intercalation compounds has proven quite difficult, but recently, a crystal with mass 

in the order of lOOmg has been made.[94] 



Chapter 2. Description of the Experiments 

Figure 2.6: General counter arrangement for a pSIZ experiment. 
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Figure 2.7: a) The time histogram of muon-positron decays detected in a single counter 
in Na2CsC6o in 10 mT transverse field (see Eq. (2.4)). b) The same data combined with 
another histogram to remove the muon lifetime. A small non-relaxing signal, due to 
muons not stopping in the sample, is evident at late times. The relaxation is discussed 
in 84.2. 
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Figure 2.8: Sketch of the apparatus. The superconducting solenoid bore is 6" in diameter 
and 24" in length. 



Chapter 3 

L F (Ti) Relaxation and Superconductivity 

3.1 Spin Exchange Relaxation of Muonium 

In this section, we include a brief description of muonium (the bound hydrogenic 

atom p+e~) and its T\ spin relaxation due to collisions with free electrons. A comparison 

with analogous nuclear spin relaxation is also made. 

The hyperfine spin hamiltonian for an isolated isotropic M u is: 

H/h = 7 e S e • B + 7MS^ • B -+- A^Se • Ŝ  (3.1) 

where 7; are the gyromagnetic ratios, is the Mu hyperfine parameter, Si are the 

spins and B is the applied magnetic induction. This hamiltonian can be diagonalized 

analytically to give the field-dependent hyperfine energy levels which are plotted in a 

Breit-Rabi diagram, e.g. Fig. 3.9. The transition frequencies are conventionally[75] 

labelled U{j = (E{ — Ej)/h, with E{ numbered according to Fig. 3.9. More detailed 

accounts of M u (including anisotropic coupling) can be found elsewhere[75, 96]. 

In metals, the predominant mechanism for T\ relaxation of nuclear magnetization is 

via interaction with the conduction electrons within kT of the Fermi surface[97, 98]. The 

interaction is usually modelled[98, 99] by a direct hyperfine contact hamiltonian: 

H{ = AnI • S e, (3.2) 

where I is the nuclear spin, and the coupling An depends on the square modulus of the 

band electron wavefunction at the nucleus. The analogous coupling for a bare muon in 

45 
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Figure 3.9: Breit-Rabi Diagram: The field dependence of the hyperfine energy levels (in 
Kelvin) of an isotropic muonium atom. The hyperfine coupling parameter here is the 
value for free Mu, A„ = 4.463302 GHz. 

conventional metals causes relaxation which is always too slow to observe on the muon 

timescale (i.e. T\ ^> IQps) (see §3.2.4 of Cox[76]). However, T\ can become short enough 

to observe in semi-metals such as graphite[100] and antimony[101] where the presence of 

a local electronic moment at the muon is permitted by weaker screening of the muon's 

coulomb potential. The actual coupling mechanism relevant for N M R T\ in A 3Ceo has, 

in addition to Eq. (3.2), an important anisotropic contribution originating from the full 

electron-nucleus magnetic dipolar interaction, as discussed in detail elsewhere[102, 103]. 

For endohedral muonium in A3C60, we are in the unusual situation of having a strongly 

bound paramagnetic muonium centre in a metallic environment. The interaction between 

a paramagnetic centre and the conduction electrons is more complicated than Eq. (3.2) 

because of the extra degrees of freedom of the bound electron. Nevertheless, we can 
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model the interaction in a similar way: first, we neglect scattering into higher orbital 

states because such processes require orbital energies which are not available at low 

temperature; second, we can neglect the direct muon-conduction electron coupling as 

mentioned above. The spin-independent Coulomb interaction together with the Pauli 

principle, can then be modeled by the simple spin-exchange hamiltonian: 

Hl = J(r)Se • Sf u (3.3) 

where r is the separation of the scattering electron and the Mu atom, J(r) is a short-

range scattering potential[104], and the Muonium electron spin is distinguished from the 

conduction electron spin by the superscript. The effect of this interaction is to randomly 

flip the muonium electron spin (Fig. 3.10), consequently producing a random modulation 

in the local field at the muon and causing the muon's spin to relax. 

The theory of such spin relaxation has been worked out in several contexts using 

various methods[105]. For the case of isotropic Mu hyperfine coupling A^, the behaviour 

of the L F (T\) muon spin-relaxation rate due to spin-exchange is divided into two regimes 

by a crossover when the rate of spin-exchange events (USE) equals the "2-4" muonium 

hyperfine frequency (^24), which at high fields (B S> A^/je) is approximately the electron 

Zeeman frequency. In the fast region (USE 3> ^24), the relaxation rate is approximately 

field independent, and in the slow regime the relaxation rate is governed by: 

T - i ~ A1USE pxA\ 

As Chow discovered[106], the relaxation rate in the case where the muonium hyperfine 

interaction is anisotropic can be dramatically different. There is a peak in T~1(B) at 

a field determined by the hyperfine parameters which is the result of the geometry of 

the effective local field at the muon. While this peak has only been observed in doped 

crystalline semiconductors, it is expected to survive, in perhaps a very broadened form, 
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an orientational powder average. From the high symmetry of the site at the centre of 

the Ceo cage, we expect Mu@C6o to have an essentially isotropic hyperfine interaction. 

Although a priori one might expect that Mu inside the cage could bond to a single 

carbon, forming a highly anisotropic endohedral radical, calculations[173] suggest that 

such a state is not stable. In pure and insulating alkali-doped Ceo phases[14, 107], this 

conclusion is confirmed by observation of very narrow coherent spin precession lines from 

Mu@C6o- In contrast, the anisotropic exohedral radical in pure Ceo exhibits a much 

broader signal at low temperature (see Fig. 4.13). For nearly isotropic muonium with a 

large hyperfine interaction, the deviation from Eq. (3.4) will occur only at extremely high 

fields where the muon Zeeman interaction is comparable to the hyperfine interaction. 

In analysis of the temperature dependence of the relaxation rate, it is of interest to 

consider the degree of inelasticity of the direct and spin-exchange scattering processes. In 

the case of the direct interaction Eq. (3.2), the nuclear spin and conduction electron spin 

flip-flop (Fig. 3.10), requiring an energy am — \(/J-B — Pnuc)B\; whereas, in the muonium 

spin-exchange reaction Eq. (3.3), the electron Zeeman energies balance and the energy 

required is 

am = AJ2, (3.5) 

independent of magnetic field. For the case of vacuum muonium am corresponds to a 

temperature of about 0.1K compared to an am(B = 10T) of 13.4K for Korringa relaxation 

of nuclear spins. 

3.2 Spin Relaxation in Superconductors 

3.2.1 General 

The effective interactions Eqs. (3.2,3.3) between the conduction electrons of a metal 

and a nuclear or muonium electron spin may be treated as first order scattering problems [98]. 
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According to Fermi's golden rule, the rate of transitions between spin states is determined 

by 

£ \(ak<j\W\b\s!o~')\28{Ev - Ek. + a m ) / k , f f [ l - fv,*>], (3.6) 

where k and a label the conduction electron momentum and spin states; E^ is the 

corresponding kinetic energy and f^a the occupation probability; a and b label the nuclear 

or muonium spin states; and am(cr 8) is the change in magnetic energy. The sum in 

Eq. (3.6) can be converted to an integral over energy in the usual way, using the (normal 

state) electronic density of states (DOS), g^iE), where E is measured relative to Ep. 

Assuming that g^[E) doesn't vary much for E within a few kT of the Fermi energy, one 

can neglect the small inelasticity of the collisions, and use gN(E) ~ gN(E') ~ <7JV(0). 

Doing so, one obtains the Korringa law: 

In the superconducting state, the expression for the nuclear transition probability 

Eq. (3.6) is formally the same, but the scattering is accomplished by the bogolons (quasi-

particle excitations of the superconducting state), which differ in two important respects 

states of opposite momentum and spin which necessitate combination of pairs of matrix 

elements before squaring (see, e.g. §3.9 of Tinkham[108]) and give rise to the "coherence 

factors"; and ii) the excitation spectrum near Ep is strongly modified: the DOS is gapped 

and the gap is flanked on either side by singular peaks. The DOS, predicted by BCS[42], 

(see Fig. 3.11a) is: 

where 3? is the real part,1 E is the energy measured from Ep, and A(T) is the order 
xThe real part is here simply a convenient way to define gs so that gs — 0 for \E\ < A . 

RN = (Tr1^ x g2

N(0)kT (3.7) 

from conduction electrons of the normal state: i) there are phase correlations between 
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parameter, which for the moment we consider to be real, isotropic and homogeneous. 

Applying these modifications, we get the following integral for the T\ relaxation rate in 

the superconducting state (normalized to the rate in the normal state) [109] 

Rs n n , K . 
RN ~ 2 ( 3 l u " \ \ \ (E2 - A 2 ) J J l \ \ | (E'2 - A 2 ) 

where f3 = (kT)"1, f is the Fermi-Dirac distribution function, and E' — E = am. Ne­

glecting any spin-polarization of the quasiparticles, the exothermic and endothermic 

scattering events will be equally probable, and we take the ratio Rs/RN to be the simple 

average of the integrals Eq. (3.9) with am both positive and negative. If the inelasticity 

of the collisions is neglected (am = 0), the two singularities in the integrand coalesce, and 

the integral becomes logarithmically divergent; however, the singularity is not a practical 

problem because am is finite, and, more importantly, the peak in the DOS is broadened 

from the BCS result Eq. (3.8), as will be discussed in detail in §3.2.3. As a function of 

decreasing temperature, Eq. (3.9) exhibits a peak just below T c , due to the peaked DOS 

factors, and at lower temperatures, falls off exponentially. For am ~ 0.002A(0) (appro­

priate to the case of Mu in RbaCeo, if it is a BCS superconductor), and assuming the 

BCS temperature dependence A ( T ) , the maximum of RS/RN is about 4 (see Fig. 3.11b). 

3.2.2 Low Temperature Behaviour 

Typically, the low temperature behaviour of Eq. (3.9) is approximated by an Arrhenius 

law (e.g. [165]), 

RS/RN ~ exp( -A 0 / £ :T) (3.10) 

while this certainly accounts for the majority of the low T dependence, it is not the 

complete dependence. Perfect Arrhenius behaviour is only rigorously found if the inte­

grand of Eq. (3.9) is gapped but otherwise featureless in energy. The strongest energy 

(EE' + A 2 ) [ ^ { E E ' + A2)h(E)(l-f(E'))dE, (3.9) 
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dependence one might expect in the integrand (for a gapped density of states) is that 

of BCS Eq. (3.8). Allowing for finite am, the singular behaviour of the square of the 

BCS density of states is avoided, and the integral can be expanded at low T in terms 

of modified Bessel functions, giving a temperature dependent prefactor to the Arrhenius 

dependence of T~1^2. This is analogous to the temperature dependence of the penetration 

depth[108, 111, 112]. T - 1 / 2 is a weak function of temperature compared to Eq. (3.10), 

but it does lead to a significant bias in the energy gap extracted using Eq. (3.10). For 

example, if one fits Eq. (3.10) to data that varies as T - 1 / 2 exp (—1.76TC/T), over a range 

of reduced temperature t = T/Tc of 0.25-0.5 (typical for many N M R studies), one finds 

A 0 = 1.56&;TC, and the Arrhenius plot doesn't deviate noticeably from linear. While 

the specific T - 1 / 2 dependence is highly idealized, this example illustrates the dangers of 

using a simple model such as Eq. (3.10) especially over a restricted range in temperature. 

The low temperature behaviour in cases less ideal than Eq. (3.8) will be determined by 

balancing the contributions of both the peak in g(E) at A (if it is present), and any fi­

nite g(E) within the "gap", with the latter always dominating at the lowest temperature 

because of the exponential weighting of the Fermi factor. We will consider more realistic 

models for g(E) in the next section. 

3.2.3 Extensions 

The temperature dependence of Eq. (3.9) discussed above can be modified through 

several mechanisms which we will consider in turn: anisotropy of A , finite lifetime of 

quasi-particle excitations, and magnetic effects. 

The consequences of anisotropy on the ratio RS/RN are found by including an angular 

integral in Eq. (3.9), and they can be most easily explained by a comparison between the 
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angular average DOS, gA{E), and gs{E) of Eq. (3.8). 

gA(E) = gN(E)M ( f ' E P(a)da) , (3.11) 
[Jai ^JE2 - A ^ ( l + a2) J 

where P(a) is the distribution of the anisotropy a of the gap around the Fermi surface. 

Even a small anisotropy, such as that for aluminum[109], transforms the BCS singularity 

in gs(E) into a mild van Hove singularity at some average A p , and gA is still perfectly 

gapped with gA(E) = 0 for \E\ < AQ (see Fig. 3.11a). The effect of anisotropy is 

thus to reduce the size of the coherence peak in RS/RN and to modify the Arrhenius 

slope relative to the isotropic case. Extreme anisotropy, such as that for non-zero angular 

momentum pairing states, is similar except that gA is no longer gapped as there are nodes 

in A . For example, for a d-wave order parameter[113], gA{E) oc E as E —» 0. Although 

gA is still peaked in this situation, the coherence peak in RS/RN may be completely 

eliminated[114], and the exponential temperature dependence is replaced by a power 

law RS/RN C X T p , where p — 2 for d-wave, and other values of p are obtained[115] for 

different nodal structures of A . This kind of behaviour has been observed[116, 117] in 

YBa2Cu3 0 6 . 9 5 , for which there is strong evidence of a d-wave A . A p-wave A may be the 

source of similar temperature dependence in some Heavy Fermion superconductors[118, 

119], while one dimensionality may cause it in some organic superconductors[120]. 

Finite lifetime (r) of the quasiparticle excitations of a superconductor due, for exam­

ple, to electron-phonon, electron-electron or impurity scattering can also modify RS/RN-

This possibility was suggested by Hebel and Slichter in their original work[99] to explain 

the small size of the coherence peak they observed in A l . They calculated a DOS which 

was a version of Eq. (3.8) smeared by convolution with a gate function of width r _ 1 . A 

detailed analysis of the temperature dependence of RS/RN resulting from this approxi­

mation is given by Hebel[121]. A different Ansatz for the DOS was used by Dynes et al. 
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y/(E + iry - A2 

E + iT 
(3.12) 

where T ~ r _ 1 . However, Allen and Rainer[123] point out that for a lifetime due to 

electron-phonon scattering, one must resort to the Eliashberg theory of strongly coupled 

superconductors (see §1.4.3) in which the order parameter becomes complex, and the 

where[127] A 2 = S A ~ r _ 1 (9= is the imaginary part), and A = A(E, T) is determined by 

the Eliashberg theory and the coupling const ant-phonon spectrum product a2F(E) for 

the particular material. Fibich[128] first treated the problem of calculating RS/RN using 

Eq. (3.13) by neglecting the energy dependence of A , and simply using A evaluated at the 

energy which is most important for the integral Eq. (3.9), i.e. A(E = Ai(T),T). The 

temperature dependence for the imaginary part A 2 ( T ) due to phonon scattering[128, 

129] and scattering from other quasiparticles[127, 130] has been calculated in the low 

temperature limit. For the temperature dependence of the real part A\(T) (and for 

the parameter A in either of the preceding models) it is reasonable[124] to assume that 

the temperature dependence of the real part of the order parameter is approximately 

that of the BCS A . Recently, it has become feasible[131, 123] to calculate RS/RN using 

the full strong-coupling A(E,T), thus avoiding these approximations. As input to such 

a calculation, one would ideally first obtain a reasonable form for a2F(E). However, 

according to Akis[131], the details of a2F(E) are not important, and the most significant 

information in determining Rs/RN{T) is summarized in the ratio TC/E\og, where E\og 

is the logarithmic moment of a2F(E) (Eq. (1.8)). Note that the effect of impurities in 

the Eliashberg theory has recently been revisited[132]. These authors find that "vertex 

DOS is[126] 

(3.13) 



Chapter 3. LF (T\) Relaxation and Superconductivity 54 

corrections" from impurity scattering can increase the size of the coherence peak as the 

mean free path is reduced. 

Magnetism may also influence RS/RN(T), for instance, in the classical example[133] 

of gaplessness in a superconductor due to the presence of magnetic impurities, the coher­

ence peak can be reduced or eliminated and the exponential fall-off strongly modified[134, 

135]. Superconductors that are intrinsically magnetic exhibit similar strong deviations[118, 

136]. In regard to high-Tc superconductors, antiferromagnetic correlations between quasi-

particles have also been shown[114, 131] to damp the coherence peak. However, it should 

be noted that no anomalous behaviour connected with magnetism has been reported 

yet in A3C6o- Recently[137], the closely related N H 3 K 3 C 6 0 material which is supercon­

ducting under high pressure has been found to exhibit a metal-insulator transition to a 

magnetic state[138] at about 40K. The small bandwidth and large coulomb interactions 

between electrons also cause important correlation effects, for example the magnetism in 

o-AiCeo- The proximity to a similar magnetic phase may be enhanced by the analogous 

polymerization[139] of the Ceo anions in the Pa3 materials. 

3.2.4 Influence of the Vortex State 

Measurements of T\ in type-II superconductors (A > are typically done with 

the applied field above the lower critical field, Hci, i.e. in the vortex state. The magnetic 

field interacts with the electronic system in two ways: i) via the Lorentz force embodied 

in the canonical momentum p + qA and ii) via the Zeeman interaction of the electronic 

spins fi • B, consequently modifying the quasiparticle excitation spectrum and hence the 

temperature dependence of RS/RN relative to Eq. (3.9). 

The Lorentz force, together with the magnetic field energy, yields the vortex structure 

of the mixed state wherein the field and the order parameter are inhomogeneous, for 

example, the Abrikosov flux lattice (see the review [140]) or more disordered phases [141]. 
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Near Hc2, where the order parameter is small, the effect of the inhomogeneity A(r) has 

been treated theoretically in the dirty[142] and clean[143] limits and, subsequently, for 

arbitrary[144] mean free path /. In the dirty limit the effect of the DOS[142] is, in close 

analogy with the Abrikosov-Gor'kov theory of gapless superconductivity[145, 146] in the 

presence of magnetic impurities, 

g(E, r) « 9N(E) | l + , (3-14) 

where r\ is the pair-breaking perturbation parameter[145, 142], rj oc TB, where r is the 

collision time. The DOS exhibits no gap. In the clean limit[143] the DOS is highly 

anisotropic with singular BCS (Eq. (3.8)) behaviour along the magnetic field and gap-

less behaviour perpendicular to the field. The latter property has been confirmed and 

exploited in measurements of de Haas-van Alphen oscillations in the mixed state at high 

fields[147]. The effect of finite mean free path in this case is to wash out the anisotropy 

(and with it the BCS singularity) and to make the density of states a rigorously local 

property [142]. 

Away from Hc2, the expansions assuming small A are not applicable. The more 

general theories are very complex, but some approximate results have been obtained. 

There are two main approaches used to calculate properties of the vortex state in the 

regime Hc\ <C H <C Hc2: the Green's function approach of Gor'kov[148] and the effective 

Hamiltonian approach of Bogoliubov and deGennes[142]. Using the second approach, 

the presence of bound, nearly gapless excitations in the vortex cores was predicted[149]. 

Far from the vortex cores, the excitation spectrum is modified only by the "Doppler 

shift" of the quasiparticle energies due to the circulating supercurrents. Neglecting the 

core states, Cyrot[150] calculated an explicitly field dependent DOS. These calculations 

show that the peaks of the zero field DOS are broadened significantly as the vortex 

spacing decreases below about 10£. Motivated by S T M measurments of the detailed 
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spatial structure of the vortex state, this method has been revisited recently, e.g. see 

references[151, 152]. In contrast to the local nature of the dirty-limit, where the core 

contributions can be modelled simply as normal electrons, in the clean-limit, the interplay 

between the core states and the surrounding superconductor may be very important[152]. 

The Green's Function approach has been employed generally using a linearized version of 

Gor'kov's equations. For the dirty limit, the field-dependent local and spatially averaged 

DOS has been calculated numerically[153]. The spatially averaged DOS peaks in this 

calculation also exhibit field-dependent broadening. Clean-limit calculations have also 

been performed[154]. Recent use of this technique[156, 155] has concentrated on the 

structure of the vortex core. 

It has long been recognized[157] that the Zeeman interaction acts to break the Cooper 

pairs of a conventional superconductor because it acts in the opposite sense on each 

member of the pair. The magnetic field at which the Zeeman interaction will destroy 

superconductivity can be approximated by equating the gain in energy in going to the 

(spin-polarized) normal state with the condensation energy of the superconductor, thus 

defining[158] the Pauli limiting field Bp: 

where Bc{t) is the thermodynamic critical field and Xi i S the spin susceptibility in each of 

the phases. The modification of the upper critical field HC2 due to these considerations has 

been calculated[159, 158], and its effect on the spectrum of excitations has been predicted 

to be negligible[145] unless there is some mechanism for mixing quasiparticle states of 

opposite spin, e.g. spin-orbit scattering. In the case of strong spin-orbit scattering, the 

quasiparticle spectrum is again of the form Eq. (3.14) with the pair-breaking parameter 

n oc TS0B2, where r s o is the time between spin-orbit scattering events [145]. 

Despite these complications in the vortex state, many of the general features of the 

Bc(t) (3.15) 
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zero-field (Meissner state) behaviour of RS/RN as discussed in §3.2.1 are observed ex­

perimentally. Fig. 3.12 shows the phase diagram of the vortex state, for an extreme 

(Hci coincides with the horizontal axis on this scale) type-II superconductor showing 

regimes of different behaviour for 7\ in the most conventional case. To the lower right 

is the region of the Hebel-Slichter coherence peak. To the left is the "Arrhenius region" 

where the relaxation rate falls exponentially. Above about 0.7/YC2, the theories based on 

the gaplessness due to a small inhomogeneous order parameter A(r) are applicable. In 

particular Rs/'RN(T,1 —> 0) has been calculated[160] with the result, that the peak is 

reduced but still present in region (ii), and completely eliminated in region (i). The high 

field damping and elimination of the coherence peak predicted by this theory has been 

clearly verified experimentally[161] in the A15 superconductor VaSn. The calculation of 

RS/RN(T,1) can be found elsewhere[162]. 

Departures from the exponential fall-off of the relaxation rate with temperature are 

typically seen at low temperature (region 2C). In this region, the much more weakly 

temperature dependent relaxation from the electronic excitations in the vortex cores can 

be significant [163]. One can model the relaxation of (muon or nuclear) spin polarization 

in such an inhomogeneous case using a local relaxation rate. The average relaxation 

function is 

Pz{t) = / dRe-RtP(R), (3.16) 
Jo 

where the inhomogeneous Ti rate R(B(r), A(r), T) is distributed as P(R), and z indicates 

LF (Ti) relaxation. For B <§; Bc2, the vortices may be treated (in the dirty limit) 

approximately[149] as cylinders of normal state material of radius £. The distribution 

P(R) in this approximation is bimodal with peaks at Rjy and Rs- The relaxation Pz(t) 

will not be single exponential, but the average relaxation rate is[165] 

{RS/RN} = IN + (1 - INJRS/RN, (3.17) 
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where, for (B <C Bc2), /N ~ £ 2 ( # / $ o ) , i.e. the weight in the distribution P(R) at R^ 

scales linearly with field ( $ 0 is the magnetic flux quantum). This linear field dependence 

allows the deviation from exponential temperature dependence of the relaxation rate 

due to the vortex cores to be distinguished from the other mechanisms, such as impurity 

scattering, (region O) which at low temperature, and especially in low field, may limit the 

electronic relaxation. From the field dependence, one can thus use this model to extract a 

rough estimate[164, 165] of f deep in the superconducting state. Such estimates could be 

refined by including a more sophisticated local DOS[156, 151] in the model for P(R), but 

dynamic effects might also require consideration. Motion of the vortices on the timescale 

Ti would smear the distribution P(R), effacing the bimodal structure of the static vortex 

state; however, vortex dynamics usually occur on timescales much shorter than a typical 

Ti[166], though exceptions have been proposed. [167] Another type of dynamics that has 

been considered in this context is that of spin-diffusion of the nuclear magnetization to 

the quickly relaxing regions of the cores which effectively allows the relaxation to "leak" 

out of the vortex cores into the surrounding superfluid. This mechanism, though, may 

be thermodynamically quenched in the inhomogeneous vortex state. [168] Furthermore, 

such a mechanism is not important in the experiments described here because we are 

always dealing with a single muon in the sample at any time, and Mu@C6o is static (at 

least on the length scales of the vortex lattice and on the timescale of the muon). 

Deviations from the behaviour summarized in Fig. 3.12 are expected and observed in 

many cases: Reduction of the peak region (towards (t,h) = (1,0)) may be the result of 

any of the mechanisms discussed in the previous section. More detailed reviews of N M R 

in type-II superconductors can be found elsewhere.[109, 169, 170] 
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QP: k,e 

V 
Figure 3.10: In each case a quasiparticle (QP) at the Fermi Surface with initial momen­
tum k and energy e scatters magnetically from the local moment, a) Spin exchange of a 
muonium atom (with subsequent evolution due to the muon-electron hyperfine interac­
tion A^) vs. b) Electron-Nuclear spin-flip. In the spin exchange with the paramagnetic 
muonium, the electron Zeeman energies cancel; whereas in the latter, the nuclear and 
electron Zeeman energies do not. 
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Figure 3.11: a) Models of the superconducting DOS: BCS is gs of Eq. (3.8), Aniso is QA 
(Eq. (3.11)) with a gate function distribution P(a) of width 0.1A, T is gp (Eq. (3.12)) with 
r = 0.1A, and A 2 is gsc (Eq. (3.13)) with A 2 = 0.1A. b) The value of the Hebel-Slichter 
integral for the BCS and lifetime (Eq. (3.12)) broadened gs(E). The magnetic inelasticity 
parameter (am) is appropriate for Mu@Ceo in RbaCeo- The BCS temperature dependence 
A(T) was used. 



Chapter 3. LF (Ti) Relaxation and Superconductivity 61 

Figure 3.12: A generic phase diagram for the behaviour of (TiT) 1 in a conventional 
type-II superconductor as described in the text. 



Chapter 4 

[iSTl in A 3C 6 o 

4.1 Sites in A3C60 

When muons stop in typical metals, they occupy one or a few well-defined crys-

tallographic sites, usually interstitial, and remain diamagnetic; futhermore, they may in 

exceptional cases diffuse between adjacent equivalent or inequivalent sites, often, because 

of their small mass, exhibiting interesting quantum effects in their motion. [171] In insula­

tors and semiconductors, u.+ often captures an electron to form paramagnetic muonium 

which also occupies a specific interstitial site; however, the paramagnetic states almost 

never occur in metallic environments either because the spin-flip rate due to collisions 

with the conduction electrons is sufficiently fast to average the muon-bound electron 

interaction to zero or because screening of the electrostatic potential precludes a bound 

state entirely. Although the details of the particular sites adopted by the muon are not 

critical to the analysis we report in the following sections, a brief discussion is included 

here for completeness. 

In Ceo based solids, the available interstitial voids are much larger than in conventional 

metals, and there are many potential sites for the muon, though some are occupied by 

alkali ions in the alkali fullerides, i.e. the octahedral (0) and tetrahedral (T) interstitial 

sites. In pure Ceoj ~80% of the implanted muons form an exohedrally bonded muonium 

radical (CeoMu) which has been studied extensively.[107, 172, 173] In the ionic insulat­

ing fullerides K 4 C 6 0 and K6C6o[14], and the conductors RbiCeo[174] and Rb3C6o[85], a 

62 
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similar fraction of the muons exhibit diamagnetic behaviour. Thus in both metallic and 

insulating environments, the exohedral C 6 oMu radical does not survive the charging of 

the C6o- The large fraction of diamagnetic muons in F C C A 3Ceo are certainly interstitial 

in the lattice of Cg 0

3 ions, but their precise positions are currently a matter of specula­

tion. There are, however, some likely candidates which we will now discuss briefly. In the 

simplest scenario, the muon remains positive in the metal and its site(s) are determined 

essentially by the minimum electrostatic potential due to the surrounding ions. In such 

a situation, the muon would adopt a highly symmetric site, of which there are three ob­

vious candidates: midway between two neighbouring O-sites; between T-sites; between 

an 0 and a T-site. Of course, polaronic lattice relaxation may complicate this scenario 

somewhat. Another possibility is that, due to its high electron affinity, the muon forms 

a complex with one of the interstitial alkali ions analogous to an alkali-hydride molecule. 

Which of these scenarios is realized will depend delicately on the energies involved. One 

would expect, if the nuclear dipolar fields were responsible for the room temperature T F 

linewidths in the alkali fullerides, that these widths might scale between systems with 

the average nuclear moment (possibly weighted by the inverse cube of the alkali-halide 

bond-length, e.g. Table A . l ) . We have, at present, no evidence for such a systematic 

variation either within the A3C60 superconductors or between different phases. However, 

the small room temperature linewidths in some cases may have background contribu­

tions which could mask such variation. Measurements on single crystals, which have 

not yet been available in sufficient size for pSR, might be able to determine the muon 

site(s).[76, 75] 

In both pure Ceo and the insulating alkali fullerides, a small fraction of implanted 

muons (~10-20%) form a muonium atom characterized by a large isotropic hyperfine 

parameter which has been interpreted[175, 107, 14] to be trapped endohedral muonium 

(Mu@C6o pictured in Fig. 4.17a). Fig. 4J13 shows the clear signature for this state, 
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i.e. T F precession at frequencies determined by the hyperfine levels of Fig. 3.9. In 

the metallic systems, however, these precession signals are expected to be unobservable 

due to relaxation broadening either via the Korringa mechanism or by inhomogeneous 

broadening in the vortex state of the superconductor or in the low temperature magnetic 

phases of the Ai metals. One possibility for observation of the oscillation, however, is at 

the lowest temperature in zero field in the Meissner state of an A3C60 superconductor, 

where a high frequency oscillation (at the singlet-triplet splitting, fa 4.463 GHz) might 
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Figure 4.13: The T F precession signals of endohedral muonium in a) Ceo at 10.7 mT, b) 
K 4 C 6 o at 9.6 mT and c) K 6 C 6 o at 10.0 mT (from Kiefl[14]). The broad line in C 6 0 is due 
to the CeoMu molecular radical, and the narrow line at 150 MHz in the K 4 C 6 0 spectrum 
is an instrumental effect. The frequencies and their field dependences correspond to 
vacuum-like M u with A„ = 4341(24), 4342(66) and 4230(63) MHz respectively. 
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be observed because the Korringa and inhomogeneity broadening mechanisms will be 

negligible. Such high frequency measurements are technically quite difficult[176] and 

have not yet been attempted. 

Even in the absence of measurable precession the presence of Mu@Ceo c a n be- con­

firmed in L F experiments. Specifically, provided the T\ relaxation of the p+ in the 

Mu@C 6o atom is in the muon time-range, the relaxation rate will have the characteristic 

magnetic field dependence of Eq. (3.4). We have observed this relaxation in the A 3Ceo su­

perconductors and measured its field dependence at T=35K (well into the normal state). 

The relaxation is single exponential, and the rates as a function of field are plotted in 

Fig. 4.14a. The fits shown are to Eq. (3.4) with a small additional field-independent 

rate, Ro- Because the parameters and USE are strongly correlated, they could not be 

determined independently, and we fixed A^ = 4340 MHz from the precession measure­

ments in the insulators (Fig.4.13). This value is also consistent with measurements of A^ 

in RbsCeo discussed below. The resulting parameters are given in Table 4.4 along with 

the ratios 

_ v*SE(35K) 
~ \K! 3(35A0' [ } 

From the Korringa Law (Eq. (3.7)), this ratio is a measure of the ratio of the density 

of states at the Fermi Surface <?;v(0) relative to its value in RbsCeo- If is reasonable to 

assume A^ is not strongly temperature dependent at low temperature, as is evidenced 

by Korringa temperature dependence of the relaxation rate in the normal state which is 

entirely the temperature dependence of USE- Hence we can also fit the more accurately 

determined average value of ( T 1 T ) - 1 in the normal state to Eq. (3.4). These average 

values over several temperatures above Tc are shown in Fig. 4.14b. Fitting the RbsCeo 

results to Eq. (3.4) with A„ = 4340MHz yields uSE/T = 20.2(4) M H z / K with RQ/T = 

4.4(7) • 10~ 3 /us - 1 /K. Using this fit and the points for K 3Ceo and Na 2CsCeo, we calculate 
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the ratios, 

\| (TiT)N ' 

which are also given in Table 4.4. 

VSE{35K)[MKZ] Ro his"1] P35K Px 

RbsCeo 587(47) 0.217(70) 1 1 
K 3 C 6 0 572(63) 0.215(50) 0.987(94) 0.950(31) 
N a 2 C s C 6 0 

132(4) 0.0000(2) 0.474(25) 0.506(20) 

(4.2) 

Table 4.4: Parameters of the fits of T{l(B) at 35K to Eq. (3.4) with A^ = 4340MHz. As 
well as the ratios defined (relative to RbsCeo) hi the text. 

The low values of USE (relative to A^) confirm that the slow spin-exchange limit 

form Eq. (3.4) is justified at this temperature and below (for all fields). In fact, USE is 

remarkably slow compared to spin-exchange rates of Mu in semiconductors such as Si. 

In that case the spin exchange rate is usually[96] modelled as 

uSE = crn(T)v(T), (4.3) 

where one has extracted the majority of the temperature dependence of the Golden 

Rule expression (Eq. (3.6)) into the carrier concentration, n, and the mean thermal 

velocity t>, leaving the nearly temperature independent sum over matrix elements in the 

appropriately defined cross-section cr. For interstitial Mu in Si, the observed USE implies 

that <7 is of the order of a typical atomic cross-section (10 - 1 5 cm 2). In the metallic case 

the situation is different since Pauli exclusion prevents all but the electrons within kT 

of the Fermi surface from participating in the spin exchange collisions. Thus v « vF, 

the Fermi velocity and is nearly T independent, and n m nokT/Ep. Using values[31] for 

R b 3 C 6 0 (vF w 10- 7cm/s, EF w 0.5 eV, n 0 « 4 x 10 2 1 cm" 3 ) , a for M u @ C 6 0 is l O " 1 8 - ^ 1 9 
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cm 2 at 35K. The small size of o is attributed to the combination of two factors. First, 

the conduction band states are made up of Ceo molecular orbitals in which the electrons 

are confined near the hollow carbon cage. The spatial distribution of the conduction 

electrons is thus quite inhomogeneous on the scale of the unit cell, and Mu@C 6o is 

located in a site of low conduction electron density. Second, possibly for geometric 

reasons, there is very little hybridization of Mu@Ceo with the surrounding Ceo orbitals. 

The sp2 carbon orbitals are distorted by curvature of the Ceo, so that the inner lobes 

are smaller than the outer ones. Consequently, the tendency for bonding is significantly 

greater in the exohedral case. [173] The evidence for this is the large vacuum-like isotropic 

Mu hyperfine interaction. This is also consistent with the apparently very small 1 3 C -

Mu nuclear hyperfine interaction[14] in pure Ceo- In contrast, in semiconductors, the 

hyperfine parameters of muonium are much lower than the vacuum-value. [96] We thus 

conclude that for Mu@Ceo the spin exchange interaction ( J in Eq. (3.3)) in A 3Ceo is 

small and the perturbation approach (Eq. (3.6)) is valid. 

Knowledge of how g./v(0), the density of states at the Fermi surface, varies as a func­

tion of the lattice constant a, can be used to compare the observed dependence of Tc(a) 

with the result from the McMillan equation (Eq. (1.9)). Such tests of the McMillan 

equation are important in establishing, for example, the nature of the superconducting 

pairing mechanism. Furthermore, there is considerable interest in the the role of orienta-

tional disorder in determining electronic properties such as gjv(0).[177, 178] In the normal 

state, both USE and ( T i T ) - 1 are proportional to the squared density of states at the Fermi 

surface g%(0) (e.g. Eq. (3.7)), so the ratios defined above provide a measure of <7TV(0) rela­

tive to its value in Rb3Ceo- For comparison, similar ratios from NMR[180, 181, 103, 182] 

yield px > 0.75 for both x = K3C60 and Na2CsCeo- The low value of our ratios for 

Na2CsCeo may indicate that the proportionality constants (hyperfine couplings) between 
VSE ( ° r ( 7 i T ) _ 1 ) and g%(0) may vary with structure. This is not unreasonable, since 
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the couplings depend on the detailed structure of the electronic orbitals constituting the 

conduction band, such as the degree of sp hybridization. It is known that the C-C bond 

lengths of CQQ in cubic Na 2 CsC 6 o differ slightly[43] from those of the neutral C 6o, but sim­

ilar measurments on the orientationally disordered systems have not been reported. The 

exchange coupling for Mu@C 6o (J in Eq. (3.3)) may be more sensitive to such differences 

than those of 1 3 C N M R because they are determined by the tails of the carbon orbitals 

protruding into the ball; whereas, the N M R constants are determined by the behaviour 

of the orbitals at or near the 1 3 C nucleus. While the electron-phonon enhancement of 

<7JV (which may differ between the P a 3 and F m 3 m structures) does not[179] affect T i , 

electron-electron interactions can[102], via for example, Stoner enhancement1 of <?JV(0). 

If there are short-wavelength electronic correlations, it is possible that T\(T) might vary 

within the unit cell, causing the Mu@Ceo and 1 3 C to vary differently. The similarity of 

the temperature dependence of ( T i T ) - 1 for alkali and 1 3 C N M R , though, suggests that 

any electronic correlation contribution to 7\ does not vary significantly with position in 

the unit cell in either Fm3m[180] and Pa3[181] materials. Even if the hyperfine couplings 

and <7JV(0) were identical, it is possible[183] that different levels of disorder could lead 

to different values of T\. Thus we conclude that simple comparison of the magnitudes 

of T\ (from //SR or N M R ) between non-isostructural A3C60 superconductors may not 

represent a comparison of <7JV(0). The possibility that Ceo polymerization is the source 

of suppression of the normal state ( T i T ) - 1 in Na2CsCeo is discussed in §4.3. 

If the Ti relaxation is too slow to be observed, the amplitude of the signal due to 

Mu, which is field dependent below ~ 0.5T, can still be used to identify Mu. The field 
1 Stoner enhancement of the electronic density of states is due to ferromagnetic correlations. In the 

Stoner theory, the enhanced density of states is ^JV(O) = <7JV(0)/(1 — /<7AT(0)), where I is an exchange 
energy, see §4.2.2 of reference [69] for further details. 
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dependence follows: 

AMU{B) = A 
1 + 2x2 

2{l + x2), 
(4.4) 

where x is the reduced field B/BHYP, and BHYP is defined as A^/(7 E + 7 )̂ (see §7.3.1 

of Schenck[75]). Measurement of this field dependence, when the M u asymmetry is 

non-relaxing, requires careful accounting of the systematic field dependent shifts of the 

LF- / /SR baseline. This method has the advantage that it admits the possibility of mea­

suring the hyperfine parameter (although not as accurately as precession would) which 

determines, for example, the inflection point of the decoupling curve (Eq. (4.4)). We have 

made two measurements of the LF muonium decoupling curve in two different samples 

of Rb3Ceo- In the first measurement, we acquired pairs of spectra at 35K and 4K at each 

field in the separate spectra apparatus (see §2.1.3) which allowed collection of a reference 

spectrum in high purity silver in the same conditions of field and temperature simulta­

neously. Systematic shifts in the baseline could thus be at least partially compensated 

using the reference data. In the second experiment, we took data in various fields at 2 

(or more) temperatures, one where the relaxation was quite fast, and one where it was 

slow in order to determine the relaxing amplitude, i.e. the muonium asymmetry AMU 

(see Fig. 4.15). The results of this second method are roughly consistent with the first 

measurement but less scattered. The decoupling in the data is apparently sharper than 

expected (fit curve). In this data, we did not field cool, but the consequent additional 

inhomogeneity of the field would not affect the decoupling significantly. Any correlation 

of the amplitude and relaxation rate, due for example to a non-exponential relaxation, 

could bias the extracted asymmetry and account for the sharper feature. From the fit 

to Eq. (4.4), we get A M = 4300(400)MHz. We turn now to briefly discuss the stability of 

Mu@C 6o in R b 3 C 6 0 . 

In semiconductors, Mu centres may undergo spin-exchange with thermally excited 
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free carriers. Furthermore, at sufficiently high temperature, Mu can also undergo a series 

of charge cycling transitions, such as 

Spin-exchange and ionization cycling lead to very similar spin relaxation behaviour of 

the muon. In particular, as the temperature is raised, and ionization begins to occur, 

there is a rapid increase in the LF relaxation rate. We have observed such an increase of 

the Ti relaxation rate of Mu@C 6o in Rb 3 C 6 o at 4.2T (see Fig. 4.16) which we attribute to 

charge exchange cycling of Mu. From the temperature dependence, the activation energy 

is on the order of 6Q0K. The apparent stability of paramagnetic Mu@Ceo in RbsCeo at 

low temperature is strong evidence that the M u impurity level lies in the band gap (see 

Fig. 4.17), and that the ionized M u - state lies above the Fermi level. This is reasonable 

considering the Coulomb repulsion between the two local electrons on the M u - confined 

in the Ceo cage. If this picture is correct, it suggests that the 600K energy scale represents 

the energy of the M u " state above the Fermi level. Thus the M u - may be a short-lived 

resonant state which dissociates quickly into Mu° and an electron which is released into 

the conduction band. 

In conclusion we note that the important features of the muon sites in the A3C60 

superconductors to the analysis included in the following sections are simply that the 

muons stop randomly on the relevant length scales of the vortex state: the penetration 

depth A and the vortex spacing; most of the muons remain diamagnetic and sample the 

field distribution of the vortex state randomly; and a small fraction of the muons form a 

paramagnetic muonium centre inside the Ceo cage which is only very weakly coupled to 

the conduction electrons. 

Mu° - H - M u + + e ~ , o r (4.5) 

Mu° + e" O M u " . (4.6) 



Figure 4.14: a) The field dependence of the LF relaxation rates at 35K. The fits to the 
spin-exchange model are discussed in the text, b) The field dependence of the normal 
state value of ( T ^ T ) - 1 fit to a similar model. 
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Figure 4.15: The L F dependence of the Mu@C6o asymmetry (decoupling curve). The 
field at the inflection point indicates that the Mu hyperfine parameter is large (near 
its vacuum value). Each point is determined from a common fit to at least 2 different 
temperatures, ranging from 2.5 to 15 K (e.g. Fig.4.22). 
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Figure 4.16: Activated increase in (TiT) 1 relative to its value at low tem­
perature likely due to Mu@C6o ionizing to endohedral M u - . The fit curve is 
(1.01(3) + 123(35) exp (-588(40)A'/T)). 
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Figure 4.17: Proposed structure of Mu@Ceo- The Mu atom is in the Is ground state in 
the centre of the Ceo cage. A large Coulomb energy is required to bind another electron 
to form M u - , so the M u - level may lie above the conduction band. 
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4.2 Transverse Field: The Vortex State Field Distribution 

In T F experiments in A 3 C 6 o superconductors, it is found[184, 185, 186] that a large 

fraction of the injected muons remain diamagnetic, and their precession signal is broad­

ened below Tc by the inhomogeneous magnetic field distribution of the vortex state. 

The lineshape due to the field distribution of a triangular flux line lattice (FLL) with 

additional effects due to flux-lattice disorder and anisotropy have been studied in detail 

in the context of high-T c superconductors.[187, 188, 189, 190] The characteristic features 

of this lineshape can be related to the spatial distribution of fields of the triangular F L L : 

there is a sharp low-field cutoff of the lineshape due to the minimum field that occurs in 

the centre of the triangle defined by three neighbouring vortices; at slightly higher field, 

there is a sharp peak due to the highly weighted field corresponding to the saddle point 

midway between two vortices; and there is a sharp high-field cutoff due to the maximum 

field occurring in the vortex cores. For an ordered triangular F L L , it is found that the 

second moment of the field distribution is related to the London penetration depth at 

intermediate fields by[187] 

A p s [ 3 - 7 1 - i r 3 ( A § ? ] 1 / 4 ' ( 4 - 7 ) 

where AB = as(0)/2njfl is the RMS deviation of the field distribution. 

To accurately determine A for a perfect triangular F L L , involves more detailed mod­

elling of the field distribution. One such model relies on an approximate low-field solution 

of the Ginzburg-Landau theory[191], which, more recently, has been extended to higher 

fields[192] and further simplified.[193] This theory results in a field dependent relationship 

(for B « Bc2), 

A^[3 .71-10- 3 $ Hl ( o ( f C 2 ) ] 1 / 4 , (4-8) 
(ABy 

where fv is a universal function of order unity (but sharply field dependent) at low reduced 
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fields. A estimated from Eq. (4.8), for B/Bc2 ~ 0.02, will be ~ 15% smaller than that 

of Eq. (4.7). Estimates of A can be improved by fitting a model of the asymmetric field 

distribution, rather than just using the second moment.[194, 190] If the fractional volume 

of the F L L corresponding to the vortex cores is large enough, the high-field cutoff will 

be observable, and the superconducting coherence length £ can be measured. [195, 196] 

It would be surprising to find the flux adopting a perfect triangular F L L in powdered 

superconductors, such as these2 , where both the vortex separation and A are on the same 

scale as £XTL, the coherence length of crystalline order. One would instead expect that 

the flux lines would exhibit no long-range order. [141] Furthermore, if the crystallite size 

is such that the volume fraction of the sample that is within a penetration depth of the 

surface is significant, the field distribution will differ from that of an infinite (ordered or 

disordered) F L L . 3 A disordered F L L would possess a field distribution smeared relative 

to the perfect F L L . Such smearing would make a significant contribution to the second 

moment of the field distribution, e.g. see[189], making the applicability of the above 

theories questionable. This is just the situation we find in A3C60 (see, for example, 

Fig. 4.18a). The line is much broader than in the normal state but exhibits only a slight 

asymmetry. It is unreasonable to attempt to fit such a smeared lineshape to the full 

theoretical shape, but Fig. 4.18b shows two simulated lineshapes for comparison. We 

note that the fluxoid distribution is not melted and only weakly pinned at 3K and IT,' 

because, for example, shifting the applied field at this temperature causes the line to 

shift in frequency, but broaden significantly (Fig. 4.20). This is in contrast to crystalline 

YBa2Cu306.95, where[194] shifting the field shifts only the background signal as the F L L 

is strongly pinned, and to the vortex liquid state, where the (symmetric) line simply 

shifts without altering shape. 
2 Characterization of these samples from other techniques can be found in §2.3. 
3Note that the crystallite size and £XTL are different. £XTL is (roughly) the distance between defects 

of the crystal, such as dislocations, while the crystallite size is the distance between free surfaces. 
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Clearly, the 1100A value of the penetration depth deduced from magnetization mea­

surements is inconsistent with the observed lineshape, since no amount of disorder will 

narrow the line, and estimates of the correlation time for motion of the vortices from 

NMR[197] strongly suggest that, at low temperatures, there should be no dynamical 

narrowing of the ^SR line. The high-field cutoff in the F L L field distribution will move 

down towards the average field as either A or ( increases. Because of this correlation, 

the absence of a long high-frequency tail in the observed lineshape (fig 4.18a) constrains 

only the pairs (A,£), i.e. along the line (A,30A) the observed lineshape is consistent with 

A larger than 3000A with the condition that larger values of A will require a greater 

degree of disorder to match the observed linewidth. Such an inconsistency between the 

magnetization and ^SR results is not surprising, since the procedure for obtaining A from 

the magnetization is fraught with difficulties[31, 36] of which only some are reduced or 

eliminated through use of a single crystal instead of powder. We note that other results 

using NMR[182] and optical[198] methods find A consistent with the above lower limit. 

We extract the second moment from the T F data by fitting the time dependent 

envelope of the precession signal to a gaussian of the form A e x p ( - ( a i / v ^ ) 2 ) . The 

results are shown in Fig. 4.19a. In the normal state, the lineshape is a narrow gaussian 

whose width is determined by the distribution of magnetic fields due to the randomly 

oriented nuclear dipoles ( 1 3 C , 2 3 N a , 3 9 - 4 0 ' 4 1 K , 8 5 - 8 7 R b , 1 3 3 C s , see Tables A . l and 2.3). This 

normal state width <7JV is temperature independent in the range between Tc and room 

temperature (except for N a 2 C s C e o discussed below) and adds in quadrature to the as 

due to the disordered F L L to determine the overall a below Tc. We use this correction 

to produce as shown in in Fig. 4.19b. The temperature dependences are fit to the 

phenomenological form <TS(0)[1 — (T/Tc)w], and the resulting parameters are given in 

Table 4.5. In spite of the lack of the signature of the F L L in the lineshape, we expect 

that the overall linewidth is controlled by A (and much more weakly by £) and that 
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( A B ) - 1 / 2 will approximately scale with A. We have calculated the values A reported 

in Table 4.5 using the linewidths 0-5(0) and Eq. (4.7). Because of the increase of AB 

from disorder of the F L L , this conversion will underestimate the actual A, so this, or 

perhaps more conservatively the value from the field dependent theory (which we have 

not included because of uncertainty in the value of B c 2 ) , should be considered a lower 

bound for A. These results can be compared directly with those of references.[184, 185] 

Note that, at low temperature, crs(T) is quite flat in contrast to the d-wave linear T 

dependence seen in clean single crystals of Y B a 2 C u 3 06.95[199]. In this respect A3Geo 

superconductors are consistent with s-wave pairing. Such behaviour is not conclusive, 

however, because in d-wave systems, for example, impurity scattering can lead to[110] 

a weaker low T dependence of A. This may be the reason that the pSIZ linewidth in 

early measurements on Y B a 2 C u 3 0 6 . 9 5 powders did not exhibit the linear low temperature 

behaviour (e.g. [188]). 

In Rb3C6o, there is no apparent field dependence to o~s(T) between 0.5T and 1.5T, 

so the applicability of Eq. (4.8) is questionable. Furthermore, there is large sample 

dependence of as in Rb3Ceo suggesting a strong effect of disorder on A. In the dirty limit 

c; ~ /, where / is the electron mean free path. The penetration depth varies strongly with 

/ via 

A" 2 
ns 

oc — 
m* 

1 
(4.9) 

where ns is the superelectron density and m* is the effective mass. Thus if / < £, any 

sample dependent disorder that contributes to / could alter A strongly, as in the observed 

sample dependence in Rb3Ceo- The low T dependence of 0-5 has been fit to the BCS 

activated form[112] for the clean-limit[186]; however, the dirty-limit form is probably 

appropriate to Rb3Ceo and K 3Ceo (but possibly not to Na2CsCeo)- In this case[lll], for 
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T < 0.5TC, 

as « aso[l + e-^'kT]-\ (4.10) 

where A 0 is the low temperature BCS gap parameter. The results of these fits are also 

given in Table 4.5. We note that some caution must be taken regarding the interpretation 

of the T F results for Na 2CsC6o because: i) the applied field was very low (not far from 

Hci) and ii) O J V was rather large and temperature dependent above 50K (Fig. 4.21). The 

behaviour of a^{T) may be associated with molecular dynamics but may also be due 

to muons stopping in unmasked areas of the A l sample cell. However, the consistency 

of the observed as with another published measurement[185] at higher field suggests 

that neither of these effects was appreciable. Furthermore, the A l signal will have no 

contribution to the signal in high L F discussed in the following section. 

RbaCeo-l Rb3C60"2 K 3C60 N a 2 C s C 6 0 

BTF [T] 1.0 0.27 1.0 0.01 
C T J V / V ^ S - 1 ] 0.076(1) 0.093(1) 0.087(1) 0.133(1) 

asM/v^s-1] 0.4315(10) 0.2068(10) 0.2570(20) 0.0769(10) 
TC[K] 29.3(8) 28.9(2) 18.6(2) 11.3(3) 
w 2.93(4) 3.36(8) 2.83(9) 7.5(1.0) 
AB[mT] 0.717 0.343 0.427 0.128 
A[A] 4200 6100 5400 9900 
A0/kTc 1.37(5) 1.56(5) 1.39(6) -

Table 4.5: Parameters of the T F linewidth fits described in the text and shown in 
Fig. 4.19. A B is the RMS width of the field distribution. Ao/fcT c is obtained from 
fits to Eq. (4.10) and the Tc values in the Table. 

The historic evolution of /iSR measurements of A in Y B a 2 C u 3 0 6 . 9 5 may provide a 

guide for the robustness of estimates of A from the second moment of the ^SR lineshape. 

Despite the more serious consequences of powder averaging in these highly anisotropic 
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systems, the extracted penetration depth from ^iSR data (even from symmetric line-

shapes, like Fig. 4.18a) has exhibited a variation of only ~30% (including model as well 

as sample variation). Thus the most serious uncertainty with our determination of A 

may be the strong sample dependence. The observation of the asymmetric lineshape 

characteristic of a triangular F L L would certainly make our conclusions much stronger, 

and such lineshapes are expected in single crystals which can now be made in sufficient 

size[94] for such an experiment. 

We turn now to the temperature dependence of the LF (7\) relaxation of Mu@Ceo, 

noting that the interstitial diamagnetic muons will not contribute to this signal (except 

near ZF, where nuclear dipolar fields can cause depolarization of the diamagnetic muons). 
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Figure 4.18: a) A high statistics pSR lineshape (FFT of T F asymmetry spectrum) in 
RD3C60 field-cooled to 3K at LOT applied transverse field, b) Simulated lineshapes 
for a perfectly ordered triangular flux-lattice using the Ginzburg-Landau theory. [191, 
192, 193] The simulation parameters (A,f) are (3000A,30A) and (1100A,30A). The field 
distributions are convoluted with a Gaussian corresponding to the normal state linewidth. 
The 3000A simulation also includes a small non-relaxing background signal known to 
exist in the data. 
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Figure 4.19: a) Second moments of the //SR lineshape as a function of temperature in 
stars Na 2CsC6o (0.01T), diamonds K 3Ceo (1-OT), Rb3C6o (circles LOT, triangles 0.5T, 
nablas 1.5T), and squares a second sample of RD3C60 (0.27T). b) Second moments cor­
rected for the normal state values, see Table 4.5 
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Figure 4.20: Comparison of the field-cooled (FC) lineshape with the shifted lineshape. 
The FC shape is the same as that shown in Fig. 4.18a. Immediately after the FC data 
was taken. The field was shifted down from IT by about 0.025T at 3K in order to 
obtain the shifted data. The effect of shifting the field at low temperature indicates 
that the flux at this field is pinned (since the line broadens, unlike a vortex liquid) but 
not very strongly (since it shifts, unlike the case of single crystal Y B C O [194]). The 
resemblance of the shifted lineshape to a lower A vortex lattice lineshape (e.g. Fig. 4.18b) 
is purely coincidental. The shifted lineshape is dominated by disorder effects from the 
non-equilibrium field distribution. 
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Figure 4.21: The temperature dependence of the T F /J,S1Z linewidth in a field of lOmT. 
The superconducting transition can be seen at about 11K. The temperature dependence 
above TC may be the result of molecular dynamics or partial polymerization. 
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4.3 Longitudinal Field: Ti Relaxation of Mu@C 6 0 
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Figure 4.22: Single exponential relaxation of Mu@C6o in a longitudinal applied field of 
1.0 T. The fits shown are to a common amplitude exponential relaxation. 

The relaxation of Mu@Ceo in high LF (B > 0.75T) is found to be single exponen­

tial, e.g. Fig. 4.22. The relaxation rates exhibit essentially temperature independent 

( T i T ) - 1 behaviour between about 50K and Tc for each of the systems, Rb 3C6o, K 3Ceo, 

and Na2CsC6o- In Rb3C6o we find no sample dependence, but in N a 2 C s C e o we find 

a significant difference between two runs on the same sample which we infer to be a 

quench-rate dependence. We thus postpone discussion of the temperature dependence 

in N a 2 C s C 6 0 to §4.3.2. 
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4.3.1 Ti(T) in R b 3 C 6 0 and K 3 C 6 0 

The average normal state values of ( T i T 1 ) - 1 are shown in Fig. 4.14b. At higher tem­

perature there are deviations (Fig. 4.16), but at low temperature, we have no significant 

evidence for previously reported[85] weakly non-Korringa behaviour. Just below T c , for 

S ~ 1 - 2T, we find a slightly enhanced ( T i T ) - 1 followed by an strong fall-off below 

about 0.75TC, e.g. Fig. 4.23. 
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Figure 4.23: Temperature dependence of the spin relaxation rate of Mu@Ceo in K 3Ceo 
at a field of 2.0 T. The fit is to the Hebel-Slichter integral Eq. (3.9) with a broadened 
DOS of the form Eq. (3.12). 

We find that increasing the disorder in the F L L in Rb3Ceo does not affect the height 

of the ( T i T ) - 1 enhancement (coherence peak) by comparing field-cooled and zero field-

cooled ( T i T ) - 1 at the peak temperature, Tp, at 1.5 T. However, we find, in Rb 3 C 6 o, that 

the peak is strongly field-dependent (similar behaviour was independently discovered in 
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N M R T\ measurements in Rb 2 CsC6o by Stenger[180]). It is strongly supressed as the 

field is increased above about 2T, and is entirely gone by 4.2T (Fig. 4.24). The observed 

heights of the peaks from fits to a parabola near Tp are shown in Fig. 4.25. 

In order to discuss analysis of the peaks in terms of the theory outlined in §3.2, we 

include some brief remarks about the DOS functions used. First we note gp> and gsc 

(Eq. (3.12) and Eq. (3.13)) do not depend on the sign of the broadening parameter (Y 

or A 2 ) , which we take to be positive. The property of conservation of the total number 

of electron states, which simply results from the construction of the eigenstates of the 

superconductor from those of the normal state, can be succinctly written, 

The BCS gs follows this, as does the heuristic form gry\ however, the strong coupling 

form gsc (Eq. (3.13)) does not; in fact, 

i.e. there are effectively fewer states in gsc than in the normal state. Of course, in the 

full strong-coupling theory, A = A(E,T), gsc will have structure above the gap, and 

Eq. (4.11) will be obeyed. One consequence of this property of gsc, is that the integral 

for (TiT) - 1 Eq. (3.9) will approach a value less than 1 as T approaches Tc from below. 

The resulting discontinuity scales with A 2 , and is negligible for small A 2 . However, if 

gsc is used to model the small coherence peaks reported here, A 2 is relatively large, and 

the discontinuity is significant, so that the approximation first introduced by Fibich[128], 

that the energy dependence of A 2 can be neglected in calculating the coherence peak 

seems untenable in the current context, and in order to use strong-coupling results, one 

would have to resort to more detailed calculations. [131, 123] There is also a significant 

difference between gp> and gsc in the E —> 0 behaviour which is important in determining 

(4.H) 

(4.12) 
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the low temperature behaviour of ( T i T ) - 1 : gD(0) = [1 + ( A / r ) 2 ] - 1 / 2 , while gsc(E) goes 

to zero with slope « | A 2 | / A i as E —>• 0. 

The low field peaks have been fit to Eq. (3.9) using both the DOS functions go and 

gsc (avoiding the discontinuity mentioned above by only considering the data below T c) 

with 9?{A} oc ABCS (T ) , which is still quite a good assumption in the strong-coupling 

case.[124] We find that, in order to explain such a small height of the coherence peak, 

the broadening parameters near Tc must be r / A 0 ~ A 2 / A 0 ~ 10%. If the broadening 

is due to strong electron-phonon scattering, then it should be significantly temperature 

dependent. For a Debye phonon spectrum, at low temperature, A 2 oc T 7 / 2 . The contri­

bution of the low energy libron peak[201] may modify this somewhat; although, the weak 

electron coupling to this mode[201] will limit its effect. The results of tunneling exper­

iments could, in principle, provide confirmation of the sharpening of gs at low temper­

ature, but the published spectra are rather equivocal: low temperature break-junction 

tunneling spectra show rather broad peaks[202] while point-contact spectra are quite 

sharp[203] and other S T M measurements are fairly broad but show a strong dependence 

on crystallinity.[204] Recent planar junction tunneling measurements[205] confirm the 

former behaviour, suggesting an intrinsic nearly temperature-independent broadening 

mechanism for gs- The width of the coherence peak is controlled by the balance between 

the peak contribution to the integral Eq. (3.9) and the exponential behaviour due to the 

opening of the gap; thus, there is significant correlation between the value of A 0 and 

the temperature dependence of the broadening parameter. Generally, a broadening that 

falls off strongly as the temperature decreases causes the peaks of gs to sharpen, and the 

coherence peak to widen; consequently, the value of Ao required to explain the observed 

peak width will be larger than for a broadening which does not depend as strongly on T. 

In high field T-f1 becomes too slow to observe at low reduced temperature, so we use 

the strong field-dependence (Eq. (3.4) and Fig. 4.14) and study lower temperatures in 
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a reduced applied field. In this case, over the temperature range 0.5TC-0.25TC, ( T i T ) - 1 

exhibits activated behaviour as shown in Fig. 4.26. Again the values of A 0 required to 

fit this data depend on what broadening is assumed at low temperature. Because of 

the Fermi-factor in the integral Eq. (3.9), the low temperature behaviour of ( T i T ) - 1 

is determined mainly by the gap and contains no information about the shape of the 

broadened DOS peaks. However, if there are states within the gap, the temperature 

dependence may deviate strongly from the activated temperature dependence. We have 

fit the low temperature data to the same set of models as the peak data at higher field. 

We have assumed two cases for the temperature dependence of the broadening: strong 

(?s T 7 / / 2 ) and temperature independent broadening, noting that the real dependence will 

likely lie somewhere in this range. The results are given in Table 4.6. 

In Rb 3C6o at 0.3T we find at lower temperatures a sample dependent residual re­

laxation that is much more weakly temperature dependent (Fig.4.27). The source of 

this residual relaxation could be related to crystalline disorder (in alkali site occupa­

tion or degree of orientational disorder) and the finite low T zero-bias conductance ob­

served in tunneling (zero applied magnetic field). There is also evidence that the Ceo 

in Fm3m phases undergo orientational dynamics which freeze out near or below room 

temperature. [95] Thus, it is possible that the degree of orientational disorder varies with 

cooling procedure. We have attempted no systematic quench-rate dependences, but 

there is some evidence that the low T residual relaxation and the large sample depen­

dence of A may be partially due to different cooling procedures. We note that there is 

no evidence in the Fm3m materials for a low T polymerized phase, which occurs only for 

intercalated Ceo materials with smaller cubic lattice parameters such as Na2ACeo- The 

superconducting transition in K 3Ceo is extremely sensitive to radiation damage induced 

disorder[206]. Such behaviour may[206] be a consequence of the narrowness conduction 
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band. If this is the case, then variation of quenched disorder may also have an unusu­

ally large effect. At finite field another source of relaxation could be the vortex cores 

(§3.2.4). The relaxation rate of the small fast relaxing component is roughly that of the 

(extrapolated) normal material, but the amplitude is too large for the small (£ = 30A) 

cores. Moreover, it does not appear to change linearly in amplitude with field near 0.3T 

(see §3.2.4). On the other hand, the linear field dependence would be rather difficult to 

observe because of the intrinsic field dependence of the relaxation rate and the extremely 

small amplitude. The persistence of some relaxation at low temperature in zero applied 

field (inset, Fig.4.28) suggests that at least some of this residual relaxation is not due to 

vortices. The relaxation in zero field, however, can have contributions from both static 

and dynamic fields. 

Data Set(Bapp [T]) I II III IV 
Rb 3 C 6 0 - l (1 .5) - - 3.8 4.6-4.8 
Rb 3C 6 0-2(1.5) - - 3.2 4.0-4.2 
K 3 C 6 0 (2 .0 ) - - 3.6 4.4 
Na 2CsC 6 O(1.0) - - 3.8* 4.0* 
Rb 3 C 6 O - l (0.3) 2.7 3.1 3.2-3.8 3.6-3.8 
Rb 3C 6 O-2(0.3) 2.4 2.7 2.8-3.2 3.0-3.2 
K 3 C 6 0 (0 .3) 2.7 3.0 3.2-4.0 3.2-3.6 
Na 2CsC 6 O(0.3) 1.1 1.5 - 3.0-3.2* 

Table 4.6: The energy gap parameter 2A0/kTc determined from fitting the temperature 
dependence of the M u @ C 6 0 to the models: I) exp(-A 0 /&T), II) T - 1 / 2 e x p ( - A 0 / / c T ) , III) 
Eq. (3.9) with temperature independent broadening, and IV) Eq. (3.9) with strongly 
temperature dependent broadening. * refers to fits in Na2CsCeo where a free temperature 
independent ( T i T ) - 1 was included in the fit. 

We now move on to discuss of the origin of the observed features of the coherence 

peak in A 3 C 6 o - The suppression of the peak, relative to its size in e.g. aluminum, can be 

due to any of the mechanisms discussed in §3.2.3 or a combination of these mechanisms.4 

4The small size of the coherence peak is not the result of the perturbing influence of the paramagnetic 
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Recent tunneling measurements suggest that we should expect some broadening from 

strong-coupling effects. There should be at most a small amount of anisotropy (large 

anisotropy is not appropriate to explain either the low temperature behaviour of the T F 

linewidth a or ( T i T ) - 1 ) . Also, because the Fm3m materials are likely in the extreme 

dirty limit ( / < £ ) , any anisotropy would be eliminated by electron scattering. [109] How­

ever, the strong field dependence of the coherence peak is not accounted for explicitly by 

either of these mechanisms, so the effect of magnetic field (see §3.2.4) must be consid­

ered. The observed suppression of the peak by magnetic field occurs in a very different 

part of the phase diagram than regions (i) and (ii) of Fig. 3.12, where it is certainly 

expected, so that the gaplessness due to proximity to H C2 does not account for the ob­

served damping. However, note that some H C2 measurements by magnetization exhibit 

unusual temperature dependence[36] near Tc(0) (Fig. 4.29). Our measurements of TC(H) 

via T F ^SR (Table 4.5), though, are consistent with a strongly T dependent H C2 near 

T c(0), see points in Fig. 4.29. The strong linear T dependence of curve A was used to 

estimate TC(4.2T) « 28.4K shown in Fig. 4.24b. The effects of Pauli pair-breaking on 

the coherence peak will also be small because, as the Yosida function behaviour of the 

N M R Knight shift[102] shows, spin-orbit scattering is very weak in these materials. The 

crude model used to explain the field dependence of the N M R coherence peak[102] (i.e. 

Eq. (3.17)) does not satisfactorily explain the damping observed in pSK or N M R . For 

example, in Fig. 4.24a at 20K, the value of ( T i T ) - 1 is near its value in the normal state, 

so no weighted average of ( T i T ) - 1 with its normal state value will give the observed 

value at roughly the same reduced temperature at 4.2T of ~ 0.6 (T iT)^ 1 . Furthermore, 

this model (which treats the vortices as normal cylinders) is expected to apply[149] only 

M u atom. While it has recently been shown[207] that single paramagnetic atoms locally perturb the 
surrounding superconductor, the M u (as shown in §4.1) is only very weakly coupled to the conduction 
electrons. The strong evidence that the M u perturbation is small is the agreement of the temperature 
dependence of ( T i T ) - 1 with subsequent N M R experiments[102]. 
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when B <C v3C2- The observed strong suppression of the coherence peak occurs in the 

non-linear region of the phase diagram and may be explained by the theories. [150, 153] 

The detailed mechanism for this suppression could be elucidated by S T M measurements 

which can resolve both the spatial and energy dependences of the superconducting DOS. 
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Figure 4.24: Magnetic field damping of the Hebel-Slichter peak in Rb 3C6o, note the 
different temperature scales. The longitudinal fields are a) 1.5 T and b) 4.2 T. 
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Figure 4.25: Heights of the coherence peak above the normal state as a function of field. 
These values were obtained from fits to a parabola near the maximum. 
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Figure 4.26: The temperature dependence of (TiT) 1 at 0.3T at low reduced temperature. 
a) and b) two samples of Rb 3 C6o, and c) K 3Ceo- This behaviour corresponds to the region 
labelled "Arr" in Fig. 3.12. 
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Figure 4.27: Residual relaxation at low temperature in Rb3Ceo- At low temperature, the 
relaxation deviates from the Arrhenius dependence. This behaviour is connected with 
either region " O " or "2C" of Fig. 3.12. The lack of field dependence and other evidence 
suggests that this residual relaxation may originate in crystalline disorder (rather than 
the vortex cores), i.e. region " O " and not "2C". 
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Figure 4.28: A high statistics zero applied field time spectrum in the Meissner state of 
Rb 3 C6o at 4K. The slow gaussian relaxation is attributed to the diamagnetic intersti­
tial muons relaxing in the distribution of magnetic fields of the randomly oriented static 
nuclear dipoles, while the small fast relaxing component (inset) is probably due to re­
laxation of the endohedral Mu@Ceo. Both dynamic and static random magnetic fields 
can contribute to this relaxation. Dynamic fields could be due to remnant states within 
the gap as seen in finite low temperature zero bias conductance in several tunneling 
experiments. Static fields could be due to nearby nuclear dipoles. 
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Figure 4.29: The H-T phase diagram of Rb3Ceo near Tc(0) f=a 29.5K. The curves are two 
different measurements of the upper critical field. The curve labelled A is from [31] and 
the curve labelled B is from [36]. The curvature of B is reminiscent of the "irreversibility 
line", which separates the vortex liquid and solid phases. The hatched region is the region 
of the coherence peak measured by pSIZ. The error bars are the measurements of TC(H) 
from the T F pSIZ (see Table 4.5) which are near curve A. Notice that the entire region of 
this diagram is contained in the extreme lower right corner of the generic phase diagram 
shown in Figure 3.12, so that the absence of the coherence peak expected in region (i) of 
Fig. 3.12 does not explain the observed damping which occurs at i7/i7 c 2(0) ~ 0.1. 
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4.3.2 T ^ T ) and Quench Rate Dependence in N a 2 C s C 6 0 

In two separate measurements on the same sample of Na 2 CsC6o, we observed very 

different behaviour. In the initial run, we found no broadening of the T F precession 

signal associated with T c . We did, however, observe the expected Mu@C6o T\ relaxation. 

The temperature dependence of this relaxation rate remained Korringa like (Fig. 4.30a) 

down to about 8K, below which it began to increase. To ensure that the sample hadn't 

deteriorated, it was recharacterized by x-ray diffraction after this run. In the subsequent 

run, we observed T c in T F (Fig. 4.19) and in LF (Fig. 4.31a). Because of the low tem­

perature of the structural phase transition in this material[200] (299 K ) , we suspected a 

quench-rate dependence, possibly due to frozen orientational disorder. We attempted a 

fast-quench (sample at 300K for 20 minutes, then quenched to 200K in 5.5 m and to 5K 

in about 20 minutes), and found that this cooling procedure did not affect the height of 

the coherence peak, but it did reduce the low temperature T\ rates at 2.7K in both IT 

and 0.3T (stars in Fig.4.31). However, with no evidence at the time for ambient pres­

sure polymerization, we did not attempt a slow quench or anneal, and, only for the last 

three points, did we record the cooling procedure in sufficient detail. It now seems likely 

that, as in the case of Na 2RbCeo, there exists another stable ambient pressure low tem­

perature phase of Na 2 CsC6o, which may involve Ceo polymerization. According to our 

measurements (Fig.4.30) this phase is metallic, non-superconductig and appears to ex­

hibit a low temperature (possibly magnetic) phase transition. We note that attempts by 

another group have not produced a polymerized phase in Na2CsCeo-[139] The unusually 

small value of ( T i T ) - 1 in Na 2CsC6o (discussed in §4.1) cannot be explained by the coex­

istence of the superconducting (s-Na 2CsC6o) and non-superconducting (ns-Na 2CsC6o) 

phases, as the values of ( T i T ) - 1 are indistinguishable except below ~ 8 K . However, as the 

fast-quench procedure suggests, a small fraction of the non-superconducting phase could 
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explain the finite low temperature rate in Fig. 4.31. The field dependence of T~l in the 

ra5-Na2CsC6o was also indistinguishable from the superconductor at 35K (Fig. 4.14a), 

but at 3K, appeared to fall more sharply with field. In addition there was a small peak 

in the linewidth of the diamagnetic precession at ~ 7.5K in ?2s-Na2CsC6o- The absence 

of a strong T dependence below 10K in the diamagnetic signal is consistent with the 

enhanced sensitivity of Mu due to the bound electron moment. One possible explanation 

for the feature in T F , is that 7-js-Na2CsC6o is superconducting over a narrow range in 

temperature, and is re-entrant at about 7K to a low temperature non-superconducting 

phase. 

Despite the complications due to the presence of some fraction of ns-Na 2CsCeo i n the 

superconducting run, we can compare the temperature dependence of Xi with the cubic 

Fm3m materials discussed above. In order to account for an ns-Na 2CsCeo fraction, we 

model ( T i T ) - 1 as the sum of the Hebel-Slichter integral Eq. (3.9) with an additional T 

independent term. Such fits are shown in Fig. 4.31. 

The fast quench points indicate that for s-Na 2 CsC6o, the values of A (Table 4.6) are 

not reliable. The size of the coherence peak, relative to the normal state, though, is 

not dramatically different than in the Fm3m materials. This implies that orientational 

disorder is not likely to be the cause of the broadening of the coherence peak (or gs). 

These results clearly indicate the need for further experiments on Na2CsCeo with 

careful attention paid to the cooling procedure. The rapid quench points suggest that one 

should be able to make a much more reliable estimate of the paramaters of s-Na 2CsC6o-

It also seems likely that in order to study ns-Na 2 CsC6o, it will probably be necessary to 

investigate temperatures lower than those accessible by pumped liquid Helium cryostats. 
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Figure 4.30: Quench rate dependence of the Mu@C 6o T\ relaxation rate in Na 2CsC 6o-
A l l data are from the same sample, triangles: non-superconducting run, circles: super­
conducting run, stars: fast quench. Note that above about 10K, the values of T{F in 
both runs are about the same. The line is the same fit as in Fig. 4.31a. 
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Figure 4.31: The coherence peak and low temperature fall off in superconducting N a 2 C s . 

The solid stars indicate fast quench runs (described in the text). 



Chapter 5 

The Time Dependent Spin Polarization in Zero Field 

In this chapter we describe the time dependence of the spin polarization of the muon 

in a solid in zero applied field. Even in the absence of an applied field, there are typically 

local internal magnetic fields. The origin of these fields can be nuclear dipoles, electron 

orbital or spin moments, and generally the fields may be dynamic (either because of 

dynamics of the magnetic system or, in certain circumstances, because of muon motion). 

First, consider the situation of completely static fields, i.e. the correlation time for 

the field experienced by a muon r is much greater than the muon lifetime rM. To make 

the following discussion general, we allow for multiple muon sites in the material and 

index the site by i. There are generally of the order N sites of type i, and they are all 

crystallographically equivalent (N is the number of crystalline unit cells in the sample). 

The magnetic field distribution function (for site i) $ J (B) . is defined as the probability 

that the magnetic field at site i is B . For a perfectly ordered magnetic structure in which 

the all the sites of type i are magnetically equivalent1, i.e. the field at each site is the 

same Bo, $ l ( B ) = 5(B — Bo). In practice, this situation is approximately realized in 

crystallographically dense magnetic systems at temperatures much less than the magnetic 

ordering temperature. A single muon experiencing a local field B , simply precesses in 

that field, so the ensemble average time evolution of the muon spin polarization is 

Ut) =EfiJ d3B¥(B)[(B • zf + (1 - (B • zf)) cos ( 7 , £ i ) ] , (5.1) 
i 

•"̂ For this to occur, the magnetic structure must be commensurate with the lattice 

103 
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where the initial muon spin polarization is in the z direction, B is the direction of the field 

B, and the probability of any given muon ending in a site of type i is /,-. For the delta 

function field distribution, then Pz(t) will then be simply the sum of a constant term and 

an oscillating term. 2 At the opposite extreme (from the ordered field distribution) is the 

situation of complete disorder. The field distribution in this situation can be modelled 

in several ways. If the local field is disordered in orientation, its components will be 

uncorrelated, and the field distribution will factor: 

*'(B) = K{BxWv{By)Vz{Bz), (5.2) 

where the probability that B in site type i will have a component Bj is $*(J5j). Following 

this assumption, one can now postulate a form for the random field distribution, which 

will depend on the particular situation under consideration. A common situation is that 

of randomly oriented nuclear dipoles. In the situation where these moments are relatively 

dense, it is found that a Gaussian field distribution (centred at zero) is appropriate, i.e. 

where a, the width of the field distribution, is correlated with the size of the nuclear 

dipole moment and the average distance between the muon site and the nuclei. If the 

nuclear moments are more dilute, there will be a wide variety of distances between the 

average muon and the nearest moment. Because of the strong spatial dependence of 

the magnetic field due to a point dipole, muons that stop far from any moment will 

experience a much lower field than muons that stop near a moment. In this situation, 

the field distribution is broader than a Gaussian, and is better modelled by a Lorentzian 
2Note that in some cases of local moment antiferromagnets the muon site accidentally lies in a position 

where the fields of the magnetically ordered moments cancel exactly. In this situation no oscillation is 
observed. 
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(centred at zero), i.e. 

= i^rwr (5'4) 

where to is a parameter which characterizes the width of the and is correlated with 

the size of the dilute moments and their volume density. 

The integral Eq. (5.1) can be done analytically for both of the above field distri­

butions. The results, known as the Gaussian and Lorentzian Kubo-Toyabe functions 

(respectively), are: 

Plit) = \ + | (1 - 7> 2 * 2 )exp [-^) (5-5) 

P&) = I + f(l ~ ^wt) e xP ("7^0 (5-6) 

These functions with their associated field distributions are plotted in Fig. 5.32. Note 

that if one assumes that an observed Pz(t) is due to a static random field distribution, 

then one can find the distribution by using an approximate inversion of Eq. (5.1), e.g. 

$(B) = |j£ £J dte(t)(Pz(t) - 1/3), (5.7) 

where 0 is the unit step function which is zero for negative argument. 

For any field distribution, there will, on physical grounds, generally be a maximum 

value of the field at site i , Bl

max. This fact together with the form of Eq. (5.1) implies 

that, at t = 0, jj.Pz(t) = 0. This is clearly not the case for the Lorentzian Kubo-Toyabe, 

Eq. (5.6). This is because the Lorentzian field distribution is unphysically broad, and 

is merely an approximate model. A l l real field distributions will have a high field cutoff 

that is sharper than the Lorentzian, and Pz(t) will be flat at early times. However, the 

turnover to zero slope at early times may occur on a timescale which is experimentally 

inaccessible. The time tm{n before which Pz{t) is not observed depends on the details 
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of the experiment, but tmin is typically in the range Ins-lOOns. The lorenztian Kubo-

Toyabe may be a reasonable model for Pz(t), but only for t > tmin. 

The general features of Pz(t) which are characteristic of random field distributions 

centred at zero are: i) the early time fall off, whose rate is proportional to the width 

parameter of the distribution, ii) the dip, whose depth depends on the width of the 

distribution and whose position is inversely proportional to the width parameter, and 

iii) the late time recovery to 1/3 of the full polarization. The source of the 1/3 "tail" is 

simply that on average 1/3 of the muons polarization will lie parallel to the local field 

and consequently not precess (time independent term in Eq. (5.1)). Note that the 1/3 

tail is robust to the average over multiple sites, but that the dip is not. If the variation of 

the width parameter of the field distributions between different sites varies the position 

of the dip by an amount on the order of the breadth of the dip, the dip will be obscured 

by site averaging. 

Between the extremes of the delta function and random field distributions, there is a 

broad range of behaviour. For a magnetic system, if the ordering wavevector is away from 

the extremes of the Brillouin zone (centre or corners) or if there are multiple ordering 

wavevectors, all sites of type i will not be magnetically equivalent, and some broadening 

of the field distribution from the ideal delta function will occur. Similarly, broadening will 

occur because of the coexistence of any disorder, for example, random nuclear diploes 

+ some ordered magnetic state, or simply imperfect order of the magnetic structure. 

Generally, oscillations due to sharp peaks in field distribution will occur in magnetically 

ordered systems, but they will be damped by the effects mentioned above. The work of 

Kalvius [208] provides a general review of pSIZ in metallic magnets. 

It is interesting to consider the effect of application of a longitudinal field (in the 

z direction) which is on the order of the internal fields. In this case the same model 
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(Eq. (5.1)) for the time dependent average polarization can be used, but the field distri­

bution is shifted because the net local field is the vector sum of the applied field (B a p p) 
and the internal field. As the applied field is increased, it is clear that the net field at all 

sites will approach the direction of the applied field i , and hence the time-independent 

part of the integral Eq. (5.1) will dominate, and the time-dependence will be "quenched". 

For the delta function field distribution, the amplitude of the oscillating part of Pz(t) 

will simply decrease continuously to zero as Bapp increases. For random distributions, 

the "relaxation" quenches when Bapp is of the order of the width of the random field 

distribution, for example see Fig. 5.33. There are thus two ways to measure the breadth 

of a static random field distribution: i) the magnitude of a zero field relaxation rate 

(converted with the appropriate factor 2^7^), and ii) the L F at which the zero field de­

polarization is quenched. Note that, if the internal fields are dynamic, these two measures 

do not agree (see discussion below). 

So far, we have discussed the magnetic field distribution as if it were simply a clas­

sical field, which the muon samples randomly in space. However, the sources of these 

fields are electronic currents and electronic and nuclear spins, and should be treated 

quantum-mechanically. Instead of simply treating the muon spin quantum mechanically 

in the local field, one should correctly consider the full hamiltonian of the solid + muon 

-f interactions. Practically, the only entities that need to be treated quantum mechani­

cally are those that interact strongly with the muon, i.e. the nuclei and electrons in the 

immediate vicinity. For most situations, even the local environment of the muon can be 

treated in an effective classical picture. One exception is, however, muonium. In zero 

field the time dependent muon spin polarization in muonium is determined by the hyper­

fine spectrum, i.e. it contains oscillating components at well defined frequencies: the zero 

field splittings of the hyperfine levels. The spectrum of frequencies can be complicated 

further by the indirect nuclear hyperfine coupling of Mu to neigbouring nuclear dipoles 
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or by anisotropy of the hyperfine interaction. An example of this occurs in pure fullerite 

at low temperature, where because of the anisotropy of the hyperfine interaction, the 

spectrum of the exohedral C 6 nMu radical contains several frequencies in zero field which 

are low enough to observe,3 see Fig. 5.34. Note that, in the presence of magnetism, the 

large electronic moment in Mu will cause the time-dependence of any M u signal to be of 

unobservably high frequency. Quantum mechanical treatment of the full dipolar interac­

tion can be found in [98, 209]. Note that for muons, relaxation by nuclear or electronic 

moments is always of the "unlike spins" category (see §IV.III of [209]). 

The time-dependent polarization Pz(t) observed in zero field is related to the polar­

ization function in high (Bapp >̂ the internal fields) transverse field Px(t). In this case 

the envelope of the oscillations at the Larmor frequency of the muon measures nearly 

the same thing as Pz(t), since the muon is simply precessing in the net field. However, 

in T F , the two directions perpendicular to the muon spin are inequivalent (since one is 

along the applied field), whereas in ZF they are equivalent. Thus the relaxation rate is 

reduced geometrically by a factor of A / 2 . In addition for the case of relaxation from the 

full dipolar interaction (including non-secular terms), the relaxation rate in T F may, in 

some cases, be reduced by another factor of ^(5/2) [210]. This extra enhancement in 

zero field, from terms in the interaction which in ZF cause the muon and nuclear mo­

ments to flip-flop, does not occur in the case of magnetically ordered moments, because 

the energy required to flip the ordered moment is non-zero (it is given by an exchange 

energy, which is generally quite large). Because of this enhancement (and also because 

of the large frequency shifts in T F experiments in magnetic materials), zero field pSTZ is 

the preferred pSTZ technique for the study of magnetism. 

3This is not the case for isotropic vacuum-like Mu, where the singlet-triplet hyperfine frequency is 
too high to observe easily. 
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Dynamics in the magnetic field introduces a further complication in Pz(t). The spec­

tral density J(u>) of the local field is simply defined as the Fourier transform Jl(w) = 

.FfB^t)]. Time variation of the local field can induce muon spin flip transitions. These 

flips occur randomly at a constant rate, leading to a characteristic exponential relaxation 

in Pz(t). The rate of this relaxation is determined, for example in time dependent per­

turbation theory, by the value of J at the Larmor frequency of the muon (in the time 

averaged local field). We note that if the fluctuations in the field are either too slow 

or too fast, they will be ineffective in causing relaxation. Dynamics can be included in 

a number of ways, which will not be discussed here. The following qualitative features 

arise from dynamic features. Quenching of the dynamic relaxation by application of a 

longitudinal field (e.g. Fig. 5.33) is much less effective. In the dynamic case, quenching 

occurs only for fields such that ^^B exceeds the highest frequency vmax with appreciable 

spectral density J of the fluctuations. The quenching field thus depends sensitively on 

the particular dynamics involved, but is generally much larger than the field estimated 

from the zero field relaxation function (assuming it is of static origin). In the case of slow 

dynamics, relaxation of dynamic origin may only be apparent as a slow exponential decay 

of the 1/3 tail of Pz(t), and may be modelled as an exponential relaxation (exp (—At)) 

times a static Kubo-Toyabe function. There are also some exotic systems in which the 

ZF relaxation appears to be static in origin (i.e. Gaussian) but is, in fact, dynamic [211]. 
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Figure 5.32: a) Gaussian (solid) and Lorentzian (dashed) field distributions and b) the 
corresponding Gaussian and Lorentzian Kubo-Toyabe functions for a = w = 0.7/^/2^7^. 
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Figure 5.33: Quenching of the zero field depolarization (which is approximately a static 
Gaussian Kubo-Toyabe) by application of a longitudinal field (from [81]). 
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Chapter 6 

pSTZ in A; iC 6 o 

In this chapter, experimental results on the three AiCeo systems (A = K , Rb, Cs) 

are presented and discussed. The main results are from ZF (see chapter 5), but some L F 

and T F measurements are also presented. 

Some fiSTZ results on each of these systems have been published previously by our 

group and others, see [174, 212, 213, 214]. Additional ZF data by the authors of [214] 

has been reported in very brief form in [215]. These experiments have concentrated on 

the low temperature magnetic phase (A = Rb, Cs), and use mainly the ZF technique. 

The main purpose of these experiments was to test a SDW conjecture offered to ex­

plain the low temperature drop in spin-susceptibility measured by ESR[66]. A l l the pSTZ 

measurements confirm the existence of a low temperature magnetic state which is char­

acterized by a broad distribution of quasi-static fields. However, there is considerable 

debate over what magnetic structure gives rise to the observed distribution. Recently, 

low temperature measurements for (A = Rb, Cs) have been reported[215]. No qualitative 

change of the relaxation was observed between 2K and lOOmK. The only reported mea­

surements of pSTZ for A = K are those of [213]. The conclusion of these measurements 

is simply that unlike the other materials, there is no magnetic ordering in KiCeo down 

to 2.5K. 

113 
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6.1 pSU in the Magnetic State of A i C 6 0 

In this section, results of measurements on the low temperature magnetic phase of 

AiCeo for A = Rb and Cs are presented. The observed depolarization is discussed, and 

a phenomenological form is used to parametrize the relaxation, so that its temperature 

(and field) dependence can be conveniently summarized. A l l discussion of the results, 

however, is deferred to the following section. Note that because of the large size of the 

bound electron moment, the contribution of muonium (discussed in the §6.3) to the ZF 

or T F spectra in the magnetic state will be an exceedingly fast relaxing signal, which 

may only be apparent as a missing fraction. 

6.1.1 Zero Field pSK in R b i C 6 0 & C s i C 6 0 

The ZF muon spin relaxation at low temperature for A = Rb and Cs is shown in 

Figure 6.35 (together, for comparison, with similar spectra for A = K ) . The quenching 

by L F of the ZF relaxation is also shown. The low field required to completely quench 

the relaxation indicates that in each case the relaxation is due to small static magnetic 

fields on the order of lOmT. Althought the fields are small compared to the internal fields 

in many magnetic materials, they are still considerably larger than the expected nuclear 

dipolar fields, implying that they must be of electronic origin. The characteristic features 

of the relaxation in the magnetic state (Fig. 6.35a and 6.35b) are that there appear to be 

two well defined components, one fast-relaxing and one slow-relaxing. We note that this 

qualitative behaviour has been confirmed by ZF pSlZ measurements in these systems by 

other groups; furthermore, it is not very different from the form of the relaxation in other 

fulleride magnets [138, 216]. 

A closer look at the fast relaxing component for A = Rb (see Fig. 6.36) reveals 

that the relaxation is quite exponential (and otherwise featureless) back to the earliest 
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times accessible in the data.1 At the top of Fig. 6.36, the relaxation at 50K (above 

the magnetic transition) is shown for comparison, and at the bottom the analogous 

T F relaxation at 1.5T is shown in the rotating reference frame, rotating at the average 

precession frequency. The spectrum at 2K (stars) is from a different sample than the 

rest of the data, and indicates sample independence of the qualitative features of the ZF 

relaxation at early time. 

It has recently been found that the sample corresponding to the stars in Fig. 6.36 

likely contains an impurity phase of Rb 3 C6o (perhaps as large as 20% [217]). It is not 

known whether the previous sample contains a similar impurity phase, but it is possible. 

For comparison, the low temperature ZF spectrum in RbsCeo is shown in Fig. 4.28. It is 

clear that the small M u component from a small fraction of RbaCeo would be too small in 

amplitude to make a significant contribution to the relaxation shown in Fig. 6.36. Thus 

the observed relaxation is attributed predominantly to RbiCeo 

In contrast to A = Rb, for A = Cs at the lowest temperature, there appears to be a 

rapidly damped oscillation (Fig. 6.37). A subsequent measurement on the same sample in 

the dilution refridgerator (DR) at 1.0K is shown for comparison. The overall asymmetry 

in the DR is lower, but the data at 1.0K and 1.9K are consistent.2 The oscillation, 

though, is of relatively small amplitude and cannot be resolved at temperatures higher 

than 2K. The oscillation frequency at 1.9K and 1.0K is approximately 6 MHz. 

The presence of such an oscillation indicates that there is some small degree of mag­

netic order. The amplitude of the oscillating signal suggests that the fraction of the 
1Note that the data (for A = Rb) contains an oscillating signal at « 320MHz which is due to the 

TDC (described in §2.1.3). This oscillation is binned over in the figure, but its existence effectively limits 
the timing resolution to a few periods of the clock cycle (3ns). More recent data (stars in Fig. 6.36) does 
not suffer from this problem. 

2Note that, except for the data in the DR, all the data for A = Cs was taken in a separate spectra 
apparatus, and because of the absence of the "V' straight-through peaks in the sample spectra in such 
an apparatus, earlier times are accessible. This is the reason that the DR data begins at 50ns instead of 
closer to zero time. Moreover, no clock signal is present in any of the A = Cs data. 
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sample which possesses this order is relatively small (less than ~ 10%). From this data, 

it is not possible to determine what form the magnetic ordering takes (SDW, local mo­

ment A F M etc.). The frequency of an oscillation in the ZF spectrum (due to magnetic 

ordering) is determined by the size of the field (averaged over all the muon sites). This 

field is in turn determined by the size of the ordered moment, the distance to the muon 

site, and the form of the effective coupling. Without knowledge of the muon site, it is 

not possible to estimate the size of the ordered moment from the oscillation frequency, 

however, the oscillation frequency in the T M T S F SDW systems[23] is much smaller 

(< 0.6MHz). Thus if the ordering is of a SDW type, the magnitude of the SDW and/or 

the coupling between the p+ and the SDW must be considerably larger in CsjCeo- The 

presence of any sort of oscillation implies that at least a fraction of the muons is stopping 

in a set of one or a few magnetically equivalent sites. The field at the p+, given by the 

oscillation frequency 6MHz/7 A 1 is about 450G. The magnitude of the internal fields is thus 

consistent (in order of magnitude) with the observed N M R broadening of ~ 2000ppm at 

7T [64]. 

With the exception of the low temperature data in CsiCeo, no oscillatory behaviour 

is observed. As discussed in Chapter 5, this indicates that the muons are sampling a dis­

tribution of magnetic fields which, for the most part, is highly disordered. In particular, 

the distribution function $(B) is peaked at or very near B = 0. The absence of the dip 

and recovery Kubo-Toyabe behaviour (see Fig. 5.32) indicates that the field distribution 

is broader than a Gaussian. This is also consistent with the fast relaxing early time 

behaviour, which indicates the presence of some weight in $ at relatively high fields. 

The oscillation, for A = Cs, indicates that, in this case, $ also posseses a small broad 

peak centred at B « 450G. In order to summarize the temperature dependence of the ZF 

spectra, we introduce a convenient relaxation model. However, unlike the frequency of 

ZF oscillations observed in more ordered magnetic systems, the relation of the relaxation 
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rate in such a model to a magnetic order parameter is not clear. However, as discussed 

in Chapter 5, the relaxation rate is directly related to the magnitude of the internal 

fields (i.e. the width of the field distribution), thus it is an important characteristic of 

the magnetic state. 

A reasonable description of the low temperature data is obtained assuming it is the 

sum of three terms: 

APz{t) = AFPF{t) + AsPs(t) + ANR, (6.1) 

where the subscripts F and S refer to fast and slow, and A^R is a non-relaxing component 

which accounts for muons stopping in the silver mask around the sample. For the ZF 

fits, we assume A^R is about 20% of the full asymmetry3. One could fit the data using 

stretched exponentials (P(t) = exp [—(Xt)13]) which interpolate between an exponential 

and a Gaussian, but such a model overparametrizes the data. Fitting the entire relaxation 

to a stretched exponential yields an unreasonably low power (3 < 0.5, indicating that the 

relaxation is highly two component, as opposed to a smooth distribution of relaxation 

rates. 

It is found that the relaxation for A — Rb can be well described with exponential 

relaxations (Ae~Xt) for both the fast and slow components; whereas, for A = Cs, a 

better choice is Gaussian relaxation for both components ( A e _ c r 2 < 2 ) . Once an appropriate 

form for the relaxation is selected, there are still two possible assumptions regarding the 

behaviour of the two components. 

1. If the two components come from two inequivalent muon sites, then we may assume 

that the relative amplitudes of the two sites remains constant with temperature, 
3 As discussed in Chapter 5, if the internal field is random in orientation and completely static, 1/3 of 

the muon polarization does not relax. This fact has not been incorporated explicitly in Eq. (6.1), since 
there is no indication that Pz(t) reaches its t —>• oo value in the experimental time-window. This may 
be due to the breadth of the field distribution and/or slow dynamics in the field. The 1/3 component is 
thus contained in the slow term of Eq. (6.1). 
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neglecting any muon site-changing dynamics (which would seem to be inconsistent 

with the static nature of the relaxation). 

2. On the other hand, if the two components are due to some kind of inhomogeneity 

in the magnetic state, then we may assume the relative amplitudes can vary. An 

example of this kind of behaviour is found in spin-glasses, where frozen and dynamic 

regions co-exist, and their relative fractions change with temperature. 

It is found that, if the assumption of the first case is pursued, that the relaxation rate of 

the fast component increases to unrealistically large values as the temperature increases, 

indicating that the constant fraction assumption is inappropriate. This is also apparent 

in the data: the fast component appears to change with temperature in amplitude more 

strongly than in relaxation rate. 

Thus under the second assumption, we find the following behaviour for the temper­

ature dependence of the ZF relaxation (see Fig. 6.38 for A = Cs and Fig. 6.39 for A 

= Rb). The fast component seems to decrease continuously in amplitude, with roughly 

constant relaxation rate as the temperature is increased from 2K. Above about 6K (Rb) 

and 10K (Cs), the two components become difficult to distinguish. In the case of Rb, 

the amplitude of the fast component was constrained to approach zero roughly continu­

ously, while for Cs, the two components were allowed to mix. Above 15K (Rb) and 35K 

(Cs) the relaxations were fit to a single relaxing component. The transition temperature 

appears to be about 20K for both systems, but there is a broad range of temperatures 

above this where some sort of onset behaviour is apparent. Even below the transition, 

the relaxation varies rather gradually with temperature compared with other magnetic 

systems. 4 

4Note that the difference in total amplitude in the DR is the result of differences in the counter 
geometry, thus the two low temperature points for Cs (triangles and nablas in Fig. 6.38b) should not 
be taken as continuations of the higher temperature data. However, the relative magnitudes of the two 
components (i.e. they are nearly equal) is consistent with the higher temperature data. 
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Figure 6.35: The ZF relaxation at low T in all three AiCeo systems, and the quenching 
of that relaxation by small L F . The quenching indicates that the relaxation is due to a 
static magnetic field distribution in all three cases. However, the origin of the relaxation 
is different: for A = Rb, Cs the relaxation is due to diamagnetic muons experiencing the 
static fields of the low temperature magnetic phase. For A = K , the relaxation is similar, 
but it is nearly independent of temperature. 
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0 t 

Figure 6.36: The fast component of the low temperature ZF spectrum in RbiCeo- The 
relaxation is well described by an exponential to the earliest accessible times. The stars 
correspond to data taken on a different sample. The lower data is the relaxation envelope 
of the decay of the T F precession at 1.5T. 
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Figure 6.37: The fast component of the ZF relaxation in CsiC6o at the lowest tempera­
ture. There is a fast relaxing oscillation with a frequency of about 6MHz. The 45K data 
above the magnetic transition indicates that the fast component is not due to contam­
ination from the early time straight through peak which does not occur in the sample 
spectra of the separate spectra apparatus. 
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Figure 6.38: Temperature dependence of the zero field relaxation in CsxCeo- The fit 
function is the sum of 2 Gaussian relaxations, a) The fast and slow Gaussian relaxation 
rates and b) The amplitudes of the fast and slow signals. The triangles and nablas are 
from data taken at a different time on the same sample in a different spectrometer. 
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6.1.2 High Transverse Field in R b ! C 6 0 

In this section T F measurements on Rbi Ceo at low temperature (complementary to 

the ZF results of the previous section) are presented. 

The temperature dependence of the transverse field damped precession has been an­

alyzed using the same model for the relaxation as in ZF (i.e. Eq. (6.1)). In addition, to 

avoid overparametrizing, the phases and frequencies of the three signals were constrained 

to be equal for the three components. 

Fig. 6.40a shows the two component nature of the relaxation in frequency space. The 

lineshape is approximately the superposition of two lines one narrow and one broad. This 

lineshape is quite similar to the observed 1 3 C N M R lineshape in CsiCeo shown in [64]. 

In Fig. 6.40b, the mean frequency shift relative to a calibration run on high purity Ag is 

plotted. The calibration run was accomplished by affixing a 99.9985% Ag disk (0.25mm 

thick) to the front of the sample cell window with Apiezon N grease, and remounting 

the sample cell, thus reproducing the experimental conditions as closely as possible. The 

frequency shift is corrected for the known muon Knight shift in Ag (+94 ppm [75]) by 

the following formula, 

,e / - L W ( l + 94ppm)] 
b c ~ 1 0 ' [W(l + 94 P Pm)] { b - Z ) 

where f&g is the observed temperature independent Ag frequency. We note that the 

frequency shift reported in [214] has the opposite sign, but these authors do not state how 

the reference frequency was measured. From this plot, the frequency exhibits a positive 

shift which increases gradually and continuously below 60K. The parameters describing 

the three component relaxation in 1.5T T F are shown in Fig. 6.41. The qualitative 

agreement with the ZF results (Fig. 6.39) is clear. Quantitatively, one expects any high 

T F relaxation rate to be less than the corresponding ZF rate, at least by the geometric 

factor 1 / \ / 2 , and by more in the case where "non-secular" relaxation is appreciable in 
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the ZF. 

Finally, in Fig. 6.42, the results of fitting the three component model to the T F 

relaxation at 2.8K for various fields are presented. These results may bear on the proposed 

spin-flop transition which A F M R experiments indicate occurs below 2.7T [70]. Only two 

points (triangles and nablas in Fig. 6.42a) were taken under field cooled (FC) conditions. 

The rest were zero field cooled (ZFC). No significant difference was found between the 

FC and ZFC results, so the points are not distinguished in Fig. 6.42b.5 There is no strong 

systematic field dependence in the relaxation rates for either component. However, there 

is a strong field dependence at low field in the relative amplitudes. The analysis of 

the field dependent amplitude is somewhat complicated by the known effect of muon 

beam focusing in the HELIOS solenoid [189]. The strong field in the beam direction 

causes the beamspot to contract continuously up to about 2T (above which the beamspot 

expands). The effect of this is to change the relative magnitude of the non-relaxing signal 

(background) ANR relative to the sample signal. This has been approximately accounted 

for by fixing ANR(B) (stars in Fig. 6.42b). From the plot, it can be seen that the 

magnitude of the slow component As decreases rapidly with field (from the ZF value of 

about 2Ap) to become equal to Ap by IT. At higher fields, As ~ Ap. 

5The T F data for A = Rb also contains the clock signal mentioned previously. However, the clock 
signal is well separated from the muon precession frequency, and it can be binned over. 
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Figure 6.40: a) The field-cooled lineshape in the magnetic state of RbiCeo at 1.5T. 
The line appears to be the superposition of two lines, one broad and one narrow, in 
correspondence with the ZF relaxation, b) The temperature dependence of the frequency 
of the line relative to Ag, and corrected for the known muon Knight shift in Ag. 
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Figure 6.42: The a) exponential relaxation rates and b) corresponding amplitudes of the 
two relaxing signals from fits to the T F relaxation at 2.8K as a function of field. The 
triangles and nablas correspond to field cooled conditions, while the circles and squares 
are zero-field cooled. Because there was no significant effect of zero field cooling, these 
two cases have not been distinguished in panel b). The third (non-relaxing) component 
was assumed to have the field dependence indicated by the stars in b), in order to account 
for focussing of the muon beam. 
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6.2 Inferences about the Magnetic Structure in A i C 6 0 

The results presented in the previous section are not as easily interpreted as, for 

example, the ZF oscillation frequencies observed in long-range ordered magnets. How­

ever, they still provide important information regarding the nature of the magnetic state. 

Because the fields experienced by the muon are static, the relaxation rates are directly 

related to the (site averaged) magnitude of the local field. The order of magnitude of the 

RMS field at the muon site can be estimated by dividing the relaxation rate by 2 7 ^ , 

yielding the estimates of Table 6.7. If a particular muon site is assumed (or determined 

by measurement), these values of BRMS could be used to estimate the magnitude of the 

moments for any proposed magnetic structure. 

Rate [p,s 1] BRMS[G] 

RbiCeo (Fast) 2.6 30 
RbiCeo (Slow) 0.08 1 
CsiCeo (Fast) 2.5 29 
CsiCeo (Slow) 0.2 2 

Table 6.7: Estimates of the RMS field experienced by the muon at low temperature in 
the magnetic state of RbiCeo and CsiCeo-

In addition to the magnitude of the internal field, the form of the relaxation is qual­

itative information which, in combination with results from other techniques, may yield 

important clues to the magnetic structure. The most prominent characteristic feature 

of the observed ZF pSlZ relaxation in the all samples of the two magnetic phases (A = 

Cs and Rb) is its two component nature. The second most apparent feature is that the 

relaxation seems to develop quite gradually with temperature, and both the amplitudes 

and relaxation rates of the two components are temperature dependent. 

In the N M R of CsiC 6 o, the 1 3 C lineshape is also distinctly two component, whereas 
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the 1 3 3 C s line is not. The close analogy between the 1 3 C and the pSTZ suggests that the 

muon is sampling the static field distribution in the same way as the 1 3 C . While the sites 

of the p+ in these materials are currently a matter of speculation, the positions of the 

carbon atoms are not. It is possible, perhaps even likely, that the interstitial p+ is closely 

associated with the outer surface of the (distorted) Ce 0, lending support to the idea that 

the muon and carbon nuclei sample the same spatial distribution of magnetic fields. 

In addition both the A F M R and the N M R suggest some sort of antiferromagnetically 

(AF) ordered state, but whatever, the structure, it must be consistent with the lack of 

detectable magnetic neutron scattering[67]. Furthermore, if the two component nature 

is characteristic of the magnetic structure, and if the conclusion (found in N M R and 

A F M R ) that the A F state is spin-flopped in fields exceeding « 2.7T is correct, then the 

occurrence of two components must be independent of the direction of the moment, since 

the pSlZ is done in zero field. 

The existence of two components indicates inhomogeneity of the sample. However, 

macroscopic inhomogeneity is ruled out by the one component nature of the magnetic 

broadening of the 1 3 3 C s N M R line, so the inhomogeneity must be microscopic. One 

possible model of such inhomogeneity is that a fraction of the chains are magnetic, 

while the remainder are not, and the two kinds of chains are "intimately mixed" [218]. 

Variation with temperature of the amplitudes in this model could be due to a distribution 

of transition temperatures in the magnetic chains. For example, alkali occupancy and 

imperfect polymerization will lead to chains with a distribution of lengths (N), and 

perhaps Tc depends sensitively on N. If this is the case, then one would expect that all 

chains would possess a finite T c , and at low temperature, if saturation of the fraction 

of magnetic chains to a value less than 1 occurs, that the saturation fraction would be 

sample dependent. The amplitudes, for A = Rb in high T F , appear to saturate at low 

temperature with Ap ~ As- In ZF, though, the saturation may not be complete by 
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the lowest temperature measured (2.5K). For A = Cs, the amplitudes appear to have 

saturated by 3K (with Ap ~ As). The similar temperature dependence of the amplitudes 

in a study by another group (on A = Cs) with saturation to equal amplitudes at low 

temperature[214] suggests that this is an intrinsic property of the magnetic state. It is 

perhaps possible that the magnetic structure is inhomogeneous in such a way that, for 

example, alternating chains are magnetically ordered and completely non-magnetic, but 

perhaps there exists another explanation that could be related to the well-established 

crystal structure of these materials. 

If we assume all chains are equivalent, we must find the inhomogeneity of the field 

within a chain. There are two inequivalent regions of the distorted Ceo molecule in 

the polymer, call them the pole and equator by analogy with the earth. The axis is 

just the chain direction, and the poles are where the isolated Ceo molecular structure 

is most strongly modified (recall the carbons at the poles are sps). The Magic Angle 

Spinning NMR[60] indicates that there are as many as seven inequivalent carbons, but 

they can be grouped into the two categories above. Because the lattice constants are 

so large, the magnetic field in the magnetic state at any position in the unit cell will 

be dominated by the nearest few moments (because of the r - 3 fall off of the dipolar 

field). In an antiferromagnet, cancellation of the internal fields between neighbouring 

oppositely aligned moments, leads naturally to a region of low field. Perhaps this region 

of low field can explain the presence of the slowly relaxing component. Initial modelling 

suggests that moments localized at the poles of the Ceo would not lead easily to a region 

of low field at the surface of the molecule, but assuming a partially localized moment 

at the equator of the Ceo, yields low fields in the polar region (see e.g. Fig. 6.43). Such 

a model may provide a fruitful avenue for further investigation. However, the gradual 

temperature dependence of the relative amplitudes of the two components is difficult to 

explain unless there is a distribution of transition temperatures. 



Chapter 6. pSlZ in A\ CQQ 132 

Figure 6.43: The field on a plane halfway between two (transverse) antiferromagnetically 
aligned moments delocalized on a ring of radius R0 = 3.55A(the Ceo radius), pictured 
at the top. The moments are separated by 2y0 = 9.lA(the chain lattice constant). The 
lower panel shows the contours of the magnitude of the net field. The outermost contour 
is 10G, and the contour spacing is 10G. Superimposed on the contour plot are two circles 
representing the cross section of the equator and pole regions of the distorted Ceo molecule 
(to scale). Note that there is a pronounced "hole" in the field at the y axis, and this hole 
is on the order of the size of the polar region of the distorted Ceo molecule. 
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6.3 Muonium in A i C 6 0 

Because of our experience in using endohedral muonium to probe the electronic prop­

erties of A 3 C 6 0 (Chapter 4), attempts were made [174] to find a similar signal in the 

metallic polymer phases of AiC 6 o- The presence of Mu is suggested by the missing frac­

tion fm m 15% observed in transverse field in RbxCeo and KiCeo, for T < 250K. No such 

measurement has yet been attempted in CsiCeo-

A naive initial guess for the spin exchange rate of M u @ C 6 u in AxCeo is that it would 

simply be scaled down by gN(0) (see Eq. (3.7)) for the lower conduction electron density 

from the equivalent sized A 3Ceo system at the same temperature. For free electrons, 

gN cx n 1 / 3 , so the spin-exchange rate would be scaled down by about (1/3) 1/ 6 ~ 0.8 

compared to the corresponding A3C60 system. However, modifications to the electronic 

structure due to polymerization and possibly electron-electron interactions will likely 

alter this. Initial attempts to identify Mu by its spin exchange relaxation in L F (see 

§3.1), using this guess as a rough guide, were unsuccessful[174]. In this section, further 

investigation of Mu in the only non-magnetic A1C60 system, KiCeo, is reported. Before 

discussing Mu, however, some remarks about the ZF pSTZ in KiCeo are made. 

In zero field, the relaxation in KiCeo is nearly temperature independent, and con­

tains a small approximately exponential relaxation superimposed on a larger, very slowly 

relaxing signal (see squares in Fig. 6.44). This relaxation has been fit with the sum of 

an exponential and a slow Gaussian. The resulting relaxation rates are approximately 

temperature independent and are shown shown in Fig. 6.45. The quenching (see Chap­

ter 5) of this relaxation at low temperature (Fig. 6.44) by very low longitudinal fields, 

though, indicates that it is due to static fields. Taking the quenching of the relaxation as 

a measure of the width of the random field distribution, ~ 5G, we estimate an early time 

zero field exponential relaxation rate A for diamagnetic muons sampling a Lorentzian 
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field distribution with w = 5G (Eq. (5.4)) of A « pn^w « 0.6/us-1 (see [174]). The 

rough consistency of this estimate with the observed ZF relaxation rate (see circles in 

Fig. 6.45) suggests that this signal is due to diamagnetic muons, and not to M u 6 . The 

origin of this signal is not clear. The magnitude of the internal fields is too large to be 

due to nuclear dipoles. The exponential character of the relaxation suggests that it may 

be due to a dilute spatial distribution of static moments, perhaps associated with chain 

ends or other crystalline defects. Another possibility is the coexistence of some impurity 

phase, but the presence of this small signal in the data of an experiment by another group 

on a sample from a different source (described in [213]) suggests this is not the case. 
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Figure 6.44: The ZF and low LF Relaxation in KiC 6 o- The small amplitude fast expo­
nential relaxation is attributed to p+. The quenching by low L F shows that the internal 
fields are static and very small, i.e. the distribution is narrower than 10G. 

6The low field effective gyromagnetic ratio for Mu is about 100 times larger than because of the 
bound electron moment. 
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Figure 6.45: Temperature dependence of the relaxation rates in ZF in KiCeo- The circles 
correspond to the fast exponential relaxation, while the triangles are Gaussian relaxation 
rates, and they are near the lower limit of measureable rates. 

In an attempt to confirm that the origin of the missing fraction observed in low T F 

is muonium, decoupling curve measurements (of the Mu asymmetry as a function of 

applied L F , see Eq. (4.4)) were made. The L F asymmetry was found to increase from 

zero field, see Fig. 6.46. However, the behaviour is different from that of Mu@Ceo in 

RbaCeo (Fig- 4.15), with the inflection occuring at much lower fields. The two data 

sets are fit to the isotropic expression Eq. (4.4), which yields hyperfine parameters (Af) 

of 500(100)MHz at 2K and 1070(100)MHz at 250K. This indicates that the local envi­

ronment of the M u is not the same as in RbsCeo, and, furthermore, it is temperature 

dependent. The reduced hyperfine parameter (relative to A^ in A 3Ceo) is likely related to 
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the distortion of the C 6o molecule associated with polymerization. Furthermore, the tem­

perature dependence may be due to thermal motion of Mu within the cage. The decrease 

in below 50K for Mu in silicon has been explained in a similar manner (e.g. [96]). 

Figure 6.46: Decoupling curves of Mu in KiCeo at 2K and 250K. The fits are to Eq. (4.4), 
and they yield isotropic hyperfine parameters of 500(100)MHz and 1070(100)MHz respec­
tively. This behaviour is in contrast to that in Rb3Ceo (Fig- 4.15). The 2K curve is shifted 
up by 0.25 for clarity. 

At l k G L F , on the plateau of the decoupling curve where the asymmetry is high, 

a temperature scan of the very slow Ti relaxation of Mu was made. The temperature 

dependence of the relaxation rate for an exponential relaxation with amplitude fixed from 

the low temperature decoupling curve is shown in Figure 6.47. The size of A^ depends 

on the square of the M u electron wavefunction at the muon, and thus is correlated with 

the spin exchange interaction J (or the spin exchange cross-section) which is determined 
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by the overlap of the M u electron wavefunction with the neighbouring conduction band 

orbitals. In particular, though the detailed relationship between A M and a is complicated, 

an increase in A^ is associated with a decrease in a. The relatively small A^ together 

with the very slow T\ relaxation suggest that, contrary to the ease of A 3 C 6 O ) Mu in K i C 6 o 

is in the fast spin exchange limit (see e.g. [80]). 7 Another characteristic of the fast spin 

exchange limit is field independence of the relaxation rate (in contrast to the slow limit 

Eq. (3.4)), which is observed in K i C 6 0 at both 250K and 2K for the L F range 0.01-0.2T. 

The spin exchange rate can remain in the fast limit over a wide range in temperature 

because the reduction of A^ compensates for the reduction in the availability of free 

electrons at low temperature. Thus the temperature dependence of the relaxation rate 

at 0.1T (Fig. 6.47) is not simply the Korringa linear dependence due to free electrons but 

is the result of several competing factors: as T is reduced, i) the reduction of A^ indicates 

that the spin-exchange cross-section is increasing; ii) the hyperfine period, which defines 

the timescale separating the fast and slow regimes is increasing; and iii) the number of 

conduction electrons within kT of the Fermi energy is decreasing. However, we note that 

the presence of the missing fraction (and the L F decoupling measurements, Fig. 6.46) 

are not readily explained in this picture, because in the fast spin-exchange limit, the 

hyperfine oscillations do not exist long enough to be averaged to zero (the origin of the 

missing fraction). One possible explanation for the persistence of a missing fraction in the 

fast spin-exchange regime is that the spin-exchange is delayed for a short period of time 

after the muon is implanted (on the order of the hyperfine period) before spin-exchange 

rate is established. 

7Note that the observed relaxation is too slow to be explained easily by slow spin-exchange. The 
slope of Ti(T) in the approximately linear region (Fig. 6.47) above 50K (1-0(2) x 1 0 - 3 / / s - 1 K - 1 ) is much 
smaller than that observed in AsCeo- For example, the value of the slope in K 3 C 6 0 , which is obtained 
from Fig. 4.14 by extrapolating down in field from 2T to 0.1T using Eq. (3.4), is about 7.0 / J S _ 1 K - 1 . 
Thus the spin exchange rate in K1C60 would have to be ~ 104 times slower than in K 3 C 6 0 , which seems 
unreasonable. 
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Figure 6.47: L F relaxation rate attributed to Mu@C 6o undergoing fast spin-exchange 
with the conduction electrons in KiC 6 o- The temperature dependence is not simply due 
to the Korringa mechanism as in A3C60, see text. 



Chapter 7 

Conclusions 

7.1 A 3 C 6 0 

In conclusion we have observed the L F relaxation of Mu@Ceo in the A 3 superconduc­

tors. The temperature dependence of the relaxation rates exhibit Korringa behaviour 

above Tc and a small strongly field dependent coherence peak and strong activated be­

haviour in the superconducting state. The superconducting energy gap can be extracted 

from the low temperature behaviour, and the large uncertainty in its value is mainly due 

to uncertainty in the appropriate form of the temperature dependent superconducting 

DOS. For R b 3 and K 3 and the range of models considered, the reduced gap 2A/kTc lies in 

the range 3-5. However, for consistency between the high and low field temperature de­

pendences, a weakly temperature dependent broad DOS is favoured, and the reduced gap 

values lie between 3.2 and 4.0. The upper end of this range as well as the broad low tem­

perature DOS peaks are consistent with the tunneling and optical results of Roller. [202] 

The small size of the peak can be due to one or several factors, such as the moderately 

strong electron-phonon coupling suggested, for example, by tunneling. [202, 205] Follow­

ing Pennington and Stenger[102] we conclude that, provided the results of Akis[131] carry 

over directly to the case of A 3Ceo, which possesses a very broad and complicated phonon 

spectrum, the small size of the 1.5 T coherence peak implies Tc/E\os « 0.2. A ratio as 

large as this is incompatible with the near weak-coupling value of the energy gap which 

gives[202] Tc/E\og < 0.1. Thus strong-coupling alone will not consistently account for 

139 
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the both the small coherence peak and the gap. Together with the strong field depen­

dence of the coherence peak, this suggests that an additional coherence peak suppression 

mechanism connected with the inhomogeneous vortex state must be present. A full ex­

planation of such an effect would require extension of the theories discussed in section 

IV.D [150, 153] to the regime of strong-coupling. 

In transverse field we find broadening of the ^uSR precession line due to the inhomo­

geneous fields of the vortex state. There is no clear flux lattice lineshape, so we can only 

estimate the magnitude of A, which for example in R b 3 lies in the range 3000 - 7000 A 

. This range is definitely inconsistent with the values of Chu and McHenry[94], and this 

discrepancy is likely due, not to sample dependence of A, but rather to the systematic 

differences between the two techniques. 

The weaker activated dependence in s-Na 2 Cs is likely due to coexistence of the ns~ 

Na 2 Cs phase. Quench-rate dependent experiments may be able to clarify this and allow 

measurement of the properties of both phases. By comparing the coherence peak in 

Fm3m materials with s-Na 2 Cs, we find no evidence for an effect on the coherence peak 

due to the degree of molecular order. In the Fm3m materials, quench rate dependence 

would also help to clarify the role of frozen orientational disorder in the value of A and 

in the residual low temperature T\ relaxation. 

Finally we note that there are interesting aspects of Mu@C6o in A3 such as its stability 

and very weak interaction with the conduction band that suggest further theoretical 

invesitagtion of the detailed properties of endohedral fullerene species. 

7.2 AiCeo 

The first observation of Mu in a metallic system (KiCeo) other than the A3Ceo mate­

rials is reported here for the first time. The structure of the M u centre is different than 
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the endohedral centre in A3C60, with a smaller temperature independent hyperfine pa­

rameter. To clarify the details of the structure of M u in this system, more measurements 

are required. A better understanding of the hyperfine structure may aid in explanation 

of the Ti relaxation of Mu in this system, which is remarkably slow compared to the 

A3C60 systems. 

In the magnetic state of AxCeo (A = Rb, Cs), the static nature of the internal fields 

has been confirmed. A rapidly damped oscillation in the ZF spectra at the lowest tem­

peratures in CsiCeo is the first evidence from pSIZ that there is magnetic order in the low 

temperature state. It is, however, not possible from this data to make any conclusion as 

to the form of the magnetic structure. A phenomenological form was used to parametrize 

the magnetic relaxation. The features apparent in the data are: 

1. The two component nature of the relaxation at low temperature; 

2. The amplitudes and relaxation rates of the two components change with tempera­

ture; 

3. In RbiCeo, the amplitudes haven't saturated by 2.5K in ZF, but they seem to have 

in high T F as well as in ZF in CsiCeo! 

4. The saturation of the low temperature amplitudes is to roughly equal amplitudes 

for the fast and slow components; 

5. The transition is quite broad and the temperature dependence is quite gradual. 

This list of features of the relaxation in the magnetic state may be due to microscopic 

inhomogeneity in the magnetic state. An alternative interpretation has been suggested 

to explain this behaviour: the inhomogeneity may be a characteristic of a homogeneous 

magnetic state in conjunction with the manner in which the muons sample the internal 
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fields. The similarity of the pSTZ relaxation and the 1 3 C N M R spectrum in the magnetic 

state may be due to a similar sampling of the field distribution. The presence of a spin-

flop transition in RbiCeo, may be related to the change in the relative magnitudes of the 

fast and slow components which occurs at fields less than IT. 
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Appendix A: Relevant Alkali Nuclear Moments 

Isotope spin [h] Abundance [%] A - H d [A] p/d3 [n.Nk-3] 
2 3 N a 3/2 2.2161 100 1.8873 0.3297 
3 9 R 3/2 0.39097 93.10 - -

4 0 K 4 -1.296 1.18 - -
4 1 K 3/2 0.21459 6.88 - -

- 0.394 - 2.24 0.0351 
8 5 R b 5/2 1.3482 72.15 - -

8 7 R b 3/2 : 2.7414 27.85 - -

- 1.736 - 2.367 0.3099 
1 3 3 C s 7/2 2.56422 100 2.494 0.1653 

Table A . l : Nuclear moments of the alkali metals, and the alkali hydride bond length. If 
the fi+ is closely associated with a single alklai ion, one might expect that the normal 
state T F linewidth would scale with the average nuclear dipolar field p/d3. 
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Appendix B: Details of Sample Mounting 

For the benefit of anyone planning to use pSH on alkali fullerides or similar air-

sensitive materials and to make a complete description of sample handling and mounting 

procedures employed in the experiments on which this thesis is based, a detailed descrip­

tion of the various sample cells is given below. 

Initial sample cells employed the low background technique using a cup shaped veto 

counter behind the sample[86]. This was necessary in order to obtain an acceptable signal 

to noise ratio from the small quantities of material that were available at the time. In 

such a cell, the sample, a lightly pressed pellet wrapped in thin A l foil, was stuck to a thin 

aluminized mylar (0.5 thou, thick) sheet with silicone vacuum grease. The aluminized 

mylar sheet was held taught (like a drumskin) in the cylindrical cell cavity by a thin 

A l ring. The cell (shop aluminum) was equipped with Kapton windows in front and 

behind the sample, so that p+ entering the cell and not stopping in the sample would 

exit throught the back window and trigger the veto cup. The window seals were made by 

crushing an indium o-ring in a rectangular groove of cross-sectional area slightly smaller 

than the In wire. The actual seal was made in the area on either side of the groove. 

Because the sealing area was too large, this groove design lead to loss of integrity of the 

cell. Subsequent cells did not employ this low background technique because material was 

available in sufficient quantity that the entire muon beam could be stopped in the sample. 

In the new cell, the groove design was improved in the following way: a triangular groove 

(of cross-sectional area appropriate to the In o-ring thickness) was used, and the groove 

was flanked on either side by a relieved area (10 thou, higher than the surrounding 

surface) about 1mm wide. The relieved area provided the sealing area, where the In 
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would be pressed very thin, the crushing force of the screws being concentrated on this 

area. Excess In would flow beyond the relieved region and not interfere. Note that it is 

imperative that the edges of such cells that come into contact with the Kapton window(s) 

be smooth (usually "radiused" at about 1mm). This is because the window flexes against 

these edges as the pressure gradient across the window varies during the course of an 

experiment, and any roughness may puncture the Kapton. 

Nearly all the cells employed standard #4-40 hex socket head 18-8 stainless steel 

screws to provide the sealing force. Concerns about magnetism at low temperature in 

the screws led us to commission the manufacture of Al-bronze non-magnetic socket head 

screws. The socket head is the preferred type for use in inert atmosphere gloveboxes where 

thick gloves make handling of other screw types difficult (and dangerous for the glovebox 

integrity). Furthermore, it is easier to get a large torque on such screws. It should be 

noted that with such small screws it was found (even for the stainless steel) that it is 

easy to apply enough torque with a standard Allan key to shear the socket heads off. 

The screw itself, and not the threads in the A l cell, is the weakest point in this case. 

Concern over the relative weakness of the bronze screws led us to use stainless screws 

to crush the o-ring, and subsequently replace the screws one-by-one with the bronze 

screws. Significant improvements to this process could be made by using a small press 

to crush the In o-ring. With a jig appropriate to the cell, one could, while maintaining 

pressure in the press, insert the bronze screws. 

To avoid temperature dependent background signals from muons stopping in A l , 

whenever any of the non-low background cells were used, a 0.25 mm thick high purity 

silver mask (99.9985% Ag, Goodfellow) was attached to the front of the A l vessel. Fur­

thermore, before the sample was loaded, a similar silver backing was installed in the back 

of the sample cavity. In all cases the samples were contained in A l foil sufficiently thin 

to stop very few muons. 
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We note that nearly all the experiments described in this thesis were conducted in a 

He gas flow cryostat. The sample thermometry (e.g. Lakeshore calibrated carbon glass 

resistor or diode thermometers) in some cases was about 2cm from the sample, but in 

others was placed in blank holes in the back of the sample vessel. Thermal gradients in 

the gas flow cryostat were not significant as the difference between the sample and He 

diffuser thermometry indicated. The cells for two exceptional experiments not conducted 

in such a cryostat are described below. 

For the high temperature cell, the considerable expertise of the T R I U M F machine 

shop was employed in manufacturing a cell from 99.9% (Johnson-Matthey) Ag with a 

welded 1 thou. Ag foil window. The sample was loaded into the cell cavity via an annealed 

oxygen-free Cu tube, Ag-soldered into the rear of the cell. After the cell was filled, the 

tube was sealed by crimping the tube. It was found that the tube (1/8" outer diameter) 

was inconveniently small for loading and unloading the sample in a glovebox. The cell 

was also equipped with a blank hole in the rear where a Pt resistor thermometer was 

placed during the experiment. 

Spatial constraints in the Oxford Instruments Model 400 Top Loading Dilution Re-

fridgerator (DR) are such that sealing a window with an In o-ring is impractical. Thus 

a cell using an epoxied Kapton window was designed (see Fig. B . l ) . The (99.9% Ag) 

cell was sealed with an In o-ring seal and a plug held in place with four #2-56 screws 

(again using stainless first, then replacing them with bronze). A c-clamp and jig was 

also used to provide crushing force on the thin (typically 20 thou, diameter) In o-ring. 

The powdered samples were introduced into the cell cavity in thin (0.3 thou.) A l foil 

packets. 

Gluing such a window presented many difficulties. The best method found is as fol­

lows: The epoxied surfaces (Ag and Kapton) are sandblasted (the Kapton widow can be 

masked with scotch tape) and cleaned with methanol. A cryogenic epoxy (e.g. Industial 
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n S e a l S u r f a c e 
S a m p l e C a v i t y 

W 
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G l u e i n g S u r f a c e 

T h e r m o m e t e r 
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T h e r m o m e t e r 
C o n n e c t o r T h r e a d s 

Figure B . l : A scale drawing of the (Ag) powder cell used in the dilution refridgerator. 
The sample is loaded via the slot in the top of the cell which is surrounded by the 4-hole 
pattern of threaded holes for the sealing screws. Note the relieved area for the indium 
seal. The seal is made with a plug (not shown) also made of 99.9% Ag. 

Formulators of Canada Ltd. G-R , nominally a woodworking epoxy) is mixed and bub­

bles removed by pumping on it in a bell jar. Both surfaces are lightly epoxied with a 

fine brush. Excess epoxy may leak into the cavity and harden into a sharp point capable 

of puncturing the Kapton. Furthermore, excess epoxy may stop muons and contribute 

a background signal. The window is attached at one end to the back of the cell and is 

wrapped around, being held taught by hand and tape. The cell is then introduced into 

a channel shaped A l form lined with a thin sheet of neoprene rubber and clamped with 

a small c-clamp. The window is then left for the hardening time of the epoxy (12 hours 
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for G-R) . The success of the gluing process can be observed through the transparent 

Kapton, but other tests are recommended to ensure that the window is vacuum tight. 

For instance, the cell can be filled with Ar or He gas and sealed using a thin rubber 

o-ring, and then the leak-rate measured by placing the cell in an evacuable dessicator 

and using a residual gas analyzer. We note that Kapton is permeable to He but not to 

Ar, so some calibration of the expected leak-rates is required. A n epoxied window of 

dimensions roughly the same as shown in Fig. B . l was tested to high (internal) pressure, 

and was found to burst at about 8 atm, with the Kapton and not the epoxy failing. 

The low thermal conductivity of all materials below IK[88] makes both thermal con­

tact and thermometry serious concerns for any experiment at DR temperatures. The 

use of an exchange gas alleviates the problem of thermal contact, but the only gas with 

sufficient vapour pressure below 77K is He. The practical low temperature limit for any 

exchange gas is set by the temperature at which the saturated vapour pressure drops 

drastically, for 4 He this is about IK and for 3 He it is about 0.3K. 

For a powder (or even pressed powder), thermal contact via an exchange gas (as 

opposed to conduction) is clearly preferable. However, one must always be concerned 

when placing a sealed vessel into a coldfinger DR cryostat, such as this, that the vacuum 

seal of the sample cell may have been lost during loading or cooling and the exchange gas 

may have leaked away. There are several ways to test this. One method involves use of a 

paramagnetic thermometer such as Cerium Magnesium Nitrate (CMN). Such a method 

has not yet been tried, but one would simply load the C M N in the same way as a sample, 

and use the temperature dependence of the muon frequency[89] to reliably measure the 

temperature in the cell. Loss of exchange gas would manifest itself in the "bottoming out" 

of the C M N temperature above the minimum exchange gas temperature. This method 

relies on the reproducibility of the sample cell seal, but has the advantage of allowing 

calibration of the DR resistive thermometers with the actual temperature of an insulating 
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sample in the exchange gas. Another method is to compare the thermal gradients, as 

measured by an array of resistive thermometers, (typically R u 0 2 film thermometers) 

along the length of the DR coldfinger between runs with the cell empty, filled both with 

and without the exchange gas. If the exchange gas has escaped or completely liquefied, 

the main thermal contact to the sample will have been broken, and the sample will 

provide a radiative/conductive heatload on the coldfinger. Observation of a difference in 

the temperature gradient caused by this heatload at some temperature would set a lower 

limit on the sample temperature that could be obtained reliably. 


