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A b s t r a c t 

In this paper we consider a Wilson loop in a 2+1 dimensional pure Yang-Mills theory 

with an SU(2) gauge group. The initial goal is to test a conjecture of A . M . Polyakov's 

which proposes that if one considers the field-strength, F°„, and the gauge field, Aa, as 

independent, random variables, then a sum over surfaces spanning the Wilson loop will 

re-introduce the Bianchi Identity. We do this by introducing an additional functional 

integral over a sigma model variable which unravels the path-ordering of the loop vari­

ables. Then, via a non-Abelian Stokes' theorem, we express the Wilson loop as a surface 

integral with separate functional integrals over both and A^. At the semi-classical 

level, characterized by a large spin parameter, we find that the conjecture holds true -

the Bianchi Identity arises as a natural constraint. 

Secondly, we find that this reformulation of the Wilson loop naturally allows for an 

arbitrary distribution of monopoles. We treat both the cases of a single monopole and 

a monopole gas. In the latter case case we demonstrate the confinement of quarks for 

states of half-odd-integer spin. 
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Chapter 1 

Introduction — Some Background on the Problems at Hand 

In this project we investigate some of the properties of a Yang-Mills field (in three di­

mensions, for the most part). To this end, in the following pages, we present a brief 

outline and explanation of some field theoretical concepts, leading up to a discussion of 

the Yang-Mills non-Abelian gauge field theory. Also presented is a short introduction to 

some of the investigative tools at our disposal - most importantly, the Wilson loop. 

1.1 The Yang-Mills Field 

It is of great importance to have a firm understanding of the defining characteristics of 

the Yang-Mills field in order to understand both the motivation and the difficulties of 

an investigation into the behaviour of such a field. Begin by considering a simpler field 

theory - for example, the standard Dirac field, from which we shall shortly construct 

Quantum Electrodynamics: 

This Lagrangian, by inspection, is invariant under the following transformation: 

which is known as a global phase invariance (or symmetry). 

We need not stop here. We may generalize transformations of the type (1.2) to the 

much more powerful local phase transformation (gauge transformation): 

^ D i r a c = ^(ij^dfj, -m)lp (1.1) 

ip(x) -> eiatp(x) (1.2) 

ip(x) —»• e {x)i;(x) (1.3) 

1 
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such that the phase rotation through angle a(x) may vary arbitrarily from point to 

point. However, due to the derivative operator in the kinetic term of (1.1) the symmetry 

is spoiled. We can remedy this by replacing with a generalized operator, D^, (called 

the covariant derivative for reasons which will become apparent later) which we will 

purposefully construct so as to maintain the symmetry under (1.3). Our requirement is 

that 

D„tb -)• eia^D^ (1.4) 

that is, 

-»• e , a W D , e - , a ( l ) (1.5) 

This is accomplished by specifying 

Dp = dp - ieA^x) (1.6) 

for some unknown function A^(x). In this case, the transformation properties of 

require that transforms as 

A^x) -> A^x) - ^ a ( z ) (1.7) 

In a very natural way, our insistence that our Lagrangian have a local phase invariance 

has led to the introduction of A^(x), a gauge field. 

We can now construct a kinetic term for this gauge field which has appeared as a 

natural consequence of invariance conditions. Of course, this new term for the Lagrangian 

must continue to preserve the symmetry. 

F]W = dPLAv-dvAVk (1.8) 

satisfies this requirement. In fact, it is the unique gauge-invariant term with the minimum 

number of derivatives. 
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Putting all of these pieces together, we end up with 1 : 

£ Q E D = rpW - m)rP - -F^F*™ - e ^ " ^ 

= 4(ip-m)4-l<Fv,)2 (1.9) 

It is this Lagrangian which describes Quantum Electrodynamics. 

Applying the Euler-Lagrange equation to in (1.9) leads directly to the inhomoge-

neous Maxwell equations: 

S^F"" = e ^ 7 " V = ej" (1.10) 

where ju denotes a current density (the conserved Dirac vector current). 

We can also use the previous results to write down a gauge invariant form of the 

Schrodinger equation, the standard equation which describes the non-relativistic dynam­

ics of a charged particle. From the classical Hamiltonian for a particle with charge in an 

electromagnetic field2 we have 

H= -^-(p + eA)2 ~eV (1.11) 

which allows us to write down the standard Schrodinger equation as 

( s , ( - < * + e ^ - e V ) * = ^ F ( 1 1 2 ) 

which can be rewritten as 

= iD°ip (1.13) 

where is defined as before (with A0 = V ) . This is a manifestly gauge invariant 

Schrodinger equation (this can be easily verified by plugging in the gauge transformed 

fields). 

1 We make use of the standard notation, 7M<9M = <p 
2 Note that h — c = 1 throughout. 
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Thus, we have experienced the necessary appearance of a gauge field, A^, through the 

requirement for local gauge invariance. The importance of this cannot be overestimated. 

Despite the fact that in classical field theories only the field strengths (i.e. F^) are 

required, gauge fields are an integral part of quantum theory. In fact, as evidenced by 

the now famous Aharonov-Bohm effect, the existence of the gauge field is of fundamental 

physical significance. 

Generalizing this discussion of local gauge symmetries naturally leads into the fasci­

nating Yang-Mills theory. We generalize these previous concepts by defining a transfor­

mation analogous to (1.3), but under a non-Abelian symmetry group. This was first done 

in the 1950's, by C.N. Yang and R. Mills, who proposed that local phase invariance, as 

described above, can be generalized to local invariance under any continuous symmetry 

group. It is this powerful concept, encompassing the theoretical constructs of the Lie 

algebra and the Lie group3, that lies at the heart of the Yang-Mills theory. For clarity, 

as well as reasons of relevance to the rest of this paper, we will specialize to the case of 

an SU(2) (or 0(3)) symmetry group. However, the following definitions easily generalize 

to other continuous symmetry groups. 

To begin, consider a doublet of fields: 

ip = 

. V>2 (x) 

and then define an analogous, but more abstract, rotational transformation: 

oa 

tp -» exp(iaa(x)—)ip (1-15) 
3 A Lie group is a continuously generated group, structured such that it contains elements arbitrarily 

close to the identity. Then, any general element may be reached by the continuous action of these 
infinitesimal elements. The Hermitean coefficients of the infinitesimal group parameters are called the 
generators of the group. The vector space spanned by the generators, with the operation of commutation, 
defines a Lie algebra. 

(1.14) 



Chapter 1. Introduction — Some Background on the Problems at Hand 5 

(summation over repeated indices implied here and henceforth) where the oa are the 

familiar Pauli spin matrices, given by: 

0 1 0 -i Q 1 0 
CT2 = o3 = 

1 0 i 0 0 -1 
(1.16) 

We then normalize our group generators, ta, according to 

Tr tatb = -Sab (1.17) 

2 

which implies that our generators for the SU(2) Lie algebra will be ^ a n d ^r- There­

fore any group element of SU(2) can be given by e%(acr l+bcr2+ccr3) f o r r e a l parameters a, 

b, c. The finite number of generators is termed as compact, for the associated Lie group 

will be given by a finite-dimensional, compact manifold. 

It is possible to construct a Lagrangian for a field theory with such a local gauge 

invariance as (1.15) - but the procedure will now have added difficulties due to the three 

orthogonal symmetry motions, which do not commute with one another. It is for this 

reason that we are said to have a non-Abelian gauge field theory. 

Worth noting is the significance of Noether's theorem within these theories. In 

essence, Noether's theorem states that for each continuous symmetry of a Lagrangian, 

there will be a conserved quantity. For example, invariance under the transformation (1.2) 

is associated with the conservation of charge. It should therefore come as no surprise that 

invariance under (1.15) indicates conservation of charge density. At first, this would in­

dicate that charged particles cannot move. However, as we know to be the case, charged 

particles can move (for example, electrons in quantum electrodynamics (QED)) - and 

this is due to the degeneracy of the Q E D vacuum (non-invariance under gauge transfor­

mations) [1]. 

As above, the normal derivative operator, d^ip, ceases to have any useful geometrical 

interpretation in theories with local gauge transformations and so instead we go on to 
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construct a much more meaningful covariant derivative, D^, suitable for a non-Abelian 

theory. The derivation of such an operator will not be included here, as it is similar in 

derivation to (1.6) and is shown in detail in countless field theory textbooks (see, for 

example, [2] or [3]) - instead we will simply quote the result for SU(2): 

D» = d» + iA^ (1.18) 

It is most important to note that the existence of the covariant derivative necessarily im­

plies the existence of three separate vector gauge fields, A1. In the language of differential 

geometry, these gauge fields which appear as the infinitesimal limits in comparisons of 

local symmetry transformations are called connections. We also define the non-Abelian 

field strength tensor in the following manner4: 

¥%, = d^Ai - 0„4 - e^A^At (1.19) 

or, equivalently, for 

we have 

M*) = E (i-20) 
a = l 

F^{x) = d^Au(x) - + i[A^{x), Au(x)} (1.21) 

Unlike the Abelian case, this definition of the field strength is no longer a gauge-invariant 

quantity. However, it is possible to construct a gauge-invariant combination when de­

signing a Lagrangian5: 

(F^u 2 ) 

4 In the following equation, e l J ' * is the normal Levi-Cevita alternating symbol, a totally antisymmetric 
tensor. In general, for non-Abelian field theories, this is known as the structure constant. Structure 
constants fabc are defined such that for ta, the generators of some Lie group, [ta,tb] = ifabctc. In the 
particular case of SU(2) the structure constant happens to be el^k. 

5 From now on, unless specified otherwise, we will be formulating our field theories in Euclidean space. 
The physical (local) world in which we live is described by the metric of Minkowski space but Euclidean 
theories offer several advantages over Minkowski formulations. Symbolically, this means that we consider 
matrix elements of e~®H instead of e~%Ht (where H is the Hamiltonian). This Euclidean formulation 
generally offers a more well-defined meaning to path integrals and correlators. It also makes... 
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where the constant factor e is to be identified as a coupling constant. This is the famous 

Yang-Mills Lagrangian. It contains both cubic and quartic terms in the gauge field and 

thus describes a nontrivial, interacting field theory - a wealth of physics. The action is 

then defined as 

At this point it is appropriate to remember that we are considering three ("2+1") 

spacetime dimensions. As will be noted later, most of the results derived herein may 

be reinterpreted within a four dimensional theory - but with some added topological 

complications and a loss of pedagogical clarity that accompanies the inability to visualize 

higher dimensions. It is for these reasons that we restrict ourselves to three dimensions. 

Nevertheless, all of the material presented up to this point, and much to follow, applies 

equally well to four dimensions. However, as some of the later, and most important, 

calculations in this paper are specifically tailored to three dimensions, we specialize now 

to avoid confusion. Considering this, summations over indices (both Greek and Latin) 

will imply sums over 1,2,3 solely (we choose 1,2,3 - not 0,1,2 - so that the index choices 

will correspond to the chosen labelling of the Pauli sigma matrices in (1.16)). 

The action, (1.23), can be shown to be stationary (that is, an extremal point wherein 

the variation vanishes - cf. Hamilton's Principle [4]) on those configurations which obey 

the Yang-Mills field equation: 

more explicit the deep connection between quantum field theory and the statistical mechanics of critical 
systems ( E u c l i d e a n f o r m u l a t i o n s also offer the technica l ease of not d i f fe rent ia t ing be tween 
lowered a n d ra ised indices o n tensors) . By analytically continuing the time parameter into the 
complex plane it is possible to rotate vectors (a Wick rotation) from Minkowski space into Euclidean 
space (and vice versa) thereby describing physics by a Euclidean metric, returning to Minkowski space 
whenever convenient. 

(1.23) 

d,F^(x) + 6abcAb.(x)F'u(x) = 0 (1.24) 
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Using antisymmetric properties, it is also possible to show: 

e^iD.F^T = 0 (1.25) 

This is a succinct version of the Bianchi identity. In an expanded form it reads: 

where the permutations are all symmetric permutations of the indices p,, u, A. This 

Bianchi identity is the analogue of the homogeneous Maxwell equations in electrody­

namics. Note that both (1.24) and (1.26) are highly non-trivial, non-linear differential 

equations, even in this case without sources. 

Most notably, the fact that non-Abelian (and thus Yang-Mills) fields contain non-

Abelian degrees of freedom means that the gauge fields will necessarily interact with 

themselves. Thus even a pure gauge field theory (no sources or matter fields) will have 

non-trivial interactions and is not a free theory. It is for exactly this reason that the me­

diating bosons of the electromagnetic force - photons - are not self-interacting, whereas 

gluons, the mediating bosons of the non-Abelian theory of Quantum Chromodynamics 

(the "Strong Force"), do interact with one another and themselves. 

Also, it is worth noting that since the field equation (1-24) is gauge invariant, no 

solution to this equation will ever specify a unique A^x). Therefore, proper solutions to 

the field equation will be equivalence classes of A^(x) where two configurations belong 

to the same equivalence class if and only if they are related by a gauge transformation 

of the type (1.15). 

1.2 The Wilson Loop and the Transformation of the Gauge Field 

In order to understand the construction of the Wilson loop operator, one must understand 

how to make meaningful comparisons between different spacetime points in a theory with 

^F^x{x) + eabcAl(x)F*x(x) + (permutations) = 0 (1.26) 
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local symmetries. 

In order to deal effectively with the geometry of gauge invariance, one must construct 

a method for dealing with the different gauge transformations occuring at different points 

in spacetime. To do this we will construct a comparator, U(y,x), which will convert the 

transformation law at .point x to that at point y. That is, 

U(y,x)^V(y)U(y,x)V^(x) (1.27) 

for an arbitrary gauge transformation, V(x). Again, we will now specialize to the non-

Abelian (SU(2)) case as we construct our comparator, though the following arguments 

would apply equally well to an arbitrary gauge group. 

We require that our comparator satisfy the following equation, for a path joining x 

and y parameterized by r (r G [0,1]): 

^U(r) = i^±A»(x(r))U(T) (1.28) 

with the boundary condition that U(0) = 1. This differential equation is solved by 

iterative methods using 

U{t) = 1 + f dr'^^- = 1 + i fT A(r')U(r')dT' 
Jo dr' Jo 

= i+ i r A(T')dT'+{if r d^ r d^'AWA^")+••• 

Jo Jo Jo 

Where we have defined A(r) = dx*WA^xfr)). For an infinitesimal separation, this turns 

out to be 
U(x + en, x) = 1 + ienMJXar)^- + 0{e2) (1.29) 

2 

Actually, if we make use of the identity: 

d 
V(x + en,x)V\x) = V]{x) 

= l + ^ ) ( - ^ l / t ( i ) ) + 0 ( f

2 ) 
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then the substitution of (1.29) into (1.27) yields the transformation law for the non-

Abelian gauge field components. This law turns out to be: 

Calculation of the derivative, d^V^(x) is generally non-trivial, due to the existence of 

non-Abelian components, and so the exponent will not necessarily commute with its 

derivative. 

Integrating (1.29) along a path P of finite length, yields 

where we have introduced the symbol V to denote path-ordering. Path-ordering becomes 

necessary because, in general, A(tx)A(t2) ... A(rn) will not be a symmetric function of 

the Tj because the A's are matrix-valued and will not commute. Therefore, in order to 

have a physically meaningful and well-defined quantity, we path-order the exponential, 

according to the following definition. Firstly, parameterize the path such that 

then we define (1.31) as the power-series expansion of the exponential, with each term 

ordered such that higher values of our path parameter T stand to the left. For example, 

(1.30) 

(1.31) 

— %h(t) such that r G [0,1] 

V (A(n)... A(rn)) = A(Ti1)A(ti2) ... A(rin) 

such that 

ni > ri2 > • • • > ti: in 

This is path-ordering. 

Lastly, the quantity (1.31) is not yet gauge-invariant: 

(1.32) 
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where the gauge matrices, V and , are evaluated on the final and initial points of the 

path, respectively, and are therefore different in general. However, we may define a gauge 

invariant quantity by choosing a closed path, and by taking the trace of the resulting 

quantity (due to the cyclic invariance of the trace operator). Therefore, choose P to be 

a closed loop T to get the following gauge-invariant quantity: 

This is called the Wilson loop. 

In a non-Abelian theory it is trivial to rewrite the Wilson loop, using Stokes' Theorem, 

as a surface integral, where surface E spans the closed Wilson line V (dT, = T): 

The application of a non-Abelian Stokes' Theorem to W[T] will be one of several results 

derived in the following chapter - a crucial step in this project. 

1.3 Quantizing the Yang-Mills Field 

In quantum Yang-Mills theory, unlike the classical version, A^x) is considered as a ran­

dom variable, the distribution of which is given by a functional integral (see below) over 

all classical field configurations. Each of these field configurations is weighted by a factor, 

in Euclidean space, of e~s^A^ where S[Afj] is the action of the Yang-Mills field, (1.23). 

Therefore, the expectation value of any quantity - F ^ ] will be given by 

A functional integral, of the type given above, f VA, is simply a method of denoting "a 

sum over all gauge field configurations A^". This is a very natural (though somewhat 

(1.33) 

(1.34) 

JUx,aAdAl(x)}e-s^ F[A] 
JTlx,aAdA»(x)} e-m 

fVAe~s^F[A] 
JVAe-sW (1.35) 
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ill-defined) extension of calculus into the space of functions. Since all possible gauge 

fields are thus included, the measure of the integral, VA, is manifestly gauge invariant. 

It is precisely because of this gauge invariance that once can show that correlators of 

gauge fields, (All(x)Al>{y)...), with separated spacetime points (x ^ y, etc.) will always 

equal zero. For example, consider a gauge transformation in the neighbourhood of x. 

Then 

(A,(x)...) = (V(x)(A,(x)+l-d,)V^x)...) 

for any allowable gauge transformation V(x). This can only be true if (A^x)...) = 0. 

This is quite a powerful and far reaching statement - so long as we are dealing with 

correlations between separated points. 

On the other hand, it is this gauge invariance which causes some serious difficulties. 

This is because the functional integral will redundantly integrate over a continuous in­

finity of equivalent field configurations (since, for example, in a U( l ) gauge theory there 

are an infinite number of gauge fields A^x) = ^d^a^x), for an arbitrary scalar func­

tion a(x), all of which are physically equivalent to a gauge field of A^ix) = 0). The 

solution to this problem lies in a procedure known as gauge-fixing - see, for example, 

the clear explanation of the Fadeev-Popov gauge-fixing method in [2], or the discussion 

of this in Section 5.4.1. A more complete explanation of the method used to calculate 

infinite-dimensional functional integrals is given in Appendix B . 



Chapter 2 

The Wilson Loop in a Yang-Mills Field Theory 

2.1 The Problem of Confinement 

The great success of the quark model, despite the failure of all attempts to detect a 

free quark, has led to a concerted search, now spanning decades, for a workable theory 

of quark confinement. This hypothesis of quark confinement proposes that hadrons are 

composed of elementary particles called quarks. The strong interactions (the theory of 

which is called Quantum Chromodynamics, or QCD) are then such that they permanently 

confine all quarks within bound states - hence the appearance of mesons and baryons. In 

Q C D this statement of the confinement process is given in a more specific way: that the 

theory has a local gauge symmetry, called colour, as well as a global colour symmetry. 

Then quark confinement is given by the statement that all physical states must be colour 

singlets. 

Though significant progress has been made, a complete theory of confinement in 

the continuous limit remains an ongoing challenge in field theoretical physics. Such a 

theory will explain the phenomenon that all colour-charged particles remain permanently 

confined within colour-neutral bound states due to some linearly increasing potential 

between colour sources. The search has now led to massive interest in both non-Abelian 

gauge fields, and string theory. 

Much recent work has focused upon the conjecture that there exists an exact duality 

between confining gauge fields and strings, and results have followed from an analysis of 

13 
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the loop space of these theories. That is, one considers the properties of the Wilson loop, 

a locally invariant, non-trivial function of the gauge field A^(x) which is given by: 

W[T] = Tr7> j e x p H [ d r ^ 4 ( a ; ( r ) ) y ) | (2.1) 

where it is an important property that the Wilson loop depends upon the choice of the 

closed path T. Essentially, this quantity is related to the accumulation of non-Abelian 

phase by the wavefunction of a heavy quark when transported around a loop in spacetime. 

Equivalently, this can be viewed as the creation of a quark-antiquark pair, their spatial 

separation, and then their mutual annihilation after some length of time. Again, we 

parameterize the path of the quarks as: 

x^t) such that r G [0,1], 3^(0) = x^(l) (2.2) 

Using a scheme like this, in the 1970's, K.Wilson demonstrated that, in a lattice theory, 

an appropriate Lagragian may be constructed out of elementary Wilson loops around the 

lattice sites [5, 6] - the difficulty has been in taking such a scheme from the lattice to 

the continuous limit. 1 

Gauge interactions are classified by their asymptotic behaviour, as exhibited by large 

Wilson loops. For example, consider the creation of a quark-antiquark pair, their separa­

tion by a distance R (where R is large compared to any other mass scales in the theory) 

for a long time T, and then their subsequent annihilation. Then the free energy of this 

Wilson loop should be of the form TV(R) for some function V(R). We define this as a 

confining potential when the leading term in V(R) is proportional to R. This yields the 

following area law: 

lim {-\n(W[T})) - oTA (2.3) 
A->oo 

1Some effort has been made in reformulating Yang-Mills theory in terms of Wilson loops. The derived 
equations of motion are called the Midgal-Makeenko equations. However, little significant progress has 
yet been made in this direction. 
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where A is the area spanned by the Wilson loop and or is a quantity known as the 

string tension. Such behaviour indicates permanent confinement of quarks into colour-

singlet bound states, as any configurations of colour sources with large separations will 

be suppressed in the Euclidean functional integral by factors of the form e~aTA [2]. 

This type of behaviour can be contrasted with the non-confining phase, wherein one 

expects V(R) to be a constant followed by other subleading terms. Then the constant is 

interpreted as the self-energy of the quarks, with the subleading terms indicating short-

range interactions. This is known as perimeter law behaviour: 

where P is the perimeter of the Wilson loop and / is the free energy of a heavy quark. 

The type of strong coupling behaviour as given by (2.3) can be exhibited by both 

Abelian and non-Abelian gauge theories - but in the case of non-Abelian theories we 

also have the property of asymptotic freedom, where a theory with weak coupling at 

small spatial scales flows into a strong coupling regime at large distance scales. And it 

is this sort of area law suppression of the Wilson loop (2.3) at large distances that has 

led to a search for an equivalent string theory. This is a very intuitive sort of reaction, 

for the area of the loop can be imagined to be comprised of lines of colour electric flux, 

swept out through time [7]. At a given point in time, this one-dimensional excitation is 

termed a string (hence the use of the term "string tension" in (2.3)). 

If the Yang-Mills theory is truly equivalent to a string theory, then there should 

exist an effective string action, S e f f [^] (where = X^a) is an embedding function of 

the world sheet of the string, mapping from from the disc (parameterized by a) to the 

surface D where T = dD). Then the expectation value of the Wilson loop, (W[T], can 

be calculated as: 

A—>oo 
lim (2.4) 
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(Wr) 
J[dA}Tr ( 7 V ^ ) e - S Y M [ A ] 

J[dA}e-s™lA] 

Unfortunately, the quantum properties of strings are extremely complicated and much 

work has yet to be done. 

More recently, A . M . Polyakov investigated the connection between such fields and 

strings and determined that the connection between the two is intimately linked with a 

summation over all surfaces spanning a given Wilson loop in the field theory (where the 

loop integral has been converted to a surface integral via a non-Abelian Stokes theorem 

- this will be discussed in detail later in this paper) [8]. Even on an intuitive level, one 

may see how this could relate directly to a string functional integral, given the previously 

mentioned connection between the area of the Wilson loop and string-like lines of colour 

electric flux. More specifically, Polyakov raised the conjecture that the Bianchi Identity, 

which specifies how one constructs the field strength tensor F^v out of a gauge field A^, 

may be replaced by such a summation over surfaces. 

We investigate a reformulation of the Bianchi Identity, in the non-Abelian Yang-Mills 

theory, through a semi-classical calculation of the expectation value of the Wilson loop, 

(W[r]). This is given by: 

{ W [ T ] ) ~ JVA»(x)e-s <2-5> 

where S is the action of Yang-Mills field, 

(2.6) 

with F^u(x) as given by (1.21). 
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As a manifestly gauge invariant, and arguably fundamental quantity, the Wilson loop 

is a very natural object for which one would want to calculate the expectation value in 

the analysis of a field theory. However, the challenge remains to solve the expression for 

(W[r]). Though a semi-classical evaluation of this has been completed in the case of 

three dimensional compact U( l ) gauge theories [1, 9], this has yet to be done in the case 

of a Yang-Mills theory. Difficulties arise - namely the unravelling of the path ordering 

in this non-Abelian environment. In this paper we complete exactly such a calculation, 

using a saddle-point approximation in the semi-classical limit (large spin parameter j), 

through the use of a geometrical quantization scheme in a coherent state formulation. In 

the following pages these steps are outlined in detail. 

2.2 Towards Solving the Wilson Loop Expression 

In solving for the Wilson loop we will specialize to a SU(2) spin algebra and reformulate 

the theory in a coherent state representation. Next, we unravel the path ordering of the 

loop integral via geometric quantization (with the unfortunate expense of introducing a 

new path integral), and thus arrive at a Cp1 model. From there we use a Hopf map to 

move to a standard sigma model representation, where we will use a non-Abelian Stokes 

theorem to express all loop integrals as area integrals. In doing so, we rederive some of 

the earlier results of Diakonov and Petrov [10].2 At this point the functional integral will 

be in a form where we may both test Polyakov's conjecture relating the Bianchi identity 

to a sum over surfaces, as well as solve for the equations of motion in the semi-classical 

limit. 
2 A n earlier version of a non-Abelian Stokes' theorem was proposed by Simonov [11]. 
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2.2.1 A C o h e r e n t State R e p r e s e n t a t i o n 

We begin by considering a standard SU(2) spin algebra - take two copies of the annihi­

lation and creation operators: 

ap] = 6aP (2.7) 

where a, (3 = 1,2. Then we define our coherent states \z) (eigenstates of the annihilation 

operator) as 

a = 
a.2 

\z) = e° z _ z a | 0> (2.8) 

(2.9) 

and, for a complete set of orthonormal basis vectors, 

{At (4)n 

|0) for m,n = 0 ,1 ,2 , . . . 
Fm\ \/n\ 

we project onto the 2j + 1 dimensional subspace 

a\ai + a\a2 = 2j (2.10) 

for some integer j (there will be 2j + 1 states such that m + n = 2j) (later, our semi-

classical approximation will consist in allowing j —> oo). With these definitions we can 

define a spin operator, Sa = o)(^oa)a. This definition provides a representation of the 

spin algebra: 

[S\ Sb] = ieabcSc (2.11) 

For example, 

[.S1,^2] = - ( (a | a2 + a ^ ^ m ^ i — ia\a,2) — (ia\ai — ia\a2)(a\ai + aja^)) 

i i t t \ 

= ie123S3 
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and likewise for the other commutators. Also, the constraint (2.10) ensures that we 

maintain a definite spin j. That is, by simple algebra and the commutation relations 

given above, 
3 i 

Y,SaSa = -{{a\ax + o\a2)2 + 2{a\al + a\a2)) 
a = l ^ 

= J(J + 1) (2-12) 

In fact, j is the parameter which determines the particular representation of SU(2) being 
used. Next, we introduce gauge fields, using the notation: 

dt 
(2.13) 

for the component of the gauge field tangential to the loop. For the time being, we can 

make the physical interpretation of a spin system, described by operator Sa, interacting 

with a time dependent, external "magnetic field", A(i). Then define the Hamiltonian for 

such a system as 

H = SaAa{t) 

-aaAa(t) ai 

a-2 
(2.14) 

In which case we can rewrite our loop integral as 

TrTe^odtH^ (2.15) 

where time-ordering, T has replaced the previous path-ordering, V (this is exactly the 

same sort of operation as path-ordering, only it specifically orders the factors in each 

term of the expansion such that factors with a higher time parameter stand to the left). 

Recalling the well-known properties of the overcomplete3 coherent state representation 

(see Appendix A) , particularly that 

el9aU\z) = \el9z) (2.16) 

3It is easy to show that Jdzdz*\z)(z\ = tt. See Appendix A for details. 
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we can express the trace of an operator in the coherent state representation, with an 

integral representation of the delta function S(2j — o)a) that enforces (2.10) as 

Tr(6) = / ^ e ^ ( z \ e \ e - ^ z ) (2.17) 

where A is integrated over [—it, it] and z extends over the complex plane. We now apply 

this formulation to our Wilson loop integral. 

We discretize time, our domain of integration, in N slices (N —>• oo) such that 

T V = n f = = T / V ^ (2.18) 

and therefore 

T r T e * X * » « = / ( n £ = 1 ^ ^ ) ( ^ e ^ ^ + ^ e ^ J l e - ^ - z , , ) ) (2.19) 

where zyv+i = zi since x(0) = x(r). This discretized path integral (2.19) may be simplified 

by expanding { z n + i \ e l t H ^ \ z n ) to first order in e, assuming z n + i = zn + ezn (using the 

standard notation of a dot,' , to indicate a time derivative): 

(Z + l \ e i e H ( t n ^ \ e ~ i X n Z ) = e - ^ n + lZn + l-^nZn+e~,XnZn + lZn+ieH(,Zn + l,e~lXnZn,tn) ^ 20) 

e£{-ZnZn-iXZnZ„+iH(zn,Zn,tn)} (2 21) 

Where we have also used the standard coherent state result (see Appendix A) that 

(z'\z) = e ^ - 5 ( ^ + ^ ' ) (2.22) 

Also, rescale A„ : Xn —> e\n so that the domain of A is now [—7r/e, 7r/e]. Then we are left 

with a continuous integral, with no more explicit time/path ordering: 

TrTpiIodtH^ = f IT\N
 d ^ d 2 z m \ (yf l e { 2 i j \ n - z n i n - i \ n z T l z n + i H ( z n , t n ) \ ) 

J y"m=l 2 n 2 J * 

= j[dX}[dh}efodt^x-^-iX^+iH^ (2.23) 
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where, again, z{r) = z(Q), z is integrated over the complex plane, and now A is integrated 

over the real line (due to the rescaling by e). 

Now do the integral in A: 

where, in the second line, we have rescaled z and have made use of the definition of our 

Hamiltonian (2.14). We also require the periodic boundary condition that z(r) = z(0). 

Note that so long as we require that x{T) = x(0) + 2-kN, N e Z, and, of course, that 

zz = 1, (2.24) has the simple gauge invariance: 

This is known as the Cp1 model. 

2.2.2 In t roducing a S igma M o d e l 

We now introduce the sigma model variable, n € S2, and use it to replace our loop 

variable z. This is necessary because z € S3 clearly has too many degrees of freedom, as 

reflected by the gauge invariance (2.25). To do this we make use of the so-called Hopf 

map: 

z —> e' Mt)z z —> ze (2.25) 

na = zaaz (2.26) 

So that in spherical coordinates, 

n (sindcoscf), sinOsincj), cos9) (2.27) 

eabcnadnbdnc 

zdz 

z 

(2.30) 

(2.29) 

(2.28) 
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Note, of course, that || n ||= 1, just as ~zz = 1 before. This n variable, which takes values 

over the surface (including the boundary) characterizes the instantaneous direction in 

colour space. Now in order to rewrite our path integral (2.24) in terms of n, we define 

the traceless Hermitean matrix 

n = ^ n V a . (2-31) 
a 

where, immediately above, the na are the real scalar components of n as given in (2.27). 

Then, 
Tv(ndndn) = -4id(cos0)d(f> (2.32) 

and therefore we have 

I [ Tv(ndndn) = - l- I (1 + cos6)d<j) (2.33) 
8 JD 2 JSD 

Let us try to reformulate our original path integral, expressed in terms of z and z, in 

terms of n: From the above, we immediately notice that: 

—2j / drzz = —2jf zdz 
J JSD 

= -2j <f (id-x- +cos9)dcf)) 
JSD 2 

— —- [ Tr(ndndn) + 2tti • integers (2-34) 
4 JD 

and also that since 

we have 

rra rrb i 
T t - - = -S* (2.35) 

T r ( n ^ ) = n M J (2.36) 

Therefore, in terms of our new variable n (2.24) becomes 

j[dn] S(n2 ~ l)e-i!DMndndn)+ij§5Dd^(nA) ^ ^ 
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It is worth rioting that the first term in the exponentiated action, above, is essentially 

a Witten form of the Wess-Zumino action. The Wess-Zumino action originates from 

an investigation into a non-linear a-model, in an attempt to find a non-trivial infrared 

fixed point. Witten added a topological term, of the general type shown above, which 

suggested the existence of such a critical point in the theory. This is tangential to our 

discussion here, and is more fully developed in [12], however, in [10] and [13] it is pointed 

out that it is this Wess-Zumino type term which fixes the representation to which the 

spin of the probe quark in the Wilson loop belongs. As mentioned earlier, n determines 

the instantaneous direction of the colour spin in colour space. But multiplying n by j 

does not immediately guarantee a true quantum state in the j representation. The Wess-

Zumino term is necessary to ensure this - and in our derivation it has arisen naturally. 

Next, let A —> iA so that our field is now anta'-Hermitean. Also, rewrite our action, 

S, in the following manner: 

S = 4 / Tr(ndndn) + j I Tr(nA) (2.38) 
4 JD JSD 

= J-J Tr(ndndn + Ad(nA)) (2.39) 

Above, and subsequently, we find it useful to incorporate the terminology and nota­

tion of differential forms. We therefore define, from now on, that for A^ = Aas^- and 

F„„ = we take 

A = A^dx^ (2.40) 

F = F^dxp A dxu (2.41) 

where the wedge product, A, is defined to be an antisymmetrized tensor product. For 

example, dxl A dx2 — dxl <g> dx2 — dx2 ® dx1. This implies 

F = 2dA + 2A2 (2.42) 
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Dn = dn + [A, n] (2.43) 

where we define d = dx^d^ 

Returning to (2.39), using these definitions and adding and subtracting terms of the form 

[A, n], we can write our final formulation for the Wilson loop in this Yang-Mills gauge 

field, having applied, what is in effect, a non-Abelian Stokes' Theorem [10]: 

Tr(7VM<") = J[dn]S(n2-l)e-iSD^ndn^+iJfsD^nArdl (2.44) 

= J[dn]S{n2-l)e-iSD^^+^F) ( 2 4 5 ) 

In the above formulae we have ignored the denominator in the expression for the W i l ­

son loop. This is satisfactory, and we will continue to do this, because it plays only 

a normalization role and is thus unimportant for our investigation (path integrals are 

always understood to have an arbitrary normalization in any case). From this expression 

it is possible to extract an expression for a hidden "Abelian-type" gauge-invariant field 

strength [10]: 

GW = F^n* - e a 6 c n a (^n) 6 (^n) c (2.46) 

which coincides with the expression derived in the work by Polyakov and't Hooft in the 

mid 1970's where ft played the role of the direction of the elementary Higgs field. The 

action is gauge invariant so long as n transforms under a gauge transformation V(x) as 

n V(x)nV\x) (2.47) 

(and Ffll/(x) —> V(x)Fllv(x)V^{x), etc., as before). 

Amoung other things, we have managed to derive an expression for the expectation 

value of the Wilson loop which allows us to consider all spin representations (as labelled 

by j) at once. This, in and of itself, is a very useful achievement. Also, and importantly, 

at large values of j the integral over n will be completely dominated by the saddle points 
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of the action (see the forthcoming discussion, in Chapter 4, on Variational Principles 

and the Method of Steepest Descent). 



C h a p t e r 3 

S o l v i n g the C o h e r e n t State P a t h Integra l i n a C o n s t a n t G a u g e F i e l d 

Before going on to derive the Bianchi Identity via a sum over surfaces, we attempt to 

calculate the path integral (2.24), a coherent state formulation of the Wilson loop integral: 

J[d2z]S(zz - 1) exp(ij dtz(idT + l-B • A)z (3.1) 

where we choose, for simplicity, our gauge field (which, in our previous notation, means 

A(t)) to be a constant (of value A) along the 3 r d direction. This non-trivial calculation 

is useful in several respects. Firstly, it will justify our confidence in the coherent state 

formulation of the integral if the calculation produces a sensible answer. Secondly it 

provides a demonstration of the power of the path integral formalism, along with the 

somewhat technical difficulties associated with path integrals. Thirdly, it may stand as a 

model for calculations of this path integral in cases where the gauge field is not necessarily 

a constant. 

We have: 

J dzdzS(zz - iyj f0

 dt^idr+hA)^+Midr-\A)z2) (3.2) 

= Jdzdzfw d^r^z-1)+3(Mid+^A)z1+z2(ia-^A)z2)) (3.3) 

= rJj/Tr^{const)2c\Qt-\idT^\A + \)det-\idT-\A + X)e-2i^r (3.4) 

= (const)2 rJ;iT f n „ ( ^ + ±A + A ) " 1 - \ A + A ) - 1 e _ 2 i j A r (3.5) 

where we have calculated our functional determinants using Bose statistics1 and imposed 

periodic boundary conditions. Also note the rescaling of A by 1 in (3.4). It remains to 

1 For a brief explanation of the calculation of functional determinants, see Appendix B . 

26 
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calculate these non-trivial determinants which have, above, been expressed as an infinite 

product of eigenvalues. We will do this by what we will call the "derivative method" 

whereby we effectively renormalize by containing the infinite parts of the product within 

two constants of integration. The renormalization then consists in simply dropping the 

presumably infinite parts of these two constants (that is, they are removed via the implicit 

subtraction of counterterms). This is an entirely legitimate prescription for renormaliza­

tion so long as the constants are independent of physical parameters (other than r) . The 

calculation is outlined in detail below: 

m ^n i . , . i , v - ^ , , 2 7 r n l A , , „ . 
-r-A + Xy1 = e x p ( - V > ( + -A + A (3.6) 

n T 2 V T 2 

= e x p ( l / ^ / r f A E ( ^ + ^ + A ) 2 ) (3.7) 

= exp(^ JdA J dA esc2 (^C-A+ X))) (3.8) 

= eM-\[dAjdA-^(cotC-{-A + X)) + Cl)) (3.9) 

= exp( -^ ln (s in (^ ( -A + A ) ) ) - - ^ ( C l A + c2)) (3.10) 
4 z 2 r 4 

= sin1 C-C-A+ X))ClC2 (3.11) 
2 2 

where we have used some basic results from trigonometric calculus, and, in the third line, 

an infinite series representation of the esc2(a;) function2. It is worthwhile noting that the 

constants of integration, C\ and C2 are of the specific form: 

d = e~^A C2 = e~*C2 

Now note that this derivative method has removed one of the symmetries of our 

original determinant. In (3.7) we have the symmetry (\A + A) —> ( | A 4- A) + ^-m for 

m € Z. But, by inspection, in (3.11) this symmetry has been lost. Clearly, what we are 

missing must be hidden in the integration constants. Multiplying (3.11) by e~l^A+x^ 

2 Gradshteyn and Ryzhik [14] p.44: TT2 C S C 2 irx = Y^^i
=_00 ixlk)i 
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restores this symmetry (and this is clearly allowable, given the form of C\C2 above). 

Aside from this (and a factor of e ~ ^ _ 2 ' 4 + A ) i in the case of the second determinant) we 

otherwise drop any remaining parts of the constants of integration, thereby accomplishing 

our goal of renormalization. 

Thus, putting all of these pieces together, our path integral can now be written as: 

j[d2z]5(zz - 1) exp(ij J dtz(idT + -o • A)z) 

/

ftlT (1 \ T 1 T 1 

s i n - 1 ( - ( - A + A)) sm-\-(--A + X))e~2ijXr e~irX (3.12) 
-7T/T 27T 2 2 2 2 

/
*7T d\ 9 

7T7 ,i ^ , ^ e~'TA (3-13) 
-*/r 2TT (COS(§TJ4) - cos(rA))e 2^ A r v ' 

(const)2 r / T „ e-^W+j)^ 
= r / d X 7T—T, r T T 3.14 

7T J-TT/T cos(^tA) — cos(rA) 
(const)2 r* d x e - 2 ' (J+z) A 

7r J-TT cos(^tA) — cos(A) 

Where, in the last step, we have rescaled A by a factor of r . Integral 3.15 is a non-trivial 

integral which we must evaluate using a contour integration in the complex plane. We 

define our complex variable z: 

z = eiX (3.16) 
Which implies: 

z2 + 1 . . 
cos(A) = - 1 — (3.17) 

dX = — (3.18) 
z 

We use the unit circle, centred at the origin, as our contour (we label this contour C 

below). Then our integral becomes: 

-2i(const)2 r , z'W+b 
" f dz7> TT—^ o 7 (3-20) 

7T Jc 2z cos(\tA) - z2 - 1 v ' 
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We note that the denominator of the integrand vanishes at two points - both poles lying 

upon our proposed contour. 

zPoies = cos(-rA) ± - W 4 c o s 2 ( - r ^ ) - 4 (3.21) 
2 2 V 2 

= cos(VA) ±ismC-TA) (3.22) 

The residues of the poles in the integrand, f(z), are then calculated using the standard 

formula for a second order pole: 

residue =-jL'(z- zpole)f(z)) \ z = Z p o l e 

The residues for the two poles turn out to be: 

' (3.23) 
2z - 2COS{\TA) ±2i s in( i rA) 

' Z — Zpoles 

Finally, in order to evaluate the integral, we use a Cauchy principal value prescription 

to pick up the two poles lying upon the unit circle contour. This is described in most 

introductory texts on complex variable theory (see, for example, [15]). The result is that 

we pick up one half of the sum of the two poles (that is, the contour integral will be equal 

to (\2iriYl (residues on the contour)). 

Our final answer is: 

-2i{constf J e - i T A V + b - e

l T A ^ \ n / ,2sin(rA{j + £)) / n n A S 

-™ n . . n *s = -2{constf \ ,Y J " 3.24 

Despite the difficult path to achieve this result, it should not be a surprise. Up to a 

normalization constant (which will always be arbitrary for a path integral such as this), 

file:///2iriYl
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it matches the simple spin sum one would expect3: 

i / 
— - l + 2 ( - l + ^ c o s ( m A r ) ) 
AJ 1 V m=0 

/ l + 2 ( - l + c o s ( - ^ r ) } * > ) 
2; +1 \ v V 7 s in ( |Ar) 2 ' 

2j +1 \ s in( iAr) j 

(3.25) 
1 sin(rA(j + i)) 

2j + 1 s in( | rA) 

Thus our calculation, while not unexpected, has gone some distance in validating our 

coherent state formulation of the Wilson loop in an SU(2) gauge group Yang-Mills envi­

ronment - in the case of a constant gauge field. 

3 To reach the third line we have used from Gradshteyn and Ryzhik, p.29 [14]: 

n - l 

cos(mX) = cos(-(n — l ) X ) s i n ( ^ X ) c s c ( - X ) 
m= 0 



C h a p t e r 4 

T e s t i n g Po lyakov ' s C o n j e c t u r e - T h e Semic lass ica l L i m i t 

We have, thus far, succeeded in reformulating the path integral for the Wilson loop, using 

a sigma model variable and a geometrical quantization scheme, thereby unravelling the 

obstacle of path-ordering. 

We begin by writing down the expression for the expectation value of the Wilson loop 

operator in Euclidean space, (W[T]), using results from (2.5) and (2.45): 

where the surface integrals are over a surface D such that D is a formed by a smooth 

mapping from the disc to our three dimensional spacetime, and such that dD = T, the 

contour for the Wilson loop. 1 Note also that the F2 term in the exponent now has a 

positive sign. This is an important, yet trivial step - the sign change follows simply from 

the redefinition of the gauge field, A, in order to have written down equation (2.38).2 

We are now in a position to test Polyakov's conjecture [8] - namely, that our field 

strength tensor F^u and our gauge field A^ may be uncoupled, both considered as in­

dependent random variables, and, so the conjecture goes, that subsequently the Bianchi 

identity (1.26) may be rederived through the introduction of a sum over surfaces and a 

*As discussed in Chapter 2, we continue to suppress the normalizing denominator in the expressions 
for the Wilson loop. 

2 T h e sign of the Yang-Mills action will play no role until Chapter 5, when we consider the variation 
in the field strength. 

cPx^Tr Flv-\ JD Tr (nDnDn+2nF) (4.1) 
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variational principle in the semiclassical limit. More explicitly, we replace (4.1) by: 

(W[T]) = W [dF][dA][dn] S(n2 - 1)e+J F^-i JDTr(nDnDn+2nF) ^ 

D ^ 

Here F£v(x) is no longer a function of the gauge field A®(x) but is independent of this; 

rather, it is a SU(2) Lie algebra valued 2-form: 

F = F^dx^ A dxu 

_ a oa 

# 2(dA + A2) 

Summing over the surfaces D, in the semi-classical limit (j —> oo), this will be shown to 

be an accurate reformulation of the Wilson loop, as the summation over surfaces within 

the functional integral shall re-enforce the Bianchi identity. 

A question arises. In a normal application of Stokes' Theorem, the derived surface 

integral is independent of the particular surface chosen, so long as its boundary defines the 

original closed line integral. So, why do we now have a summation over surfaces? Why 

will some surfaces contribute more to the integral than others? Polyakov demonstrates 

this surface dependence explicitly, and then goes on to answer these questions [8]. Though 

dealing with Abelian gauge groups in this case, he goes on to say: 

. . . What is surprising here is that we have found an explicit dependence on 

the surface E, while originally it was introduced as an unphysical object. 

The origin of the paradox is the multivaluedness of the action . . . we took into 

account only one branch at each spacetime point. The surface independence 

would be restored had we summed over all possible branches. The summation 

over branches can be replaced by the summation over surfaces. The is the 

heart of the connection between fields and strings in this problem. 
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We consider exactly this situation, except now in a Yang-Mills environment. Thus in 

our case, if F = 2(dA + A2) then the integrand would be independent of the different 

surfaces D (ie. the normal Stokes' Law). But when F is treated as a random variable it 

is exactly this sum over surfaces which re-introduces a constraint - the Bianchi Identity. 

In the limit that j —> oo the exponential in (4.2) becomes sharply peaked about the 

stationary points (that is, the condition that the first derivative(s) vanish, o:(action)= 0). 

In this case, applying a variational principle to the action of the integral will obtain the 

solution (or the first, and most heavily weighted term in an expansion of the solution). 

It makes sense that in this semiclassical limit, only those surfaces which make extremal 

contributions to the exponentiated action in (4.2) need be considered as the domain of 

integration. 

4.1 Surface Independence 

Consider the action for our theory, given by: 

S=-J ^ ^ T r FZ»(X) + ifD

Tj: (nDnDn + 2nF) (4-3) 

In considering the maximal value of our path integral for different surfaces Di (over 

which we sum in (4.2)), we make use of a generalized triangle inequality for complex 

phases. 

e / ( S l ) + e / ( * > 2 ) + . . . < e / ( />l) ef(D2) + ••• (4.4) 

where the function /(A) is free to take only complex values. This should be obvious, as 

complex phases may cause destructive interference. In the case when the equality holds 

in (4.4), it must be that 

f(DA = f(Dk) ± 2iriN (4.5) 

(for N G Z), for two surfaces in question. 
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In other words, the sum over surfaces will be maximized when all participating sur­

faces have an equal contribution - and this will occur when an integral over the difference 

of the two surfaces (which will be a closed surface, since the difference between any two 

open surfaces with a common boundary will be a closed surface equaling the union of 

the two surfaces) gives some multiple of 2n. 

This implies a certain form of surface independence for the surface integral in our 

Wilson loop equation as we maximize our action. In requiring the stationary point 

(minimum value) of our action in accordance with the method of steepest-descent, we 

are insisting that the action be constant for perturbations of the surfaces, up to integer 

multiples of 2ir. 

4.2 V a r i a t i o n a l P r i n c i p l e s a n d t he M e t h o d o f S teepes t D e s c e n t 

Hamilton's Principle (for a discussion of this, and the calculus of variations applied to 

a variety of systems, see [4]; the method of saddle point evaluation is covered in [3]) 

states that the evolution of a system is such that the action, S = J Ldt, has a stationary 

value for the correct (classical) path of the motion. This is equivalent to requiring that 

the variation of the action be zero. In anticipation of steps we are about to take in the 

evaluation of the Wilson loop path integral, we consider an action which is a functional 

of a field variable n, Sj[n], then: 

Sj[n + Sn] — Sj[n] = 5Sj 

= 0 
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This will be satisfied for an arbitrary, infinitesimal variation 5n if and only if -^Lj[n] — 0. 

It is the solution(s) to this which will yield the classical equation(s) of motion for n. Of 

course, a similar strategy can be used with all other independent field variables. 

Equivalently, the stationary points of the action may be found by replacing, for ex­

ample, S[n] by S[n + Sn], collecting all terms which are linear in Sn and requiring that 

the coefficient of the term vanish. It is legitimate to infer from X5n — 0 that X = 0 due 

to the arbitrary profile of the variation, Sn. 

What is more, given the form of (4.2), as j gets very large the integral will be domi­

nated by its saddle points. To be clear, consider an integral of the following type: 

I = j Vcj) e~iS[^ 

This integral can be well approximated by substituting into the action S[<f>] those func­

tions <f> which minimize the action. And, for a parameter j as above, the larger j gets, the 

better the approximation becomes. This is the heart of the method of steepest-descent. 

In fact, if we expand the field <j> about the saddle point (f)sp, such that 4> = 4>sp + ĵC then 

we have 

jsw=js[^i + ^^^(<nGc 2 + • • • 

(The first functional derivative of the action being zero by the assumption of a saddle 

point.) Therefore, 

j = e-isw>\ J V ( j ) e-hi^r^)c^+- ( 4 6 ) 

And thus the first term in the integral presents the classical solution evaluated directly 

at the saddle point, the second term is a Gaussian integral indicating fluctuations around 

the classical solution 3 . . . and then higher order terms after that. 

3 It is discussed in [16] (p.258) how variational principles can be used to define entropy in field theories, 
and that the quantum field begins to fluctuate (as h becomes non-zero) due to this entropy.. . which is 
what truly makes cp a random variable. 
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4.3 The Derivation of the Classical Solutions 

Let us slightly rewrite the integrand of the surface integral in (4.2) in preparation for the 

application of a variational principle. 

Tx(nDnDn) = Tv(ndndn + ndn[A, n] + n[A, n]dn + n[A, n][A, n]) 

= Tr(4dn,4 + ndndn - An A2) 

= 4Tr(d(nA)) + Tr(ndndn-4n(dA + A2)) (4.7) 

where we have used the facts that n2 = 1 and that both n and A^ were defined with 

anticommutation properties (cf. the previous discussion of the spin algebra we have used 

to define our theory). It is trivial to work out by hand that though the commutator 

{n, A} 7̂  0, Tr{n, A} = 0 now that A has been defined such that it is anti-Hermitean. 

Finally, in the last line, we have both added and subtracted the term AdnA. Therefore, 

Sj = J- J^TrinDnDn + 2nF) 

= J-JD(Ad(Tv(nA)) + Tv(ndndn-r2n(F-2dA-2A2))) 

= j j Ti{nA) + J^Jd Tr{ndndn + 2n(F - 2dA - 2A2)) (4.8) 

So that, now, we have 

5 = " / d 3 x i T r F ^ ( : c ) + 5 j ( 4 - 9 ) 

recalling that as j gets very large, we need only consider the variations in Sj in the search 

for the stationary points of the action so long as we are varying n and A. 

We now apply a standard variational principle to Sj. This action is a function of our 

sigma variable n, the gauge field A^(x), and the field strength F*v{x) (which, for now, is 

considered to be independent of the gauge field Aa(x)). Each of these three quantities 

may be varied independently and we expect each to lead us to a classical equation of 

motion for these fields. 



Chapter 4. Testing Polyakov's Conjecture - The Semiclassical Limit 37 

We begin with the variable n which parameterizes our surfaces. Vary n by 5n within 

the boundary of the surface (5n = 0 on T = 5D). In this case it is relatively straightfor­

ward to see that 

Tr Sn(F - 2dA - 2A2) = 0 (4.10) 

since the first integral in Sj is only the surface boundary alone, where Sn — 0, and 

because Sndndn = 0 which should be intuitively obvious, since n lives on S2 (only two 

degrees of freedom), and so by analogy with a triple scalar product of vectors with only 

two degrees of freedom, the product must vanish. 

Equation (4.10) necessarily implies that 

F = 2dA + 2A2 + nf (4.11) 

or 

F% = d^Al - d„Al + eahcA\Al + n ° / F (4.12) 

where / is an unspecified colour-singlet 2-form (5n will necessarily be orthogonal to n 

since n2 — 1, and thus Tr(5n)n = 0). 

We now apply our variational principle to the gauge field, A^(x). We will do this by 

considering the action Sj, and everywhere replacing the gauge field A with A + 5A where 

5A is some small variation. Collecting all terms which are linear in 5A and setting this 

equal to zero yields the stationary points of the action. The integrand, when all terms 

have been combined into the surface integral, is 

(Ad{Ti(nA)) + Tr(ndndn + 2n(F - 2dA - 2A2))) 

Clearly, we need only consider those terms which include a gauge field dependence: 

Tr(4d(nA) — AndA — AnA2). By inspection, if we let A —> A 4- 5A and then collect only 

those terms which are linear in 5A, the stationary points of the action, under a variation 
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in A are given by: 

0 = Tr {dnSA + nd{SA) - nd{SA) - n{5A)A - nASA) 

= Tr {dnSA - n(5A)A - nASA) 

= Tr {(dn + [A,n])6A) 

= Tr {DnSA) (4.13) 

In deriving the second last line we have made use of the previously discussed fact that 

Tr{n, A} = 0. Due to the arbitrary profile of SA, this variational principle applied to A 

yields the following equation: 

Dn = 0 (4.14) 

In light of this result, consider again (4.11): 

DF = D(2dA + 2A2 + nf) 

= D{nf) 

- {Dn)f + ndf 

= ndf 

This result will have great significance when considered in the light of the earlier dis­

cussion of surface independence. That discussion considering the maximization of the 

sum over surfaces indicated that as we vary our maximal surface we should do nothing 

more than pick up factors of e2nzN. This in turn means that a volume integral within 

two surfaces, D and D$, (where the surface D$ has slightly varied from D but such that 

3D = dDs = T) should pick up at most point sources (monopoles) with an appropriate 

factor: 

d{Tv{ndndn + 2n{F - 2dA - 2A2))) = 0 modulo monopoles 
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d(Tv{ndndn + 2n(F - 2dA - 2A2)) = ito 16TT(5(X - x{) (4.15) 
i 

d(Tv(-ndndn + f) = iu ^ 87r5(x — Xi) (4-16) 
2 i 

where we have defined a trivial 3-form, u> = dxl A dx2 A dx3, and have made use of the 

general argument behind (4.5) as well as, in the last line, the result from (4.11). 

Now the monopoles which appear in (4.16) may reside in the n field and/or the / field. 

Moreover, recognize that these singularities may be moved from f to n (and vice-versa) 

by a singular gauge transformation. Therefore, let us assume that they reside solely in 

the n field. Then, (4.16) indicates that: 

df = 0 (4.17) 

and 

Tr d(ndndn) — l^rniui ^ ] <5(x — xi) (4-18) 
i 

Though it is not yet apparent, we have succeeded in rederiving the Bianchi identity as a 

constraint upon our functional integral. This will now be explained in detail. 

From (4.11) we have 

F - 2dA - 2A2 = nf (4.19) 

where, clearly, the choice of / = 0 will yield the Bianchi identity. But is this a justifiable 

choice? In fact, the presence of the term nf will have no overall bearing on the Bianchi 

identity, because of (4.17). Since df = 0, we take / as an exact differential 2-form 

and thus by Poincare's lemma, there exists some 1-form, a, such that / is the exterior 

derivative of a, and, as usual, d2a = 0. Therefore, consider 

DF = D(2dA + 2A2 + nf) 

= D(2dA + 2A2) + Dnf + ndf 

= D(2dA + 2A2) + 0 + nd2a 

= D{2dA + 2A2) (4.20) 
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where we have used the results that d2a = 0 and that Dn = 0 from (4.14). Note how, 

before disconnecting F and A , we had F = 2{dA + A2) as in (2.42). Now, as before, 

DF = D(2dA + 2A2). So making use of (4.15) and (4.17), we have 

DF — 0 (4.21) 

This leads directly to the Bianchi Identity as originally stated (1.25): 

D^x + DxFp, + DvFXli = 0 (4.22) 

As was our initial goal, having discarded the Bianchi identity earlier, considering F and 

A as independent field variables, we have succeeded in reproducing the identity via a sum 

over surfaces! The only complication is that along the way we have ended up introducing 

an arbitrary distribution of monopoles, which we have chosen to represent within the n 

field (4.18). 

4.4 Giving Meaning to Monopoles 

As the monopoles are points in 2+1 dimensional sp&cetime, they are truly events -

fluctuations. The fact that our monopoles have turned out to be points - instantons - is 

a function of the fact that we have specialized to three dimensions. This same analysis 

would work in four dimensions, but then the monopoles would become lines, that is, the 

worldlines of point-like objects. Since magnetic flux is conserved, these worldlines must 

be either closed or infinite (the closed loops corresponding to the worldlines of monopole-

antimonopole pairs). The physics of a dilute distribution of monopoles such as these is 

given on p.65-72 of [17] and later, in Chapter 6, we make an explicit connection to this 

work. 

In [17], Polyakov explains the confining effect of a monopole condensate using a sim­

ple physical analogy: consider a superconductor, the ground state of which consists of 
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electrically charged fields (Cooper pairs). Now, it has been shown that the only way that 

a magnetic field may penetrate a superconductor is by forming thin filaments of quan­

tized magnetic flux. The Ginzburg-Landau equations would then describe how, for two 

magnetic charges within the superconductor, their magnetic flux must be concentrated 

in such a filament connecting the two charges, with the interaction energy proportional 

to their separation. Now consider this analogy again but exchange the words "electric" 

and "magnetic." The result will be the confinement of electric charges within a monopole 

condensate. 

In fact, progress along these lines has been made in [10], from which this work has 

borrowed. There work has been completed in relating the expectation value of the Wilson 

loop to path integrals over monopole trajectories. This is a step forward in providing 

a formal connection between the area law behaviour of the Wilson loop and monopole 

condensation. Until now, confinement due to monopole condensation has only been 

entirely understood in theories with spontaneous breaking of colour symmetry down to 

the U(l) subgroup, allowing for Polyakov-'t Hooft monopoles. These monopole effects, 

and possible screening effects, will be discussed in Chapter 6. 



C h a p t e r 5 

T h e E x p e c t a t i o n V a l u e of the W i l s o n L o o p 

We now attempt to calculate the expectation value of the Wilson loop in the semiclassical 

limit (j —> oo). We thereby demonstrate the existence of the confining phase, as given 

by an area law behaviour, in the lowest-order, dominant term of the expectation value. 

5.1 R e f o r m u l a t i n g the L o o p E x p r e s s i o n - Semic lass ica l L i m i t 

Recall now the general form of the action of the Wilson loop expression, from (4.2): 

J VFVAVn5(n2 - l)ei' JDTr(nDnDn+2nF) ^ 

In the semiclassical limit the integrand will be sharply peaked near the minima of the 

action functional. Therefore the classical equation of motion for which we have solved 

ought to provide excellent approximations to our integral. 

The integral simplifies to a great extent when we make use of our previous result 

from (4.14): 

Dn = 0 

So that we are left with 

jVFVnd(n2-l)efd3x^F^-iSonF^ (5.2) 

The measure of the surface integral can be reformulated in the following way. Consider 

our surface to be parameterized by (a1,a2), such that a: M | s u r f a c e = X^(a) = X^a1,^2) 

42 
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are the embedding functions of the surface within three-dimensional spacetime. Then 

do,, = dodo ^ _ _ _ _ _ J (5-3) 

= ellud2(Area) 

and therefore define a quantity E^u(x) which can be identified as the current of a Nambu 

string: 

E%{x) = j do'do2 ^fVfr - X(e))n° (5.4) 

allowing us to rewrite (5.2) as: 

J VFVn eS*<&n*-W*)n»W) (5.5) 

Finally, let us vary the field strength tensor, F°u(x), in this expression in order to 

derive the classical equation of motion. 

^-C[F] = j2F%{x) - 3-E%{x) = 0 (5.6) 

Yielding a final, surprisingly simple, expression: 

W = J-^E^(x) (5.7) 

We can now reformulate the expression for the expectation value of the Wilson loop. 

Two comments should be made about this reformulation. First of all, we have undone all 

functional integrals, by having applied a first variational formula, and then substituted 

back into our action functional the classical equations of motion. Thus our new expression 

only represents the first, classical term in the Wilson loop. Secondly, we are sytematically 

ignoring the denominator from (4.2). This is of no great consequence here, as it is included 

purely for purposes of normalization and thus this constant scaling factor is of no current 

interest. 
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Therefore, 

(^[rDsemi-Class = exp (- J ^X^-E^{x)^ (5.8) 

is our somewhat simplified expression for the expectation value of the Wilson loop, given 

in terms of E^u(x), a string current. 

5.2 A Change to Comoving Coordinates 

Before we move on, it is advantageous to switch to a comoving coordinate system, wherein 

we borrow geometrical ideas from both [18] and [19]. That is, we are interested only in 

our given surface, and the surrounding space very close to that surface. Therefore we can 

make use of the induced metric of the surface. The method of calculating the components 

of an induced metric makes use of standard differential geometry - for a discussion of 

this, and other elements of differential geometry in a physical context, see both [20] and, 

for a more purely mathematical treatment, [21]. 

For an m-dimensional manifold M which is a submanifold of an n-dimensional Rie-

mannian manifold N (metric g^), we can define the natural metric for M, gM. Let 

/ : M —¥ N be the embedding function which defines the structure of the submanifold 

M. Then: 
df01 dfp 

9M»V{X) = gNap(f(x)) — — (5.9) 

We use this to switch to our new comoving coordinates. The comoving coordinates are 

defined using two linearly independent tangent vectors, and the normal which they define, 

at each point on the surface. Therefore 

xll = Xll{a) + pNll(a) (5.10) 

where X^ are the embedding functions of our surface within the three-dimensional Eu­

clidean space, and where p is a small parameter indicating distances normal to the surface 
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(small such that our coordinate systems do not overlap, which would occur for curved 

surfaces, for normal vectors sufficiently long to intersect) and is the normal vector 

given by: 

N„ = Beabe^xdaXudbXx (5.11) 

where B is a simple normalization factor, such that two properties hold true: 

N»N, = 1 

N»daX„ = 0 

(5.12) 

(5.13) 

The first requirement above is a statement of normalization while the second statement 

defines the orthogonality property of the normal vector. Both of these simple require­

ments will be crucial in the following calculations. 

A change of coordinates will necessarily include a Jacobian factor in the transforma­

tion. In terms of the metric, this will be given by: 

J d 3x = J V d e t G d2odp (5.14) 

where is the metric of the space in terms of the new coordinates, cr1, o2, p. It is 

relatively easy to see that this will be of the form 

0 

0 

That G^u is of this form follows immediately from (5.9). For example, 

h u 

Gfu, — h-21 h22 

0 0 

(5.15) 

G 3 3 = dpiX' + pN^dpiXn + pNJ 

(5.16) 
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It remains to calculate hab. This too follows from (5.9) but requires a few tricks and 

manipulations. The calculation follows: 

Kb = daX^ObXf, 

= daiX' + pN^dtiXp + pNJ 

= daX^dtX^ + 2pdaX»dbNli + p2daN"dbN^ (5.17) 

In calculating the cross terms in the last line of the above expression, we commuted the 

indices a, b. This is allowable because, using (5.13): 

= 0 

Therefore ^ i V 9 0 X ^ + i V ^ d ^ = 0 or 

WdaXp = -N^dbdaX^ (5.18) 

and since the right hand side of the last line is clearly symmetric under the interchange 

a -H- b, so must the left hand side be symmetric under such an interchange of indices. 

Now introduce a quantity known as the extrinsic curvature, Kab. By definition, 

dadbX» = T^X" + KabN» (5.19) 

where Tu

ab are the standard Christoffel symbols. Contracting both sides of the above 

equation with we find an expression for Kab: 

Kab = N ^ X " (5.20) 

Therefore, using (5.18) and (5.20), we can immediately rewrite (5.17) as 

Kb = gab - 2pKab + p2daN^dbNll (5.21) 

where gab is the induced surface metric easily calculable from (5.9). Lastly, notice that 

KacK\ = N^dadcX^tTdbX^ 
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= daNtldbNvdcX'ldcXv 

= daN^N^ 

= daN^N* (5.22) 

With this result (5.21) becomes 

hat = gab ~ 2pKab + p2KacK\ (5.23) 

This gives us our full expression for G,v. We need now only calculate the determinant. 

And clearly det G = det h. This tedious algebraic manipulation yields the following, very 

nice result: 

det G = det h 

= (det #)(1 — pTr K + -p2R)2 (5.24) 
2 

where R, the scalar curvature, is defined as 

R = (Ka

a)2 - Kb

aK\ (5.25) 

Thus, our final result after all of these calculations for the coordinate transformation, is: 

d3x = d2odp^fdet g (1 - p Tr K + Vi?) (5.26) 

Again, gab is the induced surface metric. 

5.3 D e r i v i n g the A r e a L a w 

We will use this change of coordinates, to simplify our integral for the expectation value of 

the Wilson loop, and subsequently analyze the asymptotic behaviour of the expectation 

value in the limit of a large loop size. 
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Now since 

p a p a 

^ ^ (5 27) 
= J d ^ J d ^ e ^ ^ ^ ^ ^ S ^ x - X(o))P(x - X0))n°n" 

We use this result, with the immediate simplification that nana = 1, to write our full 

integral as: 

- J d2e'dpVdKg~ (1 - pIn K + p2 Tr R)^fEl„ 

= -fd2o'dpd*od*dVdl*g-(l ~ Pf i + ^ f t O ^ - e ^ y
 dX

dT ̂  V 
S^x-X^S^x-X^)) (5.28) 

= - / d^'dPd2od^v^r9(i ^noy ^e f c t

a y a y ^ ' f f i 
8\X{o') + p A ^ a ' ) - X(a)) 53(X(a>) + pN^(o') - X{d)) 

Clearly the delta functions will go some distance in simplifying the seven-dimensional 

integral. But before we accomplish this we must rewrite the delta functions in a much 

more friendly form. A variable change within a delta function must be accompanied by 

some sort of Jacobian to account for the transformation. That is, 

5(f(x)) = ^ j ^ - 5(x — XQ). In this case, we have already spent some considerable time 

calculating the Jacobian. The delta functions transform as: 

* W ) + „N(o'>) - X(a)) = (5.29) 
Vdet #(1 - p Tr K + ^pzR) 

and likewise for the other delta function. 

Rewrite (5.28) with the simplified delta functions and transformation factors. Also, 

evaluate the integral over p; this will set p to zero while still leaving us with a divergent 

factor of S(p = 0) due to the second delta function. We are left with: 

-5(0) f d V d W a ^ ^ V - a)82(o' - ^ e ^ ^ P ^ 9 ^ 
- arm f rfV 1 J ' 6 ' r r.. 9 X ^ 9 X " ^ d X ^ d X » ^ 
— 0{U)J UO ^ T ~ g g ttjtkl da,i dalj Qa,k Q„,l 

(5.30) 
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A further simplification results when we consider the expanded version of the quantity 

det g. 

det c< = detidaX^dbXj 

= dlx^dlxlxd2xvd2xv - diX^x^x'diX,, 
1 dXpjg) dXu(o) dX^ff) dX„(o) 
2

 13 do1 do3 dok do1 

Therefore the integral (5.30) becomes 

But recall, along the lines of (5.14), that 

j d2o^'det g = Surface Area = A (5.32) 

And therefore we have the final result that 

< W [ r ] ) o c e x p ^ ( 0 ) ^ ^ (5.33) 

where A is the area of the Wilson loop. The factor of 5(0) is infinite by definition. This 

can be regulated by a high momentum cutoff (which is equivalent to a cutoff at small 

distance scales), A. Therefore our answer becomes: 

/ ? 2 e 2 \ 

(W[T]) oc exp ( --^-AA + ... higher order terms . . . 1 (5.34) 

It is exactly this sort of area law behaviour which indicates a linear quark confining po­

tential. Thus we have derived the lowest-order behaviour of the Wilson loop, finding that 

in this non-Abelian theory we appear to have confining behaviour. It should be noted, 

however, that at this point any possible spin (j) dependence appears to be concealed. 

In Chapter 6 we shall consider the explicit introduction of monopoles and in Section 6.5 

confinement will be demonstrated to hold for half-odd-integer spin states. 
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It has been demonstrated in similar theories (see, for example, [24]) that, to higher 

order, one expects terms of the form e~^aA+pP^ where P is the perimeter of the loop. 

However, for large loops, e~(aA+ppS> ^ e~aA. It is for this reason that confining behaviour 

is classified by the asymptotics of the Wilson loop (note, however, that in our particular 

case, in the semi-classical approximation (j —> oo), the first-order term will dominate 

regardless of loop size, due to the factor of j ) . 

5.4 A n In i t ia l A p p r o a c h to F l u c t u a t i o n s A b o u t the C l a s s i c a l So lut ions 

Clearly, the next obvious step is to calculate the next higher order quantum fluctuations 

about the classical solutions we have calculated for our fields. To do this, we must gauge 

fix the integral, as explained below, and then go on to calculate the leading term after 

the classical solution. Unfortunately, difficulties exist which preclude the success of this 

strategy, forcing us, in the next chapter, to adopt a new direction of investigation. 

In order to illustrate the difficulties, we now attempt to calculate the next higher term 

in the solution to the functional integral over the gauge field. To do this we must gauge-

fix the integral. We will use the Faddeev-Popov method. As will be seen, this will not 

prove to be adequate in continuing to analytically calculate the quantum fluctuations. 

The obstacle to the calculation will be discussed and further strategies suggested. 

5.4.1 F a d d e e v - P o p o v G a u g e F i x i n g 

A problem arises because the Lagrangian in the functional integral is unchanged along 

an infinite number of directions in the space of field configurations due to invariance 

under gauge transformations. The solution is to apply a gauge-fixing condition which 

will restrict the integral to physically-inequivalent field configurations. 

Consider some function of our gauge field, G(A). Then our gauge fixing condition will 
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consist of insisting that G(A) = 0. Specifically, we use what is known as the generalized 

Lorentz gauge condition: 

G(A) = d^Afa) - uja(x) = 0 (5.35) 

where uia(x) are some arbitrary, well-behaved, scalar functions. 

Next, it is perfectly legal to insert the following unit identity into our functional 

integral: 

1 = j Va{x)5{G{Aa)) det (^^j (5-36) 

where a(x) is some local gauge transformation parameter. That is, our gauge field 

transforms as: 
oa , .^„oa

 . - ^ d , . K f f ' i 

which, in infinitesimal form, is 

Al -> (Aa)l = A l + -ed,aa + tabcAlac (5.38) 

= Al + ^Dllaa (5.39) 

This is of great relevance, for, by taking a functional derivative, we find: 

We therefore need to calculate the quantity det(^d^D^). In non-Abelian gauge theories 

it is customary to represent this determinant as a Gaussian integral over anti-commuting 

"ghost fields", c, and c: 

det Q<̂ £V) = / V c V c e f d 3 x ~ < 9 » D » ) c (5.41) 

Now, any scalar functions u>a(x) are valid choices for our gauge condition. It is there­

fore legitimate to functionally integrate over all UJ, with a Gaussian weighting function, 
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centred at OJ = 0. Our full integral, including this gauge-fixing, then becomes: 

JV(£) j VuuJd3x£ j VoDAVFVnJdZx{^Tr{F^)2+w^c) 

e-i In Tr(nDnDn+2nF) _ ^ ^2 _ y ( 5 4 2 ) 

where AT(£) is an unimportant normalization function (for the recently introduced Gaus­

sian integral), and £ is any finite constant. Integrating over UJ, making use of the delta 

function in the second line, we get: 

7Y(0(/ T>a) j VFVAVn5(n2
 - 1 ) e / ^ ( ^ ^ ^ ) 2 - ^ ( ^ ^ ) 2 + M M ^ c ) - U D ^ ( n D n D n + 2 n F ) 

(5.43) 

Unfortunately, we have a problem. Despite the gauge fixing, this method will not 

prove satisfactory in calculating the first quantum fluctuations about the classical solu­

tions. The problem can be easily understood by noting that the quantum fluctuations 

of the gauge field will be entirely undamped off of the surface of the Wilson loop. This 

means that the integral will be divergent at every point in spacetime which is not a part 

of the surface. One would expect a factor of the form 

( A ) v - M e " f f / l (5.44) 

where A is some ultraviolet cutoff for the gauge field integration, (V — tA) is the volume 

of the space less the area of the surface of the Wilson loop (times some small thickness), 

and cr is a string tension as discussed and calculated in the previous chapter. 

A l l of this suggests to us that somehow space-filling surfaces, which will enforce the 

Bianchi identity at all points in spacetime, might play some important role. Nevertheless, 

this difficulty is a major obstacle to further calculations. Some sort of regularization 

procedure is needed, and one possibility would be a lattice calculation - but this option 

will not be pursued further within this paper. Rather, we will forego the higher-level, 

quantum calculations in favour of a deeper analysis at the semi-classical level. 
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M o n o p o l e s a n d the C l a s s i c a l So lut ions 

We are now able to explicitly take into account the effects of monopoles on the Wilson 

loop. We start by considering a single monopole, and then generalize this result to a 

monopole gas. The interactions provided by the monopoles will prove to be the key in 

unravelling some of the questions of confinement. 

Given the achievements of the previous chapters, it is now possible to explicitly solve 

for expressions for the A, F and n fields, at the classical level, now including monopole 

contributions. The defining equations are: 

Tr d[ndndn) = 16iriui ^ 5(x — Xi) (6.1) 
i 

Dn = 0 (6.2) 

F^(x) = d^Au{x) - duA^(x) + i[A^(x), A„(x)] (6.3) 

where these were initially derived in (4.18), (4.14) and (1.21) respectively (these equations 

were all found to hold, at the classical level, in Chapter 4). 

We begin by deriving an expression for the n field. Initially we will do this for 

a single monopole at the origin... later treatments will include a monopole gas. It is 

useful to note that much of this calculation is analogous to earlier work completed by 

N.J . Snyderman [25], and, as such, these calculations can be shown to be essentially 

equivalent to the Georgi-Glashow model. 

The matrix-valued field n must be of unit norm, with Tr d(ndndn) = 16iviuj5(r). By 

simple dimensional analysis there is a particularly obvious ansatz for n which will turn 

53 
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out to be correct: 

n = — (6.4) 
r 

where r is the vector from the monopole site to the coordinate of n. Then, 

Trindndn) = Tr(—o ad—o bd~ oc) 
r r r 

Tr(—d-d-(ieabd(Sdc + iedceoe)) 
r r r 
tyO- nrtb rpC 

ieabc—d-d- Tr( l ) 
r r r 

2ieabc—d—d— 
r r r 

2 f c " ^ * ^ (6.5) 
r r r 

because, by a simple application of the chain rule, 

rb drb rbrcdrc 

d— 

which, when used to expand eabcdydy, will cause terms other than those of the form 

r r ( r ) 3 

to vanish due to the antisymmetry of eabc. Also, we have used several times the simple 

result that oaob = 8ab + ieabcac. To continue, 

Tr (ndndn) = 2i^—(eabcdrbdrc) 

= 4i^-dSa (6.6) 

where eabcdrbdrc = dSa is an area element defined by the surface of integration. Now 

consider the divergence of (6.6): 

dTv(ndndn) = 2id—(eabcdrbdrc) 

Jr) 
2ieabcdrPdP ( d r b d r c 

= 4 ^ ( ( ^ j " 
= I6iriiu5(r) (6.7) 
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where, as defined earlier, u — dx1 A dx2 A dx3 and it is a fairly elementary result of 

calculus (Gauss' Law) that da — 4ir5(r). 

Therefore, we were correct in specifying n = r^rL. Now use (6.2) to derive an ex­

pression for the gauge field. Clearly, we must have a non-zero gauge field if we are to 

maintain the condition Dn = 0 for a varying n field. We again borrow Synderman's 

ansatz (which will turn out to be the correct form for A,, but with a slightly altered 

multiplicative constant): 
-may ua v 

A, ~ — 1 — (6.8) 
r 

The requirement that Dn = 0 implies that dn = [n,A]. In order to check that whether 

this is true, first calculate [n,A] using (6.8): 

[n,A] = naoaAb^dr,-Ab^dr,naoa 

2r2 2r2 r ) ^ 

= -id I (6.9) 
r 

This last step is most easily demonstrated by direct calculation. For example, choose 

n = 1 above to get 

-e^eXbloHdru = - ^ r ^ + LL.^) idr 

for p = 2, 
( r ) 3 

whereas d2y = — ^yr- Therefore, since dn = [n, A] and dn = dr^d^^y-, we have a final 

answer of: 

A> = - ^ r T (MO) 

or, slightly more generally, for any non-matrix valued 1-form we can have 

j^i _ z e " ° ^ a

2

r " + naoaffJ'. However, it has been our policy to assume that, through a 
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singular gauge transformation, we treat all monopoles within the n field, with none in 

the gauge field. Therefore, to keep (for now) A^ix) monopole-free, we choose f11 = 0. 

Note that the coefficient for Aa in (6.10) is imaginary. This is actually expected, 

for in Section 2.2.2, we defined the gauge field to be anti-Hermitean (we performed 

the transformation A —> iA). In the upcoming calculations, it will occasionally be 

advantageous to use a Hermitean formula for A^. To avoid confusion, for the remainder of 

this chapter, A^ = as in (6.10). We will also define A^erm by the transformation 

A ->• A H e r m = -iA. Therefore let 

We now calculate the expression for the field strength tensor, F^u. We will use ^ H e r m 

for this as we can then use the standard formulation for the field strength tensor (6.3), 

ending up with, as we shall see, a fairly elegant result.1 

First, calculate: 

*[-^Herm> ^ H e r m — %-2(r) 2 2(r) 2 2(r) 2 2(r) 2 

4(r) 4 ' 

2(r) 4 

And one may calculate that 

1 e ^ e ^ V ' V V V (6.12) 

Then 

_a , i /au _a , i / a A „ A „ u _ . a , u a A „ A „ i / 
a ^Herrn _ « .Herm _ a £ _ ° e r r , ° * r r

 ( R , o\ 

— C^M^erm ^ ^ H e r m + ^ H e r m > ^Herm. 

1 T h e field strength, as a physically meaningful variable, makes much more sense as a Hermitean 
quantity. Note that F^v is Hermitean if the gauge field is Hermitean, but if the gauge field is not 
Hermitean then the field strength will have both Hermitean and non-Hermitean parts. 
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+ — + —— e ^ e ^ V ' V r V (r) 2 (r) 4 (r) 4 2(r) 

(r) 2 (r) 4 (r) 4 2(r) 4 / 

= (6-14) 

where the last step can be most easily seen by direct calculation for each particular oa. 

We can check the magnetic component of F,u by taking the projection of in the 

electromagnetic direction - that is, the abelian (U(l)) direction. This is accomplished 

by projecting along the direction of the n field, F • n. The answer is very reassuring: 

Bx = ie^F^-n (6.15) 

2 (r) 4 2 r 

(5ab+ ieabcoc) 
(r) 4 2r 

1 (6.16) 
2(r) 3 ' 

which is, up to a constant, exactly what one would expect for the field of a magnetic 

monopole (remember that Bx is matrix-valued (hence the factor of 1 as a reminder) and 

s o T r B A = ^ ) . 

6.1 P h a s e fac to r o f t he W i l s o n L o o p for one M o n o p o l e 

Using expressions (6.4) and (6.10) we may calculate the phase factor that occurs in the 

expression for the Wilson loop: — | JDTr(nDnDn + 2nF) (see (5.1)). It is absolutely 

necessary to use the anti-Hermitean expression for the gauge field in this calculation, as 

expression (5.1) was derived using an explicitly anti-Hermitean gauge field. 

Using (2.39) and (2.45), we complete this calculation using: 
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Tr(nDnDn + 2nF) = Tr[ndndn + 4d(n A)) 

= Tv{ndndn + 4dnA + AndA) (6.17) 

Relatively mechanical calculations yield the following results: 

w 
Tr(ndndn) = 2ieabc—drbdrc (6.18) 

(this was derived in (6.6)). Likewise, 

TvUdnA) 4 ( j ^ I ^ ^ 5 d b + ieabcrcrdredredra^ V W3
 (r)5 , 

4ieabcrcdrbdra 

(6.19) 

M3 

where the second term in the first line must vanish by an anti-symmetric argument 

(rcrd5bd is symmetric in b and c while tabc is not). Lastly, 

dA = ——^ — drxdrp 

2(r) 2 {rY 

and so 

V W3 M5 / 
4ie / i a A r a 

= . drxdr» (6.20) 
(n3 

where, once again, the second term in the first line vanishes by the obvious symmetry 

argument. 

Putting all of this together, 

^abc^a^b^c 
Tv(ndndn + 4dnA + 4ndA) = ( 2 - 4 + 4)- ( r ) 3 

= Aij--dSa (6.21) 
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and therefore 

exp (~^f Tr{nDnDn + 2nF)]j = exp j Tr(ndndn + 4d(nA)) 

= exp(-ijfl) (6.22) 

where Q is the solid angle subtended by the Wilson loop from the monopole site (in our 

case, the origin). Note that (6.22) remains single-valued for changes of 4-rr in Q. This is 

important, as this was a requirement upon which we insisted in defining our monopoles. 

The solid angle, Q, is only defined modulo 4.ir, but the Wilson loop formula is indifferent 

to this, as well it should be ( e - « i ( « + 4 T ) = e-ijne-Anij = e - y n ) . 

6.2 Charge Quantization 

It is an empirical fact that charges appear to be quantized. This quantization of elec­

tric and magnetic charges appears naturally in compact theories - for example, in the 

Abelian case, compact Q E D . In the case of non-Abelian field theories, such as this one, 

the compactness directly follows from the structure of the Lie algebra (cf. the brief dis­

cussion of Lie algebras in Section 1.1). In fact, as discussed in [17, 29], as the group 

structure of SU(2) is a sphere, an Abelian subgroup will be some circle on this sphere, 

and thus necessarily compact. According to Gauss' theorem, the quantization of charge 

will necessarily imply the quantization of electric and magnetic flux. 

We now, by considering the magnetic flux of the single monopole at the origin, ex­

plicitly demonstrate this magnetic charge quantization. For a similar derivation, and a 

longer discussion of the topological significance, see [27]. 

For a quantum of magnetic charge, g, we have by Gauss' theorem: 

g= j B-dS (6.23) 
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where we are integrating over a 2-sphere at the boundary of our three-dimensional space. 

We have, to this point, been suppressing the electrical coupling constant, e, in our cal­

culations. Including this now we have: 

9 = L B-dS 

= ~f T%dSX 

e Js*, ( r ) 3 

47rm „ / „ ^ „N 
= me Z (6.24) 

e 

and therefore we have a standard Dirac-type quantization condition: 

eg = Airm m 6 Z (6.25) 

where m is some integer which acts as a winding number. The idea behind this is that 

as the coordinate x covers the sphere S2^ exactly once as the integral is evaluated, n 

maps this coordinate to a point on the unit sphere (since n 2 = 1). The number of times 

that n covers the unit sphere must be an integer, or otherwise the n field would not be 

single-valued. Now, in our particular case, with the derived expressions for the n, A and 

F fields, it is clear that m = 1. But the argument holds for more general gauge field 

configurations. 

In fact, as discussed in [27], the integer m is called Kronecker's index and it is a 

topologically important quantity characterizing the mapping by n to the unit sphere.2 

This is to be expected, since, from the beginning, the monopoles did not arise out of 

dynamical concerns, but rather from the topological characteristics of the n fields. 

2 There are at least three different, but equivalent, ways of characterizing the topology of the mapping 
n(r) : S^, —> S f l = 1 . These are the Kronecker index, the Brouwer degree, and the Poincare-Hopf index. 
It is not relevant to give a full explanation of these here - see [27] for a clear explanation and discussion. 
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6.3 M a n y Monopoles and the Co loumb Gas 

We will now begin to consider the treatment of an arbitrary distribution of monopoles. 

To do so, it is far easier to treat the monopoles within the gauge field, instead of dealing 

primarily with the n field. As has been mentioned before, the mathematical location of 

the monopoles may be moved between the gauge and n fields by a gauge transformation. 

We will perform a rotational gauge transformation which will transform the radial n 

field (n oc f) into a constant field pointing in the positive direction along the third (£) 

axis. As one would guess, this transformation is singular along the negative half of the 

third axis. In performing this transformation we draw upon the results of both Boulware 

et al [28] and Polyakov [29]. 

The gauge transformation, V(r), is given by a standard rotational operator: 

V(f) = e - ^ V ^ V ^ (6.26) 

where 

f — cos 9z + sin #(cos 4>x + sin <py) 

Then, 

n ->• VnV^ = 8a3oa (6.27) 

= ^ V " ( ^ ) ) T ( 6 - 2 8 ) 

The advantage of this is that in the gauge field the monopoles appear as normal point 

sources of a Coulomb-type interaction and thus an arbitrary distribution of monopoles 

may be built up from a simple superposition of isolated point sources [17, 29]. 

Given this gauge field, the field strength becomes effectively Abelian 

(F^ = d^Av—dvAfj,). Indeed, only one index is required to label the non-zero components 



Chapter 6. Monopoles and the Classical Solutions 62 

of the field strength tensor. Therefore, for a single monopole the field strength is given 

by: 

Ffi = e^xd„Al = --p^ - 2n6ll3B(x3)S(x1)S(x2) (6.29) 
2 [x) 

where the second term is recognized as a standard Dirac string. 3 Clearly, a distribu­

tion of an arbitrary number of well-separated monopoles and anti-monopoles will be a 

superposition of these single-monopole fields. Therefore, for (anti-)monopoles located at 

points {ra} we have: 

Fn = "ga I _
 Q | 3 ~ 2 7 r ( ^ 3 Yl <laO(X3 ~ ^3a)5(x 1 - Xla)5(x2 - X2A) (6.30) 

a 2 \X XA\ A 

where qa = ± 1 for monopoles/anti-monopoles. 

The action for such a monopole distribution will have two distinct components -

one representing the self-energy of the monopoles, the other representing their Coulomb 

interactions. As is generally recognized, the Dirac string singularities do not contribute 

to the energy or dynamics of the field. The self-energy term for the monopoles will 

provide some formally divergent factor with which we shall not be seriously concerned in 

the following calculations. However, we include it now for the sake of completeness. We 

will have: 

S = Sse + Smi (6.31) 

where 

S s e = A ( m ) 5 > 2 (6.32) 
a 

is the self-energy term and A(m) is some function which depends upon the mass, m, of 

the monopoles. Then, for the interaction term, removing the singular Dirac strings, we 
3 A Dirac string is a non-observable, singular line, which can be visualized as a tightly wound solenoid 

starting at the monopole and stretching off to infinity. Inclusion of such an object accounts for the mag­
netic flux of the monopole and thus allows one to treat the monopole within conventional electromagnetic 
theory. 
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have: 

Snt = / - F^mg)2d3x 

8c ./ \x xa I |x I 

= J L q°-qb ( 6 33) 

a^6 l^a — xb\ 

where the region of integration in the first two lines excludes the monopole sites and 

some small region surrounding them. 

The next step consists in assembling a grand canonical ensemble, by summing over 

all possible monopoles and anti-monopoles, using Boltzmann statistics. In doing so we 

end up transforming our theory into a Sine-Gordon model. 

6.4 T h e S i n e - G o r d o n T r a n s f o r m a t i o n a n d t h e C l a s s i c a l S o l u t i o n s 

In the following calculations, as we transform to a Sine-Gordon model and then solve for 

the classical solutions, we follow quite closely the work of Polyakov [29]. 

From (6.22), (6.32) and (6.33) we have 

W = |E(«-a E'')"^/n^exp(-^Eg^-^) (6-34) 

N,q{
 J V - 7 j=l \ z e a^b \ X a Xf>l / 

where the factor of was introduced to account for a sum over all possible N indistin­

guishable monopoles, and where 

Z =Y(e-^2)N— I TT dx • e x o (-^-T ^ 

is the partition function. 

Now, recalling the Gaussian integration formula (cf. Appendix B): 

j j j dxi e x p ( - - AjXiXj + i bixi) = ( d e t A)~^ e x P ( ~ J2 Aijlbibj) 
i 2 i,j i i,j 
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and noticing that 

V 2 ^ r = -4n5 (xa - Xb) 

\Xa xb 

we are led to transform (6.34) to the following integral over a field x{x)'-

1 r e2 r (P-AEi2)N N ^ ^ „ 
(W) = ± VX(x)eM-{-2 J d'xiyxf) E 1 N1

 } Hdxje-^Xe-Z^ 
N,qa " j = l 

(6.35) 

Now consider the factor: 

- l £ e - ' E „ * . ( x + ; n ) = J _ ̂  (e«-(x+in) + e - i (x+ in )^ ( 6 3 6 ) 
N - N,qa

 N - N 

We have, therefore, 

(W) = - f Vx(x)e-^f«Vx)2-M2cos^n))d3x) (6.38) 

where 
M 2 = 8.T2

 A ( m ) E g 2 

We have succeeded in deriving a version of the Sine-Gordon action: 

SSG = / ( V x • V X - M2 cos(X + jfl))d3x 

Again, we may apply the saddle-point approximation to this action, provided that 
2 

the constant is sufficiently large. Trivially, the classical equation of motion is given 

by: 
V 2 x + M2 sin(x + jfi) = 0 (6.40) 

Given this, we now proceed to solve for the field x(x) which will solve this equation. 

We consider solutions in the region of the large Wilson loop, away from the boundary. 

That is, within a distance of several multiples of jj, and certainly distances much smaller 
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than the size of the loop. Within this region the solid angle function, Q(x) only takes on 

the values ±2TT. Take the z axis as running through the centre of the loop, orthogonal 

to the loop surface. Then, far from the boundaries, x(x) (classical) has essentially one 

degree of freedom (z). Denote x' = Then multiply both sides of (6.40) by x' a n d 

integrate. We get: 

^{X'f - M2cos{X + jty+E = 0 (6.41) 

for some constant of integration, E. This constant is fixed by the boundary conditions 

which require that at spatial (or temporal) infinity, Vt = 0 (the solid angle of the loop 

approaches zero as we move away an infinite distance) and, at infinity, the potential 

cos(x + _7'f2) should be minimized, and lastly, all derivatives of xix °°) should vanish. 

This necessarily implies that E = —M2. 

Now use the standard trigonometric identity 

n . .a + b. ,a — b. 
cos a — cos b = — 2 sin(—-—) sin( ) 

which implies 2sin 2 ( | ) = 1 — cos a. Therefore we can rewrite (6.41) as 

(xT = 4 M 2 s i n 2 ( * ± ^ ) (6.42) 

which implies 

I ± d / * x = fdz (6.43) 
J 2 M s i n ( * ± ^ ) J V 7 

This can be integrated using the formula / = lntan( |) . The solution is 

X = ± 4 a rc t an (e™ 2 ) - jQ(z) (6.44) 

It remains to choose the appropriate signs for the solution such that the x field is con­

tinuous across z = 0. It is clear that, to allow for well-behaved solutions at infinity and 

a continuous solution at z = 0, we must choose our solutions as: 

+4 arctan(e~M 2) - jQ(z) if z > 0 
X(z) (6.45) 

[ - 4 arctan(e + M z ) - jQ(z) if z < 0 
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remembering that the solid angle, Q(z), will tend to zero at large distances from the loop, 

and, close to the loop, will take on a value of 2TT on one side of the loop, discontinuously 

switching to — 2-K on the other side of the loop. 

6.5 A F i n a l L o o k at C o n f i n e m e n t 

We will now demonstrate that (6.45) provides for area law behaviour of large Wilson 

loops, this being the working definition of confinement. Moreover, the existence of spin 

dependence will be indicated. 

Consider the change in the field x(z) from z = +e to z = — e for some small positive 

constant e. For z small and positive, 

7T 

X\z=o+ = 4 ( - + 7m) - 2-KJ 

and for z small and negative, 

7T 

x\z=o- = - 4 ( - + vrm) + 2nj 

where m and n are some arbitrary integers, indicative of the periodicity of the tangent 

function. For x to be continuous at z = 0 it must be the case that 

7T 4- 47m — 27TJ = —7T 4- 7 T m 4" 27TJ 

or 

27T 4- 47r(n - m) - 4TTJ = 0 (6.46) 

This equation can only be satisfied when j is a half-odd-integer. Clearly, this solution 

cannot by applied to a system with integer-valued j. While this does not constitute 

a rigorous proof of non-confinement for states of integer spin, it does clearly indicate 

that the theory differentiates between integer and half-odd-integer spins and goes some 
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distance in justifying the expected and intuitive result that integer spin states should 

remain unconfined. 

Lastly, substitution of (6.45) into the Wilson loop expression, (6.38), yields: 

(W) = e~lA (6.47) 

where 7 = ( ^2 ) M J™00(x"ix ~ y) + M2 cos(x(y) + jQ,))dy and where A is the surface 

area of the loop. This result follows from the fact that x(z) l s a function of z only and 

so in- (6.38) the integration over x and y will yield the surface area of the loop (further 

outside of the loop in these directions we assume the trivial solution which will integrate 

to zero). 

Therefore, we have clearly demonstrated the confinement of quarks in this monopole 

gas in cases of the spin j being a half-odd-integer. For integer j we have demonstrated the 

inadequacy of the solution, which is in agreement with the well-established expectation 

that integer-spin quarks should be unconfined due to screening by j; = 1 gluons. 
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Conclusions 

In considering the expectation value of the Wilson loop, (W[rj), in a 2+1 dimensional 

SU(2) Yang-Mills theory we have derived several interesting results, all at the purely semi-

classical level. We managed to reformulate the Wilson loop as a surface integral with an 

explicit spin parameter, j. Then, in order to test Polyakov's conjecture, we considered 

F^v and A0^ as independent, random variables. For large values of the spin-parameter the 

Wilson loop expression may be evaluated using a saddle-point approximation. By this 

method we calculated the classical equations of motion to discover that, indeed, to this 

level, the Bianchi Identity is indeed re-introduced as a natural constraint: 

D^x + DXF^ + D„FXll = 0 

Put another way, at the level of the saddle-point approximation F^ and are related 

by the standard relationship: 

Ffw = d^A^ — dvAil + A„\ 

We also demonstrated, in Chapter 5 an area law for the expectation value of the 

Wilson loop: 

lim ( - l n ( W r i ) ) ~ aTA 

A—>oo 

where A is the area spanned by the Wilson loop and aT is a quantity known as the string 

tension, thereby indicating a confining potential. However, any possible spin-dependence 

was concealed at this preliminary stage. 
68 
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Secondly, and very importantly, we noted that this reformulation of the Wilson loop 

allowed for an arbitrary distribution of monopoles - singular points in the three dimen­

sional spacetime. Using the classical equations of motion derived in Chapter 4, we derived 

explicit expressions for the fields in the case of a single monopole at the origin. These 

expressions yielded a magnetic field for the monopole of 

Tr B ^ = 
( r ) 3 

and a phase factor associated with the Wilson loop expression: 

exp (j~^fD Tr{nDnDn + 2nF)^j = exp(-ijfi) 

where Q is the solid angle subtended by the Wilson loop from the monopole site. We 

also derived the very standard charge quantization condition: 

eg = 47rm m e Z 

Next, a monopole gas was introduced by considering a simple superposition of mono-

pole fields in the gauge field. This was shown to yield a Sine-Gordon action: 

(W) = I j T)x(x)e-£(J^x)2-M*coS(X+JCl))d*x) 
Z J 

the classical solutions of which indicated confinement of states with half-odd-integer spin: 

+4 arctan(e~M 2) - jCi(z) if z > 0 

- 4 arctan(e + A f 2) - jVt{z) if z < 0 

indicating, for j = m + |, m = 0,1, 2 . . . that: 

(W) = e-"<A 

where 7 is a particular string tension and where A is the surface area of the Wilson loop. 

In the case of integer spin, it was demonstrated that these solutions are inadequate, with 

the expectation that such states are not confined at all. 

X{z) 
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While answering some interesting questions, this work also raises a number of ques­

tions, suggesting directions for future investigations. The most obvious, though difficult, 

next step is to consider the quantum fluctuations about the classical solutions derived in 

this paper. It will be interesting indeed to determine whether the higher-order terms in 

the solutions radically alter the behaviour illustrated by the classical solutions. As well, 

it remains to give a more rigourous proof of the deconfinement of quarks with integral 

spin within the framework of this particular theory. 

At the beginning of this paper it was claimed that the Yang-Mills field theory con­

cealed a wealth of interesting physics. We have considered the field strength and gauge 

fields to be independent, random variables and subsequently derived the Bianchi Identity 

in a sum over surfaces of the Wilson loop. We have demonstrated the natural appearance 

of monopoles. And we have linked this to earlier work using a Sine-Gordon treatment of 

a monopole gas. Indeed, the Yang-Mills field and the simple Wilson loop have yielded 

much fascinating physics — fascinating physics which is far from exhausted. 
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Appendix A 

Properties of Coherent States 

A brief introduction to coherent states, and some of their more relevant properties is 

presented here. The set of coherent states is a well developed area of research, and of wide 

application. It is not our aim here to delve deeply into this topic, but merely to present 

information directly relevant to the calculations in this paper. For further information 

on coherent state representations see [22] or, for a more thorough treatment, [23]. 

Given an annihilation and creation operator, a and a), respectively, of Bose statistics 

in a Fock space, 

[a,af] = l a|0) = 0 (A.l) 

with basis vectors: 

f ( a t ) " | 0 ) „ = 0,1,2, . . .} (A.2) 
i ! 

Then the coherent states, \z), are defined as the eigenstates of the annihilation operator 

of this Bose algebra. 

a\z) = z\z) (A.3) 

and can be generated by the following unitary transformation: 

\z) = e

zaf-z'a\0) zeC (A.4) 

= e~^2 £ —(at)»|0> (A.5) 

The full set of coherent states is overcomplete: 

Jd2z\z)(z\ = Tr (A.6) 

as we will now demonstrate in detail. To continue, we make use of the Baker-Cambell-

Hausdorf formula. This states that 

if [A, [A, B}} = 0 and [B, [A, B}} = 0 

then eA+B = e

A e B e - ^ (A.7) 
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Therefore, using (A. l ) , 

e

f l t 2 - a z * |0 ) = eaUe'az*e-^zz'\Q) 

= e-2 2 Z*e a t 2 |0) 

and likewise for (0 | e - 2 a t + 2 * a = (0 |e 2 * a

e -2 2 2 * . Therefore, 

j d2z\z)(z\ = J e a t 2 | 0 ) ( 0 | e a z V 2 2 * dzdz* 

(A.8) 

(A.9) 

Now expanding the exponentials on the right-hand side of the above equation, and keep­

ing in mind that (oJ)n\0) = y/nJ.\n), we complete the calculation: 

2 

J d2a\z)(z J d2zE(^y e-zz'(za^\0)(Q\(az*y 

E Q ) \n)(n\ Jd2ze-^(zz*)n 

EQwinKnlfdre-
roo 

r|n)(n| / dxe~xxn 

Jo 

n)(n\-KT(n + 1) 

E 
n 

E 

- r 2

r 2 n + l 

n 
7T 

(A.10) 

( A . l l ) 

Therefore /d2z\z)(z\ — iv. 

There are a variety of other useful coherent state relations, all derivable using similar 

methods. A short list of useful relations follows: 

Using (A.8), we have, 

(z'\z) = e - 2 l 2 l 2 4 l 2 ' l 2 ( 0 | e a z ' V t 2 | 0 ) 

= e4(|z'|2+|z|2)e*'*2 (A.12) 
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eiuiaiat\z) = \eiu,tz) (A.13) 

The identity, 1= f—\z)(z| (from (A. l l ) ) (A.14) 
J it 

Tr(6) = f —(z\e\z) (A.15) 
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Appendix B 

Solving Functional Integrals 

Following is a brief discussion of the defining characteristics and methods for solving 

functional integrals - indispensable tools in field theoretical research. As such, functional 

derivatives, functional integrals, and functional determinants will be treated in order. 

A functional is simply a function which maps functions to numbers. For example, 

we have the standard action functional, This functional takes as its argument 

functions X(t) (it is conventional to write the argument of a functional in square brack­

ets). Likewise, a functional integral will integrate, not over numbers, but over a space of 

functions. To continue with the example, a propagation amplitude would be given by: 

U(xa,xb,T) = | M ( t ) e , s W " l 

where we are integrating over all possible paths of propagation, X(t), each path weighted 

by a complex phase elS^x^ (it is also conventional to write the measure of a functional 

integral using the script V - in this paper we use both this notation, and the equivalent 

one, using square brackets, [dX (£)]). 

B. l Functional Derivatives 

It is also possible to take functional derivatives of functionals. The functional derivative, 

denoted J^JJ, obeys the following axioms: 

5 
5X(t) 

X(T) = 6(t-T) (B.l) 

or 
8 

j dT X(T)Y(T) = Y(t) (B.2) 
SX(t) 

The normal rules for derivatives (ie. the product rule) also apply to functional derivatives. 
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When a functional depends upon a derivative, before taking a functional derivative 

one integrates by parts. Therefore: 

J dT d,X(T)Vp(T) = -d»V»(t) (B.3) 

The functional derivative will be a very important tool in solving functional integrals 

perturbatively, by a saddle point approximation. 

B.2 Functional Integrals 

How does one solve a functional integral? A standard method of solving this somewhat 

ill-defined quantity uses perturbation theory. Section 4.2 provides a brief discussion of 

the saddle point method. In this method, functional derivatives are used to calculate a 

first term in the perturbative expansion, with higher order terms following. The second 

term is Gaussian. The full arguments of Section 4.2 will not be repeated here, but we 

quote the result (4.6): 

J V(j) e~jS[,t>] = e~jS[(psP] j Vcj) e " ^ ^ f f e ( ^ P ) C l C 2 + - h i g h e r o r d e r t e r m s - (B.4) 

where (f> = 4> s p + > J is some large parameter (thereby justifying the saddlepoint 

approximation) and where (f)sp is the saddle point as given by the vanishing of the first 

functional determinant (j^Slcj)]]^ = 0). 

Then given (B.4), the next step is to figure out how to calculate a Gaussian functional 

integral. This is done by considering the solution to a normal Gaussian integral, where 

we know that / dxe~ax2 = ^J^, and then extrapolating to the infinite dimensional case 

of a functional integral. Consider then 

(j]/dPk) expi-frAijPj) (B.5) 
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where A is a symmetric matrix with eigenvalues a .̂ Then write = OijXj where O is 

the orthogonal matrix which diagonalizes A. Then: 

( i l / expi-PiAijPj) = (lij dx^j e x p ( - £ ^a:?) 

= II dxexp(-aiX2)^ 

= I l t / ^ (B.6) 
% V * 

= (const) (detyl) -* (B.7) 

B .3 Funct ional Determinants 

At first bizarre looking, functional determinants can readily be reformulated into a more 

intuitive format. Realize first that for a matrix B, with eigenvalues 6,, by diagonal-

izing the matrix the determinant may be expressed as the product of the eigenvalues. 

Therefore, 

d e t £ = Y[bi (B.8) 

exp ^2 In b^j 

= exp[Tr(lnB)] (B.9) 

where the logarithm of a matrix is defined by its power series. These expressions, (B.8) 

and (B.9), provide methods for evaluating a functional determinant. For example, in 

Chapter 3, specifically (3.4), the determinant det~1(idT + \A + A) is replaced with the 

product of eigenvalues, Ylni2^1 + \A + A). Then, of course, the challenge of evaluat­

ing this infinite product remains... but the task of rewriting the determinant in some 

mathematically well-defined way has been accomplished. 

As another quick example, consider det(<92 + A 2 ) (the Klein-Gordon operator) for 
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some constant A (a mass term). Then 

det(<92 + A 2 ) exp[Tr(ln(<92 + A 2))] 

exp y^m(—k2 + m2) 
L k 

6 X P { V T ) J'j2Wln{-k2 + ^ 
(B.10) 

which illustrates the case of a continuous spectrum of eigenvalues. Here the factor (VT) 

represents the d-dimensional volume of the functional integral. Though there is no need to 

complete the calculation here, (B.10) may be subsequently evaluated using a dimensional 

regularization procedure, after a Wick rotation. 

Also, very importantly, it is possible to evaluate a functional integral by a Feynman 

diagram expansion. A concrete example of this is given in [2], p.304. We will not 

demonstrate this in detail here, but the determinant, in some important cases, may be 

expressed as the exponentiated sum of all one-loop diagrams. In this case, the single loop 

is in the field over which the Gaussian integration occurs, and all numbers of external 

legs are provided by any other fields in the determinant which were not integrated. 


