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Abstract

There is continuing interest in the numerical solution of the field equations of general relativity. Many of the most interesting scenarios involve the generation and propagation of gravitational radiation—this thesis is an investigation of numerical techniques which should be useful for such problems. The study is based on a model system of a single massless scalar field coupled to the gravitational field, with the additional requirement of spherical symmetry. The 3+1 formalism for numerical relativity is used and attention is limited to finite difference techniques.

As a preliminary step, the properties of some difference schemes are examined in the context of the wave equation in general coordinates. The accuracy, stability, convergence, dissipation, dispersion and efficiency of the schemes are discussed and three of the methods, which are all centred, second order approximations, are identified as being suitable for radiation problems in general relativity.

Following work by Piran, the model problem is solved in three different coordinate systems using variations of the schemes devised for the wave equation. Various initial configurations of the scalar field are evolved, ranging from cases where there is a negligible amount of gravitational self-interaction to those where black holes are formed. Although some numerical difficulties remain with the latter calculations, the basic difference techniques developed for the treatment of the radiative degrees of freedom are found to be satisfactory.

In the past it has been argued that there is a fundamental inconsistency in finite difference solutions of Einstein's equations which are generated by algorithms that do not continuously impose the constraint equations which arise from the coordinate freedom of general relativity. The deviations of freely evolved quantities from discrete versions of the constraint equations are supposedly of lower order (in the mesh spacing) than the underlying difference scheme. An argument based
on Richardson's hypothesis concerning the expansion of the error of a difference solution in powers of the mesh spacing is made which suggests that there should be no such inconsistency. Numerical results from two fully second order algorithms are presented in support of this argument.

The remainder of the thesis deals with the application of local mesh refinement techniques to the model problem. A simplified version of a recent algorithm due to Berger and Oliger is implemented for one particular coordinate system and is used to examine the nature of the scalar field's gravitational self-interaction.
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CHAPTER 1.

Introduction

It is customary to preface works in numerical relativity with statements regarding the great complexity, non-linearity and consequent analytic intractibility of Einstein's equations for any but the simplest physical scenarios. There can be little doubt of the truth of these statements, nor of the conclusion that numerical methods provide the only available means to derive detailed information about the nature of the gravitational interaction for many problems of theoretical and astrophysical interest. At the same time, the application of numerical techniques to general relativity should not be considered an effort of "last resort". As with other branches of computational physics, the essential usefulness of numerical relativity is rooted in the ability afforded by large scale computation to simulate the behavior of a complex system. In effect, the computer is used as a "theoretical laboratory" where the physical consequences of the theory may be studied. Such studies may provide answers to definite questions regarding the behavior of a particular physical system, but there is also the possibility of gaining more global insights into the nature of the theory which may suggest new analytic approaches.

Many of the most interesting problems in general relativity involve the generation and propagation of gravitational radiation. The data from the binary pulsar PSR 1913+16 [35,90,91,102] has provided strong indirect evidence for the existence of gravitational waves and there is continuing progress in the difficult experimental program for direct detection of gravitational radiation using resonant bars and laser
interferometers [19,79]. The astrophysical situations which are expected to be the best sources of gravitational waves, such as supernovae explosions, stellar collapse, or the interaction of black holes are ideal candidates for numerical study.

The main goal of this thesis is to investigate numerical techniques which should be useful for the construction of spacetimes (solutions of Einstein's equations) which contain gravitational radiation. As with most previous work in numerical relativity, the work is undertaken within the framework of the 3+1 formalism for relativity, which is reviewed in Chapter 2, and attention is restricted to finite difference techniques. The research is based on a study of a single massless scalar field coupled to the gravitational field, with the additional requirement that the spacetimes be spherically symmetric. This reduces the field equations to a system of partial differential equations which depend on a single spatial variable and time. This system is sufficiently manageable, in terms of human and computer resources, to allow for extensive numerical experimentation. As discussed in Chapter 2, the scalar field is used as the source of energy for the spacetimes because a spherically symmetric solution of the field equations cannot contain gravitational radiation. Thus the scalar field supplies the radiative degrees of freedom for the system and the hope is that the techniques which are developed for treating it will also be applicable to gravitational radiation.

Numerical relativity is a young field, and although there have been several successful constructions of radiative spacetimes using finite difference methods [10-12,24,25,67,68,71,72,81,82,87,88], the catalogue of proven techniques is quite limited. In addition, relatively little attention has been devoted to some of the more fundamental issues involved in the numerical solution of any set of time dependent PDE's. In particular, the issues of stability of the difference approximations used and the convergence properties of the generated solutions are not completely understood. Even for relatively simple cases, such as the one studied here, the complexity of the
finite differenced versions of Einstein’s equations makes these properties difficult to analyze.

To circumvent this problem, an even simpler system, which has the basic structure of general relativistic radiative equations, is introduced in Chapter 3. This model is simply the wave equation (one space, one time dimension) in general coordinates. The principal advantage of studying this system is that exact solutions can be generated for the purposes of evaluating the numerical methods that are used to approximately solve it. Four difference schemes are devised for the system and their convergence, stability and accuracy are examined. Three of the schemes emerge as suitable candidates for the treatment of radiative degrees of freedom in general relativity, at least for problems with dependence on a single spatial dimension.

The choice of coordinates is a central issue in numerical relativity. There is no preferred labelling of events in a generic spacetime and a prescription must be given to fix the coordinate system. One of the most interesting features of Einstein’s equations from the point of view of numerical analysis is that the structure of the equations is very much a function of the coordinate conditions which are imposed. In addition, a judicious choice of coordinates can allow some of the basic variables which describe the gravitational field to be eliminated from a numerical scheme, usually at the cost of the appearance of additional differential equations for the variables which determine the coordinate labelling. Moreover, because of the coordinate freedom, some of the field equations are not equations of evolution, but rather equations of constraint which must be satisfied by the geometric and matter variables at all times. Numerically, these constraint equations can be used instead of evolution equations to update some of the geometric variables. The net result of all of this, is that a wide variety of algorithms can be devised for any given general relativistic problem, quite independently of the particular type of differencing which is used [24,26,68–70].
Following Piran's work on cylindrically symmetric spacetimes [68], Chapter 4 describes the solution of the model in three different coordinate systems, all of which have been used in previous work in numerical relativity. For the most part, the coordinate conditions and constraint equations are used to eliminate the evolution equations for the geometric variables, and the scalar field is treated using variants of some of the difference schemes studied in Chapter 3. Unlike most (possibly all) previous treatments of the 3+1 equations, the overall schemes for two of the coordinate systems are designed to be uniformly second order accurate in both space and time. Evidence is presented for the mutual consistency of the results produced by the three programs for the case of weak pulses of scalar radiation. Additional results are presented for cases where there is significant gravitational self-interaction of the scalar field. Finally, attempts are made to produce black hole spacetimes, but these are largely unsuccessful due to various numerical problems which remain to be solved.

Analytically, if the constraint equations are satisfied at one instant of time, they are automatically satisfied at all other times. This is not the case for numerical solutions of the field equations. It has been observed in many studies that deviations from discrete versions of the constraints invariably develop unless the constraints are continually enforced. In fact it has been argued that this is indicative of a fundamental inconsistency of finite difference solutions of Einstein's equations, wherein the order to which freely evolved quantities satisfy the constraints is lower than the approximation order of the evolution scheme itself.

This argument is reviewed in Chapter 5 and a counterargument based on Richardson's [73] hypothesis regarding the expansion of the error of a difference solution in powers of the mesh spacing is presented. It is argued that there should be no such inconsistency provided that the solution is sufficiently well behaved. The argument is supported by numerical evidence produced from extensions of the two second order schemes described in Chapter 4, which perform simultaneous free and
constrained evolutions of the geometric quantities. These schemes also demonstrate that the methods which were developed for evolving the scalar field can also be used for the geometric variables. In addition several examples of numerical instabilities and irregularities which were encountered and the techniques used to eliminate some of them are discussed.

Currently, there is much interest among numerical analysts and computational physicists in the development of adaptive mesh techniques for time dependent PDE's [4,16,31,38,47,65,94]. These methods involve tailoring the local level of discretization (grid spacing) to fit the features of the solution, so as to produce uniformly accurate results using a minimum of computational resources. There is considerable potential for the application of such methods to radiative problems in numerical relativity. In order to adequately simulate the dynamics of the best sources of gravitational waves, it is necessary to use a grid spacing in some parts of the solution domain which is orders of magnitude smaller than the distance to which the radiation should be tracked [70,93].

In Chapter 6, following a review of previous approaches to grid adaptation in numerical relativity, and a discussion of an unsuccessful attempt at mesh refinement, an implementation of an algorithm based on recent work by Berger and Oliger [4] is described. The method involves the use of a global coarse grid overlayed with a moving fine grid which tracks a pulse of scalar radiation. The program works quite well, and is used to investigate the nature of the gravitational self-interaction of the scalar field more closely.

Chapter 7 contains conclusions and some suggestions for additional research. An appendix describing the basic ideas and techniques of finite differencing and stability analysis which are used in the body is also included. Some knowledge of general relativity and differential geometry will be useful in reading the following chapter [54,99,101]. In particular the tensor notation and units of [54] are used. Briefly, lower case greek indices ($\mu, \nu, \ldots$) assume the values $(0, 1, 2, 3)$ corresponding
to the temporal and three spatial dimensions; latin indices \((i,j,\ldots)\) range over \((1,2,3)\). An Einstein summation convention is used for both types of indices—e.g. 
\[ g_{ij}V^i \equiv \sum_{i=1}^{3} g_{ij}V^i. \]
Finally units are chosen such that \(G\) (Newton's gravitational constant) and \(c\) (speed of light) are both unity, unless otherwise specified.
CHAPTER 2

Theoretical Framework

2.1 Review of the 3+1 Formalism.

General relativity may be regarded as a theory of the geometry of spacetime. The spacetime continuum is represented by a 4-dimensional differentiable manifold, $M$, endowed with a metric $(^4g_{\mu\nu})$ which provides, at each event of the spacetime, the means to determine distances to nearby events. Additional fields representing various sources of energy and matter may also be introduced on the manifold, and the total non-gravitational energy content of the spacetime is described by the stress-energy tensor $T_{\mu\nu}$. The fundamental notion that "matter tells spacetime how to curve—the curvature of spacetime tells matter how to move" finds mathematical expression in Einstein's field equations:

$$ G_{\mu\nu} = \kappa T_{\mu\nu} $$  \hspace{1cm} (2.1)

Here, the Einstein tensor, $G_{\mu\nu}$, which in general is a highly nonlinear and very complicated function of the metric and its first and second derivatives, contains information about the curvature of the spacetime. $\kappa$ is a constant of proportionality, which in the units used in this work is simply $8\pi$. When written in a coordinate system, (2.1) becomes a set of ten coupled, non-linear, hyperbolic and elliptic partial differential equations for the ten components of the metric tensor. Supplemented
with the appropriate general relativistic versions of the equations of motion for the various matter fields, this system provides the means to study the effects of gravitation in any physical scenario where these effects may be considered to be purely classical phenomena.

For the purpose of seeking numerical solutions to Einstein's equations, it proves useful to recast the system (2.1) in terms of a space-plus-time decomposition of the spacetime manifold. In this way, the dynamical nature of the gravitational field equations becomes manifest, and the task of spacetime construction may be formulated as an initial-value, or Cauchy, problem. The 3+1 split, which forms the basis for most work in numerical relativity, was first performed by Arnowitt, Deser and Misner [1], and hence is often referred to as the ADM formalism. To some extent, the current work uses the reformulation of the ADM decomposition due to York and various collaborators which is described in detail in [105].

In the 3+1 approach, the manifold, $\mathcal{M}$, is to be pictured as an infinite stack, or foliation, of 3-dimensional space-like hypersurfaces $\{\Sigma\}$. Each hypersurface, $\Sigma$, is itself a differentiable manifold with an intrinsic geometric structure induced by the embedding spacetime, and the view of a 4-geometry as the time development of a 3-geometry naturally arises. One must identify appropriate quantities which completely characterize a single slice and the way it is embedded. Once these have been specified on some initial surface, the Einstein field equations then determine the corresponding values on future and past slices. At the same time, a prescription for labelling the events of the spacetime must be given since one needs a coordinate system in which to solve the differential equations and display the results. This may be accomplished by the specification of an additional four quantities per spacetime point.

The pair of symmetric 3-tensors, $\{g_{ij}, K_{ij}\}$, form an appropriate set of fundamental dynamical variables. The first tensor is simply the intrinsic metric of the hypersurface. The second, which is called the extrinsic curvature tensor, may be
thought of as a "velocity" of the 3-metric. (A precise definition will be given below.)

The four kinematical quantities are commonly grouped as a scalar function, \( \alpha \), and a 3-vector, \( \beta^i \). Introducing coordinates \( x^\mu \equiv \{x^0, x^i\} = \{t, x^i\} \) on the manifold, such that \( t \) is constant on any hypersurface, the spacetime displacement between events \( P \) and \( P' \) having coordinates \( x^\mu \) and \( x^\mu + dx^\mu \) respectively, may be written as (Fig. 2.1)

\[
(4) \quad ds^2 = (4) g_{\mu \nu} \, dx^\mu \, dx^\nu \\
= -\alpha^2 \, dt^2 + (3) g_{ij} \, (dx^i + \beta^i dt)(dx^j + \beta^j dt) \\
= -(\alpha^2 + \beta_i \beta^i) \, dt^2 + 2\beta_i \, dt \, dx^i + (3) g_{ij} \, dx^i \, dx^j \tag{2.2}
\]

where \( \beta_i \equiv (3) g_{ij} \beta^j \). The role of the kinematical variables can now be elucidated. An observer moving in a direction normal to the hypersurface (from event \( P \) to event \( P'' \) in Fig. 2.1) will measure an elapsed proper time of \( \alpha \, dt \), so \( \alpha \) is called the lapse function. The same observer, upon arriving at the nearby hypersurface, will find that he must shift his position by \( \beta^i dt \) to arrive at an event which has the same spatial coordinates as the event from which he departed—thus, \( \beta^i \) is termed the shift vector. Given an initial slice with some spatial coordinate system, a prescription for specifying the lapse function and shift vector on that and all other slices will determine the coordinate labelling of the spacetime. The arbitrariness in the choice of \( \alpha \) and \( \beta^i \), as well as the choice of initial slice and its internal coordinates is the 3+1 realization of the coordinate freedom of general relativity.

A given foliation of a spacetime defines a time-like vector field, \( n^\mu \), which is composed of the unit length, future-pointing normals to the spacelike hypersurfaces. Associated with \( n^\mu \) is the one-form \( n_\mu = (4) g_{\mu \nu} n^\nu \). Then the components of the extrinsic curvature tensor are defined by

\[
K_{ij} = K_{ji} = -\nabla_j n_i \tag{2.3}
\]
where $\nabla_\mu$ is the spacetime covariant derivative. Equivalently, the extrinsic curvature may be defined in terms of the Lie derivative of the 3-metric along the vector field, $n^\mu$ which makes its role as a "velocity" of the 3-metric somewhat more apparent. However, this relationship becomes clear enough once the Einstein equations have been rewritten in 3+1 form, as will be done shortly.

As might be expected, it is not convenient to work directly with the components of the stress energy tensor, $T_{\mu\nu}$, in the 3+1 approach. Instead, it is more useful to introduce a scalar $\rho$, a 3-vector $j^i$, and a 3-tensor $S_{ij}$, defined as follows:

$$\rho \equiv n_\mu n_\nu T^{\mu\nu}$$  \hspace{1cm} (2.4)

$$j_i = (3)_{ik}j^k \equiv -n_\mu T^{\mu i}$$  \hspace{1cm} (2.5)

$$S_{ij} \equiv T_{ij}$$  \hspace{1cm} (2.6)
These quantities are called the energy density, (3-)momentum density and spatial stress tensor, respectively. Since there is no unique notion of energy, or momentum or stress in general relativity, it should be noted that these terms refer to the fact that observers "momentarily at rest" in the slicing would, for example, determine the local energy density to be $\rho$ [105].

The derivation of the 3+1 Einstein equations from the generally covariant form (2.1) will not be performed here since the calculation is well documented [78], [105]. The specific form of the equations displayed below is essentially the same as that used by Piran in his study of cylindrically symmetric general relativistic systems [68]. It is necessary, however, to introduce some additional notation and definitions. The 3-metric $(^{(3)}g)$ will be denoted simply as $g_{ij}$. The associated reciprocal tensor, $g^{ij}$ satisfies $g^{ij}g_{jk} = \delta^i_k$ where $\delta^i_k$ is the usual Kroenecker delta. These two objects are used to raise and lower indices of all 3-tensors. Partial differentiation with respect to time will be abbreviated by an overdot, $\dot{f}_i$ is synonymous with $\partial f/\partial x^i$ and a ' | ' indicates covariant differentiation within a 3-manifold.

Four of the Einstein equations do not contain second time derivatives of the metric and therefore represent equations of constraint which must be satisfied by the geometric and matter variables on every hypersurface. They are the Hamiltonian constraint

$$ R - K^i_\ jK^j_\ i + K^2 = 16\pi\rho \quad (2.7) $$

and the momentum constraints

$$ K^j_\ i \dot{j} - K\ |_i = 8\pi j_i \quad (2.8) $$

where the (3-dimensional) Ricci scalar, $R$, is the trace of the Ricci tensor

$$ R \equiv g^{ij}R_{ij} \quad (2.9) $$
and $K$ is the trace of the extrinsic curvature tensor

$$K \equiv g^{ij} K_{ij}$$  \hspace{1cm} (2.10)

An explicit expression for the components $R_{ij}$ which will be needed shortly is

$$R_{ij} = \Gamma^{n}_{ij,n} - \Gamma^{n}_{in,j} + \Gamma^{n}_{nm} \Gamma^{m}_{ij} - \Gamma^{n}_{jm} \Gamma^{m}_{in}$$  \hspace{1cm} (2.11)

where the Christoffel symbols $\Gamma^{i}_{jk}$ are defined by

$$\Gamma^{i}_{jk} = \frac{1}{2} g^{in} (g_{nj,k} + g_{nk,j} - g_{jk,n})$$  \hspace{1cm} (2.12)

In addition to the constraints, there are six equations of evolution for the metric components which are directly derivable from (2.3)

$$\dot{g}_{ij} = -2\alpha g_{ik} K^{k}_{j} + \beta^{k} g_{ij,k} + g_{ik} \beta^{k}_{,j} + g_{kj} \beta^{k}_{,i}$$  \hspace{1cm} (2.13)

and six evolution equations for the extrinsic curvature tensor which come from those of the Einstein equations which do contain second time derivatives.

$$\dot{K}^{j}_{i} = \beta^{k} K_{,k}^{j}_{i} + K^{j} K^{k}_{,k} - K^{k}_{i} \beta^{j}_{,k} - \alpha_{i} \delta^{j}_{i}$$

$$+ \alpha (R^{j}_{i} + KK^{j}_{i} + 4\pi(S - \rho) \delta^{j}_{i} - 8\pi S^{j}_{i})$$  \hspace{1cm} (2.14)

The two basic stages in the 3+1 construction of a spacetime may now be summarized. First, initial data must be constructed. This involves deciding what topology the initial hypersurface is to have, the introduction of a spatial coordinate system and a specification of an initial data set $\{g_{ij}, K^{i} ; \rho, j_{i}\}$, which satisfies (2.7) and (2.8). Because the constraints must be solved, this part of the procedure is, in general, far from trivial. Only 8 of the 12 geometric quantities can be freely chosen, and it is not at all obvious which 8 these should be.
An elegant and general treatment of this problem, largely due to York and Ó Murchada [63,105-107], has provided considerable insight into the theoretical nature of the initial data problem, as well as the basis for most of the recent numerical work involving the construction of initial data sets [5,13,45,92,107]. This approach will not be discussed here since the model which is studied in this work is sufficiently simple that reasonable initial data may be generated by an ad hoc scheme.

The second stage of a 3+1 generation of a spacetime is the evolution of the initial data. As should be clear from the previous discussion, as well as the structure of Eqs. (2.13) and (2.14), this requires the imposition of coordinate conditions which will determine the values of the lapse, \( \alpha \), and shift \( \beta^i \) everywhere. This specification need not be explicit—the coordinate conditions may be such that \( \alpha \), or \( \beta^i \), or both must satisfy differential equations on each slice. In any case, once the coordinate choices have been made, \( \alpha \) and \( \beta^i \) are to be regarded as "given" functions. The right hand sides of (2.13) and (2.14) can then be evaluated on the initial slice, providing the means to determine the geometric quantities on a nearby advanced or retarded slice. Assuming that additional evolution equations for the matter fields are available, the values of the matter variables may also be evolved in this fashion, allowing for a slice by slice construction of the spacetime. In general, such a procedure can be continued indefinitely unless a physical or coordinate singularity develops in the solution. Unfortunately, both of these situations are very real possibilities in general relativity, particularly in strong-field cases.

By virtue of the Bianchi identities

\[
\nabla^\mu G_{\mu\nu} = 0
\]

(2.15)

which arise from the coordinate invariance of general relativity, any initial data set which satisfies the constraint equations, will, when evolved to some future or past
hypersurface, automatically satisfy the constraint equations on that slice. Equiva-

lently, one might picture the generation of a spacetime in terms of the “free evolu-
tion” of some minimum number of quantities (depending on the coordinate con-
ditions) with the remaining geometric variables automatically adjusting so as to keep the constraints satisfied. The point to note here is that when the procedure of spacetime construction is actually implemented numerically, definite decisions must be made about how each quantity is updated from one time level to the next. For example, one may choose to use one or more of the constraint equations to compute advanced values for some of the geometric variables instead of updating them using the evolution equations. It has been the experience of numerical relativists that the different types of schemes which can be devised sometimes display significant differences in their numerical behavior. This has led to a considerable amount of concern and speculation regarding the precise relationship between the constraint and evolution equations in numerical solutions of the field equations. This problem will be discussed in more detail in Chapter 5 where a probable resolution is suggested.

2.2 Description of the Model and the Equations of Motion.

As stated in the introductory chapter, the major goal of this thesis was to investigate and develop techniques which would be useful for radiative problems in numerical relativity. In such a study, it is imperative that the model being examined be sufficiently manageable to allow for experimentation with different solution methods, coordinate systems and levels of discretization. Given the complexity of the field equations and the current availability and cost of computer resources, such demands essentially preclude systems with dependence on more than one spatial dimension. Today’s state-of-the-art numerical relativity codes generally involve two spatial dimensions, but it is clear from the amount of manpower it takes to construct such a program, the increasing reliance on the use of supercomputers, and
the tendency to use fixed coordinate systems and numerical techniques, that such
codes are not the ideal vehicle for performing numerical experiments.

The number of spatial dimensions that must be dealt with in a physical system
may be reduced by imposing symmetry conditions. Given that the spacetimes to be
studied are to depend on time and one space dimension only, there are essentially
three choices—the manifolds can have spherical, planar or cylindrical symmetry.
Intuitively, a spherically symmetric spacetime, at any instant of time, is invariant
under all rigid rotations about some preferred event. Similarly, planar symmetry
implies invariance under translations in two independent spatial directions, and
cylindrically symmetric systems are invariant under rotations about and transla­tions along some preferred spatial axis. All three types of spacetimes have been
studied numerically—a complete catalogue up to the early 1980’s is given in [69].
Cylindrically and planar symmetric systems have the advantage that they may con­tain gravitational radiation; spherically symmetric spacetimes may not by virtue of
Birkhoff’s theorem [54] which states that the only vacuum, spherically symmetric
solution of Einstein’s equations is the static Schwarzschild solution. (Maxwell’s
equations for electromagnetism do not admit spherically symmetric radiative so­lutions either. Both of the these results may be understood as a consequence of
the transverse nature of electromagnetic and gravitational radiation). At the same
time, of the three, spherically symmetric systems are surely the best “first approxi­mation” to many of the most interesting astrophysical scenarios, particularly those
involving a single, isolated object.

The numerical studies of spherically symmetric spacetimes which have been
performed to date [49,52,59,66,76,77,104] have all employed a perfect fluid [54] as
the stress-energy source. This involves the solution of the equations of relativistic
hydrodynamics along with Einstein’s equations. These investigations have long
been used to examine various features of stellar collapse and black hole formation,
as well as for the development and testing of numerical techniques. The quality of
the results has continually improved—good examples of the accuracy of some of the
most recent codes can be found in [49] and [66]. There are no radiative degrees of
freedom in these hydrodynamical systems, however, and it is not clear (and in fact
probably not true), that the numerical methods developed for dealing with a fluid
are the best things to use for evolving radiation, of any type, in a general relativistic
system.

The simplest possible way to introduce radiative behavior into a spherically
symmetric spacetime is to use a single, massless scalar field, $\phi$, as the source of
stress-energy [95]. In flat spacetime, such a field satisfies the massless Klein-Gordon
equation

$$\phi^{\mu,\mu} = 0$$

which is derivable from the Lagrangian density

$$\mathcal{L}_\phi = \Gamma L_\phi = -\kappa' \Gamma \phi^{\mu} \phi_{,\mu}$$

where $L_\phi$ is the Lagrangian scalar, $\Gamma \equiv \sqrt{-g^{(4)}}$ with $g^{(4)}$ the determinant of the
4-metric and $\kappa'$ is some positive constant. The easiest way to make the scalar
field interact gravitationally is simply to add the above density to the gravitational
Lagrangian density

$$\mathcal{L} = \mathcal{L}_G + \mathcal{L}_\phi$$

$$= \Gamma (g^{(4)} R - \kappa' \phi^{\mu} \phi_{,\mu})$$

where $g^{(4)} R$ is the 4-dimensional Ricci curvature scalar. Demanding that the action

$$I = \int d^4x \mathcal{L}$$
be stationary with respect to variations in $\phi$ gives the equation of motion of the scalar field

$$\phi^{\mu;\mu} = \frac{1}{\Gamma}(\Gamma^{(4)}g^{\mu\nu}\phi_{,\mu})_{,\nu} = 0$$  \hspace{1cm} (2.20)

Similarly, varying the action with respect to the 4-metric components leads to Einstein's equations. In particular, the stress energy tensor may be calculated from the following expression \cite{54}

$$T_{\mu\nu} = -2\frac{\delta L_\phi}{\delta (g^{\mu\nu})} + (g^{\mu\nu})L_\phi$$  \hspace{1cm} (2.21)

which gives

$$T_{\mu\nu} = 2\kappa'(\phi_{,\mu}\phi_{,\nu} - \frac{1}{2}(g^{\mu\nu})\phi_{,\mu}^\alpha\phi_{,\nu}^\alpha)$$  \hspace{1cm} (2.22)

The restriction to spherical symmetry results in an enormous simplification of the Einstein equations. Choosing polar-spherical coordinates $(r, \theta, \varphi)$ adapted to the symmetry, it is well known \cite{54} that the most general 3-metric may be expressed as

$$g_{ij} = \text{diag} \left( a^2(r, t), r^2b^2(r, t), r^2b^2\sin^2 \theta \right)$$  \hspace{1cm} (2.23)

This in turn implies that the extrinsic curvature tensor is also diagonal, with only two independent components

$$K^i_j = \text{diag}(K^r_r(r, t), K^\theta_\theta(r, t), K^\varphi_\varphi)$$  \hspace{1cm} (2.24)

Finally, the shift vector has only one non-zero component

$$\beta^i = (\beta^r(r, t), 0, 0) \equiv (\beta, 0, 0)$$  \hspace{1cm} (2.25)
as the other two components are annulled by the choice of coordinates. Then the spacetime line element, in its most general form, is

\[ (4)ds^2 = (-\alpha^2 + \alpha^2 \beta^2)dt^2 + 2a^2 \beta dt d\tau + a^2 d\tau^2 + r^2 b^2 d\Omega^2 \]  

(2.26)

where

\[ d\Omega^2 = d\theta^2 + \sin^2 \theta d\phi^2 \]  

(2.27)

Thus, there are only 6 of a possible 16 geometric variables to deal with and in addition, the expressions for quantities such as \( R \) are much simpler than in the general case.

The connection coefficients \( \Gamma^i_{jk} \) may be calculated directly from (2.12), although the variational approach described in Sec. 14.4 of [54] involves less work. The non-vanishing coefficients are:

\[
\Gamma^r_{rr} = \frac{a'}{a} \quad \Gamma^r_{\theta\theta} = \frac{-(r^2 b^2)'}{2a^2} \quad \Gamma^r_{\phi\phi} = \sin^2 \theta \Gamma^r_{\theta\theta}
\]

\[
\Gamma^\theta_{r\theta} = \frac{(r^2 b^2)'}{2r^2 b^2} \quad \Gamma^\theta_{\phi\phi} = -\sin \theta \cos \theta
\]

\[
\Gamma^\phi_{r\phi} = \Gamma^\phi_{\theta\phi} \quad \Gamma^\phi_{\phi\phi} = \cot \theta
\]

(2.28)

where \( ' = \partial/\partial r \). The calculation of the components of the Ricci tensor \( R^i_j \) may now be performed using (2.11). For example:

\[
R^r_r = g^{rr} R_{rr}
\]

\[
= g^{rr} \left( -(\Gamma^\theta_{r\theta} + \Gamma^\phi_{r\phi})' + (\Gamma^\theta_{r\theta} + \Gamma^\phi_{r\phi}) \Gamma^r_{rr} - \Gamma^r_{r\theta} \Gamma^\theta_{\phi\phi} - \Gamma^r_{r\phi} \Gamma^\phi_{\theta\theta} \right)
\]

(2.29)
Using the above expressions for the connection coefficients, after some manipulation this becomes

\[ R^r_r = -\frac{2}{arb} \left( \frac{(rb)'}{a} \right)' \]  \hspace{1cm} (2.30)

Similarly

\[ R^\theta_\theta = R^\phi_\phi = \frac{1}{a(rb)^2} \left( a - \left( \frac{rb}{a} (rb)' \right)' \right) \]  \hspace{1cm} (2.31)

The term \( \alpha_{ij}^{\mid j} \) which also appears in the evolution equation for the extrinsic curvature components is evaluated using

\[ \alpha_{ij}^{\mid j} = g^{jk} (\alpha_{ik} - \Gamma_{ik}^n \alpha_n) \]  \hspace{1cm} (2.32)

with the result

\[ \alpha_{ir}^{\mid r} = \frac{1}{a} \left( \frac{\alpha'}{a} \right)' \]  \hspace{1cm} (2.33)

\[ \alpha_{i\phi}^{\mid \phi} = \alpha_{i\phi}^{\mid \phi} = \frac{\alpha'(rb)'}{a^2 rb} \]  \hspace{1cm} (2.34)

Turning now to the calculation of the stress-energy quantities, it is convenient to introduce the following auxiliary functions:

\[ \Phi \equiv \phi' \]  \hspace{1cm} (2.35)

\[ \Pi \equiv \frac{a}{\alpha} (\phi - \beta \phi') \]  \hspace{1cm} (2.36)

Also from (2.26), the non-vanishing components of the four metric are given by

\[ (4) g_{tt} = -a^2 + a^2 \beta^2 \] \hspace{1cm} \( (4) g_{rr} = (4) g_{tt} = a^2 \beta \) \hspace{1cm} (4) g_{rr} = a^2 \]

\[ (4) g_{\theta \theta} = r^2 b^2 \] \hspace{1cm} \( (4) g_{\phi \phi} = r^2 b^2 \sin^2 \theta \) \hspace{1cm} (2.37)
and the corresponding contravariant components are found from \( g_{\mu \rho} g^{\nu \nu} = \delta_{\mu}^{\nu} \)

\[
\begin{align*}
(4) g^{tt} &= -\alpha^{-2} \\
(4) g^{tr} &= (4) g^{rt} = \beta \alpha^{-2} \\
(4) g^{rr} &= a^{-2} - \beta^2 \alpha^{-2} \\
(4) g^{\theta \theta} &= r^{-2} b^{-2} \\
(4) g^{\phi \phi} &= r^{-2} b^{-2} \sin^{-2} \theta
\end{align*}
\]

Then

\[
\phi^t = (4) g^{tt} \phi_t + (4) g^{tr} \phi_r = -\frac{\Pi}{\alpha a}
\]

and similarly

\[
\phi^\mu \phi_{,\mu} = \frac{\Phi^2 - \Pi^2}{a^2}
\]

Noting that the components of the one-form \( n_{\mu} \) are simply \((-\alpha, 0, 0, 0)\) and taking \( \kappa' = 1/2 \), the energy density is computed from (2.4), (2.22) and the last two results

\[
\rho = \alpha^2 T^{tt} = \frac{\Phi^2 + \Pi^2}{2a^2}
\]

Similarly, the only non-zero component of the momentum density, \( j_r \), is, from (2.5)

\[
j_r = \alpha T^{t \, r} = -\frac{\Phi \Pi}{a}
\]

and the stress components

\[
S^i_j = g^{jk} S_{kj}
\]
where $S_{ij}$ is defined by (2.6) are

$$S_{rr} = \rho = \frac{(\Phi^2 + \Pi^2)}{2a^2}$$  \hspace{1cm} (2.44)

$$S_{\theta\theta} = S_{\phi\phi} = \frac{(\Pi^2 - \Phi^2)}{2a^2}$$  \hspace{1cm} (2.45)

Using the above results, the Hamiltonian constraint (2.7) becomes

$$-\frac{2}{arb} \left( \left( \frac{(rb)^i}{a} \right)' \right)' + \frac{1}{rb} \left( \left( \frac{rb}{a} (rb)^i \right)' - a \right) + 4K_{rr}K_{\theta\theta} - 2K_{r\theta}^2$$

$$= 8\pi \frac{\Phi^2 + \Pi^2}{a^2}$$  \hspace{1cm} (2.46)

To compute the single non-trivial momentum constraint, first note that

$$K^i_{rr} = K^i_{r,i} + \Gamma^i_{n,r}K^n_{r} - \Gamma^n_{r,i}K^i_n$$

$$= K_{rr}' + 2\Gamma_{r\theta}(K_{r} - K_{\theta})$$  \hspace{1cm} (2.47)

$$K_{\theta} = (K_{rr}' + 2K_{r\theta}')$$  \hspace{1cm} (2.48)

so that using (2.42), (2.8) yields

$$K_{\theta}^\prime + \frac{(rb)^\prime}{rb} (K_{\theta} - K_{r}) = 4\pi \frac{\Phi \Pi}{a}$$  \hspace{1cm} (2.49)

The evolution equations for the metric functions $a$ and $b$ are easily calculated from (2.13) with the result

$$\dot{a} = -aK_{r} + (a\beta)'$$  \hspace{1cm} (2.50)

$$\dot{b} = -abK_{\theta} + \frac{\beta}{r}(rb)'$$  \hspace{1cm} (2.51)
The evolution equation for the extrinsic curvature component \( K^r_r \) is calculated from (2.14)

\[
\dot{K}^r_r = \beta K^r_r' + K^r_r \beta' - K^r_r \beta' - \alpha \left| r \right| \alpha
+ \alpha \left( R^r_r + KK^r_r + 4\pi (S - \rho) - 8\pi S^r_r \right) 
\]  

(2.52)

which, using previously computed results, becomes

\[
\dot{K}^r_r = \beta K^r_r' - \frac{1}{a} \left( \frac{\alpha'}{a} \right)'
+ \alpha \left( -\frac{2}{arb} \left( \frac{(rb)'}{a} \right)' + KK^r_r - 8\pi \frac{\Phi^2}{a^2} \right) 
\]  

(2.53)

Similarly

\[
\dot{K}^\theta_\theta = \beta K^\theta_\theta' + \frac{\alpha}{(rb)^2} - \frac{1}{a (rb)^2} \left( \frac{arb}{a} (rb)' \right)' + \alpha KK^r_r 
\]  

(2.54)

Expressions (2.46-54) contain the complete set of 3+1 Einstein equations for the current model. The only remaining equations to be dealt with are the evolution equations for the scalar field. First, solving for \( \phi \) from the definition of \( \Pi \) given by (2.36), then differentiating with respect to \( r \) gives an evolution equation for \( \Phi \)

\[
\dot{\Phi} = \left( \beta \Phi + \frac{\alpha}{a} \Pi \right)'
\]  

(2.55)

Next, multiplying (2.20) by \( \Gamma \) and using expressions (2.38) gives

\[
(\Gamma g^{\mu\nu} \phi,_{\mu})_{,\nu} = (\Gamma g^{\mu\nu} \phi,_{\mu})_{,t} + (\Gamma g^{\mu\nu} \phi,_{\mu})_{,r}
= (\alpha ar^2 b^2 \left( -\alpha^{-2} \phi + \beta \alpha^{-2} \phi' \right))_{,t}
+ \left( \alpha ar^2 b^2 \left( a^{-2} - \beta^2 \alpha^{-2} \right) \phi' + \beta \alpha^{-2} \phi \right)_{,r}
= 0
\]  

(2.56)
Using the definition of II, this becomes

\[ (r^2 b^2 \Pi)_{,t} = \left( r^2 b^2 \left( \beta \Pi + \frac{\alpha}{a} \Phi \right) \right)_{,r} \]  

(2.57)

Solving for \( \dot{\Pi} \), and using (2.51) gives the final result

\[ \dot{\Pi} = \frac{1}{r^2 b^2} \left( r^2 b^2 \left( \beta \Pi + \frac{\alpha}{a} \Phi \right) \right)' + 2 \left( \alpha K^\theta - \beta \frac{(rb)'}{rb} \right) \Pi \]  

(2.58)

It should be noted that it is necessary to rewrite the scalar field equations as a pair of coupled first-order equations to avoid the appearance of terms such as \( \dot{\alpha} \) or \( \dot{\beta} \), which are difficult to treat in the 3+1 formalism.

### 2.3 Characteristic Analysis of the Scalar Field.

Equations (2.55) and (2.58) form a first order, quasi-linear system (see, for example, Courant and Hilbert, Vol II, Chap. 5 [18]) for the radiation field. Some insight into the nature of this system may be gained by casting it into the form

\[ u_t + Au = B \]  

(2.59)

where \( u \) is the two-component vector \( (\Phi, \Pi)^T \) and \( A \) and \( B \) are coefficient matrices which depend on \( u \), the geometric variables, \( r \), and \( t \). Specifically

\[ A = - \begin{pmatrix} \beta & \alpha/a \\ \alpha/a & \beta \end{pmatrix} \]  

(2.60)

and the characteristic directions \( \tau = dr : dt \) of the system are given by

\[ |A - \tau I| = 0 \]  

(2.61)

and a simple calculation gives

\[ \tau = -\beta \pm \frac{\alpha}{a} \]  

(2.62)
Thus as long as \( \alpha/a \neq 0 \), the system has two real, distinct characteristic directions and is therefore hyperbolic. Note that if \( \alpha \) is 0 somewhere in the interior of some slice, then the slicing is “bad” from a 3+1 point of view. Such a case indicates either that the foliation is not strictly spacelike, or that the slices are degenerate, which is a type of coordinate pathology. It will always be assumed in the following that \( \alpha/a > 0 \)—any violation of this inequality will necessarily stop the actual evolution of a spacetime.

The quantities given by (2.62) determine the local directions of propagation of (small) disturbances in the scalar field, from which the local domains of influence and dependence may be constructed. This information is of use in understanding the stability conditions of some of the difference schemes which will be devised to solve the model. The above characteristic analysis may seem incomplete in the sense that the evolution equations for the geometric variables have not been treated. Actually, this is not the case, since as noted previously, a spherically symmetric spacetime can possess dynamics only where there is matter present. Thus, “propagating disturbances” in the geometric variables will have to be tied to disturbances in the scalar field. From a more fundamental point of view, the 4-metric contains, at each event, all the information necessary to determine the local causal structure of the spacetime. In particular, the past and future pointing null-cones [36] delimit the domains of dependence and influence of the event. Propagation of any information to or from the event must occur within, or on the light cones. Thus another way to determine the characteristic directions given by (2.62) is to look for null directions \( dr : dt \) defined by

\[
^{(4)}ds^2 = -\alpha^2 dt^2 + a^2 (dr + \beta dt)^2 = 0 \tag{2.63}
\]

2.4 Boundary Conditions at \( r = 0 \).

The Cauchy problem for the self-gravitating scalar field is to be solved on the half plane \( t \geq 0, r \geq 0 \). Because the scalar field has outgoing characteristics
as well as incoming ones, a boundary condition for $\phi$ at $r = 0$ for $t \geq 0$ has to be supplied to make the problem well-posed. Such a condition may be derived simply by demanding that $\phi$ be differentiable at $r = 0$ [96]. In a polar-spherical coordinate basis $(\hat{r}, \hat{\theta}, \hat{\phi})$, and with spherically symmetric $\phi$:

$$\nabla \phi = \phi' \hat{r}$$

which is not defined at $r = 0$ unless

$$\phi'(0, t) = 0$$

Similar inner boundary conditions may be derived for the geometric quantities $\{g_{ij}, K^i_j\}$ using a procedure described in detail by Bardeen and Piran in [2]. Basically, the idea is to demand that all tensor components be regular at $r = 0$ in the sense that they can be expanded in non-negative powers of "Cartesian" coordinates $x, y, \text{and } z$ defined by

$$x = r \sin \theta \cos \phi \quad y = r \sin \theta \sin \phi \quad z = r \cos \theta$$

Bardeen and Piran note that this imposes a restriction on the coordinate system as well as the geometry of the hypersurface, and that a breakdown in regularity defined in this manner need not imply any physically irregular behavior. The attitude of the above authors, which is also adopted here, is to assume the above regularity initially, and worry about irregular behavior only if it actually develops during the evolution. There is no practical obstacle to constructing regular initial data; the hope is that such initial data sets will generate all or "almost all" of the physically relevant spacetimes. This approach seemed to be adequate for the current work—there was never any evidence of dynamically induced breakdown of regularity, as defined above, at $r = 0$. 


The analysis in [2], performed for axisymmetric spacetimes, is considerably more general than what is required for spherically symmetric systems. The only result needed here is that all of the quantities $a$, $b$, $K^r$, and $K^\theta$ must have expansions in even powers of $r$ near $r = 0$. This immediately implies the following boundary conditions:

$$a'(0, t) = b'(0, t) = K^r_r'(0, t) = K^\theta_\theta'(0, t) = 0$$

(2.67)

In general, these relations will be consistent with the evolution equations (2.13), (2.14), only if the kinematical variables satisfy

$$\alpha'(0, t) = \beta(0, t) = 0$$

(2.68)

Some caution must be exercised when imposing coordinate conditions which determine $\alpha$ or $\beta$ to ensure that the conditions are compatible with these relations.

An additional condition on the metric components at $r = 0$ arises from the demand that the spacetime be locally flat there. The condition may be obtained by considering the parallel transport of an arbitrary vector around a loop enclosing $r = 0$ in the equatorial plane of any hypersurface, and demanding that there be no net rotation in the limit that the loop is shrunk to a point. The result is well known [48] and will not be derived here; in the current case, it is simply

$$(rb)^\mu (rb)_\mu \bigg|_{r=0} = 0$$

(2.69)

which can be easily manipulated using expressions from the previous section and the boundary conditions (2.67) and (2.68) to yield

$$a(0, t) = b(0, t)$$

(2.70)
From (2.50-51), it is not hard to see that this and the other boundary conditions then imply

\[ K'_{r}(0,t) = K_{\theta_{r}}(0,t) \]  \hspace{1cm} (2.71)

In addition to the inner boundary conditions displayed above, some attention will have to be devoted to the problem of devising conditions at an outer boundary at some finite radius, since numerical solution domains cannot be unbounded (unless some compactifying coordinate transformation is employed). Discussion of these conditions will be deferred to later chapters.

2.5 Slicing Topology, Apparent Horizons and Black Hole Formation.

The topology of the spacelike hypersurfaces \{\Sigma\} must be included as part of the specification of the Cauchy problem for the generation of any spacetime. All of the solutions which are constructed in this thesis have the spatial topology \(R^3\) and are asymptotically flat. Thus the 3-metric on any slice tends to the usual Euclidean metric on \(R^3\) at large distances. Among other things, this allows for the definition of the conserved total mass, (or ADM mass, or ADM energy), \(M\) of any of the spacetimes studied. \(M\) can be expressed in several forms. For example, if the spherically symmetric line element is written as

\[ ds^2 = \psi^4 (dr^2 + r^2 d\Omega^2) \]  \hspace{1cm} (2.72)

by a suitable choice of radial coordinates, then the mass is given by [6,105]

\[ M = -\frac{1}{2\pi} \oint \psi^{k} d^2 S_{i} = \lim_{r \to \infty} -2r^2 \psi_{r} \]  \hspace{1cm} (2.73)

where the integral is taken over the 2-sphere at infinity. Physically this mass could be deduced by observers at large distances from the orbital motion of test particles.
The configurations of the scalar field which are evolved in the following are typically comprised of two wave packets—one ingoing and one outgoing—which effectively propagate independently of one another. Because of the spherical symmetry, it is possible to talk meaningfully about the mass associated with each pulse. For the cases studied, the outgoing wave invariably disperses to infinity, but this need not be the case for the ingoing wave. Using a radial coordinate, $r$, such that the proper surface area of a $r = \text{constant}$ 2-sphere is $4\pi r^2$, two length scales can be associated with the ingoing pulse. One is the spatial extent, $l$, of the pulse—the other is the Schwarzschild radius $r_s = 2M_{\text{ingoing}}$ associated with its energy content. For a "weak" pulse, $l \gg r_s$ and the pulse will self-reflect off $r = 0$ and then propagate outwards. However, if $l \approx r_s$, or smaller, then there is the possibility that the gravitational field will become strong enough to form a black hole—a region in the spacetime from which light rays cannot escape to infinity—as was first demonstrated by Christodolou in 1971 [15].

The boundary of a black hole, known as the event horizon, is a global feature of the spacetime; its location cannot be determined by local measurements. Instead, the trajectories of light rays originating from each event in the spacetime must be traced out to determine which events can communicate with infinity and which cannot. This procedure can be implemented relatively easily in spherically symmetric numerical work [66,76,77], but has not been used here. Instead, the existence of a black hole in a given solution is inferred from the appearance of apparent horizons, also known as marginally trapped surfaces [36]. An apparent horizon is defined as a 2-surface (topologically $S^2$) on which the divergence of the outgoing light rays vanishes, and it can be shown [36] that apparent horizons always lie on or within the event horizon.

As Hawking and Ellis [36] point out, the advantage of working with apparent horizons rather than event horizons is that the former depend only on the geometry
of the hypersurface in which they are embedded. In component form, the equation for a trapped surface is [25]

\[ s^i_{\mid i} - K + s^i s^j K_{ij} = 0 \]  \hspace{1cm} (2.74)

where \( s^\mu \) is the outward pointing, space-like, unit normal to the surface. Specializing to the case of spherical symmetry, with the line element (2.26)

\[ s^i = (a^{-1}, 0, 0) \]  \hspace{1cm} (2.75)

so

\[ s^i_{\mid i} = \frac{1}{\sqrt{g}} \left( \sqrt{g} s^i \right)_{,i} = \frac{1}{ar^2b^2} (r^2b^2)_{,r} = 2 \frac{(rb)'}{arb} \]  \hspace{1cm} (2.76)

Thus, using

\[ K = K^r_r + 2K^\theta_\theta \]  \hspace{1cm} (2.77)

(2.74) becomes

\[ (rb)' - arbK^\theta_\theta = 0 \]  \hspace{1cm} (2.78)

The left hand side of this last expression is easily calculated on each hypersurface and its vanishing signals the formation of an apparent horizon, which in turn implies that the spacetime contains a black hole.

2.6 The Structure of the Radiative Equations.

The structure of the 3+1 field equations has been discussed in some detail in the past in an attempt to relate the equations to simpler model systems, and to devise numerical methods [80]. In this section, a few comments in this vein are
made regarding the current problem which provide some motivation for the study undertaken in the next chapter.

The most crucial issue which must be faced in the finite difference solution of time-dependent problems, and particularly hyperbolic problems, is that of stability. It is a relatively easy matter to construct finite difference operators which approximate the differential operator to an acceptable accuracy, but the discrete equations which result often admit solutions which “blow up” as the calculation proceeds, rendering the scheme computationally useless. It is a general result of the stability theory for finite difference schemes that it is the treatment of the highest order spatial derivatives which governs the stability of the method [74]. For the case of the scalar field equation (2.55) and (2.58), this means that all terms involving $\Phi'$ or $\Pi'$ will be important for stability. Rearrangement of the equations to make these terms appear explicitly gives

$$\dot{\Phi} = \beta \Phi' + \frac{\alpha}{a} \Pi' + \ldots$$ \hfill (2.79)$$

$$\dot{\Pi} = \beta \Pi' + \frac{\alpha}{a} \Phi' + \ldots$$ \hfill (2.80)$$

The terms involving $\beta$ in these expressions will be called convective terms in analogy to the simple convection equation $\dot{u} - cu' = 0$. They also appear in the evolution equations for the geometric variables and have been responsible for many of the stability problems that have been encountered by numerical relativists, including the author. Part of the problem stems from the fact that the schemes are usually constructed so that it is easy to treat the non-convective terms in a stable and accurate fashion; it is then more difficult to difference the convective pieces to the same order of accuracy while retaining stability.

It is always possible to eliminate the convective terms by using the coordinate condition $\beta = 0$. Historically, this has been a fairly common practice and two of the three coordinate systems used in this thesis employ this choice. However,
particularly for multi-dimensional problems, there are strong arguments to be made for reserving the spatial coordinate freedom for purposes other than eliminating these terms. Accordingly, the main purpose of the next chapter is to devise and study some difference schemes which are suited to the solution of equations of the form (2.79-80). It is expected that variations of these methods will be applicable to more general radiative problems in numerical relativity.
CHAPTER 3

Difference Schemes for the Scalar Field

3.1 Introduction.

Given a set of PDE's to be solved numerically, one must first decide how to convert the continuum differential system to a finite algebraic system so that the solution of the latter is an acceptable approximation of the former. Now, a theoretical physicist will probably consider the solution scheme acceptable if he can be reasonably sure that the results it produces represent the physical content of the model as well as the model represents the actual situation he is considering. A numerical analyst, on the other hand, would like to have more detailed information about the behavior of the scheme, including its stability and convergence properties. Finally, the person who actually implements the scheme will not consider it acceptable if it is extremely difficult to program or consumes an excessive amount of computer resources. One might even consider classifying schemes according to these criteria as physically, numerically or computationally acceptable. Obviously, there is considerable overlap among these rather vaguely defined categories. For example, any scheme (and such schemes exist) for which stability and convergence are guaranteed is, in principle, as useful to the theoretical physicist as a method for generating exact solutions.

To date, studies in numerical relativity have been almost exclusively geared towards the development of physically and computationally acceptable schemes.
This is understandable since most projects have been designed to answer questions of genuine astrophysical interest. The discrete systems of equations involved in such cases are extremely difficult to analyze, and in most instances, researchers are far more concerned with the physical features the solutions display than the detailed behavior of the numerical method. At the same time, a reasonable amount of attention is devoted to the issue of computational efficiency, since these problems are invariably limited by the amount of computer resources which are available.

However, there are arguments to be made for devoting more attention to fundamental numerical issues. First, as mentioned above, a numerically acceptable scheme is almost certainly physically acceptable. In addition, a proper understanding of the limitations of the method being used reduces the chances that physical significance is ascribed to solution features which are primarily artifacts of the numerical approximation. This is particularly true for cases when the level of discretization is relatively coarse—as it is for most state-of-the-art relativity calculations. Finally, theoretical knowledge of how a numerical scheme should behave can be extremely useful in the actual construction and verification of computer codes—a feature which even numerical analysts sometimes tend to underemphasize.

Keeping this point of view in mind, the remainder of this chapter is devoted to a study of a test problem which captures many of the relevant features of the model described in the previous chapter, but which is much easier to analyze.

3.2 The 1+1 Wave Equation in general coordinates.

The problem to be examined is the massless Klein-Gordon equation in one space and one time dimension, more commonly known as the wave equation. Assuming that the standard spatial and temporal coordinates are being used, this is an extremely simple problem to solve—both analytically and numerically. This fact will be used to advantage in the following for the purposes of evaluating various difference schemes. However, the methods will be designed to be applicable to the
wave equation in general coordinates, which is essentially what is required for the treatment of the self-gravitating scalar field.

Consider a flat 2-dimensional manifold with Cartesian coordinates \( \tilde{x}^i \equiv (T, X) \) (In this chapter, component indices range over the values 0,1 corresponding to time and space, respectively and units are chosen so that \( c = \text{"speed of light"} = 1 \)). Then the metric is simply

\[
\tilde{g}_{ij} = \tilde{g}^{ij} = \text{diag}(-1, 1)
\]  

(3.1)

and the scalar wave equation is just

\[
-\ddot{\phi} + \phi_{XX} = 0
\]  

(3.2)

Assuming that the solution domain is \(-\infty < X < \infty, \ T \geq 0\), the specification of the problem may be completed by providing initial data in terms of two arbitrary functions \( \tilde{f}(X) \) and \( \tilde{h}(X) \) representing the ingoing and outgoing parts of the solution at the initial time:

\[
\tilde{\phi}(X, 0) = \tilde{f}(X) + \tilde{h}(X)
\]  

(3.3)

Then, at any later time the solution of (3.2) is simply

\[
\tilde{\phi}(X, T) = \tilde{f}(X + T) + \tilde{h}(X - T)
\]  

(3.4)

The wave equation can be rewritten in a symmetric first order form by introducing the auxiliary variables

\[
\tilde{\Phi} \equiv \tilde{\phi}_X \quad \tilde{\Pi} \equiv \tilde{\phi}_T
\]  

(3.5)

Then (3.2) becomes

\[
\tilde{\Phi}_T = \tilde{\Pi}_X \quad \tilde{\Pi}_T = \tilde{\Phi}_X
\]  

(3.6)
with initial data
\[ \tilde{\Phi}(X,0) = \tilde{f}'(X) + \tilde{h}'(X) \]
\[ \tilde{\Pi}(X,0) = \tilde{f}'(X) - \tilde{h}'(X) \] (3.7)

and the complete solution is
\[ \tilde{\Phi}(X,T) = \tilde{f}'(X + T) + \tilde{h}'(X - T) \]
\[ \tilde{\Pi}(X,T) = \tilde{f}'(X + T) - \tilde{h}'(X - T) \] (3.8)

where ' denotes ordinary differentiation. Consider now the action of a coordinate transformation on this system. For the studies undertaken below, it is sufficient (and from a practical point of view, relatively necessary) to restrict attention to transformations of the form
\[ \tilde{x}^i \to x^i \equiv (x,t) = (X,t(X,T)) \] (3.9)

In these coordinates, the metric components \( g^{ij} \) are
\[ g^{tt} = t_T^2 \tilde{g}^{TT} + t_X^2 \tilde{g}^{XX} = -t_T^2 + t_X^2 \]
\[ g^{iz} = g^{zt} = t_X \tilde{g}^{XX} = t_X \quad g^{zz} = 1 \] (3.10)

Now, in the 1+1 analogue of the 3+1 formalism, the metric is written as
\[ \left( g^{ij} \right) = \begin{pmatrix} -\alpha^{-2} & \beta \alpha^{-2} \\ \beta \alpha^{-2} & a^{-2} - \beta^2 \alpha^{-2} \end{pmatrix} \] (3.11)

corresponding to the line element
\[ ds^2 = -\alpha^2 dt^2 + a^2 (dx + \beta \: dt)^2 \] (3.12)
Identification of components in (3.10) and (3.11) leads to the following expressions for the lapse, shift and "spatial metric component"

\[
\alpha = (t_T^2 - t_X^2)^{-\frac{1}{2}} \\
\beta = t_X (t_T^2 - t_X^2)^{-1} \\
a = \left( 1 - \left( \frac{t_X}{t_T} \right)^2 \right)^{\frac{1}{2}}
\]

Now, a simpler version of the calculation performed in Sec. 2.2 gives the following first order form of the wave equation

\[
\dot{\Phi} = (\beta \Phi + c \Pi)' \\
\ddot{\Pi} = (\beta \Pi + c \Phi)'
\]

where

\[
\Phi \equiv \phi' \\
\Pi \equiv \frac{\dot{\phi} - \beta \phi'}{c}
\]

\[
c \equiv \frac{\alpha}{a} = \frac{t_X}{t_T^2 - t_X^2}
\]

and \(\dot{}\) and \(\ddot{}\) now, and subsequently, denote differentiation with respect to \(t\) and \(x\).

The relationship between \(\{\Phi, \Pi\}\) and \(\{\tilde{\Phi}, \tilde{\Pi}\}\) is determined using elementary rules of coordinate transformations

\[
\Phi = \tilde{\Phi} - \frac{t_X}{t_T} \tilde{\Pi} \\
\Pi = \tilde{\Pi} - \frac{t_X}{t_T} \tilde{\Phi}
\]

Thus, given the initial data (3.7) and the explicit form of the coordinate transformation (3.9), the exact solution in \((x,t)\) coordinates can be determined from these
last two expressions and (3.8). This will require the inversion of the coordinate transformation to determine \( T \) as a function of \( t \) and \( x \). Equivalently, one can determine only the initial values \( \Phi(x,0), \Pi(x,0) \) and subsequently evolve the system using (3.16-17). This again requires that \( T(x,t) \) be known so that \( t_T \) and \( t_X \) may be evaluated. In the application of this procedure to be described below, the inversion was performed numerically, as was the evolution of the system (3.16-17). At the same time, the exact solution was generated for comparison purposes from (3.8). It should be noted that the generalization of this technique to the case where \( x \) also depends on \( X \) and \( T \) would be considerably more difficult to implement. Since the transformation of the temporal coordinate alone is sufficient to generate non-trivial lapse and shift functions, which is the whole purpose of this exercise, the additional effort does not seem warranted.

At this point, readers who are unfamiliar with the subject of finite difference methods for time dependent problems should read Appendix A for an overview of the basic ideas and techniques which will be used below. In addition, an operator notation for finite difference operations is used extensively in this and following chapters so that the difference equations can be displayed explicitly in a relatively compact form. Fig. 3.1 gives the definitions of all of the operators used in the thesis.

3.3 Description of the Four Difference Schemes.

Consider now the problem of constructing difference schemes for the system

\[
\dot{\Phi} = (\beta \Phi + \kappa \Pi)'
\]  
(3.22)

\[
\dot{\Pi} = (\beta \Pi + \kappa \Phi)'
\]  
(3.23)

There are many possible ways of differencing this set of equations, so to narrow the possibilities, some basic "rules-of-thumb" which originate from previous work, as well as from the desire to apply the schemes to general relativistic problems, are
Forward and Backward Difference Operators.

\[
\Delta_x^\pm f_j^n = \pm \frac{(f_{j+1}^n - f_j^n)}{\Delta x} = f_j^{n\pm 1} + O(\Delta x^2)
\]

\[
\Delta_t^\pm f_j^n = \pm \frac{(f_{j+1}^n - f_j^n)}{\Delta t} = f_j^{n\pm 1} + O(\Delta t^2)
\]

Central Difference Operators.

\[
\Delta_x^0 f_j^n = \frac{f_{j+1}^n - f_{j-1}^n}{2\Delta x} = f_j^n + O(\Delta x^2)
\]

\[
\Delta_t^0 f_j^n = \frac{f_{j+1}^n - f_j^{n-1}}{2\Delta t} = f_j^n + O(\Delta t^2)
\]

\[
\Delta_x^\pm \Delta_x^\pm f_j^n = \Delta_x^\pm \Delta_x^\pm f_j^n = \frac{f_{j+1}^n - 2f_j^n + f_{j-1}^n}{\Delta x^2} = f_j^n + O(\Delta x^2)
\]

Averaging Operators.

\[
\mu_x^\pm f_j^n = \frac{1}{2} \left( f_j^n + f_{j\pm 1}^n \right) = f_j^{n\pm 1} + O(\Delta x^2)
\]

\[
\mu_t^\pm f_j^n = \frac{1}{2} \left( f_j^n + f_{j\pm 1}^n \right) = f_j^{n\pm 1} + O(\Delta t^2)
\]

Half-step Extrapolation Operator.

\[
\chi_x f_j^n = \frac{3}{2} f_j^n - \frac{1}{2} f_{j-1}^{n-1} = f_j^{n+\frac{1}{2}} + O(\Delta t^2)
\]

Note: The averaging and extrapolation operators have precedence over other algebraic operations. For example:

\[
\mu_x^\pm \left( \frac{f g_j^n}{h} \right)_j = \frac{\mu_x^\pm f_j^n \left( \mu_x^\pm g_j^n \right)^2}{\mu_x^\pm h_j^n}
\]

Figure 3.1. Definitions of difference operators. Note that \( k \) and \( h \) are sometimes used as synonyms for \( \Delta t \) and \( \Delta x \) and that, in later chapters, the spatial variable is \( r \), rather than \( x \).
employed. The first basic guideline is to keep the schemes centred in time as well as space as much as possible. This generally results in the highest possible order of approximation for a given diameter of the basic difference star. In addition, such schemes very often have a low degree of dissipation [43,75], which is important for hyperbolic systems such as (3.22-23) (as well as for gravitational radiation), where the radiative degrees of freedom do not lose energy via any damping mechanism. Secondly, the diameter of the finite difference stars will be restricted to 3 or fewer mesh points. This constraint greatly simplifies the problem of dealing with spatial boundaries, and for all of the cases studied in this thesis, means that the number of numerical boundary conditions which must be specified is the same as the number of boundary conditions available from physical or analytical considerations. In addition, by demanding that the only schemes with a temporal diameter of 3 be explicit, a maximum of two time levels of any grid function must be stored. This is not crucial for the one dimensional problems studied in this work where storage requirements are not a limiting factor, but it is important for multi-dimensional problems. These considerations essentially limit the schemes to 1st or 2nd order explicit or implicit methods, unless some sort of compact differencing [40] is used. Finally, smoothing techniques or the use of artificial viscosity will be completely avoided in this and subsequent chapters—simply due to a conviction that such methods should not really be necessary for the treatment of scalar, electromagnetic, or gravitational waves propagating in a vacuum.

All of the schemes to be studied in this chapter are constructed on the staggered mesh depicted in Fig. 3.2. The use of such a staggered grid structure is common practice in numerical relativity, as well as other areas of computational physics and is apparently originally due to von Neumann [74]. This structure is somewhat useful for constructing centred schemes for second order equations written in first order form, and as will be seen later, can also simplify the treatment of boundaries, particularly in non-Cartesian coordinates. However, it is certainly not necessary to
use a staggered structure, particularly for one-dimensional problems, and its use in this and the next two chapters is largely a matter of convention. The discrete approximation to $\Phi$ is defined at the "$x$" locations and particular values are denoted in the usual fashion as $\Phi^{n}_{j+\frac{1}{2}}$. Likewise, the values $\Pi^{n+\frac{1}{2}}_{j}$ are defined only at the "$\Delta$" locations.

Consider for the moment, the system (3.22-23) for the special case of vanishing $\beta$ and constant $c$. The scheme

$$\Delta^{t}_{1} \Pi^{n-\frac{1}{2}}_{j} = c \Delta^{x}_{-1} \Phi^{n}_{j+\frac{1}{2}}$$

(3.24)
\[ \Delta^t \Phi^n_{j+\frac{1}{2}} = c \Delta^x \Pi^{n+\frac{1}{2}}_j \]  

(3.25)

built on the star of Fig. 3.3 is equivalent to what Richtmeyer and Morton term the "usual finite difference equation" for the wave equation [74]. Here it will be referred to as the **standard** scheme. (Note that because of the staggered grid, a reference to a star such as the one in Fig. 3.3 is to be understood to include the "conjugate" star \( \star \leftrightarrow \triangle \)). The properties of this method are well known. In particular, it has an \( O(h^2 + k^2) \) truncation error and is stable in the sense of von Neumann (App. A) provided \( \sigma \equiv ck/h < 1 \) (which is also the CFL condition (App. A) for the scheme). All of the methods examined here incorporate it in some way or another.

---
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**Figure 3.4.** Difference stars for the one-sided (upwind) scheme.

The four basic schemes are distinguished by the manner in which the convective terms \((\beta \Phi)\)' and \((\beta \Pi)\)' are treated and are labelled as such. The first, which will be called the **one-sided** (OS) or **upwind** (UP) scheme is built on the stars shown in Fig 3.4. Note that the star which is used at a particular point depends on the sign of \( \beta \) there. The difference equations for the case \( \beta > 0 \) are

\[ \Delta^t \Pi^{n-\frac{1}{2}}_j = \Delta^x (\beta \Pi)_{j-\frac{1}{2}}^{n-\frac{1}{2}} + \Delta^x (c\Phi)_{j+\frac{1}{2}}^n \]  

(3.26)

\[ \Delta^t \Phi^n_{j+\frac{1}{2}} = \Delta^x (\beta \Phi)_{j+\frac{1}{2}}^n + \Delta^x (c\Pi)_{j+\frac{1}{2}}^{n+\frac{1}{2}} \]  

(3.27)
The usual technique of Taylor expanding the grid functions about the centers of the difference stars shows that this is an $O(h + k)$ explicit scheme due to fact that the differencing of the convective terms is only first order accurate. The use of a centred spatial difference applied at the retarded time level is precluded by the fact that such a technique produces a scheme which is unconditionally unstable for the purely convective equations ($c = 0$, $\beta = \text{constant}$). Wilson's scheme [104], which is the most widely used method in 3+1 numerical relativity is partially based on the OS scheme. The use of upwind differencing to stabilize convective terms is common practice in computational physics and rather sophisticated variants of the method which may be useful for numerical relativity are still being devised and studied [34,37,97,98].
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Figure 3.5. Difference star for the Crank-Nicholson scheme.

The second method, called the Crank-Nicholson (CN) scheme, is based on the star in Fig. 3.5. The difference equations are

\[
\begin{align*}
\Delta^+ \Pi^n_{j+\frac{1}{2}} &= \frac{1}{2} \left( \Delta^z (\beta \Pi)^{n+\frac{1}{2}}_{j} + \Delta^z (\beta \Pi)^{n-\frac{1}{2}}_{j} \right) + \Delta^z (\epsilon \Phi)^n_{j+\frac{1}{2}} \quad (3.28) \\
\Delta^+ \Phi^n_{j+\frac{1}{2}} &= \frac{1}{2} \left( \Delta^z (\beta \Phi)^{n+1}_{j+\frac{1}{2}} + \Delta^z (\beta \Phi)^{n}_{j+\frac{1}{2}} \right) + \Delta^z (\epsilon \Pi)^{n+\frac{1}{2}}_{j} \quad (3.29)
\end{align*}
\]

This scheme is implicit and has an $O(h^2 + k^2)$ truncation error. Its name derives from the resemblance of the star to that used in the original Crank-Nicholson scheme introduced for the heat equation [74]. For a purely convective equation with
constant coefficients, it is easy to demonstrate that the method is unconditionally stable. Because of the implicit nature of the scheme, all advanced values of the evolved grid function must be determined simultaneously. For the one-dimensional systems studied here, the resulting linear systems will be tri-diagonal. Such systems are soluble in $O(N)$ time (as measured in units of fundamental computer operations) where $N$ is the number of unknowns [62, 74], so the scheme is computationally acceptable. Some additional work is needed to determine whether this scheme can be extended to multi-dimensional problems in a computationally efficient manner.
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\textbf{Figure 3.6.} Difference stars for the angled scheme.

The third method uses an idea suggested by Roberts and Weiss [75]. It is built on the stars shown in Fig 3.6 and is called the angled (A) scheme for obvious reasons. The difference equations for the first of the stars in the figure are

\[
\Delta^t_+ \Pi_j^{n+\frac{1}{2}} = \frac{1}{2} \left( \Delta^-_+ \beta \Pi_j^{n+\frac{1}{2}} + \Delta^+_+ \beta \Pi_j^{n-\frac{1}{2}} \right) + \Delta^-_+ (c \Phi)_j^{n+\frac{1}{2}} \tag{3.30}
\]

\[
\Delta^t_+ \Phi_j^{n+\frac{1}{2}} = \frac{1}{2} \left( \Delta^-_+ \beta \Phi_j^{n+1} + \Delta^+_+ \beta \Phi_j^{n} \right) + \Delta^+_+ (c \Pi)_j^{n+\frac{1}{2}} \tag{3.31}
\]

Like the CN scheme, these equations are implicit with $O(h^2 + k^2)$ truncation error. The advantage of this scheme is that it is effectively explicit—grid function values may be successively updated in the direction of increasing (decreasing) $j$ once the first (last) value has been specified. A stability analysis of the scheme for the
case of a simple convection equation indicates stability for all values of \( \sigma \). Roberts and Weiss note, however, that this result essentially assumes that the boundary conditions are set exactly; if they are not, then the errors which are propagated in the sweeping direction will be amplified if the CFL condition is violated and the scheme will be unstable. This point will be discussed in greater detail below.
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**Figure 3.7.** Difference star for the leap-frog scheme.

The final method to be studied is the **leap-frog (LF)** scheme, which is an explicit scheme based on the star in Fig. 3.7. The difference equations are

\[
\Delta_0^t \Pi_j^{n+\frac{1}{2}} = \Delta^x (\beta \Pi_j^n) + \frac{1}{2} \left( \Delta^x (c \Phi_j^{n+1}) + \Delta^x (c \Phi_j^{n+1}) \right) \tag{3.32}
\]

\[
\Delta_0^t \Phi_j^{n+\frac{1}{2}} = \Delta^x (\beta \Phi_j^n) + \frac{1}{2} \left( \Delta^x (c \Pi_j^{n+1}) + \Delta^x (c \Pi_j^{n-1}) \right) \tag{3.33}
\]

Again, this system has an \( O(h^2+k^2) \) truncation error, but unlike the other methods, it is a 2-level scheme. Leap-frog schemes for hyperbolic systems have been the subject of a great deal of study and have been advocated for problems where the conservation of the energy of a solution over long periods of time is important \([43,44]\). (There are references in the numerical relativity literature to "staggered leap-frog schemes". In the nomenclature of this chapter, these methods are all variants of...
the standard method. In particular, it is not clear that the convective terms have ever been treated in a true leap-frog fashion.) Note that when $\beta = 0$, the above equations reduce to a system which is equivalent to two steps of the standard scheme. A principal advantage of this type of differencing is that it can easily be extended to multi-dimensional problems with little compromise of computational efficiency.

3.4 Von Neumann Stability Analysis.

As mentioned in Appendix A, there are a wide variety of techniques available for the stability analysis of finite difference equations. However, for pure initial value problems, and particularly for hyperbolic systems, the method of von Neumann, which involves the freezing of coefficients combined with Fourier analysis continues to be the most valuable tool for obtaining practically useful stability criteria [50,74]. In this section, the conditions for von Neumann stability for the four schemes described above are determined. For two of the schemes, this is accomplished analytically, for the other two methods, a straight-forward numerical technique is used. It should be kept in mind that the conditions derived are only necessary criteria and may not be sufficient to guarantee stability.

Some theorems from [53] will be of considerable use in the following. Following Miller, a polynomial

$$p(z) = \sum_{i=0}^{n} a_i z^i \quad a_i, z \in C^1$$

(3.34)

is called von Neumann iff its roots $\mu_i$ satisfy

$$|\mu_i| \leq 1 \quad i = 1, \ldots n$$

(3.35)

and conservative von Neumann iff

$$|\mu_i| = 1 \quad i = 1, \ldots n$$

(3.36)
Introducing the notation

\[ VN(p) \equiv p \] is a von Neumann polynomial.

\[ CVN(p) \equiv p \] is a conservative von Neumann polynomial.

Theorems 6.1 and 6.4 of [53] may be stated as

\[ VN(p) \text{ if and only if} \]

either \[ CVN(p) \]

or \[ (|p^*(0)| > |p(0)|) \text{ and } VN(p_1) \] \hspace{1cm} (3.37)

\[ CVN(p) \text{ if and only if} \]

\[ p_1 \equiv 0 \text{ and } VN(p') \] \hspace{1cm} (3.38)

where

\[ p^*(z) \equiv \sum_{i=0}^{n} \bar{a}_{n-i} z^i \] \hspace{1cm} (3.39)

\[ p_1(z) = \frac{p^*(0)p(z) - p(0)p^*(z)}{z} \] \hspace{1cm} (3.40)

\[ p'(z) \equiv \frac{dp}{dz} \] \hspace{1cm} (3.41)

and an overbar denotes complex conjugation. \( p^*(z) \) is known as the reciprocal polynomial of \( p(z) \), and \( p_1(z) \), which Miller terms the reduced polynomial, is similar to the Schur transform of \( p(z) \) [39]:

\[ Tp(z) \equiv \sum_{i=0}^{n-1} (\bar{a}_0 a_i - a_n \bar{a}_{n-i}) z^i \]

Repeated application of the Schur transform forms the basis of the Schur-Cohn algorithm [39] which can be used to determine whether all zeros of a polynomial
lie outside of some closed disk in the complex plane. However, this algorithm must be modified when the polynomial has zeros that lie on the unit circle, and this is precisely what Miller has done.

### 3.4.1 Analytic Stability Criterion for the CN Scheme.

Treating $c$ and $\beta$ as constants, and defining

$$\sigma_1 \equiv \frac{k}{h}, \quad \sigma_2 \equiv \frac{\beta k}{h}$$

(3.42) may be rewritten as

$$\Pi_j^{n+\frac{1}{2}} = \Pi_j^{n-\frac{1}{2}} + \frac{\sigma_2 h}{4} \left( \Delta_0^{+} \Pi_j^{n+\frac{1}{2}} + \Delta_0^{-} \Pi_j^{n-\frac{1}{2}} \right) + \sigma_1 h \Delta_r \Phi_j^n$$

(3.43)

$$\Phi_j^{n+\frac{1}{2}} = \Phi_j^{n-\frac{1}{2}} + \frac{\sigma_2 h}{4} \left( \Delta_0^{+} \Phi_j^{n+\frac{1}{2}} + \Delta_0^{-} \Phi_j^{n-\frac{1}{2}} \right) + \sigma_1 h \Delta_r \Pi_j^n$$

(3.44)

Applying the Fourier transform technique described in Appendix A, the amplification matrix for this system is

$$G(\xi) = \begin{pmatrix} \sigma_1 z (1 - e^{-i\xi}) / \bar{w} & \sigma_1 (e^{i\xi} - 1) / \bar{w} \\ z - \sigma_1^2 s / \bar{w}^2 \\ \end{pmatrix}$$

(3.45)

where

$$z \equiv \frac{w}{\bar{w}} \quad w = 1 + 2i\sigma_2 \sin \xi \quad s = 4 \sin^2 \frac{\xi}{2}$$

(3.46)

and $\xi \equiv \omega h$, where $\omega$ is the Fourier transform variable. The eigenvalues of $G(\xi)$ are then the roots of the characteristic polynomial

$$p(\mu) = \mu^2 - (2z - s\sigma_1^2 \bar{w}^{-2}) \mu + z^2$$

(3.47)

and for a given values of the parameters $\sigma_1, \sigma_2$, the scheme satisfies the von Neumann stability criteria if $|\mu_1|, |\mu_2| \leq 1$, for all $\xi$, $|\xi| \leq \pi$. $p(\mu)$ is of the general
where $A$ and $B$ are, in general, complex. Then

\[ p^*(\mu) = \bar{B}\mu^2 + \bar{A}\mu + 1 \quad \text{(3.51)} \]

and

\[ p_1(\mu) = (1 - |B|^2)\mu + A - \bar{A}B \quad \text{(3.52)} \]

Now clearly, $|B| = |z^2| = 1$ and it is easy to check that $A = \bar{A}B$. Thus the reduced polynomial, $p_1$, identically vanishes and by (3.38), $\text{CVN}(p)$ if and only if $\text{VN}(p')$. Now

\[ p'(\mu) = 2\mu + \frac{s\sigma_1^2}{\bar{w}^2} - 2z \quad \text{(3.53)} \]

whose root $\mu$, is

\[ \mu_* = z - \frac{s\sigma_1^2}{2\bar{w}^2} = \frac{2|w|^2 - s\sigma_1^2}{2\bar{w}^2} \quad \text{(3.54)} \]

Thus

\[ |\mu_*| \leq 1 \iff \left| 1 - \frac{s\sigma_1^2}{2|w|^2} \right| \leq 1 \]

\[ \Rightarrow s\sigma_1^2 \leq 4|w|^2 \]

\[ \Rightarrow \sin^2 \frac{\xi}{2} \sigma_1^2 \leq (1 + 4\sigma_2^2 \sin^2 \xi) \quad \text{(3.55)} \]
which holds for all $\xi$, $|\xi| \leq \pi$ if and only if

$$\sigma_1 \leq 1$$  \hspace{1cm} (3.56)

Note that this is just the CFL condition for the "explicit part" of the scheme. Thus, for arbitrary $\sigma_2$, the CN amplification matrix will have eigenvalues of precisely unit modulus—so the scheme is non-dissipative—provided $\sigma_1 \leq 1$.

### 3.4.2 Analytic Stability Criteria for the Angled Scheme.

Using the same definitions as previously, the constant coefficient version of (3.30-31) is

$$\Pi_j^{n+\frac{1}{2}} = \Pi_j^{n-\frac{1}{2}} + \frac{\sigma_2 h}{2} \left( \Delta_- \Pi_j^{n+\frac{1}{2}} + \Delta_+ \Pi_j^{n-\frac{1}{2}} \right) + \sigma_1 h \Delta_- \Phi_j^n \tag{3.57}$$

$$\Phi_{j+\frac{1}{2}}^{n+1} = \Phi_{j+\frac{1}{2}}^n + \frac{\sigma_2 h}{2} \left( \Delta_- \Phi_{j+\frac{1}{2}}^{n+1} + \Delta_+ \Phi_{j+\frac{1}{2}}^n \right) + \sigma_1 h \Delta_+ \Pi_j^{n+\frac{1}{2}} \tag{3.58}$$

The amplification matrix can again be written in the form of (3.45), with the single change

$$w = 1 + \frac{\sigma_2}{2} \left( e^{i\xi} - 1 \right)$$  \hspace{1cm} (3.59)

With this replacement, the calculation proceeds exactly as before. The reduced polynomial vanishes identically, and demanding that the roots of the derivative of the characteristic polynomial lie within or on the unit circle leads to

$$\text{CVN}(p) \leftrightarrow s\sigma_1^2 \leq 4|w|^2$$

$$\Rightarrow \sigma_1^2 \sin^2 \frac{\xi}{2} \leq \left| 1 + \frac{\sigma_2}{2} \left( e^{i\xi} - 1 \right) \right|^2$$

$$\Rightarrow \sigma_1^2 \sin^2 \frac{\xi}{2} \leq 1 + \left( \sigma_2^2 - 2\sigma_2 \right) \sin^2 \frac{\xi}{2}$$

$$\Rightarrow \sigma_1^2 \leq (1 - \sigma_2)^2$$  \hspace{1cm} (3.60)
Thus, the von Neumann stability condition for this scheme is

\[ \sigma_1 \leq 1 - \sigma_2 \quad \text{if} \quad \sigma_2 \leq 1 \]  
\[ \sigma_1 \leq \sigma_2 - 1 \quad \text{if} \quad \sigma_2 > 1 \]  

(3.61)  

(3.62)

One can make some sense of these criteria by noting that the characteristic speeds for the differential system are \(-\beta - c\) and \(-\beta + c\) with the former corresponding to the left moving signal so that (3.61), rewritten as

\[ \sigma_1 + \sigma_2 \leq 1 \]  

(3.63)

can be interpreted as a CFL condition on the scheme. (The computational domain of dependence of \(\Pi_j^{n+\frac{1}{2}}\) does not contain \(\Pi_{j+k}^{n+\frac{1}{2}}\) for any \(k > 1\), for example.) Note that, in contrast to the CN scheme, this method is von Neumann stable for cases where \(\sigma_1 \geq 1\). Presumably, this has something to do with the fact that the stars for the two parts of the scheme share common mesh points here, whereas for the CN method, they are "decoupled". The second part of the condition, (3.62), is harder to explain from this point of view. However, following Roberts and Weiss, note that (3.30) can be rewritten as

\[ \Pi_j^{n+\frac{1}{2}} = \Pi_j^{n-\frac{1}{2}} + \rho \left( \Pi_{j+1}^{n-\frac{1}{2}} - \Pi_{j-1}^{n+\frac{1}{2}} \right) + \tau \Delta x \phi_j^n \]  

(3.64)

with an analogous expression for \(\Phi\). Now as observed by the above authors in their study of a similar equation, if \(|\rho| > 1\), which occurs in this case when \(\sigma_2 > 1\), then any errors introduced in setting grid function values (boundary values, for example) will be magnified as the update sweep proceeds. Thus the scheme should be expected to be unstable for \(\sigma_2 > 1\), which has been confirmed by the numerical
experiments to be described below. Finally, note that the angled scheme is also
non-dissipative.

3.5 Numerical Determination of Stability Domains for all Four Schemes.

The upwind and leap-frog schemes proved more difficult to treat and analytic
conditions for their von Neumann stability have not been derived. However, since
both schemes are explicit, a reasonable hypothesis is that they are both CFL limited.
As mentioned previously, the characteristic directions of (3.22-23) are $-\beta - c$ and
$-\beta + c$. Since $c > 0$, the largest (in absolute value) signal speed is given by $|\beta| + c$.
Thus for both schemes, one might expect the stability criteria to be

$$\sigma_1 + |\sigma_2| \leq 1 \quad (3.66)$$

Figs. 3.8-11 show the results of a numerical determination of the stability
domains for all four of the schemes. Each dot represents a von Neumann stable
choice of $\sigma_1$ and $\sigma_2$ as determined by an explicit calculation of the spectral radii of
the corresponding amplification matrices for several ($\approx 10$ to 20) values of $\xi$ ranging
from 0 to $\pi$ [62]. A point was deemed unstable if any eigenvalue with modulus
greater than $1 + \epsilon$ appeared. $\epsilon$ was kept very small and was used to determine
whether the points on the boundary of the stability domain were marginally stable.
These figures confirm that the explicit schemes are CFL limited and also reproduce
the conditions (3.56) and (3.61-62). It should also be mentioned here that the
reduced polynomial for the leap-frog scheme also vanishes, so that the method is
non-dissipative whenever it is stable.

Figs. 3.12-15 illustrate the results of another set of numerical tests where each
dot now represents an actual evolution of some initial data using the difference
systems described above. For each run, the spatial grid had 32 points and 10
to 30 time steps were taken. A point was considered stable if the $\ell_{\infty}$ norm of
Figure 3.8. Von Neumann stability domain of the one-sided (upwind) scheme.

Figure 3.9. Von Neumann stability domain of the Crank-Nicolson scheme.
Figure 3.10. Von Neumann stability domain of the angled scheme.

Figure 3.11. Von Neumann stability domain of the leap-frog scheme.
Figure 3.12. Practical stability domain of the one-sided (upwind) scheme.

Figure 3.13. Practical stability domain of the Crank-Nicholson scheme.
Figure 3.14. Practical stability domain of the angled scheme.

Figure 3.15. Practical stability domain of the leap-frog scheme.
the final solution was less by some factor, \( \delta \), than the norm of the initial data.

\( \|f_j\|_\infty \equiv \max_j |f_j| \). \( \delta \) was 2.0 for the three non-dissipative schemes and 1.01 for
the upwind scheme which, as will be seen, dissipates rather badly. Note that the
only significant change from the previous diagrams is the absence of any region
of stability for the angled scheme when \( \sigma_2 > 1 \), as was expected. Again, this is
another reminder that the von Neumann condition is, in general, only necessary for
stability.

3.6 Convergence Tests for the Four Schemes.

Recall from Sec. 3.3 that the one sided scheme has an \( O(h + k) \) truncation er-
ror while the other schemes are \( O(h^2 + k^2) \) accurate. In general, without a stronger
notion of stability than is being used here, it is not a trivial matter to produce rig-
orous results concerning the precise rate of convergence of the solution of difference
equations to the exact solution from truncation error estimates. Such results will
not be pursued here, although they could undoubtedly be obtained—a thorough
discussion of the techniques involved is given by Kreiss and Oliger [44]. In practice,
when dealing with properly constructed schemes and sufficiently smooth functions,
one comes to expect that the solution error will vanish as rapidly as the truncation
error. This hypothesis, which will be discussed in greater detail in Chapter 5, can
be verified numerically for the schemes described above by performing convergence
tests.

Such a test can be described schematically in the following way. Assume that
a differential system

\[
L \hat{f} = 0
\]  

\[ (3.67) \]

where \( L \) is some differential operator and \( \hat{f} \) is the solution vector is discretized on
some mesh such that the grid spacings in each of the coordinate directions are \( O(1) \)
multiples of a basic increment \( h \). Then the discrete solution \( f^h \) satisfies \[
L^h f^h = 0 \quad (3.68)
\]
where \( L^h \) is the difference approximation to \( L \). Now, provided that the exact solution \( \hat{f} \) is known, the convergence rate of the difference scheme can be tested by solving the problem (3.68) on grids with varying mesh sizes. In particular, assume that the discrete solution is calculated using grid spacings of \( h \) and \( 2h \). Then, one can define a convergence factor, \( c_h \), as
\[
c_h \equiv \frac{||f^{2h} - \hat{f}||}{||f^h - \hat{f}||} \quad (3.69)
\]
for some discrete norm \( || \cdot || \). Then, if the error in the computed solution is \( O(h) \), as would be expected from a scheme with \( O(h) \) truncation error, this quantity will approach 2 as \( h \to 0 \). Similarly, if the solution error converges quadratically in the mesh spacing, \( c_h \) will tend to 4.

As described in Sec. 3.2, an exact solution for the system (3.22-23) can be generated by performing a coordinate transformation on a solution to the ordinary wave equation. The transformation chosen for the convergence tests, as well as for the experiments in subsequent sections, was
\[
x = X
\]
\[
t = c_1 \tanh(c_2 T) \cos(c_3 X) \quad (3.70)
\]
where \( c_1, c_2, \) and \( c_3 \) are parameters which are chosen so that the quantities \( \beta \) and \( c \) which result assume reasonable values during an evolution. In addition, \( c_3 \) is chosen so that periodic boundary conditions can be applied on the spatial boundaries of the grid. Graphs of the typical behavior of \( \beta \) and \( c \) are shown in Figs. 3.20-21.
Each of the convergence tests used four grids which covered the spatial interval 
\[ 0 \leq x \leq L. \] The mesh spacings used were
\[ h_n = 2k_n = 2^{-(6+n)}L \quad n = 0, 1, 2, 3 \]
with \( L = 60.0, \) so the coarsest spatial increment was roughly 1 and the finest about 1/8. The exact values \( \hat{\Pi}_{\frac{1}{2}}, \hat{\Phi}_{j+\frac{1}{2}}^0 \) and, in the case of the leap-frog scheme, \( \hat{\Pi}_{\frac{1}{2}}, \hat{\Phi}_{j+\frac{1}{2}}^{-1} \), were supplied as initial values. The tests ran for \( 2^{5+l} \) time steps except for the case of the one sided scheme which was advanced for \( 2^{6+l} \) steps. Every \( 2^l \) steps the \( \ell_2 \) norm of the error in \( \Pi_{j+\frac{1}{2}}^{n+1} \) was computed and output. Once this process had been completed on all four grids for a given scheme, the error norms were combined to calculate the convergence factors \( c_h, c_{2h}, \) and \( c_{4h} \) as a function of time.

The results of these tests are shown in Figs. 3.16-19. In all of the graphs, the chain-dashed line indicates the expected asymptotic convergence factor. In the case of the upwind scheme, the convergence rate drops as a function of time, then levels off near the expected value of 2. This is due to the fact that \( \beta \) grows from an initial value of 0 everywhere, so that the second order part of the scheme dominates at early times.

The results for the other schemes provide a good indication that the difference solutions are converging quadratically to the exact solution. The initial transient behavior which appears (most noticeably in the CN and LF schemes) is presumably due to the use of exact initial data for all runs. This is inconsistent with the \( O(h) \) or \( O(h^2) \) variation in the grid function which would be expected at \( t = 0 \) if the solution had been begun at an earlier time. In addition to demonstrating that the solutions of the various schemes can be expected to converge as quickly as the truncation error, this process of convergence testing was a very useful check of the routines.
Figure 3.16. Convergence test of the one-sided (upwind) scheme.

Figure 3.17. Convergence test of the Crank-Nicholson scheme.
Figure 3.18. Convergence test of the angled scheme.

Figure 3.19. Convergence test of the leap-frog scheme.
which were used to solve the equations. Incorrect code would usually produce a wrong (unexpected) rate of convergence.

3.7 Numerical Accuracy Tests of the Schemes

Figs. 3.22-26 show the exact and calculated values of the grid function $\Pi_{j}^{n+\frac{1}{2}}$ (at selected times) which were generated using the parameters $c_{1} = 2.0$, $c_{2} = \pi/15$ and $c_{3} = 0.1$ in the transformation (3.70). 64 grid points were used with $L = 60.0$, so the mesh was fairly coarse. The tests ran for 256 time steps with $k = 1/8 \Delta$. The initial data was

\[
\tilde{f}(X) = \tilde{f}(x) = \exp \left( - \left( \frac{x - 48.0}{4.0} \right)^{2} \right) \\
\tilde{h}(X) = \tilde{h}(x) = 0
\] (3.72)

which produces a single left moving wave packet that starts near the right edge of the grid. Figs. 3.20-21 show the functions $\beta$ and $c$ at selected times during the evolution.

Several features of these plots are noteworthy. First, there is considerable variation in the (exact) function $\Pi_{j}^{n+\frac{1}{2}}$ as the pulse propagates in the transformed coordinates which indicates that the difference schemes are being subjected to a non-trivial test. The dissipative nature of the one sided scheme is very evident from Fig. 3.23. Although the basic shape of the waveform is reproduced reasonably well, much of the energy in the pulse has been lost by the end of the run. The last time slice plotted also shows a definite elongation of the wave which is mainly a dispersive effect—the higher frequency components of the solution travel too slowly. The results for the second order schemes are clearly much better, and virtually identical. Deviations between the different numerical solutions are difficult to detect on the scale of Figs. 3.24-26. There is very little evidence of dissipation as the flattening
Figure 3.20. Typical $\beta$ generated by the coordinate transformation (3.70)

Figure 3.21. Typical $\gamma$ generated by coordinate the transformation (3.70)
Figure 3.22. Time series of the exact solution $\hat{n}_{j}^{n+\frac{1}{2}}$ for accuracy tests of difference schemes.
Figure 3.23. Time series of $\Pi_{j}^{n+\frac{1}{2}}$ generated by the one-sided (upwind) scheme.

Figure 3.24. Time series of $\Pi_{j}^{n+\frac{1}{2}}$ generated by the Crank-Nicholson scheme.
Figure 3.25. Time series of \( \Pi_{j}^{n+\frac{1}{2}} \) generated by the angled scheme.

Figure 3.26. Time series of \( \Pi_{j}^{n+\frac{1}{2}} \) generated by the leap-frog scheme.
of the peak of the latest curve is accompanied by a deepening of the trough in all three graphs. Again, this is indicative of a dispersive effect.

Another method of comparing the difference solutions with each other and with the exact solution is to compute (fast) Fourier transforms (FFT's) \[56\] of the various grid functions to see what is happening with the discrete Fourier amplitudes and phases. Fig. 3.27 shows a plot of amplitude versus wavenumber for the exact and three sets of computed values of \( \Pi_j^{n+\frac{1}{2}} \) using the data from the runs described above. Again, although the one sided scheme reproduces the basic shape of the spectrum, the attenuation of even the low frequency components is obvious. The second order schemes are much better and produce very similar results. The spectrum generated by the angled scheme is not included in the figure since it cannot be distinguished from the CN scheme.

To qualitatively illustrate the dispersive effects in the schemes, another run was performed with the same initial data on twice as fine a grid (128 x 512). The phase of each Fourier component was accumulated and at the end of the run, for each wave number \( q \), the quantity

\[
\frac{\Delta \theta_{q}^{exact} - \Delta \theta_{q}^{calc.}}{\Delta \theta_{q}^{exact}}
\]

was calculated. The logarithm of this quantity for the four different methods is shown in Fig. 3.28. Only the lower half of the wavenumbers are included in the plot, since the results for the upper half are unreliable, and as can be seen from the previous figure, there is very little power in the upper half of the spectrum. The one sided scheme is clearly more dispersive than the second order schemes which, again, exhibit very similar behavior. None of the methods does a particularly good job at high frequencies; as noted by Roberts and Weiss, this is the most serious problem which remains with any centred, second order, non-dissipative scheme.
Figure 3.27. Comparison of Fourier amplitudes of exact solution and three of the difference solutions.

Figure 3.28. Comparison of accumulated phase error in the four difference schemes.
In summary, all of the three second order schemes appear to have the properties which are required to handle a radiative problem in general coordinates, at least for the case of a single spatial dimension. The methods have reasonable stability criteria, a low degree of dissipation; fairly low dispersion except at high frequencies, and are demonstrably second order accurate in both space and time. The upwind scheme is clearly inadequate in comparison. All methods require $O(n_g)$ computational time, where $n_g$ is the number of points in the spacetime grid, and are therefore computationally acceptable. Finally as mentioned previously, because the schemes are designed for the wave equation in general coordinates, they can be expected to work for the self-gravitating field.

3.8 Numerical Radiation Boundary Conditions.

This section, which is essentially independent of the rest of the chapter, deals with the issue of imposing approximate outer boundary conditions in the numerical treatment of a radiative problem. Attention will be restricted to the case of spherical symmetry, and the wave equation in the usual coordinates $(r, t)$

$$\phi_{tt} = \frac{c^2}{r^2} (r^2 \phi_r)_r$$

(3.74)

will be adopted as a model. (Note that $c$ is a constant here.)

Mathematically, the construction of a spacetime using, for example, the 3+1 formalism is a pure initial-value (Cauchy) problem. In other words, the spacelike hypersurfaces invariably have no outer edges, so there is no need to impose outer conditions on any radiative quantity, be it scalar, electromagnetic or gravitational radiation. Numerically, of course, there will always be an outer edge of the numerical domain unless some compactification scheme is used. Assuming, as is the case here, that centred differences are being used, it is necessary to provide boundary conditions or modify the difference equations at, or near, the outer edge. Consider
the requirement that the amount of radiation which enters the region covered by the mesh is negligibly small. This is a commonly used assumption in numerical relativity which is probably physically reasonable in most cases. Then, given that the desired solution has no incoming radiation, the goal is to ensure that the treatment of the outer numerical boundary does not generate such radiation and that the amount of reflection of an outgoing pulse off the boundary is minimized.

For general multi-dimensional radiative systems this is quite a difficult problem and has received considerable attention (see for example, [41] and the references contained therein). Fortunately, for the case of spherically symmetric waves it is relatively easy to come up with acceptable boundary conditions. It should be noted that (numerical) boundary conditions have to be taken into account when assessing the overall stability of a difference scheme. The stability theory for the mixed initial-boundary value problem is fairly well-developed (see [32,42] for some early work and [43,44] for more complete discussions), but, as mentioned in App. A, is generally more difficult to apply than von Neumann analysis. Roughly speaking, the stability analysis involves looking for “normal modes” of the complete set of difference equations (boundary conditions included) and establishing that none of these modes grow “too rapidly” with time. This type of analysis has not been performed in this thesis, but empirical evidence suggested that the boundary conditions described below did not cause instabilities.

The general incoming and outgoing solutions to (3.74) are

\[ \phi_{\text{in}} = \frac{F(r + ct)}{r} \]
\[ \phi_{\text{out}} = \frac{G(r - ct)}{r} \]

where \( F \) and \( G \) are arbitrary functions. If the outer edge of the grid is at \( r = R \), then the demand that

\[ (r \phi)_t + c (r \phi)_r \bigg|_{r=R} = 0 \]
is equivalent to the statement that no radiation enters the grid from \( r > R \). This will be called an outgoing radiation boundary condition. This equation can then be finite differenced to provide conditions that can be used numerically.

Since (3.77) is an exact expression for the case of spherically symmetric waves, its effectiveness in a numerical scheme is limited only by the order to which it is differenced. This assumes, of course, that the overall scheme remains stable. Following Piran [68], one possible expression may be derived directly from the expression (3.76) for an outgoing wave. Let \( \delta = ck = c \Delta t \). Then

\[
\begin{align*}
    r_j \phi_j^{n+1} & = R \phi(R, t + \Delta t) = (R - \delta) \phi(R - \delta, t) \\
    \phi_j^{n+1} & = (1 - \delta/R) (\phi(R, t) - \delta \phi_r(R, t) + O(\delta^2)) \\
        & \approx (1 - \delta/r_j) (\phi_j^n - \delta \Delta^2 \phi_j^n)
\end{align*}
\]

(3.78)

(3.79)

Because a first order backwards difference is used to approximate \( \phi_r(R, t) \), this is a first order condition. It is the spherical wave equivalent of the expression used by Piran in his study of cylindrical systems, and is also very similar to the conditions that have been used in some recent axisymmetric numerical relativity codes [28].

A second order condition which can be used in conjunction with some of the interior schemes described previously can be derived by discretizing (3.77) using second order backward differences. At \( r = R \)

\[
\begin{align*}
    \phi_t = -c \left( \frac{\phi}{r} + \phi_r \right) \\
    \Delta^t_s \left( 3 \phi_j^{n+1} - \phi_j^n \right) + O(\Delta t^2) = -c \left( \frac{\phi_j^{n+1}}{r_j} + \Delta^r_s \left( 3 \phi_j^{n+1} - \phi_{j-1}^n \right) \right) \\
        & + O(\Delta r^2)
\end{align*}
\]

(3.80)

(3.81)
so

\[ \phi_{j}^{n+1} \approx \left( \frac{3}{\Delta t} + \frac{3c}{\Delta r} + \frac{c}{r_{j}} \right)^{-1} \left( \frac{4\phi_{j}^{n} - \phi_{j}^{n-1}}{\Delta t} + \frac{c}{\Delta r} \left( 4\phi_{j-1}^{n+1} - \phi_{j-2}^{n+1} \right) \right) \]  

(3.82)

Note that the value \( \phi_{j}^{n-1} \) is required. This presented no problem in the programs constructed in this study since two full time levels were always maintained.

Another method which can be used to minimize the effects of wave reflection off an artificial boundary involves the introduction of terms to the differential system which damp, or filter the waves near the boundary. Although such a technique will not be used in subsequent chapters, a brief description of one method is included here because it may be useful in multidimensional numerical relativity calculations.

The idea, due to Israeli and Orszag [41], is called a \textit{sponge filter}. Equation (3.74) is modified by the introduction of a term which allows outgoing waves to propagate while filtering incoming radiation:

\[ \phi_{tt} = \frac{c^{2}}{r^{2}} \left( r^{2} \phi_{rr} \right) - \nu(r) \left( (r \phi_{r} + (r \phi)_{r} \right) \]  

(3.83)

The \textit{Newtonian cooling coefficient}, \( \nu(r) \geq 0 \), is chosen to vanish in the region \( 0 \leq r \leq r_{o} \), so the width of the filter is \( R - r_{o} \). In the interval \( r_{o} \leq r \leq R \), the authors suggest the choice

\[ \nu(r) = A(r - r_{f})^{n}(R - r)(R - r_{f})^{-n-2}(n + 1)(n + 2) \]  

(3.84)

The constants, \( A \) and \( n \) can be used to "tune" the filter and [41] contains a plot of the relative performance on a model problem for various values of the parameters.

In order to evaluate the effectiveness of these various boundary conditions, another program which solves (3.83) using finite differences was written. Again,
introducing the auxiliary variables $\Phi \equiv \phi_r$, $\Pi \equiv \phi_t$, (3.83) is rewritten as

$$\Phi_t = \Pi_r \quad (3.85)$$

$$\Pi_t = \frac{1}{r^2} (r^2 \Phi)_r - \nu (\phi + r (\Phi + \Pi)) \quad (3.86)$$

and discretized as

$$\Delta_+^t \Phi_{j+\frac{1}{2}}^n = \Delta_+^r \Pi_{j}^{n+\frac{1}{2}} \quad (3.87)$$

$$\Delta_+^t \Pi_{j}^{n-\frac{1}{2}} = \frac{1}{r_j^2} \Delta_-^r (r^2 \Phi)_{j+\frac{1}{2}}^n$$

$$\quad - \nu_j \left( \phi_j^n + r_j \left( \mu_-^r \Phi_{j+\frac{1}{2}}^n + \mu_+^r \Pi_{j+\frac{1}{2}}^{n-\frac{1}{2}} \right) \right) \quad (3.88)$$

$$\Delta_+^t \phi_j^n = \Pi_{j}^{n-\frac{1}{2}} \quad (3.89)$$

The intitial data was of the form

$$\phi(r, 0) = \phi_0 \exp \left( - \left( \frac{r - r_0}{\Delta} \right)^2 \right) \quad (3.90)$$

$$\Pi(r, 0) = 0 \quad (3.91)$$

which produces one ingoing and one outgoing pulse. Some of the outgoing pulse gets reflected off the outer boundary and propagates inward. By monitoring $\phi(0, t)$, for example, at later times, a measure of the amount of reflection that has occurred is obtained. Such results are shown in Figs. 3.29. For the first two plots on each graph, the function $\nu$ was identically 0 and the outer values of $\phi$ were updated using (3.79) and (3.82) respectively. For the sponge filter runs, a cooling coefficient of the form (3.84) was used with $A = 1.0$ and $n = 2$. The other parameters for all runs were $R = 25.0$, $r_f = 12.5$, $\phi_0 = 0.05$, $r_0 = 10.0$, $\Delta = 2.0$ and $h \equiv \Delta r = 2 \Delta t$. Note that the vertical scale of the first plot is twice that of the second. In halving the mesh spacing, the maximum peak to trough variations in the reflected waves
Figure 3.29. Comparison of various numerical outgoing boundary conditions for the spherical wave equation.
are reduced by factors of very close to 2 and 4 using the first and second order conditions, respectively. It is more difficult to quantitatively assess the convergence rate for the case of the sponge filter, but the effectiveness of the technique is clear. Finally, it is estimated that an amplitude of ±0.05 in these plots represents about 1% reflectance of the outgoing wave.
CHAPTER 4

Some Constrained Solutions of the Self-Gravitating Scalar Field

4.1 Introduction.

As discussed previously, a major motivating factor for the numerical study of a general relativistic system with one spatial degree of freedom is the opportunity it presents for experimentation with the method used to find discrete solutions of the equations. This fact has been recognized and used to advantage by several researchers since the advent of numerical relativity in the early 1970's. The most notable of the one dimensional studies is Piran's work on cylindrical general relativistic systems [68]. From the point of view of a researcher who is new to the field, this work is very useful in that it clearly describes the basic considerations that must go into any numerical scheme based on the 3 + 1 formalism. In terms of "experimentation", Piran solved the cylindrically symmetric vacuum Einstein equations using several coordinate systems and various combinations of the evolution and constraint equations for the geometric quantities, and, to a certain extent, was able to verify the results with analytic solutions. Among other things, the results demonstrated the efficacy of the basic numerical evolution scheme which had originally been developed for problems in relativistic hydrodynamics by Wilson [104].

The work described in this chapter is very much in the spirit of Piran's study. In particular, numerical solutions of the model described in Chapter 2 are investigated in three different coordinate systems and evidence for the mutual consistency
of the results is presented. In addition, weaknesses and limitations in the numerical techniques used are identified and discussed. For the most part, evolution equations for the geometric variables are not used in this chapter. The applications of versions of the schemes devised in the previous chapter to the geometrical quantities will be discussed in the next two chapters.

4.2 Coordinate Conditions.

The question of the choice of coordinates has always been a central issue in numerical relativity and the literature contains several thorough discussions of the topic, particularly for the case of axisymmetric spacetimes [2,70,81]. Here, some of the main conclusions of these studies which are pertinent to the current work are briefly reviewed and the various coordinate conditions employed in this thesis are then described.

It is generally accepted that the specification of the lapse function is the most crucial part of choosing a coordinate system for the purposes of constructing a spacetime, particularly when the gravitational field is expected to be strong. Work by Penrose, Hawking and Geroch [36] in the 1960's clearly established the fact that singularities are a generic feature of solutions of Einstein's equations. In particular, any spacetime which contains one or more black holes will contain singularities which can develop from perfectly regular initial data—such as the data representing a sufficiently massive star prior to its collapse. The problem is that once a time slice of a numerically generated spacetime intersects a singularity, the evolution must necessarily cease (with current techniques). This may leave some interesting and physically relevant portions of the spacetime (part of the exterior of a black hole, for example) "unexplored".

In order to avoid this scenario, a great deal of effort has gone into the study of slicing conditions (choices of the lapse function) which "avoid singularities". A singularity is avoided by having the lapse function tend to zero sufficiently rapidly
in the vicinity of the singularity, which has the effect of "freezing" the evolution there. The best known, and certainly the most widely used, such condition is called maximal slicing \[23,27,57-61,66,68,76,77,105\]. Here one demands that the trace of the extrinsic curvature vanish on all slices of the foliation

\[ K \equiv g_{ij}K^{ij} = 0 \] (4.1)

As will be seen below, this requirement leads to an "elliptic" equation which determines the lapse on each hypersurface.

The name "maximal slicing" derives from the fact that such a slice has maximal volume with respect to variations of the surface within the enveloping spacetime. This condition also has the advantage that it simplifies the 3+1 equations and can be used to eliminate one of the diagonal extrinsic curvature components from the equations.

A second slicing condition, which also appears to have the singularity avoidance property, has been recently advocated by Bardeen and Piran \[2\] and implemented by Stark and Piran \[70,71,87,88\] in the context of axisymmetric stellar collapse. Again, the slicing is defined through a condition on K:

\[ K = K' r \] (4.2)

This relation leads to a parabolic equation which the lapse must satisfy on each slice. Bardeen and Piran refer to the slices generated by this condition as polar hypersurfaces. As with maximal slicing, (4.2) can be used to eliminate one of the \( K^i_j \), and when combined with an appropriate choice of spatial coordinates, polar slicing can lead to a considerable simplification of the 3+1 equations.

Although some effort has been expended in the investigation of spatial coordinate choices which have some special geometric (and possibly physical) significance \[9,85,86,105\], the spatial degrees of coordinate freedom are most often used
to produce simplification in the system of equations to be solved. The most obvious possibility is to use a zero shift vector which results in spatial coordinate trajectories which are normal to the hypersurfaces. Such coordinates eliminate the convective derivative terms which appear in the evolution equations (Sec. 2.6), and thus simplify the task of producing stable difference schemes which are properly centred in time. This condition has been successfully employed in many numerical relativity codes to date [10–12, 24, 26, 57–61, 68, 82].

Another general approach to the choice of spatial coordinates, due to Wilson [104], involves imposing algebraic relationships among some of the components of the 3-metric. Such conditions will generally lead to parabolic or elliptic equations which must be satisfied by the components of the shift vector on each slice. Care must be taken to ensure that the conditions are compatible with the slicing choice and with other considerations such as regularity at \( r = 0 \) in spherical polar coordinates. The two such conditions which are used in this thesis are

\[ a = b \] (4.3)

and

\[ b = 1 \] (4.4)

(refer to (2.26) for the definition of \( a \) and \( b \)). The first of these has become known as the isothermal condition, and has proved quite useful in spherically symmetric collapse calculations [104, 76, 77]. The second choice is the specialization to spherical symmetry of the radial condition, introduced by Bardeen and Piran [2]. In this case 2-spheres at a radius \( r \) have a proper surface area \( 4\pi r^2 \), so that the radial coordinate has a direct geometrical significance. Both of these conditions reduce the complexity of the equations derived in Chapter 2 and eliminate at least one variable from the set \( \{a, b, K^r, K^\theta, \beta\} \). Table I summarizes the three coordinate systems that will be used in the following study. These systems will be referred to as the
maximal/normal, maximal/isothermal and polar/radial systems, respectively. The various differential equations which the lapse and shift satisfy in these coordinate systems are derived in the following subsections.

<table>
<thead>
<tr>
<th>Section</th>
<th>Slicing Condition</th>
<th>Spatial Coordinate Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.6</td>
<td>maximal</td>
<td>normal ($\beta = 0$)</td>
</tr>
<tr>
<td>4.8</td>
<td>maximal</td>
<td>isothermal ($a = b$)</td>
</tr>
<tr>
<td>4.10</td>
<td>polar</td>
<td>radial ($b = 1$)</td>
</tr>
</tbody>
</table>

Table I. The three coordinate systems used in the study of the self-gravitating scalar field.

4.2.1 The Maximal Slicing Equation.

Assuming that the initial surface has $K = 0$, a maximal foliation is generated by demanding that

$$\dot{K} = 0$$

(4.5)

Taking the trace of (2.14), this equation becomes

$$\dot{K} = \dot{K}^i_i = \beta K' - \alpha^i_i + \alpha \left( R + K^2 + 4\pi (S - 3\rho) \right) = 0$$

(4.6)

Now

$$\alpha^i_i = \frac{1}{\sqrt{g}} \left( \sqrt{g} g^{ij} \alpha_{,j} \right)_{,i} = \frac{1}{ar^2b^2} \left( \frac{r^2b^2}{a} \alpha' \right)'$$

(4.7)

and from (2.44-45)

$$S - 3\rho = -2\frac{\Phi^2}{a^2}$$

(4.8)
Using \( K = K' = 0 \) along with the last two expressions in (4.6) yields a second order homogenous equation for the lapse function

\[
\alpha'' + \frac{a}{r^2b^2} \left( \frac{r^2b^2}{a} \right)' \alpha' + \left( 8\pi \Phi^2 - a^2 R \right) \alpha = 0
\]  

(4.9)

It has been frequently observed that the scalar curvature, \( R \), generally requires many operations to evaluate numerically so that it is usually advantageous to solve for \( R \) from the Hamiltonian constraint (2.7), and substitute the result into the maximal slicing equation [70,76,77]. Using the fact that \( K = -\frac{1}{2} K_r \) in a maximally sliced spacetime, (4.9) then becomes

\[
\alpha'' + \frac{a}{r^2b^2} \left( \frac{r^2b^2}{a} \right)' \alpha' - \left( 8\pi \Pi^2 + \frac{3}{2} (aK_r')^2 \right) \alpha = 0
\]  

(4.10)

For a spherically symmetric spacetime, the difference in numerical efficiency which results from using (4.10) instead of (4.9) is not very significant, and (4.9) was most frequently used in this work since the scalar curvature was calculated for diagnostic purposes anyways.

4.2.2 The Polar Slicing Equation.

Since, for the case of spherical symmetry, \( K = K'_r + 2K^\theta_\theta \), the polar slicing condition \( K = K'_r \) implies that \( K^\theta_\theta = 0 \) everywhere. Again, assuming that this holds on the initial hypersurface, the condition

\[
\dot{K}^\theta_\theta = 0 \quad t \geq 0
\]  

(4.11)

must be imposed to generate the polar foliation. Using (2.54) and \( K^\theta_\theta = K^\theta_\theta' = 0 \), this may be written as

\[
\left( \frac{\alpha rb}{a} (r\dot{b})' \right)' - a\alpha = 0
\]  

(4.12)
which is a first order homogenous equation for the lapse function. As shown in Table I, this slicing is only used in conjunction with the spatial coordinate choice \( b = 1 \), in which case (4.12) becomes

\[
\alpha' + \left( \frac{1 - a^2}{r} - \frac{a'}{a} \right) \alpha = 0
\]  \hspace{1cm} (4.13)

4.2.3 The Isothermal Equation for \( \beta \).

The isothermal condition is imposed by choosing initial data such that \( a = b \) and then demanding

\[
\dot{a} = \dot{b} \hspace{1cm} t \geq 0
\]  \hspace{1cm} (4.14)

Identifying the right hand sides of equations (2.50) and (2.51), and using \( a = b \), \( a' = b' \) gives the following first order equation for the shift vector component \( \beta \)

\[
\beta' - \frac{\beta}{r} = r \left( \frac{\beta}{r} \right)' = \alpha \left( K^r_r - K^\theta_\theta \right)
\]  \hspace{1cm} (4.15)

Since this coordinate choice is used in combination with maximal slicing, the equation may be further simplified to

\[
r \left( \frac{\beta}{r} \right)' = \frac{3}{2} \alpha K^r_r
\]  \hspace{1cm} (4.16)

It should be clear that all three of the equations derived above for \( \alpha \) and \( \beta \) must be supplemented by boundary conditions. These will be discussed in the following descriptions of the various numerical schemes used to solve the equations.
4.3 The Structure of the Finite Difference Grid.

As in the previous chapter, the numerical schemes described below are based on the staggered mesh structure depicted in Fig. 4.1. Assume there are \( J + 1 \) grid points in the radial direction. Then the numerical domain \( \mathcal{G} \) may be defined as \( \mathcal{G}_\circ \cup \mathcal{G}_\Delta \cup \mathcal{G}_x \) where

\[
\mathcal{G}_\circ \equiv \left\{ \left( \left( j - \frac{1}{2} \right) \Delta r, n \Delta t \right) \mid j = 0, \ldots, J; \ n = 0, \ldots \right\}
\]

\[
\mathcal{G}_\Delta \equiv \left\{ \left( \left( j - \frac{1}{2} \right) \Delta r, \left( n - \frac{1}{2} \right) \Delta t \right) \mid j = 0, \ldots, J; \ n = 0, \ldots \right\}
\]

\[
\mathcal{G}_x \equiv \left\{ \left( j \Delta r, n \Delta t \right) \mid j = 0, \ldots, J - 1; \ n = 0, \ldots \right\}
\]

The various grid functions which will be used are defined on the different subgrids as follows.

- on \( \mathcal{G}_\circ \): \( \{ a^n_j, b^n_j, \alpha^n_j, \phi^n_j \} \)
- on \( \mathcal{G}_\Delta \): \( \left\{ K^r_j, K^\theta_j, K^\phi_j, \Pi^n_j \right\} \)
- on \( \mathcal{G}_x \): \( \{ \beta^n_j, \Phi^n_j \} \)

One further feature of the grid structure needs explanation. \( \mathcal{G}_\circ \) and \( \mathcal{G}_\Delta \) contain points which have a radial coordinate less than 0 (the left-most points in Fig. 4.1). As discussed in section 2.4, all quantities \( f \) defined on these subgrids are assumed to be expandable in power series in \( r^2 \) about \( r = 0 \). In this case, it can easily be demonstrated that by maintaining the identity \( f^n_0 = f^n_1 \) or \( f^n_0 + \frac{1}{2} = f^n_1 + \frac{1}{2} \) in the course of a solution, central difference expressions such as \( \Delta^r_0 f^n_1 \) or \( \Delta^r_+ \Delta^r_- f^n_1 \) will retain second order accuracy. In addition, by displacing \( \mathcal{G}_\circ \) and \( \mathcal{G}_\Delta \) away from \( r = 0 \), the immediate need to deal with terms which are singular there (e.g. \( 1/r \)) is eliminated, although as will be seen, the procedure is definitely not a panacea for numerical difficulties near \( r = 0 \).
4.4 The Choice of a Time Step and Rescaling of the Lapse.

In section 3.3 it was shown that the maximum local speed of signal propagation for the scalar field is

\[ c_{\text{max}} = \frac{\alpha}{a} + |\beta| \]  \hspace{1cm} (4.17)

which will generally lead to the following CFL limitation on the time step of an explicit scheme.

\[ \Delta t < \frac{\Delta r}{c_{\text{max}}} \]  \hspace{1cm} (4.18)

This result is well known [28,68,70] and the analogy with the case of hydrodynamics is frequently made. For an explicit hydrodynamical scheme, one must have

\[ \Delta t < \frac{\Delta r}{V_s + |V^r|} \]  \hspace{1cm} (4.19)
where \( V_s \) is the local speed of sound and \( V^r \) is the velocity of the fluid with respect to the coordinate system. The way in which inequality (4.18) is usually maintained in numerical relativity codes is to modify the time step \( \Delta t \), so that

\[
\Delta t = \frac{f_g \Delta r}{c_{\text{max}}} \tag{4.20}
\]

Here \( f_g \) is some fixed positive constant less than unity. The problem with this procedure is that, because the time step is changing, simple schemes such as those described in the previous chapter are no longer guaranteed to be second order in time. This problem was avoided here by making use of the fact that both of the slicing conditions, (4.9) and (4.13), are homogeneous in \( \alpha \). Thus, any lapse function which satisfies the maximal slicing, or polar slicing equation on some slice can always be multiplied by some constant factor to give a new lapse function which still maintains the required coordinate condition. In particular, given the grid functions \( a^n_j, \alpha^n_j \), and \( \beta_j^n \equiv \mu^r \beta_{j+\frac{1}{2}}^n \), consider the quantity

\[
\sigma = \min_{0 \leq j \leq J} \frac{a^n_j}{\alpha^n_j} \left( 1 - |\beta^n_j| \right) \tag{4.21}
\]

If the lapse is rescaled by this factor then the maximum local signal speed will always be unity and a uniform time step can be used. This procedure was used in all of the schemes discussed in this and the next two chapters. (Note that \( \sigma \) will become non-positive if \( |\beta_j^n| > 1 \) for some \( j \), but this situation never occurred in the cases studied). In practice, \( c_{\text{max}} \) was invariably attained on the outer edge of the grid, so this process is equivalent to a specification of the outer value of the lapse which is necessary anyway for the slicing equations to be well-posed. The usual procedure is to set \( \alpha = 1 \) and argue that the outer edge of the grid is in a "nearly flat" region of the spacetime. If this is true, then \( \alpha = 1 \) corresponds to the natural demand that coordinate time be a direct measure of the proper time at
infinity. Since \( a \to 1, \beta \to 0 \) as \( r \to \infty \) in all of the coordinate systems used here, this feature is recovered using the rescaling process, in the limit \( r \to \infty \), provided that the rescaling occurs at the outer edge of the mesh.

4.5 Determining Initial Data.

Chapter 2 contained a very brief discussion of the initial value problem for general relativity. There it was noted that, in general, because of the constraint equations, the determination of appropriate initial data is not a trivial problem. In this study, full advantage is taken of the spherical symmetry of the problem, along with additional simplifying assumptions, in order to make the task of choosing initial data as easy as possible [68].

Initial values are required for \( a, b, K^r, K^\theta, \Phi \) and \( \Pi \) at \( t = 0 \). These six functions must satisfy the Hamiltonian constraint (2.46) and the momentum constraint (2.47). In addition, the data must be of a form which is compatible with the coordinate conditions which are to be imposed during the evolution, or some prescription for transforming it to such a form must be given [2,76]. To avoid the extra work involved with the latter possibility, is most convenient to consider determining initial data for the maximal/normal and maximal/isothermal systems separately from the polar/radial system. In fact, the process is sufficiently straightforward that it is only necessary to describe it in detail for the first case.

A particularly easy way to generate initial data which satisfies the momentum constraint is to require that the initial data surface represent a moment of time symmetry in the spacetime [54]. This means that the spacetime possesses a \( t \to -t \) symmetry, so that the evolution "backward in time" from \( t = 0 \) will be identical to the evolution "forward in time" from the initial surface. Initial data of this type has already been used in the numerical tests of the outgoing radiation boundary conditions for the scalar field alone described in the last section of the previous chapter. A time symmetric slice has an identically vanishing extrinsic curvature
tensor; in addition the time derivatives of the fundamental matter variables must also vanish. It is clear from (2.49) that if \( K'_{\rho}(r,0) = K^\theta_\rho(r,0) = \Pi(r,0) = 0 \), then the momentum constraint is trivially satisfied. It is also clear that this choice is compatible with both the maximal and polar slicing conditions.

The remaining initial data is determined by freely specifying \( \phi(r,0) \) and demanding that \( a(r,0) = b(r,0) \). The Hamiltonian constraint (2.46) then determines the single remaining function, \( a \). As in Sec. 3.8, the initial configuration of the field is of the form [68]

\[
\phi(r,0) = \phi_0 \exp \left( - \left( \frac{r - r_0}{\Delta} \right)^2 \right) \tag{4.22}
\]

where \( \phi_0, r_0 \) and \( \Delta \) are parameters. With the conditions \( a = b, K^r_{\rho} = K^\theta_\rho = \Pi = 0 \), the Hamiltonian constraint may be written as

\[
\frac{1}{r^2} \left( r^2 \psi' \right)' + \pi \Phi^2 \psi = 0 \tag{4.23}
\]

\[
\psi(r) \equiv a(r,0)^{\frac{1}{2}} \tag{4.24}
\]

Two boundary conditions are required for the solution of this equation. One follows immediately from the regularity condition \( a'(0, r) = 0 \)

\[
\psi'(0) = 0 \tag{4.25}
\]

The other, which is imposed at the outer boundary of the numerical grid, is an approximate relation due to York and Piran [107] which is based on the known asymptotic behaviour of \( \psi \). Asymptotic flatness of the spacetime requires that

\[
\psi \sim 1 + \frac{c_1}{r} + O \left( \frac{1}{r^2} \right) \tag{4.26}
\]
for sufficiently large $r$. Differentiating the above expression and solving for $c_1$ gives

$$c_1 = -r^2 \psi' + O \left( \frac{1}{r} \right)$$

(4.27)

Substituting in (4.26) and rearranging yields

$$\psi' + \frac{\psi - 1}{r} = O \left( \frac{1}{r^3} \right)$$

(4.28)

which is then replaced by the approximate condition

$$\left. \psi' + \frac{\psi - 1}{r} \right|_{r=R} \approx 0$$

(4.29)

where $R$ is the radius of the outer edge of the numerical mesh. An approximate solution to the problem defined by (4.23), (4.25) and (4.29) is readily obtained using finite differences. Working on one row of the grid $G_\circ$ described above, the discrete equations are

$$\frac{1}{r_j^2} \Delta_r^r \left( r_j^2 \Delta_r^r \psi_j \right) + \pi \Phi_j^0 \psi_j = 0 \quad j = 1, \ldots, J - 1$$

(4.30)

$$\psi_0 = \psi_1$$

(4.31)

$$\Delta_0^r \psi_{J-1} + \frac{\psi_{J-1} - 1}{r_{J-1}} = 0$$

(4.32)

Equations (4.31) and (4.32) are used to eliminate $\psi_0$ and $\psi_j$ from (4.30), resulting in a tridiagonal linear system of $J - 1$ equations which is solved using a packaged routine [62]. The solution for $\psi_j$ is then squared to give $a_j^0$.

Due to the use of the staggered grid structure, initial values for the "momentum" variables, $K^r_r$, $K^\theta$, and $\Pi$ are needed at $t = -\Delta t$, rather than at $t = 0$. In
order to preserve second order accuracy in time, these quantities should be calculated to $O(\Delta t^2)$. Taylor expansion about $t = 0$, combined with the time symmetry condition gives
\[ K_j^{-\frac{1}{2}} = -\frac{1}{2} \Delta t K_j^0 + O(\Delta t^2) \] (4.33)
where $K$ represents any of the momentum variables. $\dot{K}_j^0$ may be calculated from differenced forms of the right hand sides of (2.53), (2.54), and (2.68), once all of the data at $t = 0$ has been determined. Actually (4.33) has $O(\Delta t^2)$ truncation error since all even time derivatives of the momentum variables vanish as a consequence of time symmetry.

4.6 The Maximal/Normal Coordinate System.

The fundamental numerical variables used in this coordinate system are
\[ \{a_j^n, b_j^n, \alpha_j^n, K_j^{n+\frac{1}{2}}, \Phi_j^{n+\frac{1}{2}}, \Pi_j^{n+\frac{1}{2}} \} \]

since $\beta$ vanishes and the other extrinsic curvature component can be evaluated as $K_j^{n+\frac{1}{2}} = -2K_j^{n+\frac{1}{2}}$ from the maximal slicing condition. Because this was the first coordinate system studied, the numerical treatment of the equations is somewhat less uniform than for the other two systems. In particular, following Piran [68], the maximal slicing and constraint equations are solved using a fourth order Runge-Kutta (RK) routine [8]. Apart from the fact that second order accuracy is the best that could possibly be achieved in the overall scheme (so that there is really no point in using a fourth order technique), the RK technique does not generalize to the case of additional spatial dimensions. The success of its application here relies on the fact that all three of the equations can be solved as initial value problems.
The lapse is determined from the maximal slicing equation by introducing the auxiliary variable \( \delta = \alpha' \) and rewriting (4.9) as the first order system

\[
\begin{align*}
\alpha' &= \delta \\
\delta' &= f_1 \delta + f_2 \alpha \\
f_1 &= -\frac{a}{r^2 b^2} \left( \frac{r^2 b^2}{a} \right)' \\
f_2 &= a^2 R - 8\pi \Phi^2
\end{align*}
\tag{4.34}
\]

The initial conditions are

\[
\begin{align*}
\alpha_1^n &= c_{arb} \\
\delta_1^n &= \frac{1}{6} \Delta r a_1^n R_1^n c_{arb}
\end{align*}
\tag{4.36}
\]

where \( c_{arb} \) is an arbitrary constant, which is typically 1. The expression for \( \delta_1^n \) follows from a Taylor expansion of \( \alpha' \) about \( r = 0 \) to \( O(\Delta r^2) \) and the use of the regularity conditions \( \alpha'(0, t) = \Phi(0, t) = 0 \). The coefficient functions \( f_1 \) and \( f_2 \) are evaluated using centred differences, and the system (4.34-35) is integrated outwards using the RK routine. The lapse is then rescaled as described in section 4.4.

In a similar fashion, introducing the variables \( z \equiv rb \) and \( \xi = z' \), the Hamiltonian constraint (2.46) becomes

\[
\begin{align*}
z' &= \xi \\
\xi' &= -\frac{1}{2} \frac{\xi^2}{z} + f_3 \xi + f_4 z + \frac{f_5}{z} \\
f_3 &= \frac{a'}{a} \\
f_4 &= a^2 \left( K' \right) + \frac{1}{2} K^\theta_\theta \\
f_5 &= \frac{1}{2} a^2
\end{align*}
\tag{4.37}
\]

\[
f_4 = a^2 \left( K' \right) + \frac{1}{2} K^\theta_\theta - 2\pi \left( \Pi^2 + \Phi^2 \right)
\tag{4.38}
\]
with initial conditions

\[ z_1 = \xi_1 = \frac{1}{2} \Delta r \, b_0^1 \]  

(4.39)

Here, use is made of the fact that since \( \beta = 0 \) and \( K^\theta (0, t) = 0 \), \( (K^\theta (0, t) = K^r (0, t) \) from regularity, \( K^\theta (t, 0) = -\frac{1}{2} K^r (t, 0) \) from maximal slicing), (2.51) gives \( \dot{b}(0, t) = 0 \) so that to \( O( \Delta r^2) \), \( b^n \) is constant. Once (4.37) has been integrated, \( b^n_j \) is calculated by dividing \( z^n_j \) by \( r_j \).

Finally, the momentum constraint (2.49) is a single first order equation for \( K^\theta \)

\[ K^\theta = f_6 K^\theta + f_7 \]  

(4.40)

\[ f_6 = -3 \frac{(rb)^l}{rb} \quad f_7 = 4\pi \frac{\Phi \Pi}{a} \]  

(4.41)

which is solved using the RK routine with the initial condition

\[ K^\theta_{1} = 0 \]  

(4.42)

It is known [68] that the combination of maximal slicing and zero shift vector imply that the determinant of the three-metric is a conserved quantity. This is easily verified in the current case, using the evolution equations (2.50-51).

\[ \left( \frac{\sqrt{g}}{r^2 \sin \theta} \right)_{,t} = \left( ab^2 \right)_{,t} = b^2 \dot{a} + 2ab \dot{b} \]

\[ = -\alpha ab^2 \left( K^r + 2K^\theta \right) \]

\[ = -\alpha ab^2 K = 0 \]  

(4.43)

This fact could be used to eliminate the metric function \( a \) from the numerical scheme or at least to provide a simple way of updating \( a^n_j \)

\[ a^n_j = a^0_j \left( b^0_j / b^n_j \right)^2 \]  

(4.44)
Following Piran, rather than adopting this procedure, the evolution equation (2.50) is used to update \( a_j^n \) and the constancy of the quantity \( a_j^n b_j^{2n} \) serves as an indication of the quality of the numerical solution. The discretized form of (2.50) is

\[
\Delta_t^+ a_j^n = -\alpha_j^n K_r^{n+\frac{1}{2}} \mu_+ a_j^n
\]

(4.51)

which is not quite second order in time since the lapse is not evaluated at the center of the computational star. Finally, the equations for the scalar field variables are, from (2.55) and (2.58).

\[
\Delta_t^+ \Phi_j^{n+\frac{1}{2}} = \Delta_t^+ \left( \frac{\alpha_j^n}{a_j^n} \Pi_j^{n+\frac{1}{2}} \right)
\]

(4.52)

\[
\Delta_t^+ \Pi_j^{n-\frac{1}{2}} = \frac{1}{z_j} \Delta_r^+ \left( \frac{\alpha_j^n}{a_j^n} \left( \frac{z^2 \alpha_j^n}{a_j^n} \right)^n \Phi_j^{n+\frac{1}{2}} \right)
\]

\[+ 2 \alpha_j^n K_\theta j^{n-\frac{1}{2}} \mu_+ \Pi_j^{n-\frac{1}{2}}
\]

(4.53)

This system is a straightforward generalization of the standard scheme for the wave equation discussed in Chapter 3. Again, note that these approximations are not completely second order in time since the \( \alpha/a \) term in (4.52) is not properly centred in time, nor is the \( K_\theta \) term in (4.53).

The second order outgoing radiation conditions derived in 3.8 are used to compute \( \phi_j^{n+1}, \Pi_j^{n+\frac{1}{2}} \); the other values of \( \phi_j^{n+1} \) are calculated from the defining relation \( \Phi_j^{n+1} \equiv \Delta_t^+ \phi_j^{n+1} \).

4.7 Weak field results in the Maximal/Normal System

The results of a solution of the above equations for a relatively weak pulse of scalar radiation are displayed in Figs. 4.2-8. The initial configuration of the scalar field is given by (4.22) with \( \phi_0 = 0.01, r_0 = 20.0 \), and \( \Delta = 5.0 \), corresponding to an initial total mass of 0.066. The outer boundary is at \( r = 50.0 \), 300 grid points are
used in the radial direction and $\Delta t = \frac{1}{2} \Delta r$. Every sixth and twelfth point in the radial and temporal directions, respectively, is plotted in the figures, and because the plotting routine connects points with straight line segments, some smoothness is "lost" in regions with high gradients. (Some remarks concerning the surface plots displayed in this and following chapters are in order. First, the viewpoint changes from plot to plot to avoid in order to make the most interesting features of each graph visible. The reader should always check the horizontal axes to determine the orientation of the $(r, t)$ coordinate system. In addition, the self-scaling feature of the graphics routine [20] which was used to produce the surface plots sometimes leads to a mislabelling of the ordinate values on the $t$ or $r$ axes. This occurs because the routine wants the end of the axes to correspond to "round values" of the coordinates. Places where this may lead to confusion will be pointed out.)

The low energy of the pulse of radiation is reflected in the fact that the evolution of $\phi$ (Fig. 4.2) is virtually indistinguishable from a solution in flat spacetime. The field produces small changes in the geometry of the spacetime, but these changes do not significantly affect the propagation of the field. The small disturbances in the geometry which are "tied" to those of the scalar field are most evident in the extrinsic curvature component $K_{rr}$ (Fig. 4.6), although they can also be seen in the spatial derivatives of the metric functions, $a'$ and $b'$ (Figs. 4.3-4). Because it is the derivatives of the scalar field which couple to the gravitational field, there are two peaks in the gravitational disturbances versus the single peaks of the scalar waves. The behaviour of the lapse function $\alpha$ (Fig. 4.5) during the time interval when the ingoing scalar wave is passing through $r = 0$ is already indicative of the collapsing phenomenon which slows the evolution in regions of a stronger gravitational field.

An interesting feature of the plots of $a'$ and $b'$ is the appearance of the stationary ripples in the region where the scalar waves originate. This is a result of the particular radial coordinate being used, which is completely determined by the
initial data condition \( a(r, 0) = b(r, 0) \) and the choice \( \beta = 0 \). As Unruh pointed out, the 3-metric

\[
d s^2 = a^2 \, dr^2 + r^2 b^2 \, d\Omega^2 \tag{4.54}
\]

is flat if there exists a radial coordinate \( R(r) \), which puts the metric into the form

\[
d s^2 = dR^2 + R^2 \, d\Omega^2 \tag{4.55}
\]

which requires that

\[
(rb)' - a = 0 \tag{4.56}
\]

This quantity is displayed in Figure 4.7. It is clear from the plots of this function and the lapse that the part of the spacetime within the sphere encompassed by the reflected outgoing wave is flat—as it should be.

The "coordinate waves" in \( a' \) and \( b' \) could be eliminated by an appropriate radial coordinate transformation on the initial hypersurface. In particular, if a new coordinate, \( \tilde{r} \), defined by

\[
\tilde{r}^3 = 3 \int_0^r a^3(\tilde{r}, 0) \tilde{r}^2 \, d\tilde{r} \tag{4.57}
\]

were used, the 3-metric on the initial slice would assume the form

\[
d \tilde{s}^2 = a^2 \, d\tilde{r}^2 + \frac{\tilde{r}^2}{\tilde{a}} \, d\Omega^2 \tag{4.58}
\]

with

\[
\sqrt{\tilde{g}} = \tilde{r}^2 \sin \theta \tag{4.59}
\]

as in the case of flat spacetime in the usual spherical polar coordinates. In fact, the form (4.59) would be preserved for all time (at least in the analytic case) because of the conservation of \( \sqrt{\tilde{g}} \) (Eq. (4.43)). It is then easy to argue, using (4.56) and the assumption of regularity, that the unique flat-spacetime solution of (4.58) has \( \tilde{a} \equiv 1 \).
This procedure has not yet been tried numerically. In any case, the "ripples" are a good example of features in a numerically constructed spacetime which develop because of the coordinate choices. Such features may be difficult to distinguish from "physically-real" effects, or programming errors.

The bumps which appear in $a'$ and $b'$ near $r = 0$ during the period of self-reflection of the ingoing scalar pulse seem to be due to inadequacies in the numerical procedure. Fig. 4.8 shows that $ab^2$ remains quite constant before and after this period, but that a noticeable perturbation is introduced. The magnitude of this defect, as well as the size of the bumps in $a'$ and $b'$ decrease as the mesh is refined. The way in which the Hamiltonian constraint is solved may be the source of this effect. In particular, because gradients in all functions are greatest in the vicinity of $r = 0$, for a uniform mesh spacing, the accuracy of any quantity can be expected to be worst there. Since the constraint equation is integrated outwards, errors incurred in the first few values are propagated throughout the solution. This results in the oscillations which can be seen in $ab^2$ in the period $15 \leq t \leq 30$, which also appear in $b$, but not in $a$. It may also be that constraining $b^2_1$ to have a constant value is not the best thing to do, since the "best" $O(\Delta r^2)$ approximation to the exact solution would almost certainly have a fluctuating $b^2_1$.

In order to test these hypotheses, several attempts were made to solve the Hamiltonian constraint as a boundary value problem using the regularity condition $b' = 0$ at the inner boundary and a value calculated from the evolution equation for $b$ at the outer edge of the grid. This is the procedure used in the solution of the constraint equation in the isothermal coordinate system (Sec. 4.8) and it works well there. The situation here is far less satisfactory. As an illustration of the difficulties encountered, in one of the attempts, the constraint equation was written as

$$\frac{1}{r^3} (r^3 q')' + f_1 q' + f_2 q + f_3 q^{-\frac{1}{3}} = 0$$

(4.60)
with
\[ q \equiv b^3 \quad f_1 = -\frac{a'}{a} \quad f_3 = -\frac{a}{2\tau^2} \]
\[ f_2 = 2\pi \left( \Pi^2 + \Phi^2 \right) - a^2 \left( K_r^r K_{\theta}^\theta + \frac{1}{2} K_{\theta}^\theta \right) - \frac{a'}{\tau a} + \frac{1}{2\tau^2} \]  \hspace{1cm} (4.61)

which was differenced as
\[ \frac{1}{r_j^3} \Delta_r^r \left( r_j^3 \Delta_r^r q_j \right) + f_{1j} \Delta_0^r q_j + f_{2j} q_j + f_{3j} q_j^{-\frac{1}{2}} = 0 \]  \hspace{1cm} (4.62)

with boundary conditions
\[ q_0 = q_1 \]
\[ q_J = b_J^{n \frac{3}{2}} \]  \hspace{1cm} (4.63)

where \( b_J^n \) is to be calculated from a differenced form of the evolution equation for \( b \). A routine which solved the above system using a global Newton iteration was implemented and a test solution \( \tilde{b} \) with corresponding coefficient functions \( \tilde{f}_1 \), \( \tilde{f}_2 \) and \( \tilde{f}_3 \) were generated. (Analytic expressions for \( b \), \( a \), \( \Pi \), \( \Phi \) and \( K_{\theta}^\theta \) were specified, then (4.60) was solved for \( K_r^r \).) Plots of the exact solution and two different solutions of (4.62) are shown in Fig. 4.9. The systems were solved on the interval \([0,1]\) with \( \Delta r = 1/64 \). The dotted line is the solution obtained with \( q_J = \tilde{b}_J^{\frac{3}{2}} = \cosh(1) = 1.543 \ldots \), while the dashed line has \( q_J = \left( \tilde{b}_J + \epsilon \right)^{\frac{3}{2}} \). The value \( \epsilon = -3.11 \times 10^{-3} \) was chosen experimentally to minimize the global error.

The Newton iteration converges in both cases and the \( O(\Delta r^2) \) truncation error of (4.62) when applied to \( \tilde{b} \) has been verified using a sequence of geometrically decreasing mesh sizes. Furthermore, additional experimentation indicated that, to a good approximation,
\[ \epsilon_{opt}^{\Delta r} \approx c \Delta r^2 \]  \hspace{1cm} (4.64)
Figure 4.2. Weak-field results in maximal/normal coordinate system: $\phi$

Figure 4.3. Weak-field results in maximal/normal coordinate system: $a'$
Figure 4.4. Weak-field results in maximal/normal coordinate system: $b'$

Figure 4.5. Weak-field results in maximal/normal coordinate system: $\alpha$
Figure 4.6. Weak-field results in maximal/normal coordinate system: $K'_r$.

Figure 4.7. Weak-field results in maximal/normal coordinate system: $(rb)' - a$.
Figure 4.8. Weak-field results in maximal/normal coordinate system: $ab^2$.

Figure 4.9. Illustration of sensitivity of the solution of the Hamiltonian constraint to supplied outer boundary value.
where $\epsilon^{\Delta r}_{opt}$ minimizes the global error and $c$ is a constant. The error in the perturbed solution appears to converge quadratically, while the unperturbed case exhibits slower convergence at the mesh sizes used (up to $\Delta r = 1/1024$), although it may become asymptotically quadratic. A good explanation for this behavior has not been found yet, but it is apparent from the sensitivity of the system (4.62) to the supplied outer value, that this is not a good way to numerically solve the constraint equation.

4.8 The Maximal/Isothermal Coordinate System.

The primary numerical variables used here are

\[
\{ a_j^n, \alpha_j^n, \beta_{j+\frac{1}{2}}^n, \beta_{j+\frac{1}{2}}^{n+\frac{1}{2}}, K_{\theta j}^{n+\frac{1}{2}}, \Phi_{j+\frac{1}{2}}^n, \Pi_{j+\frac{1}{2}}^{n+\frac{1}{2}} \}
\]

The coordinate conditions are used to update $b_j^n$ and $K_{r j}^{n+\frac{1}{2}}$. It is convenient to compute and store the grid function $\beta_{j+\frac{1}{2}}^{n+\frac{1}{2}}$ as well as $\beta_{j+\frac{1}{2}}^n$. The scheme which is described below is, with the exception of the outer boundary conditions on the scalar field variables, completely second order in space and time. In contrast to the previous scheme, the constraint and coordinate condition equations are solved using centred difference techniques which would generalize to the case of additional spatial variables.

The lapse is again determined from the maximal slicing equation (4.9) which is differenced as

\[
\Delta^r_+ \Delta^r_- \alpha_j^n + f_{1j} \Delta^r_0 \alpha_j^n + f_{2j} \alpha_j^n = 0 \tag{4.66}
\]

\[
f_{1j} = \frac{2}{r_j} + \frac{\Delta^r_0 a_j^n}{a_j^n}
\]

\[
f_{2j} = 8\pi \left( \mu_{-} \Phi_{j+\frac{1}{2}}^n \right)^2 - a_j^{n+1} R_j^n \tag{4.67}
\]
where \( a = b \) has been used. Eq. (4.66) can be solved explicitly for \( \alpha_{j+1}^n \), so the values of \( \alpha_j^n \) can be determined in order of increasing \( j \) (3 ≤ \( j \) ≤ \( J \)) given initial values

\[
\alpha_0^n = \alpha_1^n = c_{arb}
\]

\[
\alpha_2^n = c_{arb} \left( 1 + \frac{1}{3} \Delta r^2 a_1^n R_1^n \right) \quad (4.68)
\]

where, as previously, \( c_{arb} \) is an arbitrary constant and the expression for \( \alpha_2^n \) is derived using a Taylor series technique. The lapse is then rescaled to maintain the constancy of the maximum local signal speed.

The isothermal condition for the shift component is written in the form

\[
\gamma' = \frac{3 \alpha K^r_r}{2 r}
\]

\[
\gamma = \frac{\beta}{r}
\]

and differenced as

\[
\Delta^r_{j+1} \gamma_{j+\frac{1}{2}}^n = \frac{3}{2} \alpha_{j+1}^n \chi^t_{j+1} K^r_{j+1}^{r-\frac{1}{2}} / r_{j+1}
\]

\[
\Delta^r_{j+1} \gamma_{j+\frac{1}{2}}^{n+\frac{1}{2}} = \frac{3}{2} \chi^t_{j+1} \alpha_{j+1}^n K^r_{j+1}^{r+\frac{1}{2}} / r_{j+1}
\]

(4.70)

(4.71)

Given the boundary conditions

\[
\gamma_{\frac{1}{2}}^n = \gamma_{\frac{1}{2}}^{n+\frac{1}{2}} = 0
\]

(4.72)

these systems are easily integrated outwards. The shift components are then calculated from

\[
\beta_{j+\frac{1}{2}}^n = r_{j+\frac{1}{2}} \left( \gamma_{j+\frac{1}{2}}^{n} - \gamma_{j-\frac{1}{2}}^{n} \right)
\]

(4.73)

\[
\beta_{j+\frac{1}{2}}^{n+\frac{1}{2}} = r_{j+\frac{1}{2}} \left( \gamma_{j+\frac{1}{2}}^{n+\frac{1}{2}} - \gamma_{j-\frac{1}{2}}^{n+\frac{1}{2}} \right)
\]

(4.74)
which corresponds to choosing the constant of integration in (4.69) such that the value of $\beta$ at the outer edge of the mesh is 0. This condition is only correct in the limit $r_J \to \infty$, whenever there is matter in the numerical domain since, in this coordinate system [76]

$$\beta = \frac{1}{2} r K^r_r \left( 1 + O \left( \frac{1}{r} \right) \right)$$  \hspace{1cm} (4.75)

for large $r$. However, the use of an outer condition based on this asymptotic behavior had no discernible effect during the periods when waves were not passing through the outer boundary. When there is a pulse leaving the grid, (4.75) is no longer valid.

The Hamiltonian constraint is solved in much the same fashion as described in the section on the determination of initial data, except that now the equation is nonlinear. Again, introducing $\psi = \sqrt{a}$, the differenced form of (2.46) is

$$\frac{1}{r_J^2} \Delta_+ ( (\mu_+ r_j)^2 \Delta_+ \psi_j^n ) + f_{3j} \psi_j^n + f_{4j} \psi_{j+1}^n = 0$$  \hspace{1cm} (4.76)

$$f_{3j} = \pi \left( (\mu_+ t_j)^2 + (\mu_- \Phi_j^n)^2 \right)$$

$$f_{4j} = \frac{3}{4} (\mu_+ t J_k J_j^{n-1})^2$$  \hspace{1cm} (4.77)

with the boundary conditions

$$\psi_0^n = \psi_1^n$$

$$\psi_j^n = \sqrt{a_j^n}$$  \hspace{1cm} (4.78)

where $a_j^n$ is determined from a discrete version of (2.50)

$$\Delta_+ a_j^{n-1} = - \left( \chi_+^r \alpha_j^{n-1} K^r_{r/2} \right) \mu_+ a_j^n$$  \hspace{1cm} (4.79)
which assumes that the \((\beta a)^t\) term is negligible at the outer boundary. The system (4.76-78) is solved using a global Newton method [64] using as an initial estimate values generated from another discretized version of (2.50). Each Newton step involves the solution of a tridiagonal system, and convergence to a given tolerance is (usually) achieved with a number of iterations which is independent of the mesh size. Thus the solution is obtained using \(O(J)\) operations.

The momentum constraint is the same as in the previous coordinate system. However, the differenced version used here is,

\[
\Delta^r_i K^{\theta n+\frac{1}{2}}_j = f_{5,j+\frac{1}{2}} - \mu_+^r K^{\theta n+\frac{1}{2}}_j + f_{6,j+\frac{1}{2}} \tag{4.80}
\]

\[
f_{5,j+\frac{1}{2}} = -3 \frac{\Delta_i^r (r_j \chi_+^n a_j^n_a)}{\mu_+^r (r_j \chi_+^n a_j^n_a)}
\]

\[
f_{6,j+\frac{1}{2}} = 4\pi \frac{\chi_+^n a_j^n a^\theta_j^+ \Pi^{n+\frac{1}{2}}_j}{\mu_+^r \chi_+^n a_j^n_a} \tag{4.81}
\]

The boundary conditions are

\[
K^{\theta n+\frac{1}{2}}_0 = K^{\theta n+1}_0 = 0 \tag{4.82}
\]

and (4.80) is easily integrated outwards.

The equations for the scalar field variables are differenced using a generalization of the Crank-Nicholson scheme discussed in the previous chapter. They are

\[
\Delta^r_i \Phi^{n+\frac{1}{2}}_{j+\frac{1}{2}} = \frac{1}{2} \Delta^r_i \left( \chi_+^r \beta^{n+\frac{1}{2}}_{j+\frac{1}{2}} \Phi^{n+1}_{j+\frac{1}{2}} + \beta^{n+\frac{1}{2}}_{j+\frac{1}{2}} \Phi^{n}_{j+\frac{1}{2}} \right)
\]

\[
+ \Delta^r_i \left( \chi_+^r \left( \frac{\alpha}{a} \right)^n_{j+\frac{1}{2}} \Pi^{n-\frac{1}{2}}_j \right) \tag{4.83}
\]
\[ \Delta^+ \Pi_{j+\frac{1}{2}} = \frac{1}{2z_j^2} \Delta^0 \left( \chi^t \left( z_j^n \mu^r \beta^n_{j+\frac{1}{2}} \right) \Pi_{j+\frac{1}{2}} + \left( \mu^r z_j^{n-1} \right)^2 \mu^r \beta^n_{j+\frac{1}{2}} \Pi_{j-\frac{1}{2}} \right) \]

\[ + \Delta^- \left( \mu^r \left( \frac{z_j^2 \alpha}{a} \right)^n \Phi^n_{j+\frac{1}{2}} \right) \]

\[ + 2 \left( \alpha^t_j \chi^t \kappa^n_{j+\frac{1}{2}} - \frac{\mu^r_{j+\frac{1}{2}} \Delta^0_{z_j^n}}{z_j^n} \right) \mu^r_{j+\frac{1}{2}} \Phi^n_{j-\frac{1}{2}} \]  

(4.84)

where \( z \equiv r a \). As can be seen, rather extensive use of averaging and extrapolation operators is required to center the equations in the interest of maintaining second order accuracy.

The inner boundary conditions are

\[ \Phi^n_{\frac{1}{2}} = 0 \]

\[ \Pi^n_{0+\frac{1}{2}} = \Pi^n_{1+\frac{1}{2}} \]  

(4.85)

and, to facilitate the solution of (4.83) and (4.84) using the tridiagonal solver, outer boundary conditions are also supplied. The outer value for the spatial derivative of the field is computed from

\[ \Delta^t \Phi^n_{j-\frac{1}{2}} = \Delta^t \left( \chi^t \left( \frac{\alpha}{a} \right)^n \Pi^n_{j-\frac{1}{2}} \right) \]  

(4.86)

which assumes the convective term is negligible at the outer boundary. \( \Pi^n_{j+\frac{1}{2}} \) is calculated using the first order outgoing radiation condition (3.79). The second order condition (3.82) cannot be used without destroying the tridiagonality of (4.84). The angled scheme, on the other hand, could be used in conjunction with the second order condition with no loss in efficiency, provided that the unknowns are consistently determined in the direction of increasing \( j \). The value \( \Phi^n_{j+1} \) is also
computed from a first order outgoing approximation, then the values \( \phi_{j}^{n+1}, j < J \) are determined from \( \phi_{J}^{n+1} \) and \( \Phi_{j+\frac{1}{2}}^{n} \).

4.9 Weak Field Results in the Maximal/Isothermal System.

Figs. 4.10-13 show the results of a solution of the above equations using the same initial data and mesh as described in Sec. 4.7. Note the similarity between the plots of \( \alpha \) and \( K' \), here with the ones in the maximal/normal coordinate system; the plot of \( \phi \), which is not displayed, is indistinguishable from Fig. 4.2.

Because the slicing conditions and initial data are identical for the two sets of results presented so far, it is fairly easy to provide evidence that the same physical solution is being generated by the two different schemes. In fact, since the outer value of \( \beta \) is always 0 in the isothermal coordinate system, the outer edge of the two numerical grids trace out the same path through the spacetime. This, combined with the fact that \( \alpha \) and \( K' \) are both scalars with respect to spatial coordinate transformations, implies that the outer value of \( \alpha \) should be the same, for all time, in both systems. Finally, since the rescaling of the lapse for the two runs is always such that \( \alpha/a \) is 1 at the outer boundary, the outer values of the lapse functions should also be the same. This is observed numerically to a high degree of precision—the quantity \( \alpha_{j}^{n} - 1 \) is the same in both solutions to 0.2%; \( \alpha_{j}^{n} \) itself, is the same to within 2 parts per million. It is therefore clear that the sets of \( t = \text{constant} \) slices generated during the two evolutions are virtually identical.

The difference between the two systems is, of course, that different radial coordinates are being used. However, on any given slice in the normal solution, which has

\[
d\tilde{s}^2 = \tilde{a}^2 \, d\tilde{r}^2 + \tilde{r}^2 \dot{\tilde{b}}^2 \, d\Omega^2
\]

(4.87)
Figure 4.10. Weak-field results in maximal/iso thermal coordinate system: $\alpha$

Figure 4.11. Weak-field results in maximal/iso thermal coordinate system: $K'$
Figure 4.12. Weak-field results in maximal/isothermal coordinate system: $a'$

Figure 4.13. Weak-field results in maximal/isothermal coordinate system: $\beta$
Figure 4.14. Demonstration of weak-field consistency of the two maximally sliced solutions. The top plot was generated by the maximal/isothermal program; the bottom plot from the maximal/normal program via a numerical coordinate transformation.
it is straightforward to perform the coordinate transformation \( \tilde{r} \rightarrow r(\tilde{r}) \) which puts the 3-metric into isothermal form

\[
ds^2 = a^2 \left( dr^2 + r^2 d\Omega^2 \right)
\]  

(4.88)

The two basic equations are

\[
\ddot{a} \, d\tilde{r} = a \, dr
\]  

(4.89)

\[
\tilde{r} \, \dot{b} = ra
\]  

(4.90)

which give an equation for \( r \)

\[
\frac{dr}{d\tilde{r}} = r \left( \frac{\ddot{a}}{\dot{r} \, \dot{b}} \right)
\]  

(4.91)

which is numerically integrated in the maximal/normal program, with the boundary condition \( r_j = \tilde{r}_j \). Once \( r \) has been determined, \( a \) is calculated from (4.90). An interpolation operation is then performed on \( a \) to produce a set of values corresponding to a uniform grid in the (computed) \( r \) coordinate. Finally this set of values is differenced to produce an approximation to \( a' \). The results of this process are illustrated in Fig. 4.14. The top plot shows \( a' \) as computed by the isothermal program. (This is a portion of the plot of Fig. 4.12, seen from a different viewpoint.) The bottom plot is \( a' \) as calculated from the maximal/normal program. The qualitative agreement is clearly very good; quantitatively, the average relative difference between the two functions is about 3%. This result provides evidence that, at least for weak pulses, both numerical schemes are producing the same solutions.

4.10 The Polar/Radial Coordinate System.

The simplification of the 3+1 equations which results from the use of this coordinate system in a spherically symmetric spacetime is remarkable. Since the spatial coordinate condition is \( b = 1 \), and the polar slicing condition implies \( K^\theta_\phi = -
0, the evolution equation for \( b, (2.51) \), implies that \( \beta = 0 \), so these coordinates are also spatially normal. This leaves the set of variables

\[ \{ a^n_j, \alpha^n_j, K^{n+\frac{1}{2}}_j, \Phi^n_{j+\frac{1}{2}}, \Pi^{n+\frac{1}{2}}_j \} \]

to be dealt with numerically. Not surprisingly, this coordinate system has proven useful in analytic studies of the model—see for example Berger et al [3], and Unruh [95]. In a vacuum region of the spacetime, the coordinates are simply those of the familiar Schwarzschild line element

\[
(4) ds^2 = -\left(1 - \frac{2M}{r}\right) dt^2 + \left(1 - \frac{2M}{r}\right)^{-1} dr^2 + r^2 d\Omega^2
\]  

where \( M \) is the mass contained in the interior of the vacuum region.

The lapse is determined from the polar slicing equation (4.13), which is differentiated as

\[
\Delta^r \alpha^n_j + f_{1j+\frac{1}{2}} \mu^r \alpha^n_j = 0
\]  

\[
f_{1j+\frac{1}{2}} = \frac{1 - (\mu^r a^n_j)^2}{r_{j+\frac{1}{2}}} - \frac{\Delta^r a^n_j}{\mu^r a^n_j}
\]

The initial condition is

\[
\alpha^n_0 = \alpha^n_i = \epsilon_{arb}
\]

with \( \epsilon_{arb} \) arbitrary. Eq. (4.93) gives \( \alpha^n_{j+1} \) in terms of \( \alpha^n_j \), the integration proceeds outwards, then the lapse is rescaled as usual. Note that because of this rescaling, which typically sets \( \alpha^n_j = a^n_j \) instead of \( \alpha^n_j = 1/a^n_j \) the time coordinate used in the numerical procedure becomes the "true" Schwarzschild coordinate only in the limit \( r_j \to \infty \). However this simply means that the slices of foliation are relabelled slightly which does not lead to any undue difficulty in interpreting the results physically. One other point about the solution of (4.93) is worth noting. In their
discussion of the polar slicing condition for the case of axisymmetric spacetimes [2],
Bardeen and Piran state that the equation for the lapse is a parabolic equation
(with the radial coordinate playing the role of time, and \( x = \cos \theta \), the other in-
dependent variable) which must be integrated inwards—presumably because the
problem would not be well posed for outwards integration. However, in the current
case, it can easily be argued that it doesn’t matter which way (4.93) is integrated.
For example, in the case of outwards integration, (4.93-94) give

\[
\alpha^n_j = \alpha^n_1 \prod_{j=1}^{J-1} \frac{1 + \sigma_j}{1 - \sigma_j}
\]

where

\[
\sigma_j \equiv \frac{1}{2} \Delta r f_{1,j+\frac{1}{2}}
\]

while, for inwards integration,

\[
\alpha^n_1 = \alpha^n_j \prod_{j=J-1}^{1} \frac{1 - \sigma_j}{1 + \sigma_j}
\]

Now, independent of the integration direction, the lapse is (almost) always rescaled
so as to fix the value \( \alpha^n_j \). Clearly, the order in which the factors \( (1 + \sigma_j)/(1 - \sigma_j) \),
or their reciprocals, are multiplied together can have no bearing on the “stability”
of the difference system (which might be monitored, for example, using the ratio
\( \alpha^n_j/\alpha^n_0 \)).

The metric component, \( a^n_j \), is updated at each time step using the Hamiltonian
constraint. In the polar/radial coordinate system, (2.46) becomes a first order
equation for \( a \)

\[
a' + f_2 a + f_3 a^3 = 0 \quad (4.96)
\]

\[
f_2 = - \left( \frac{1}{2r} + 2\pi r (\Pi^2 + \Phi^2) \right) \quad f_3 = \frac{1}{2r} \quad (4.97)
\]
The boundary condition for this equation is \( a(0,t) = 1 \) which follows immediately from the elementary flatness condition \( a(0,t) = b(0,t) \). Numerically, it is convenient to introduce the new variable \( A \equiv \ln a \), and rewrite (4.96) as

\[
A' + f_2 e^{2A} + f_2 = 0 \tag{4.98}
\]

with the boundary condition \( A(0, t) = 0 \). A second order difference approximation is given by

\[
\Delta^r_j A^n_j + f_{3,j + \frac{1}{2}} \exp \left( 2 \mu^r_j A^n_j \right) + f_{2,j + \frac{1}{2}} = 0 \tag{4.99}
\]

\[
f_{2,j + \frac{1}{2}} = -\frac{1}{2r_{j + \frac{1}{2}}} + 2\pi r_{j + \frac{1}{2}} \left( \left( \mu^r_j \left( x^r_{j + \frac{1}{2}} \right)^2 + \Phi^n_{j + \frac{1}{2}} \right)^2 \right) \tag{4.100}
\]

\[
f_{3,j + \frac{1}{2}} = \frac{1}{2r_{j + \frac{1}{2}}} \tag{4.101}
\]

with the initial condition

\[
A^n_0 = A^n_1 = 0 \tag{4.102}
\]

(4.99) is integrated outwards using a point-wise Newton iteration to treat the nonlinearity. Initial estimates for \( A^n_j \) are generated using a discretized version of the evolution equation for \( a \). It should be noted that (4.99) must be integrated outwards. A simple perturbation analysis about the flat solution \( A^n_j \equiv 0 \), \( f_{2,j + \frac{1}{2}} = -f_{3,j + \frac{1}{2}} \) shows that a small error in a value supplied at the outer edge of the numerical grid is amplified during an inwards integration, and that the overall amplification factor diverges as the mesh is refined.

It is useful to define, in analogy with the line element (4.92), the mass aspect function \( m(r, t) [2,70] \)

\[
m = \frac{1}{2} r \left( 1 - a^{-2} \right) \tag{4.103}
\]
which may be unambiguously interpreted in any vacuum region of the spacetime as the amount of mass/energy contained within the 2-sphere of proper surface area $4\pi r^2$ at time $t$. As a brief aside, using the Hamiltonian constraint (4.96), it is easy to calculate the spatial derivative of the mass aspect

$$m' = 2\pi \frac{r^2 (\Pi^2 + \Phi^2)}{a^2} = 4\pi r^2 \rho \tag{4.104}$$

which is clearly non-negative. This, with the condition $m(0, t) = 0$, provides an easy proof of positivity of energy for this simple model which is reminiscent of Geroch’s early positive energy theorem for the case of a maximal slice [29].

The extrinsic curvature component, $K^r_j n^{+\frac{1}{2}}$, is computed from the momentum constraint (2.49), which is algebraic in this coordinate system

$$K^r_r = -4\pi r \frac{\Phi \Pi}{a} \tag{4.105}$$

This is simply discretized as

$$K^r_j n^{+\frac{1}{2}} = -4\pi r_j \frac{\mu^- \left( \chi^+_j \Phi_{j+\frac{1}{2}}^n \right) \Pi_j^{n+\frac{1}{2}}}{\chi^+_j a^+_j} \tag{4.106}$$

Finally, the difference equations for the scalar field variables are

$$\Delta_+^t \Phi_{j+\frac{1}{2}}^n = \Delta_+^r \left( \chi^+_j \left( \frac{\alpha}{a} \right)_j^n \Pi_j^{n+\frac{1}{2}} \right) \tag{4.107}$$

$$\Delta_+^t \Pi_{j+\frac{1}{2}}^n = \frac{1}{r_j^2} \Delta_+^r \left( \mu_+^r \left( \frac{r^2 \alpha}{a} \right)_j^n \Phi_{j+\frac{1}{2}}^n \right) \tag{4.108}$$

with boundary conditions

$$\Phi_0^{n+1} = 0 \tag{4.109}$$

$$\Pi_0^{n+\frac{1}{2}} = \Pi_1^{n+\frac{1}{2}} \tag{4.110}$$
on the inner boundary and second order outgoing radiation conditions on the outer boundary. The entire scheme has second order truncation error in both space and time.

Because the coordinate condition \( b = 1 \) is incompatible with \( a = b \) for any case except flat spacetime, the initial data generated by the procedure described in Sec. 4.5 cannot be used directly here. It would be possible to numerically transform the \( a = b \) data to the required form, but this has not been done. Instead, the scalar field is freely specified in the form (4.22) and the initial hypersurface is again assumed to be an instant of time-symmetry. Equations (4.93) and (4.96) can then be solved for the initial values \( \alpha_j^0 \) and \( a_j^0 \). \( \Pi_j^{-\frac{1}{2}} \) is calculated from a Taylor series expansion about \( t = 0 \) and the difference equation (4.108), and \( K_j^{-\frac{1}{2}} \) is computed from (4.106). The initial data has, at worst, second order truncation error. Given the same initial specification of the scalar field, (i.e. for \( \phi \) a given function of radial coordinate) the total mass of the solution tends to be less for the case \( b = 1 \) than for \( a = b \), particularly when the mass gets large.

4.11 Weak field results in the Polar/Radial System.

The results shown in Figs. 4.15-18 were generated using the same grid structure and initial parameters for the scalar field as the previous two solutions. Again, a plot of \( \phi \) is not shown since it looks identical to Fig. 4.2. Although the mass here is slightly less than previously, to two digits it is still 0.066. The results in this coordinate system look particularly clean numerically—this can be partly attributed to the relative simplicity of the equations and the fact that both of the "non-trivial" geometric variables are updated using the constraint equations. Note that, in contrast to the case of maximal slicing, propagating disturbances are clearly visible in the lapse function, and the overall response of \( \alpha \) to the presence of matter is much more local than for maximal slicing. As an indication of the precision of the solution, the outer value of the mass aspect function remains constant to within
0.02% in the period prior to the arrival of the initial outgoing pulse. After the wave has left the grid, $m_j^n$ varies by less than 0.01%. Furthermore, it has been observed that refining the mesh (both spatially and temporally) by a factor of 2 reduces the fluctuation in $m_j^n$ by very nearly a factor of 4, which is a good indication that the overall scheme has been implemented properly and is second order accurate.

The resemblance between the metric function $a$ shown in Fig. 4.15, and the plot of the quantity used to determine when the maximal/normal solution is spatially flat (Fig. 4.7), is quite noticeable. Again, this can be largely understood in terms of the different radial coordinates which are used in the two solutions. The transformation relating the line element in the maximal/normal system

$$ds^2 = -\alpha^2 dt^2 + \tilde{a}^2 d\tilde{r}^2 + \tilde{r}^2 \tilde{b}^2 d\Omega^2$$

(4.111)

to that of the polar/radial system

$$ds^2 = -\alpha^2 dt^2 + a^2 d\tau^2 + \tau^2 d\Omega^2$$

(4.112)

is given by

$$-\alpha^2 = \tilde{r}_t^2 \tilde{a}^2 - \tilde{r}_t \tilde{a} \tilde{\alpha}$$

$$a^2 = \tilde{r}_\tau^2 \tilde{a}^2 - \tilde{r}_\tau \tilde{a} \tilde{\alpha}$$

(4.113)

$$\tau^2 = \tilde{r}^2 \tilde{b}$$

The claim here is that the derivatives $\tilde{r}_t$, $\tilde{t}_\tau$ are small, and can be neglected in comparison to $\tilde{r}_\tau$, $\tilde{t}_t$ which are of order unity. Then

$$a \, d\tau \approx \tilde{a} \, d\tilde{r}$$

$$d\tau \approx \left( \tilde{r} \tilde{b} \right)' \, d\tilde{r}$$

(4.114)
Figure 4.15. Weak-field results in polar/radial coordinate system: $a$

Figure 4.16. Weak-field results in polar/radial coordinate system: Mass aspect ($m$)
Figure 4.17. Weak-field results in polar/radial coordinate system: $\alpha$

Figure 4.18. Weak-field results in polar/radial coordinate system: $K^r_r$
where \( \cdot \) denotes differentiation with respect to \( \tilde{r} \). Thus,

\[
a \approx \frac{\tilde{a}}{(\tilde{r} \tilde{b})'}
\]

(4.115)

But since, for the weak field case

\[
\tilde{a} = 1 + \tilde{a}_1, \quad \tilde{a}_1 \ll 1
\]

\[
\tilde{b} = 1 + \tilde{b}_1, \quad \tilde{b}_1 \ll 1
\]

(4.116)

it follows that

\[
a \approx \frac{(1 + \tilde{a}_1)}{1 + (\tilde{r} \tilde{b}_1)} \approx 1 + \tilde{a}_1 - (\tilde{r} \tilde{b}_1)'
\]

\[
= 1 + \tilde{a} - (\tilde{r} \tilde{b})'
\]

(4.117)

so that to a first approximation \( a - 1 \) is just the quantity which is plotted in Fig. 4.7. This provides more evidence for the mutual consistency of the numerical results obtained in the three coordinate systems.

4.12 Intermediate Field Results for all Three Systems.

In this section, some results from the three different schemes for cases where there is significant gravitational self-interaction of the scalar field are presented. The first set of plots, shown in Fig. 4.19-24, were generated in the maximal/normal coordinate system. The initial data parameters are \( \phi_0 = 0.053, r_0 = 20.0 \) and \( \Delta = 5.0 \), giving an initial total mass of 1.93. The outer boundary of the grid is again at \( r = 50.0 \), but 600 mesh points are used in the radial direction and the evolution consists of 2000 time steps with \( \Delta t = \frac{1}{2} \Delta r \).

In this case, the propagation of the scalar field is clearly affected by the changing geometry; this behavior will be examined more closely in Chapter 6. The
variations in the geometric quantities are much greater than previously, and although the spacetime appears to be flat to the interior of the final outgoing pulse (Fig 4.23), the problem with the non-conservation of $ab^2$ has become significantly worse.

The second set of plots—Figs. 4.25-29—were produced, using the same initial data and run parameters, with the isothermal/maximal program. Note that, qualitatively, the plots of $\phi$, $\alpha$, and $K^r_r$ are very similar to the preceeding graphs. One rather unfortunate feature of isothermal coordinates is that gradients tend to become even more enhanced near $r = 0$ than they do in normal coordinates, for example, and this single fact explains most of the differences which can be observed between the two sets of plots for $\alpha$ and $K^r_r$. There is still fairly good quantitative agreement (a few percent) between the results from the two programs, as determined by comparing the maximum or minimum value of a quantity like $K^r_r$ on corresponding slices. Notice that the shift (Fig 4.29) attains fairly high values ($\beta$ is comparable to $\alpha/a$), so that the convective terms in the scalar field evolution equations are important. This illustrates the success of the Crank-Nicholson scheme in maintaining a stable and non-dissipative evolution of self-gravitating radiation. It should be noted that the angled scheme has also been used in the program with virtually identical results. The most noticeable numerical difficulty which has appeared is the "kink" in $\phi$, and to a lesser extent in $K^r_r$, near $r = 0$. The precise cause of this behavior is unknown, but the defect does diminish as the mesh is refined. Finding the source of the problem is complicated by the fact that the irregularity develops essentially simultaneously in most of the numerical variables (or their derivatives) in the regime where the difference equations are most difficult to analyze.

The last set of intermediate field results, from the polar/radial program, is shown in Figs. 4.30-34. The same set of run parameters was used as for the other two sets, but in this case, the initial mass is 1.72. Thus, this is a weaker field than
Figure 4.19. Intermediate-field results in maximal/normal coordinate system: $\phi$

Figure 4.20. Intermediate-field results in maximal/normal coordinate system: $a'$
Figure 4.21. Intermediate-field results in maximal/normal coordinate system: $\alpha$

Figure 4.22. Intermediate-field results in maximal/normal coordinate system: $K'_{rr}$
Figure 4.23. Intermediate-field results in maximal/normal coordinate system: \((rb)' - a\)

Figure 4.24. Intermediate-field results in maximal/normal coordinate system: \(ab^2\)
Figure 4.25. Intermediate-field results in maximal/isothermal coordinate system: $\phi$

Figure 4.26. Intermediate-field results in maximal/isothermal coordinate system: $a$
Figure 4.27. Intermediate-field results in maximal/isothermal coordinate system: \( \alpha \)

Figure 4.28. Intermediate-field results in maximal/isothermal coordinate system: \( K^r_r \)
Figure 4.29. Intermediate-field results in maximal/isothermal coordinate system: $\beta$

Figure 4.30. Intermediate-field results in polar/radial coordinate system: $\phi$
Figure 4.31. Intermediate-field results in polar/radial coordinate system: $a$

Figure 4.32. Intermediate-field results in polar/radial coordinate system: Mass aspect ($m$)
Figure 4.33. Intermediate-field results in polar/radial coordinate system: $\alpha$

Figure 4.34. Intermediate-field results in polar/radial coordinate system: $K'^r$
previously, which accounts for the reduced “overshoot” in $\phi$ at $r = 0$, as well as the fact that the final outgoing pulse is further out at the time that the evolution is stopped. There are no significant numerical difficulties here—in particular the representation of $K^r$, is actually much smoother that it appears in Fig. 4.34.

4.13 Strong Field Results and Numerical Problems.

This last section reports on the behavior of the three codes when the spacetimes being constructed contain black holes. None of the programs is successful in producing an evolution of a black hole spacetime which can be continued indefinitely; in all cases, numerical problems develop which cause the codes to crash, and additional research is needed to remedy the difficulties.

Again, the first set of results, shown in Figs 4.35-40, is from the maximal/normal program. The initial data parameters were $\phi_0 = 0.10$, $r_0 = 15.0$ and $\Delta = 4.0$, giving an initial total mass of 5.36. 600 grid points were used in the radial direction, the outer edge of the grid was at $r = 50.0$ and 4000 time steps with $\Delta t = \frac{1}{2} \Delta r$ were taken. The behavior of the lapse (Fig. 4.36) is typical of what has been observed in previous studies of strong gravitational fields [57-61,70,76,77,82,87,88]. Once the ingoing pulse has reached the central region of the spacetime, the lapse quickly “collapses” and effectively freezes the evolution of the scalar field, as can be seen in Fig. 4.35. The value of $\alpha$ at $r = 0$ at the end of the run ($t = 167$, not 200 as labelled on the plot) is $\approx 7.0 \times 10^{-10}$. Coincident with the collapse of $\alpha$, apparent horizons appear in the solution. Recall from Sec. 2.5 that the quantity

$$(rb)' - arbK^\theta_\theta$$

(4.118)

vanishes at the location of such a horizon, and that apparent horizons cannot lie outside of an event horizon. It is clear then, from Fig. 4.39 that a black hole has formed. However, the problem with the solution of the Hamiltonian constraint for $b$, which was described previously, has become much more severe. It appears
that the outwards integration of the constraint becomes increasingly less accurate in the vicinity of the apparent horizon where steep gradients form. This leads to the behavior which can be seen in Fig. 4.40 where the value of $a\dot{b}^2$ is apparently diverging with time outside of the horizon, whereas it should be constant. Again, it would seem that solving the Hamiltonian constraint as a boundary value problem would help but, as discussed in Sec. 4.7, attempts to do this have failed so far.

Figs. 4.41–44 show some results in the maximal/isothermal coordinate system using the same initial data and grid structure. In this case, however, the evolution can be advanced for only about 400 time steps before the program crashes due to a divergence of the Newton iteration in the Hamiltonian constraint solver. As can be seen from Fig. 4.44, an apparent horizon has not yet formed at this time. Although quite steep gradients have developed in most quantities, this does not seem to be the sole cause of the problem with the constraint solver since the time at which the code halts is relatively independent of the spatial or temporal mesh sizes used. It is possible that the Jacobian matrix of the nonlinear system for $a^j$ is becoming singular, but this has not been investigated. This problem does not seem to have been encountered by Shapiro and Teukolsky [76,77] in their study of spherically symmetric perfect fluid collapse in the same coordinate system. They also employed a global Newton method to solve the constraint equation, using the type of initial estimate that is used here. They were able to continue the evolution of a black hole essentially indefinitely—the limiting factor in their code is the fact that the entire spatial coordinate system will eventually “fall into the black hole”.

The final set of plots, Figs. 4.45-49, were generated in the polar/radial coordinate system, again with the same initial data parameters and mesh spacings. The total initial mass in this case is 3.62, and the program ran for about 1200 time steps before crashing. It is known [2], that apparent horizons cannot form in this coordinate system in spherically symmetric spacetimes; this is particularly obvious
Figure 4.35. Strong-field results in maximal/normal coordinate system: $\phi$

Figure 4.36. Strong-field results in maximal/normal coordinate system: $\alpha$
Figure 4.37. Strong-field results in maximal/normal coordinate system: $a$

Figure 4.38. Strong-field results in maximal/normal coordinate system: $K^\theta$
Figure 4.39. Strong-field results in maximal/normal coordinate system: \((rb)' - arbK^\theta\).
Note that this quantity is 0 at the location of an apparent horizon.

Figure 4.40. Strong-field results in maximal/normal coordinate system: \(ab^2\)
Figure 4.41. Strong-field results in maximal/isothermal coordinate system: $\alpha$

Figure 4.42. Strong-field results in maximal/isothermal coordinate system: $a$
Figure 4.43. Strong-field results in maximal/isothermal coordinate system: $K^\theta_\phi$

Figure 4.44. Strong-field results in maximal/isothermal coordinate system: $(rb)' - arbK^\theta_\phi$
Figure 4.45. Strong-field results in polar/radial coordinate system: $\phi$

Figure 4.46. Strong-field results in polar/radial coordinate system: $\alpha$
Figure 4.47. Strong-field results in polar/radial coordinate system: a

Figure 4.48. Strong-field results in polar/radial coordinate system: Mass aspect (m)
from expression (4.118) which is clearly identically unity for $b = 1$, $K^\theta_\phi = 0$. Numerical experience [70,71,87,88] has shown that the lapse function collapses "even more rapidly" than in the case of maximal slicing, but one can argue that the polar foliation covers all of the spacetime which is outside of the event horizon (as in the case of standard Schwarzschild coordinates). Furthermore, it would seem that a collapsed lapse is a fairly clear indication that the spacetime being generated does contain a black hole. Since the radial coordinate is areal (measures proper surface area), the outer boundary of the grid does not get "dragged inwards" as in the case of the other two coordinate systems, so by waiting for a sufficiently long time, any radiation which will get out to infinity will eventually be seen escaping from the grid. Conversely, if little or no radiation is seen crossing the outer boundary after a sufficient integration time has elapsed, the spacetime almost certainly must contain a black hole.

![Diagram](image)

**Figure 4.49.** Various functions in polar/radial coordinate system shortly before the strong-field evolution crashes.
The collapsing behavior of the lapse is evident in Fig 4.47. The innermost value at the end of the evolution is approximately $2.0 \times 10^{-3}$. The evolution of the ingoing pulse has essentially halted (Fig 4.45) by this time. The mass of this pulse is 2.08, with a corresponding Schwarzschild radius of 4.16, and very steep gradients and sharp peaks form in all quantities in the vicinity of this radius (Fig. 4.49). As an example of the type of numerical difficulty which was encountered, consider the differenced polar slicing equation (4.93), solved explicitly for $\alpha_{j+1}$ (the temporal superscript is suppressed here):

$$\alpha_{j+1} = \frac{1 + \sigma_j}{1 - \sigma_j} \alpha_j$$  \hspace{1cm} (4.119)

$$\sigma_j = \frac{1}{2} \Delta r f_{1,j+\frac{1}{2}}$$  \hspace{1cm} (4.120)

For any fixed $\Delta r$, it was found that the maximum value of $f_{j+\frac{1}{2}}$ (for a point near $r = 2M_{ingoing}$) would eventually become large enough to make $\sigma_j > 1$, at which point further computed values of the lapse would be negative! Needless to say, this quickly stopped the program. Special schemes can be devised to circumvent this problem, but it is clear that when such behavior arises, the basic underlying assumptions of smoothness on the scale of the grid, which are made prior to differencing the equations, are no longer valid. The solution from any difference technique is liable to be suspect in such a case. At the same time, one cannot argue on physical grounds for the introduction of artificial viscosity (as has been used in previous strong field calculations in numerical relativity [57–61,76,77,82]), since the gradients which are developing are due mainly to the coordinate system being used, not the dynamics of the scalar or gravitational fields. Considerations such as these provided much of the impetus for the study of mesh refinement techniques which is described in Chapter 6. Finally, it should be noted that Piran and Stark [71] have also reported numerical problems with this coordinate system, which prevented them from carrying out evolutions of collapsed axisymmetric gravitational radiation indefinitely.
CHAPTER 5

Geometric Evolution Equations and the Consistency Problem

5.1 Introduction.

The existence of the constraint equations has proven to be a mixed blessing for numerical relativists. On the one hand, experience has shown that it is generally easier to develop a stable scheme if some, or all, of the constraints are used in lieu of evolution equations [24,68]. In addition, comparison of constrained and freely evolved solutions generated from the same initial data has usually shown the former to be numerically "cleaner", and therefore, presumably more accurate. Still, it is possible to construct viable schemes which do not use the constraint equations, other than for the determination of initial data. It is well established that the solutions produced by these schemes do not, in general, satisfy the (discretized) constraint equations on any but the initial slices. This has caused a great deal of concern, both to practitioners of numerical relativity and to outside observers of the field. This concern seems to derive from the general consensus that the only good spacetime is a properly constrained spacetime. In fact, it has been argued [70,89] that there is a fundamental inconsistency in the solutions produced by free evolution schemes which employ standard finite differencing techniques. It is claimed that in such schemes, the discrete constraint equations will be satisfied to a lower order of accuracy than the order of the differenced evolution equations.
One of the main purposes of this chapter is to present an argument, supported with numerical evidence, which suggests that the issue of “evolution vs. constraint equations” is less problematic than it has been made out to be. In particular, the results presented strongly suggest that there should be no basic inconsistency of the type outlined above in properly constructed difference schemes for the solution of Einstein’s equations. Successful finite differencing of the geometric evolution equations was, of course, a necessary prerequisite for generating these results, as well as one of the principal goals of the thesis, so the schemes used are discussed in some detail.

5.2 The Argument for Inconsistency in Numerical Relativity.

The basic argument which has been presented for the inconsistency of free evolution finite difference schemes is quite simple [70,89]. Let $\mathcal{G}$ and $\mathcal{T}$ denote the sets of geometric and matter variables for some solution of the field equations. Assume, for simplicity, that the problem has a dependence on only a single spatial coordinate $x$ and time. Then, for any particular metric or extrinsic curvature component $g \in \mathcal{G}$, let $g_j^n$ and $\hat{g}_j^n$ denote the exact and approximate values, respectively, on some grid with fixed mesh spacings

$$\Delta t = c_0 h, \quad \Delta x = c_1 h$$  \hspace{1cm} (5.1)

$$c_0, c_1 = O(1)$$

In addition, assume that all differential expressions are replaced with second order finite differences. Then a typical evolution equation for a geometric quantity

$$\dot{g} = L(\mathcal{G}, \mathcal{T})$$  \hspace{1cm} (5.2)
becomes, upon discretization

\[ D_t^h g_j^n = L^h \left( \hat{g}_j^n, \hat{r}_j^n \right) \]  

(5.3)

where \( D_t^h \) and \( L^h \) are \( O(h^2) \) approximations to \( \partial / \partial t \) and \( L \). Now, from the definition of the order of a difference scheme,

\[ D_t^h g_j^n = L^h \left( \hat{g}_j^n, \hat{r}_j^n \right) + \hat{r}_j^n \]

\[ = L^h \left( \hat{g}_j^n, \hat{r}_j^n \right) + O(h^2) \]  

(5.4)

where the \( O(h^2) \) quantity, \( \hat{r}_j^n \), is just the local truncation error. Provided that the scheme is stable, and all functions involved are sufficiently smooth, it is reasonable to expect

\[ \hat{g}_j^n = g_j^n + e_j^n = g_j^n + O(h^2) \]  

(5.5)

where \( e_j^n \) is the error in the computed solution. (In principle one should be able to establish the validity of (5.5) from the difference and differential equations and some additional assumptions (such as smoothness), but for a typical scheme for Einstein's equations this is a very messy task, and it is never done in practice.)

Now, the argument continues, consider one of the constraint equations

\[ H (\mathcal{G}, \mathcal{T}) = 0 \]  

(5.6)

and assume, as will often be the case, that this equation includes terms involving the first and second spatial derivatives of \( g \). Thus, for the sake of argument, write (5.6) as

\[ H g = P (\mathcal{G}, \mathcal{T}) g'' + Q (\mathcal{G}, \mathcal{T}) g' + R (\mathcal{G}, \mathcal{T}) = 0 \]  

(5.7)
and difference it to second order as

\[
H^h \tilde{g}_j^n = P^h \left( \tilde{g}_j^n, \tilde{\tau}_j^n \right) \Delta_+^z \Delta_-^z \tilde{g}_j^n + Q^h \left( \tilde{g}_j^n, \tilde{\tau}_j^n \right) \Delta_0^z \tilde{g}_j^n + R^h \left( \tilde{g}_j^n, \tilde{\tau}_j^n \right) = 0
\]  

(5.8)

where \( \tilde{g}_j^n \) is another approximation of \( g_j^n \), which in general will not coincide with \( \hat{g}_j^n \).

Now, if the substitutions \( \tilde{g}_j^n \to \hat{g}_j^n \), \( \tilde{g}_j^n \to g_j^n \) and \( \tilde{\tau}_j^n \to \tau_j^n \) are made in the last expression, the right hand side becomes another \( O(h^2) \) quantity which is just the local truncation error, \( \tau_j^n \), of the discretized constraint equation. Then replacing \( \tilde{g}_j^n \) by \( \hat{g}_j^n \) in (5.8) and using (5.5), one gets

\[
H^h \hat{g}_j^n = \hat{\tau}_j^n + P^h \left( \hat{g}_j^n, \hat{\tau}_j^n \right) \Delta_+^z \Delta_-^z \epsilon_j^n + Q^h \left( \hat{g}_j^n, \hat{\tau}_j^n \right) \Delta_0^z \epsilon_j^n + O(h^2)
\]

(5.9)

where there are additional \( O(h^2) \) terms which may arise because the coefficient functions \( P^h, Q^h \), and \( R^h \) in (5.8) can depend on \( g_j^n \). Now, the crucial claim in the inconsistency argument is that since \( \epsilon_j^n \) is an \( O(h^2) \) quantity, and the operators \( \Delta_+^z \Delta_-^z \) and \( \Delta_0^z \) involve the factors \( h^{-2} \) and \( h^{-1} \) respectively, it follows that

\[
\Delta_+^z \Delta_-^z \epsilon_j^n = O(1)
\]

(5.10)

\[
\Delta_0^z \epsilon_j^n = O(h)
\]

(5.11)

Thus, it is concluded, the discrete constraint equation, when applied to the freely evolved second order approximation is satisfied to zeroth (or, at best, first) order and consistency is lost.
5.3 The Argument for Consistency in Numerical Relativity.

The proposed counterargument to the above analysis is equally simple. The key point goes back to Richardson’s [73] 1909 hypothesis that “the errors of the integral [solution of the difference equations] and of any differential equations derived from it, due to using ... central differences instead of differential coefficients, are of the form”

\[ h^2 f_2(x, t) + h^4 f_4(x, t) + \cdots \]

It is important to stress that the functions \( f_2, f_4, \ldots \) are independent of the mesh spacing. Richardson illustrated the validity of this hypothesis by explicit numerical calculation of a problem with an analytic solution and then suggested the technique, now known as Richardson extrapolation, whereby solutions of the same difference equations using different mesh sizes are combined to eliminate terms in the error expansion to produce a more accurate solution. The validity of the Richardson hypothesis for a given differential system and difference scheme may be established by substituting expansions of the form

\[
g_j^n = \hat{g}_j^n - \left( h^2 e_2^n + h^4 e_4^n + \cdots \right) \tag{5.12}
\]

for all relevant functions into the difference scheme. The difference operators are then replaced by their corresponding differential operators and truncation expansions. The zeroth order terms in the resulting expression will be eliminated by virtue of the original differential equations (consistency of the difference scheme) and additional systems of differential equations for the error functions \( e_2, e_4, \ldots \) will result. It must then be argued, order by order, that these systems are well posed so that the error functions are bounded. (See Chapter 10 of Kreiss and Oliger [44] for a simple example and Marchuk [50] for a complete discussion of the
procedure). This process is not trivial for non-linear systems such as Einstein equations, but accepting the Richardson proposal, is probably not much more an act of faith than accepting the hypothesis that the field equations themselves have a unique, well-behaved solution.

Once the Richardson hypothesis has been accepted, it is easy to see why there should be no consistency problem. For example, the term $\Delta^x_+ \Delta^z_- e^n_j$ becomes

$$\Delta^x_+ \Delta^z_- e^n_j = \Delta^x_+ \Delta^z_- \left( h^2 e^n_{2j} + h^4 e^n_{4j} + \ldots \right)$$

$$= h^2 \left( \Delta^x_+ \Delta^z_- e^n_{2j} + h^2 \Delta^x_+ \Delta^z_- e^n_{4j} + \ldots \right)$$

$$= h^2 \left( e^n_{2j} + O(h^2) \right)$$

(5.13)

Similarly

$$\Delta^5_0 e^n_j = h^2 \left( e^n_{2j} + O(h^2) \right)$$

(5.14)

So provided $e'_2$ and $e''_2$ are well behaved, these results show that all terms on the right hand side of (5.9) are $O(h^2)$, in contradiction to previous claims. This type of argument also holds for the case of discrete evolution equations being applied to constrained quantities which, has also been purported to lead to the same kind of inconsistency. Both of these claims (and others which appear in the literature) are based on the incorrect notion that a numerical differentiation must automatically reduce the accuracy of any quantity by one order.

5.4 The Geometric Evolution Equations in the Polar/Radial System.

The equations to be solved here are the same as in section 4.10 with the addition of the evolution equations for $a$ and $K'^r_r$. Using the coordinate conditions $b = 1$, $\beta = 0$ and $K = K'^r_r$ in (2.50) and (2.52) these are

$$\dot{a} = -\alpha a K'^r_r$$

(5.15)

$$\dot{K}'^r_r = s + \alpha K'^r_r$$

(5.16)
where

\[ s = -\frac{1}{a} \left( \frac{\alpha'}{a} \right)' - \alpha \left( \frac{2}{ar} \left( \frac{1}{a} \right)' + 8\pi \frac{\Phi^2}{a^2} \right) \quad (5.17) \]

In analogy with the treatment of the scalar field, instead of evolving \( a \) directly, the quantity

\[ A \equiv (\ln a)' \quad (5.18) \]

is introduced. The evolution equation for \( A \) is then

\[ \dot{A} = - (\alpha K'_{r})' \quad (5.19) \]

It should be pointed out that there is no compelling reason to evolve \( A \) or \( a' \) rather than \( a \). In fact, for the case of second order centred schemes, to which the current study is limited, virtually the same difference equations can be developed using either form. This will not necessarily be the case for higher order schemes, however, where it may be advantageous to keep the pair of equations for the metric and extrinsic curvature components as symmetric as possible (with respect to the spatial derivatives) so that the same methods can be used to difference both equations. In addition there is some case to be made for evolving a quantity such as \( A \) whose value fluctuates about 0, versus \( a \) which has a nominal value of 1, from the point of view of numerical precision. On the other hand, the increased complexity which results from differentiating a general evolution equation may limit the usefulness of the technique.

As it is written, the evolution equation for \( K'_{r} \) does not explicitly contain the second spatial derivative of \( a \) (first derivative of \( A \)). Such terms are present, however, as can be seen by using the slicing condition (4.13) to replace the occurrences
of $\alpha'$ and $\alpha''$ in (5.17). After some manipulation, (5.17) becomes

$$s = -\alpha \left( \frac{a'}{a} - \frac{za^3}{r (a^3)'} + \frac{z(z - 1)}{r} + 8\pi \frac{\Phi^2}{a^2} \right)$$

$$= -\alpha \left( A' - \frac{za^3}{r (a^3)'} + \frac{z(z - 1)}{r} + 8\pi \frac{\Phi^2}{a^2} \right)$$

(5.20)

where

$$z \equiv a^2 - 1$$

(5.21)

With $s$ rewritten in this form, it is tempting to adopt the simple pair of equations

$$\dot{A} = -\alpha K r'$$

(5.22)

$$\dot{K} r = -\alpha A'$$

(5.23)

as a model system to facilitate stability analyses of possible difference schemes for (5.15-16). This approach is of questionable merit, however. For example, if $\alpha$ is treated as a constant, then a stability analysis of an explicit scheme for (5.22-23) would surely result in a CFL condition

$$\alpha \Delta t \leq \Delta r$$

(5.24)

instead of

$$\frac{\alpha}{a} \Delta t \leq \Delta r$$

(5.25)

which is the expected condition, since as argued in Chapter 2, (and as seen in the results of the previous chapter) the disturbances in the gravitational field must propagate with the same speed as those in the scalar field. A second, related problem is that such an analysis ignores the influence of the scalar field. Yet without the scalar field, there can be no dynamics in the geometric variables, so it would seem
that any proper treatment of stability would have to be done in conjunction with
the equations for the matter variables. The main difficulty is due to the fact that,
unlike the case in any other dynamical system, the geometric variables determine
the causal structure of the "background" on which the disturbances propagate. As
a result, the form of the evolution equations strongly depends on the basic variables
which are used and one must be very cautious about trying to relate a given system
to some model system. The approach which is taken here is to assume that the same
basic schemes which work for the scalar field should also work for the gravitational
field since the structure of the two sets of equations is similar.

The evolution equation for $A$ is not difficult to treat numerically. The difference scheme used is the obvious one

$$
\Delta^t r A^n_{j+\frac{1}{2}} = -\Delta^r \left( \chi^t r A^n r^K_{j+\frac{1}{2}} \right)
$$

The inner boundary condition is

$$
A^n_{\frac{1}{2}} = 0
$$

which, because of the grid structure, does not have to be explicitly imposed after
the first time step. Likewise, no outer boundary condition is required. Following
the computation of $A^{n+1}_{j+\frac{1}{2}}$, the metric function $a^{n+1}_j$ is updated from

$$
a^{n+1}_j = \exp \left( \sum_{k=0}^{j-1} \Delta^r A^{n+1}_{k+\frac{1}{2}} \right), \quad a^{n+1}_0 = 1
$$

The evolution equation for $K^r r$, which proved more difficult to handle, is
differenced as

$$
\Delta^t r K^r r^n_{j+\frac{1}{2}} = s^n_{j} + \alpha^n_{j} \left( \mu^t r K^r r^n_{j+\frac{1}{2}} \right)^2
$$
This is a set of decoupled nonlinear equations for the quantities $K_{r j}^{n+\frac{1}{2}}$ which may be solved using a (single variable) Newton method with initial values supplied from the $O(\Delta t)$ difference equation

$$\Delta_+^l K_{r j}^{n-\frac{1}{2}} = s_j^n + \alpha_j^n \left( K_{r j}^{n-\frac{1}{2}} \right)^2$$  \hspace{1cm} (5.30)

The inner boundary conditions are

$$K_{r 0}^{n+\frac{1}{2}} = K_{r 1}^{n+\frac{1}{2}} = 0$$  \hspace{1cm} (5.31)

At the outer edge of the grid a first order outgoing radiation condition is used which is based on the large $r$ behaviour

$$K_{r r} \sim \frac{f(t-r)}{r} + O \left( \frac{1}{r^2} \right)$$  \hspace{1cm} (5.32)

This is most easily deduced from the constraint equation (4.105), together with the known behaviour of $\Phi$, $\Pi$ and $a$, and the assumption that the spacetime is nearly flat where the condition is imposed.

In the first attempt at evolving the extrinsic curvature with this scheme, the source term $s$ was differenced from (5.17) as

$$s_j^n = -\frac{1}{a_j^n} \Delta_+^r \left( \frac{\Delta_-^r \alpha_j^n}{\mu_-^r a_j^n} \right)$$

$$- \alpha_j^n \left( \frac{2}{a_j^n r_j^n} \Delta_+^r \left( \frac{1}{\mu_-^r r_j^n} \right) + 8\pi \left( \mu_+^r \Phi_{j-\frac{1}{2}} a_j^n \right)^2 \right)$$  \hspace{1cm} (5.33)

This procedure led to an instability which can be seen in Fig. 5.1 (In this, and following plots, the superscripts $E$ and $C$ are used to identify quantities which are updated using evolution and constraint equations, respectively). The stationary disturbance grows fairly slowly at first, then rapidly explodes, halting the solution.
Figure 5.1. Instability in polar/radial free evolution when the difference expression (5.33) is used in the scheme.

The same behaviour appears in the extrinsic curvature component. This does not seem to be a "classic" instability in the sense that some Fourier components are being magnified since a reduction in the time step does not appreciably affect the absolute (as a function of $t$) rate of growth. At the same time, decreasing the spatial mesh spacing does slow the growth rate. This suggests that expression (5.23), combined with the slicing equation for the lapse, (4.93), may in effect be a "better" approximation to something like $s + \Delta r p$, where $p$ involves higher order derivatives of $a$, rather than $s$ itself. It is plausible that the differential system, modified in this way, would admit the growing solution observed in Fig. 5.1 [100].

Although the cause of the instability is almost certainly due to inappropriate differencing of $s$, the problem can be fixed by using the constraint equation (4.105) to eliminate $K' r$, from the evolution equation for $A$. The solution then remains stable until the ingoing pulse reaches $r = 0$, at which point irregular behaviour in $K' r$, quickly develops. Apart from this last problem, this technique does not produce a "true" free evolution scheme, since the direct coupling of $K' r$, to $A$, through the
evolution equation, has been removed. It was at this point that the form (5.20) for \( s \) was derived, the idea being that it would be best to start from a differential expression in which the dependence of \( \dot{K}_r \) on \( a \) and its derivatives is as explicit as possible. The differenced form of (5.20) used is

\[
 s^n_j = -\alpha^n_j \left( \Delta^r_+ \left( \frac{\Delta^r_- a^n_j}{\mu^r_- a^n_j} \right) - \frac{z^n_j a^{3n}_j}{\tau_j \Delta^r_0 a^{3n}_j} \right) \\
- \alpha^n_j \left( z^n_j (z^n_j - 1) / \tau_j + 8\pi \left( \frac{\mu^r_- \Phi^n_{j-\frac{1}{2}}}{a^n_j} \right)^2 \right) 
\]  

(5.34)

The difference equations for \( \dot{A} \) and \( \dot{K}_r \) were incorporated into the scheme described in Sec. 4.10. In effect, the program was constructed so that completely free and completely constrained evolutions of the geometric variables, using the same initial data, were performed simultaneously. In general, the constrained metric functions were used in the equations for \( \alpha, \dot{\Phi} \) and \( \dot{\Pi} \). However, the freely evolved quantities could also be used without affecting the overall stability or convergence of the program.

5.4.1 Comparison of the Freely Evolved and Constrained Quantities.

Typical results of this scheme, for the same initial data and grid structure used in Sec. 4.10, are shown in Figs. 5.2-5.7. The agreement between constrained and evolved quantities is very good—the differences which can be observed in the last two plots are most likely due to dispersion of the evolved functions. The scheme remains stable up to the CFL limit, the solution is well behaved near \( r = 0 \), and the radiation conditions allow the waves in the geometric variables to propagate cleanly off the mesh. These comments continue to hold as the mass of the solution is increased—the cause of the ultimate demise of the code remains the inability
to handle the very large gradients which develop near \( r = 2M_{ingoing} \) for those spacetimes which contain black holes.

During the course of the evolution, the deviations of the freely evolved geometric quantities from the discretized constraints and the deviations of the constrained functions from the discrete evolution equations are also computed. Suppressing grid indices, these defects are denoted as \( \mathcal{O}^C a^E, \mathcal{O}^E a^C, \mathcal{O}^C K_r^r, \mathcal{O}^E K_r^r \), where to avoid overcomplicating the notation, the definition of the operators \( \mathcal{O}^C \) and \( \mathcal{O}^E \) depends on what they are operating on according to

\[
\begin{align*}
\mathcal{O}^C a^C &= 0 \\
\mathcal{O}^E a^E &= 0 \\
\mathcal{O}^C K_r^C &= 0 \\
\mathcal{O}^E K_r^E &= 0
\end{align*}
\] (5.35)

Because the momentum constraint is algebraic in this coordinate system the quantity \( \mathcal{O}^C K_r^E \) can be evaluated simply as

\[
\mathcal{O}^C K_r^E = K_r^C - K_r^E
\] (5.36)

Quantities analogous to \( \mathcal{O}^C a^E \) and \( \mathcal{O}^C K_r^r \) have been computed and displayed previously by Piran in his study of cylindrical gravitational waves [68]. In addition, Nakamura and his coworkers, [57-61], in studying various aspects of axisymmetric stellar collapse, have adopted the general strategy of freely evolving all of the geometric variables and using the measured deviations from the constraint equations as an indication of the reliability of the solution. Centrella [10-12] used a similar technique in her study of plane-symmetric cosmologies. Quantities such as \( \mathcal{O}^E a^C \), which measure how well the constrained geometric variables satisfy discrete versions of the evolution equations, do not appear to have been computed before.
Figure 5.2. Polar/radial coordinate system: Metric function $a$ updated using Hamiltonian constraint.

Figure 5.3. Polar/radial coordinate system: Metric function $a$ updated using evolution equation.
Figure 5.4. Polar/radial coordinate system: Extrinsic curvature component $K^{r}_{r}$ updated using momentum constraint.

Figure 5.5. Polar/radial coordinate system: Extrinsic curvature component $K^{r}_{r}$ updated using evolution equation.
Figure 5.6. Late-time comparison of freely evolved and constrained $a'$ in polar/radial system.

Figure 5.7. Late-time comparison of freely evolved and constrained $K'_r$ in polar/radial system.
Figure 5.8. Deviation of freely evolved $a$ from Hamiltonian constraint in polar/radial system: interior region.

Figure 5.9. Deviation of constrained $a$ from evolution equation in polar/radial system: interior region.
Figure 5.10. Deviation of freely evolved $K'_r$, from momentum constraint in polar/radial system: interior region.

Figure 5.11. Deviation of constrained $K'_r$, from evolution equation in polar/radial system: interior region.
Figure 5.12. Deviation of freely evolved $a$ from Hamiltonian constraint in polar/radial system: exterior region.

Figure 5.13. Deviation of freely evolved $K'$, from momentum constraint in polar/radial system: exterior region.
Plots of the four deviations defined above are displayed in Figs. 5.8-13. These were calculated in the course of the same run which produced the data of the previous figures. Because these functions are more oscillatory than \( a \) or \( K' r \), the loss in resolution in plotting the entire domain is unacceptable, so the first four graphs cover the inner third of the grid for the first half of the evolution. All of the functions display the same qualitative behaviour. The deviations track the scalar pulse inward, are magnified near \( r = 0 \), and then follow the reflected pulse outward. There is a noticeable overall amplification in all quantities as a result of the interaction near the origin, but other than that, the deviations do not grow a great deal during the evolution. The initial growth rate is certainly no more rapid than that of the momentum variables. The large ripples which appear in \( \mathcal{O} E a^C \) during the period of self-reflection, but not in the other graphs may be understood in terms of the "non-locality" of the difference system for \( a^C \). A perturbation introduced near \( r = 0 \) is propagated outwards by the solution process. Since this perturbation is largest and most rapidly varying when the pulse is near the origin the observed behaviour is not very surprising.

The other two plots show the outer third of the grid at later times. The largest disturbances are due to the originally ingoing pulse. The other features are due to the outgoing part of the initial pulse—the radiation condition imposed on \( K' r \), is not perfectly absorbing and an inwardly propagating disturbance forms.

These results are quite different from those displayed by Piran in [68]. His plots of the deviations show much more erratic behaviour and it is difficult to detect the propagation of the wave packets in them. In addition his defect quantities did not return to a quiescent state after the waves had left the grid, as the functions plotted above do (except for pulses reflected from the outer boundary). It also seems that these differences cannot be attributed solely to the use of different mesh spacings, or the fact that the spacetime generated here is nearly flat, since the
qualitative features of Figs. 5.8-13 are visible in both strong field and coarse mesh cases.

5.5 Demonstration of Consistency in the Polar/Radial System.

In order to demonstrate the evolution/constraint consistency of the difference scheme, a series of runs which evolved the same initial data on grids with varying mesh spacings were performed. The initial data parameters were \( \phi_0 = 1.0 \times 10^{-3} \), \( r_0 = 50.0 \) and \( \Delta = 5.0 \) giving a mass of \( 3.9 \times 10^{-3} \) and the outer edge of all grids was at \( r = 100 \). The initial data and number of time steps were chosen so that there was no interaction with either boundary before the runs terminated. This was done so that, as much as possible, the numerical experiments would be unaffected by boundary effects, since the arguments for and against inconsistency are based solely on the interior difference equations. Grids with

\[
\Delta r = 2 \Delta t = \frac{1}{2^l} \quad 0 \leq l \leq 4 \quad (5.37)
\]

were used, and all runs stopped at \( t = 25 \). Thus the coarsest grid was \( 100 \times 50 \) and the finest \( 1600 \times 800 \). Every \( 2^l \) steps the \( \ell_2 \) norms of \( O^C a^E \), \( O^C K^E_r \), \( O^E a^C \), \( O^E K^r_a \), \( a^C - a^E \) were computed and output. The results of the various runs were then combined to calculate convergence factors for the deviations. The level \( l \) convergence factor \( c_Q^l \) of any of the above quantities, \( Q \), is the ratio

\[
c_Q^l = \frac{Q^{l-1}}{Q^l} \quad (5.38)
\]

which can be computed for \( 1 \leq n \leq 4 \).

The results of this process are shown in Figs. 5.14-18 (Note that in these plots, \( h \) is the finest radial spacing used and \( K = K^r \)). The dotted line in each graph indicates the ideal convergence factor of 4. Although the convergence rates
Figure 5.14. Convergence of deviation of freely evolved $a$ from Hamiltonian constraint in polar/radial system.

Figure 5.15. Convergence of deviation of constrained $a$ from evolution equation in polar/radial system.
Figure 5.16. Convergence of deviation of freely evolved $K'$, from momentum constraint in polar/radial system.

Figure 5.17. Convergence of deviation of constrained $K'$, from evolution equation in polar/radial system.
Figure 5.18. Convergence of difference between constrained and freely evolved $a$ in polar/radial system.

deteriorate with time on the coarser grids, there can be little doubt that all of the deviations are $O(h^2)$ quantities, so there is no inconsistency.

5.6 The Geometric Evolution Equations in the Isothermal/Maximal System.

The scheme described in this section involves the equations of Sec. 4.8 and the additional evolution equations (2.50-52) and (2.54). Although two of these equations are unnecessary because of the coordinate conditions $a = b$ and $K'_r = -2K''_\theta$, it is instructive to examine all of the equations before deciding on which pair to evolve. As in the previous section, auxiliary variables

\begin{align*}
A &= (\ln a)' \\
B &= (\ln b)'
\end{align*}

(5.39) (5.40)
are introduced. Then (2.50-51) lead to

\[
\dot{A} = (\beta A)' - (\alpha K'_{r})' + \beta'' \\
\dot{B} = (\beta B)' - (\alpha K'_{\theta})' + \left(\frac{\beta}{r}\right)'
\]

and (2.52) and (2.54) become, with \( K = 0 \)

\[
\dot{K}'_{r} = \beta K'_{r} - \frac{1}{a} \left(\frac{\alpha'}{a}\right)' + \alpha \left( -\frac{2}{arb} \left(\frac{rb}{a}\right)' - 8\pi \frac{\Phi^{2}}{a^{2}} \right) \\
\dot{K}'_{\theta} = \beta K'_{\theta} + \frac{\alpha}{(rb)^{2}} - \frac{1}{a (rb)^{2}} \left(\frac{arb}{a} \left(\frac{rb}{a}\right)' \right)'
\]

Now, as can be seen from the isothermal condition for the shift vector, (4.69), the term \( \beta'' \) on the right hand side of (5.41) involves spatial derivatives of the extrinsic curvature components. Likewise, from (4.9), the term involving \( \alpha'' \) in the evolution equation for \( K'_{r} \) involves both first and second derivatives of the metric functions. If the right hand side of (4.69) is differentiated and used to eliminate \( \beta'' \) from (5.41), then (5.42) is recovered, since one is just undoing the procedure that was used to derive the condition for the shift in the first place. For the same reason, if the maximal slicing equation is used to eliminate \( \alpha'' \) from (5.43) and the substitution \( K'_{r} \rightarrow -2K'_{\theta} \) is made, the result is simply (5.44). In view of the results of Sec. 5.4 this suggests that it would be best to difference the pair (5.42) and (5.44) and numerical experiments confirm this hypothesis. Schemes constructed by applying the usual centred differencing techniques to (5.41) and/or (5.43) demonstrated non-propagating, growing solutions very similar to the one shown in Fig. 5.1. This type of behaviour also seems to have been encountered by Nakamura et al [59], in a study of spherically symmetric stellar collapse. There, radial coordinates were used in conjunction with maximal slicing and they encountered problems with an evolution equation which contained a term proportional to \( \beta' \) where \( \beta \), in turn, was proportional to an extrinsic curvature component. They went further than
using the coordinate condition to eliminate $\beta'$, however. The momentum constraint was also used to eliminate the resulting spatial derivative of the extrinsic curvature component. This stabilized their scheme, but it was not made clear that the last step was strictly necessary. In any case, it would appear that it is advisable to use the coordinate conditions to ensure, as much as possible, that the spatial derivatives of the metric and extrinsic curvature components appear explicitly in the evolution equations prior to differencing.

The other major problem which was encountered in the construction of a free evolution scheme in this coordinate system was irregular behaviour in the geometric variables in the first few grid points near $r = 0$. An example of this type of behaviour has already been seen in the previous chapter in Fig. 4.25. The situation with the evolution equations for $A$ (substitute $B = A$ in (5.42)) and $K^\theta_\phi$ is much worse however, since irregularities are generated even for weak pulses. Part of the problem seems to be due to the presence of terms in (5.44) which individually diverge but collectively cancel as $r \to 0$. (The right hand side of (5.44) must vanish at $r = 0$ to be compatible with $K^\theta_\phi(0,t) = 0$.) Originally, (5.44) was differenced essentially "as is"; following discussions with Ascher, Ó Murchadha and Unruh, the equation was rewritten so that the terms proportional to $r^{-1}$ were grouped together before differencing. This was not sufficient to regularize the behaviour. Numerical experiments suggested that there was no problem in differencing the expression to $O(\Delta r^2)$ everywhere, but that near the origin, the spatial derivatives of $K^\theta_\phi$ would be poorly approximated. This type of problem has occurred before in numerical relativity codes [26,104]—the most successful approach to the problem so far seems to be the procedure suggested by Nakamura [57] of using "regularized variables" such as $r^{-2}(K'_r - K^\theta_\phi)$ as the basic quantities for a numerical solution. However, this method also involves the use of $x \equiv r^2$ as the spatial coordinate, which does not seem appropriate for radiation problems, since, for example, an outgoing wave packet will be represented on fewer and fewer mesh points.
The best results obtained in this research involved the introduction of new variables

\[ \dot{A} = r^2 A \]  
\[ \dot{K}_\theta = r^2 K_{\theta} \]  

as the basic quantities to be evolved. The decision to scale \( A \) and \( K_{\theta} \) by \( r^2 \) was motivated by a somewhat vague notion that this would inhibit the irregularity. The evolution equations for these variables are derived from (5.41-42)

\[ \dot{A} = \beta \dot{A} - (\alpha \dot{K}_\theta) + \left( \beta' - \frac{\beta}{2r} \right) \dot{A} + \frac{2\alpha}{r} \dot{K}_{\theta} + r \beta' - \beta \]  
\[ \dot{K}_\theta = \beta \dot{K}_\theta - \frac{2\beta}{r} \dot{K}_\theta - \frac{r(\alpha a)'}{a^3} \]  

where the coordinate condition \( a = b \) has been used to obtain the last expression. Angled differences (Sec. 3.3) are used to properly centre the convective terms. (A variation of the Crank-Nicholson scheme can also be used.) The difference equations are

\[ \Delta_+ \dot{A}^{n}_{j+\frac{1}{2}} = \frac{1}{2} \beta_{j+\frac{1}{2}} \left( \Delta_- \dot{A}^{n+1}_{j+\frac{1}{2}} + \Delta_+ \dot{A}^{n}_{j+\frac{1}{2}} \right) - \Delta_+ \left( \chi_{+\alpha} \dot{K}^{n+\frac{1}{2}}_{\theta} \right) + \left( \Delta_0 \beta^{n+\frac{1}{2}}_{j+\frac{1}{2}} - \frac{1}{2} \beta_{j+\frac{1}{2}} / r_{j+\frac{1}{2}} \right) \mu_{+} \dot{A}^{n}_{j+\frac{1}{2}} + \frac{2 \mu_{+} \dot{K}^{n+\frac{1}{2}}_{\theta}}{r_{j+\frac{1}{2}}} \right) \mu_{+} \dot{A}^{n}_{j+\frac{1}{2}}  

\[ \Delta_+ \dot{K}^{n+\frac{1}{2}}_{\theta} = \frac{1}{2} \mu_{-} \beta_{j+\frac{1}{2}} \left( \Delta_- \dot{K}^{n+\frac{1}{2}}_{\theta} + \Delta_+ \dot{K}^{n-\frac{1}{2}}_{\theta} \right) - 2 \frac{\mu_{-} \beta_{j+\frac{1}{2}}}{r_{j}} \mu_{+} \dot{K}^{n+\frac{1}{2}}_{\theta} - \left( r_{j} \Delta_{+} \mu_{-} (\alpha a)_{j} + \Delta_{+} \left( \mu_{-} (r\alpha)_{j} \Delta_{-} a_{j}^{n} \right) \right) / a_{j}^{3n} \]  

(5.49)  

(5.50)
With the inner boundary conditions

\[ \tilde{A}_{1/2}^n = 0 \] (5.51)

\[ \tilde{K}_{\theta 0}^{n+1/2} = \tilde{K}_{\theta 1}^{n+1/2} = 0 \] (5.52)

Both of these systems can be solved explicitly using an outwards sweeping direction. Outer boundary conditions must also be supplied since the expressions \( \Delta_{+}^{r} \tilde{A}_{j+1/2}^{n} \) and \( \Delta_{+}^{r} \tilde{K}_{\theta j}^{n-1/2} \) are not defined at the last grid point. Again, first order outgoing radiation conditions based on the leading order asymptotic behaviour

\[ \tilde{A} \sim f(t - r) \] (5.53)

\[ \frac{1}{r} \left( \frac{\tilde{K}_{\theta}}{r} \right)' \sim g(t - r) \] (5.54)

are used. After \( \tilde{A}_{j+1/2}^{n+1} \) has been calculated, the metric function \( a_{j}^{n+1} \) is updated using

\[ a_{j}^{n+1} = \exp \left( \ln a_{j}^{n+1} - \sum_{k=j}^{J-1} \left( r_{k+1/2}^{-2} \Delta r \tilde{A}_{k+1/2}^{n+1} \right) \right) \] (5.55)

where the outer boundary value \( a_{j}^{n+1} \) is determined from equation (4.79). \( K_{\theta j}^{n+1/2} \) is computed from

\[ K_{\theta j}^{n+1/2} = r_{j}^{-2} \tilde{K}_{\theta j}^{n+1/2} \] (5.56)

5.6.1 Comparison of the Freely Evolved and Constrained Quantities.

As with the scheme described in the Sec. 5.4, the above difference systems were incorporated into the program described in Sec 4.8 so that a direct comparison between the freely evolved and constrained quantities could be made. Figs. 5.19-26
Figure 5.19. Maximal/isothermal coordinate system: \( (\ln a)' \equiv A \) updated using Hamiltonian constraint.

Figure 5.20. Maximal/isothermal coordinate system: \( (\ln a)' \equiv A \) updated using evolution equation.
Figure 5.21. Maximal/isothermal coordinate system: Extrinsic curvature component $K^\theta_\theta$ updated using momentum constraint.

Figure 5.22. Maximal/isothermal coordinate system: Extrinsic curvature component $K^\rho_\rho$ updated using evolution equation.
Figure 5.23. Late-time comparison of freely evolved and constrained $(\ln a)'$ in maximal/isothermal system.

Figure 5.24. Late-time comparison of freely evolved and constrained $K^\phi_\theta$ in maximal/isothermal system.
Figure 5.25. Maximal/isothermal coordinate system: $\tilde{A}$. This is one of the functions which is actually evolved.

Figure 5.26. Maximal/isothermal coordinate system: $\tilde{K}^{\theta}$. This is the other function which is evolved.
show some results from a run made with the same initial data parameters and grid structure used earlier. Again, the agreement between the constrained and evolved function appears very good. Figs. 5.25-26 show the quantities which were actually evolved. Note that $\tilde{A}$ looks very much like the negative of the mass aspect function shown in Fig. 4.16. This is to be expected, since in isothermal coordinates

$$a' \sim -\frac{M}{r^2}$$

(5.57)

for small $M$, in a vacuum region. This behaviour may also be verified by performing the coordinate transformation from radial to isothermal coordinates under the same assumptions used in Sec. 4.11.

Figures 5.27-28 show the effect of the introduction of the variables $\tilde{A}$ and $\tilde{K}_\theta$. The top plot shows the quantity $\tilde{A}$ which was evolved directly in conjunction with $K_\theta^\phi$, using a centred scheme very similar to (5.49-50). The bottom graph is the same function calculated from $r^{-2}\tilde{A}$. The kink in the second radial value of $\tilde{A}$ in Fig. 5.27 is typical of the irregular behaviour which was observed. Although the use of the variables $\tilde{A}$ and $\tilde{K}_\theta$ appears to have improved the situation somewhat, examination of the deviations between constrained and evolved quantities, shown in Figs. 5.29-30 suggest that there is still a problem. The functions plotted in these figures are defined by

$$\Delta (\ln a)' \equiv (\ln a^C)' - r^2 \tilde{A}$$

(5.58)

$$\Delta K_\theta^\phi \equiv K_\theta^\phi^C - r^2 \tilde{K}_\theta^\phi$$

(5.59)

Note that the deviations in $K_\theta^\phi$ are largest near $r = 0$ and a small cusp appears after the pulse has left. In addition, $\Delta (\ln a)'$ is not smooth near the origin when the quantity is less than 0.

As the mass of the spacetime increases for a fixed mesh spacing, the cusping gets worse although it always remains localized near the axis and does not severely
Figure 5.27. Maximal/isothermal coordinate system: Freely evolved $(\ln a)' \equiv A$ near $r = 0$ prior to scaling of geometric variables by $r^2$.

Figure 5.28. Maximal/isothermal coordinate system: Freely evolved $(\ln a)' \equiv A$ near $r = 0$ after scaling of geometric variables by $r^2$. 
Figure 5.29. Maximal/isothermal coordinate system: Difference between constrained and freely evolved functions of metric components near $r = 0$.

Figure 5.30. Maximal/isothermal coordinate system: Difference between constrained and freely evolved extrinsic curvature components near $r = 0$. 
Figure 5.31. Deviation of freely evolved \( a \) from Hamiltonian constraint in maximal/isothermal system: exterior region.

Figure 5.32. Deviation of constrained \( a \) from evolution equation in maximal/isothermal system: exterior region.
Figure 5.33. Deviation of freely evolved $K^\theta_\phi$ from momentum constraint in maximal/isothermal system: exterior region.

Figure 5.34. Deviation of constrained $K^\theta_\phi$ from evolution equation in maximal/isothermal system: exterior region.
Figure 5.35. Deviation of freely evolved $a$ from Hamiltonian constraint in maximal/isothermal system: interior region.

Figure 5.36. Deviation of freely evolved $K^\theta$ from momentum constraint in maximal/isothermal system: interior region.
affect the exterior situation. The precise cause of the effect has yet to be determined, and this remains an outstanding problem with this scheme.

Deviations of the evolved quantities from the constraint equations and vice versa are shown in Figs. 5.31-36. The first four plots exclude the innermost portion of the solution domain since the deviations near \( r = 0 \) are much larger. The same qualitative features appear here as in the previous scheme except that the defects which track the reflected outgoing pulse fall off with increasing distance. Ingoing pulses in the deviation are again generated at the outer boundary primarily because the radiation conditions on the geometric variables are not perfectly absorbing. The behaviour of \( \mathcal{O}^C a^E \) and \( \mathcal{O}^C K^\theta_E \) near \( r = 0 \) is shown in Figs. 5.35-36. The rapid growth and lack of smoothness in the first few grid points are clear indicators that improvement is needed in this area.

5.7 Demonstration of Consistency in the Maximal/Isothermal System.

The consistency of this scheme was tested in the same fashion as described previously. In this case, the initial data parameters were the same as those which generated the results displayed in the previous section, and the outer edge of all grids was at \( r = 50 \). Four grids were used with

\[
\Delta r = 4 \Delta t = \frac{1}{2^{l+1}} \quad 0 \leq l \leq 3
\]  

(5.60)

and the runs ended at \( t \approx 6 \). The results of the test are shown in Figs. 5.37-42. Again it seems clear that there is no basic inconsistency between the constrained and evolved quantities. The only problems seem to be with \( \mathcal{O}^E K^\theta_C \) and \( K^\theta_C - K^\theta_E \). The convergence factor of the former appears to tend to a value less than 4, while that of the latter begins to deteriorate at the highest level of refinement. This suggests that there may be some problem with the way the momentum constraint is solved. It is also possible that the rather extensive use of extrapolation in this scheme contributes to this effect and it might be instructive to modify the scheme.
Figure 5.37. Convergence of deviation of freely evolved $a$ from Hamiltonian constraint in maximal/isothermal system.

Figure 5.38. Convergence of deviation of constrained $a$ from evolution equation in maximal/isothermal system.
Figure 5.39. Convergence of deviation of freely evolved $K^\theta_\phi$ from momentum constraint in maximal/isothermal system.

Figure 5.40. Convergence of deviation of constrained $K^\theta_\phi$ from evolution equation in maximal/isothermal system.
Figure 5.41. Convergence of difference between constrained and freely evolved $a$ in maximal/isothermal system.

Figure 5.42. Convergence of difference between constrained and freely evolved $K^\theta$ in maximal/isothermal system.
by adding an inner iteration at each time step to eliminate the need for extrapolation. In fact, several coding errors and incorrect difference expressions have been discovered in the program which generated these results by examining quantities such as the deviations shown in Figs. 5.37-42, or the changes in a grid function as the mesh is refined. Convergence tests have been used in numerical relativity, but the rate of convergence is seldom, if ever, measured. More often, the tests are qualitative in nature, and a solution is considered convergent if it "doesn't change much" following a mesh refinement. However, if one wishes to construct a fully second order scheme, as was the goal here, it seems important to perform a quantitative measurement of the convergence rate. A mistake made in a second order difference expressions can easily lead to an expression which is first order accurate. Such an error will always show up in a quantitative test but may easily go unnoticed in a qualitative one.

In concluding this chapter, a few additional remarks concerning the interplay of the constraint and evolution equations in numerical relativity seem in order. The results found here suggest that the technique of monitoring the quality of a freely evolved solution using the deviations from the constraints is quite reasonable. This procedure has been criticized by Stewart [89], but his objections are based on the assumption of inconsistency. It is not obvious, however, that these deviations can be used directly to provide a quantitative estimate of the error in the solution as is sometimes done [10,59]. The fact that the constraint equations exist and can be used in this manner as a consistency check for a free evolution is often touted as a special feature of Einstein's equations. This is true to a certain extent, but there is probably no more information to be gained from examining constraint deviations than from estimating the local truncation error of the difference scheme using a mesh refinement technique. The latter method can be applied to any system of difference equations. In addition, researchers who construct constrained schemes should note
that deviations from the evolution equations will also provide a measure of the quality of the solution.
CHAPTER 6

An Application of Local Mesh Refinement

6.1 Introduction.

A generic feature of all of the solutions of the field equations which have been displayed so far is the relatively small proportion of the spacetime grid in which there is significant spatial or temporal variation in the dynamic variables. Of course, this is largely due to the fact that the spacetimes contain only one or two pulses of scalar radiation, whose spatial extent is fairly small compared to that of the computational domain. However, from the current theoretical understanding of strong gravitational fields and the production of gravitational radiation [93], it seems clear that this will also be a feature of many of the most interesting astrophysical applications of numerical relativity. Particularly for those cases which involve one or more black holes (or other collapsed objects) the strong field region, where the dynamics are most difficult to compute, will have a length scale many times smaller than the distance to which the produced radiation should ideally be followed.

This situation is not unique to relativity. Many other fields of computational physics involve time dependent problems which are significantly more difficult to approximate in some portions of the solution domain than in others. This has led to research, which has been accelerating recently, directed towards the development of techniques where the mesh structure of the grid is adapted to the features of the solution. The major motivating factor for this research is the gain in computational
efficiency which stands to be made. This is particularly true for problems in several spatial dimensions—Hedstrom and Rodrique [38] have expressed the view that some multi-dimensional calculations may not even be possible without the development of adaptive-grid methods. Moreover, if the degree of reliability of numerical solutions of complicated systems of PDE's is someday to approach that currently attained in the solution of ODE's, for example, then the development of such methods would seem to be essential.

To date, there have been basically two approaches taken to the construction of adaptive-grid algorithms for time dependent PDE's [38]. The first method involves tracking solution features by means of a coordinate transformation, which is usually performed numerically. The discrete equations are then solved on a uniform mesh in the transformed coordinate system. The major problem which must be solved is how to choose the transformation so as to put the mesh points where they are needed. An example of the use of such a technique for the study of self-gravitating (Newtonian) spherically symmetric and axially symmetric gas flows is discussed by Tscharnuter and Winkler in [94]. The other approach is to keep the coordinate system fixed and introduce finer meshes in regions where the solution is relatively difficult to approximate. Recently, Berger and Oliger [4] have presented a general algorithm based on this idea, suitable for the treatment of hyperbolic systems in one or more spatial dimensions. This chapter describes an implementation of a variant of their algorithm for the solution of the self-gravitating scalar field in the polar/radial coordinate system. The results of the study are promising and suggest that mesh refinement techniques could play an important part in the development of numerical relativity.

6.2 Previous Approaches to Grid Adaptation in Numerical Relativity.

Much of the work in numerical relativity has dealt with collapsing or collapsed objects in spherical or cylindrical coordinates, and there has been a general need
for increased resolution in the central areas of the solution domain. One method which has been used quite frequently is to employ a non-uniform mesh in the radial direction. Thus the mesh spacing becomes a function of mesh index; typically a "geometrically stretched" grid which satisfies

$$\Delta r_j = q \Delta r_{j-1}$$  \hspace{1cm} (6.1)

for some constant $q > 1$ is used [28,57-61,70]. There are a few problems with this approach, however. Unless $q$ satisfies

$$q = 1 + q_0 \Delta r_0$$ \hspace{1cm} (6.2)

for some other constant $q_0$ as $\Delta r_0 \to 0$, then the usual centred difference formulae will no longer have $O(\Delta r^2)$ truncation error. Second order accuracy may be retained by using larger computational stars, but this is rarely, if ever done in practice. Piran has previously suggested [70] that a condition like (6.2) should be used to determine the "stretching factor" $q$. Secondly, if an explicit difference scheme is used, then the maximum allowable time step is determined by the finest spacing $\Delta r_0$. Thus, small time steps are taken in regions where larger steps would presumably suffice and the gain in computational efficiency is not as complete as possible. Finally, this type of grid structure is limited in its ability to adapt to the solution. In particular, the highest density of grid points may not always be needed at the smallest radii, as is evident from the strong field results displayed in Chapter 4. In addition, in traversing across the coarsening mesh, outgoing pulses of radiation will suffer increasingly from dispersive effects and features which developed on the scale of the well-resolved interior region are likely to be lost.

Another technique which is often used in hydrodynamical numerical relativity codes is to introduce a grid velocity to allow the mesh points to adapt to the matter flow. However, unless the velocity field is constant, the mesh spacing will
not be uniform and accuracy will be lost, unless conditions analogous to (6.2) are maintained from slice to slice. It should be noted that the idea of using coordinate transformations for grid adaptation, which was mentioned previously, will probably be of limited use in numerical relativity in the near future. Such transformations will generally be incompatible with the coordinate conditions imposed to simplify the equations.

Finally, Mann has done some work on grid adaptation in conjunction with his application of finite element techniques to spherically symmetric, perfect fluid collapse [49]. One significant advantage of finite element methods is that a uniform placement of nodes (gridpoints) is not as important for accuracy or ease of implementation as it is for finite difference methods. Mann used a fixed number of nodes in his runs, allowing them to move from one time step to another, and the motion of the infalling matter was followed quite well.

6.3 An Unsuccessful Attempt at Local Mesh Refinement.

The first attempts to use a local mesh refinement technique for the self-gravitating scalar field were based on a method suggested by Browning, Kreiss and Oliger (BKO) [7]. The basic structure of the grid in the spatial direction is shown in Figure 6.1 for the case of a 3:1 refinement ($H = 3h$).

The coarse grid is defined by

$$G_H \equiv \left\{ X_I + (J - \frac{1}{2})H, \quad J = 0, 1, \ldots \right\}$$

(6.3)

where $X_I$ is the interface coordinate and the fine grid is

$$G_h \equiv \left\{ X_I - \left( j - \frac{1}{2} \right)h, \quad j = 0, 1, \ldots \right\}$$

(6.4)
Note that the grid points of the fine grid are numbered right to left. Let $U^N_j$ and $u^n_j$ denote the coarse and fine grid approximations of any function which is governed by an evolution equation. Provided that the difference scheme is based on a symmetric star with diameter $\leq 3$, then advanced values $U^{N+1}_j$ and $u^{n+1}_j$ for $J > 0, j > 0$ can be determined in the usual fashion. The problem remains to determine the boundary values $U^{N+1}_0$ and $u^{n+1}_0$. Consider the case when the two grids are aligned in time as they are in Figure 6.1. Then BKO suggest the matching conditions

$$U^{N+1}_0 + U^{N+1}_1 = u^{n+1}_0 + u^{n+1}_1$$

(6.5)

$$\frac{U^{N+1}_1 - U^{N+1}_0}{H} = \frac{u^{n+1}_0 - u^{n+1}_1}{h}$$

(6.6)

which are based on the continuity of $u$ and its first spatial derivative at $X_j$. Clearly these conditions determine the boundary values once the interior values have been calculated. If the grid is refined in the same manner in time as in space, then this procedure can only be used every $H/h$ steps on the fine mesh. BKO suggest that at the other steps, some form of interpolation from previously computed coarse grid values can be used to determine $u^{n+1}_0$. The authors established the stability of the combined difference equations for the case of leap-frog differencing of hyperbolic systems when the refinement was made only in space. The usefulness of the technique for a problem with a boundary layer was demonstrated, and finally it was
shown that there would be problems if a wave which was poorly represented on the coarse mesh propagated across the interface.

The basic method outlined above was used to construct a trial program to solve the wave equation in spherical symmetry with an arbitrary number of levels of refinement, with the proviso that the mesh size was a nondecreasing function of $r$. The refinement was performed in time as well as space and each level of mesh was actually one of the usual temporally and spatially staggered grids. The combination of time refinement and staggering significantly complicated the task of determining conditions for boundary values at the interface, and the flow of the program was quite involved. However, the method seemed to work quite well for the wave equation so it was incorporated into the schemes described in Secs. 4.6 and 4.10 which solve the full model problem in the coordinate systems where $\beta = 0$. Additional complications were induced by the increase in number of functions to be dealt with and the fact that some of the quantities were determined by initial value or boundary value equations rather than evolution equations.

The results, even for weak pulses, were less than satisfactory. The representation of the scalar field continued to be good everywhere, but the metric functions and extrinsic curvature components developed irregularities at the mesh interfaces which sometimes led to discontinuous behaviour. The exact cause of the trouble was never located, as the combination of the various updating procedures used to determine the interface values was quite complicated. Some attempts were made to remedy this problem by having the coarse and fine mesh overlap rather than simply abut, but these were largely unsuccessful. However, apart from the problems at the interface it was clear that a mesh refinement procedure would be useful in better resolving the behaviour in the vicinity of $r = 0$. In particular, indications such as the amount of variation in a quantity, which should have been constant at large $r$ during the period of self-reflection of the ingoing pulse, were examined. A mesh refinement reduced the fluctuations from the case of a single coarse grid to a level
comparable to that achieved by using a fine grid everywhere. At the same time, the local refinement solution required considerably less computer resources than a fine grid treatment.

6.4 The Mesh Refinement Algorithm of Berger and Oliger.

Apart from the difficulties encountered in trying to implement the scheme of BKO for the general relativistic problem, the method suffers from several of the shortcomings outlined in Sec. 6.2 in the discussion of the use of a geometrically stretched grid. In particular, the grid does not fully adapt to the solution and the coarse grid must be sufficiently fine to adequately represent the initial ingoing pulse, unless a refinement extends to include the support of the initial data. In addition, it was clear that the irregular behaviour which developed in the geometric variables at the interfaces was due to deficiencies in the algorithm for updating boundary values when disturbances were passing through the interface. A rather obvious potential solution for all of these difficulties was to attempt to move the regions of refinement along with the scalar waves so as to minimize the propagation of signals across the mesh boundaries.

Fortunately, the feasibility of such an approach had been established by Berger and Oliger [4] in an article which describes a very general algorithm for adaptive mesh solutions of hyperbolic systems. The basic idea of their method is to employ a single uniform coarse mesh which covers the entire computational domain, overlayed with uniform fine meshes in those areas requiring refinement. The refinement is performed in time as well as in space. Any grid can admit a properly contained subgrid and there can be an arbitrary number of levels of refinement, each characterized by some unique mesh spacing. The interior equations are evolved separately on each grid. After a time step has been taken on all grids at some level, evolution at that level is suspended until the equations on every grid at finer levels have been integrated to the same time. Boundary values may be determined from previously
computed values in the case of overlapping grids at the same level, or from inter-
polation from coarser grid values as in the previously described scheme. Whenever
the level \( l \) systems have been updated to a time which aligns with the coarser, level
\( l - 1 \) grid, those function values on the coarse grid which lie in refined regions are
replaced with values transferred or interpolated from the fine grid. This process,
known as injection, ensures that the representation of any function on any grid is
as accurate as possible. This is useful for the purposes of displaying the results,
but more importantly, it is clear that without doing this, any numerical difficulties
which arise when a single coarse mesh is used to compute the solution would also
arise on the coarse mesh during the refinement solution. If these problems do not
remain localized, then there is the danger that the entire solution could become
corrupted. In effect, it is not really necessary to evolve coarse grid equations at
points which are in the interior of a refinement, but the programming is simpler
if all equations are evolved, and the waste of computational effort is essentially
negligible, particularly for multi-dimensional problems.

The placement of refinements in Berger and Oliger is done in a very general
and automatic fashion. The idea is to periodically generate local error estimates
using a technique based on the Richardson hypothesis discussed in the previous
chapter. Regions where a new refinement is needed, or where a previously in-
troduced fine mesh is no longer needed are identified and the spatial domain is
regridded by deleting and adding meshes from the grid structure. Initial values on
a new fine mesh may be interpolated from a coarse grid or transferred from another
fine grid prior to its deletion. This process is quite easy for problems in one space
dimension. For the case of two or more dimensions, the authors have developed a
very interesting algorithm for clustering points into arbitrarily oriented rectangular
grids, in order to minimize the total area of the refinement.
6.5 Adaptation of the Algorithm for The Self-gravitating Scalar Field.

Even for the case of a single spatial dimension, a general implementation of Berger and Oliger’s algorithm demands a substantial programming effort beyond that which is required to implement the basic difference scheme. In addition, there were additional issues which had to be addressed in the solution of the general relativistic problem which were not treated in [4]. As a result, the program which is described in the remainder of this chapter can currently handle only a single refined mesh overlaying the global coarse mesh. In addition, the positioning of the fine mesh is not determined using a local error estimation technique. Instead, the initial data is constructed so that there is only a single ingoing pulse, and the center of the refinement tracks the extremal value of the wave packet. These restrictions simplify the implementation of the algorithm significantly but it should be evident from the following that they are relatively unimportant to the success of the application.

6.6 Difference Equations for the Mesh Refinement Program.

The three computational examples of the mesh-refinement algorithm given in [4] all use one-level difference schemes which, among other things, keeps the amount of interpolation which must be done at regridding time to a minimum. At the same time, it was clear that the use of a fully staggered mesh structure in conjunction with the algorithm would unduly complicate the program as it had in the previous attempt at mesh refinement described in Sec. 6.3. Therefore, it was decided to retain the spatial staggering, but to define all functions at the same time level. An example of the mesh structure for the case of 3:1 refinement is shown in Fig. 6.2. It is necessary to use an odd (3, 5, 7, ...) refinement factor to get a staggered fine mesh which is properly aligned with the coarse mesh. Now, it is not an easy matter to design an efficient, fully second-order scheme for Einstein’s equations based on two time levels of this type of structure. Such a scheme must obviously be implicit and the large, sparse (but not tri-diagonal) non-linear system
which would result would surely require the equivalent computational work of many time steps of an explicit method. This suggested that the possibility of using a two-step method for the scalar field/Einstein equations should be investigated.

Figure 6.2. Typical grid structure for the mesh refinement program for the case of a 3:1 refinement.

Such a method is easily constructed in the polar/radial coordinate system used in sections 4.10 and 5.4. Because the spatial staggering is retained, the same difference equations can be used to solve the slicing equation for $\alpha$ and the Hamiltonian constraint for $a$. The evolution equations for the scalar field variables are differenced as

$$
\Delta_0^+ \Phi_j^{n+1} = \Delta_+ \left( \frac{\alpha \Pi}{a} \right)_j^n
$$  \hspace{1cm} (6.7)

$$
\Delta_0^+ \Pi_j^{n+1} = \frac{1}{r_j^2} \Delta_+ \left( \frac{r^2 \alpha}{a} \right)_j^n \Phi_j^{n+1}
$$  \hspace{1cm} (6.8)

The advanced values of the field, $\phi_j^{n+1}$, are then computed using the second order outgoing radiation condition and $\Phi_j^{n+1} = \Delta_+ \phi_j^{n+1}$. Similarly, the discrete evolution
equations for the geometric variables are

\[ \Delta^t_0 A^n_{j+\frac{1}{2}} = \Delta^r_+ (\alpha K^r_j)^n \]  
\[ \Delta^t_0 K^r_j^n = \left( \alpha K^r_{j+2} \right)^n_j + \varepsilon^n_j \]  

where, again, \( A \equiv (\ln a)' \) and \( \varepsilon^n_j \) is given by (5.34). \( a_j^{n+1} \) is updated using (5.38), and all of the boundary conditions are the same as in previous calculations. The momentum constraint is again trivially soluble for \( K^r_r \). Note that the evolution equation for \( K^r_r \) is easier to solve here than on the fully staggered mesh since the advanced value, \( K^r_{j+1} \) appears linearly in (6.10).

A linearized stability analysis of (6.7) and (6.8) suggests that the system will be Von Neumann-stable provided

\[ \frac{\alpha}{a} \Delta t \leq \frac{1}{2} \Delta r \]  

which is also the CFL condition. This condition on the time step is twice as restrictive as it was previously, but is still acceptable, and is the price that must be paid for retaining the spatial staggering. The scheme is also non-dissipative. Time symmetric initial data is readily determined for this system using essentially the same technique described in Sec. 4.10. However, because the difference method used here is a two-level scheme, initial values at \( t = -\Delta t \), as well as at \( t = 0 \) are needed. For the scalar field variables, these values are computed using a Taylor series expansion about \( t = 0 \), and the difference equations (6.7) and (6.8). The geometric variables at \( t = -\Delta t \) can then be calculated from the slicing and constraint equations as they are on the \( t = 0 \) slice.

The time symmetric initial data is acceptable for the purposes of testing the overall difference scheme, but for the mesh refinement problem, initial values which produce an ingoing-only pulse are required. In the case of flat spacetime, such a
pulse in the spherically symmetric scalar field may be generated by freely specifying the initial value of $\phi$

$$\phi(r,0) = f(r) \quad (6.12)$$

and demanding that

$$r \frac{df}{dr} = 0 \quad (6.13)$$

This then determines the initial value of $\Pi$

$$\Pi(r, 0) = \frac{1}{r} \frac{df}{dr} \quad (6.14)$$

This same procedure can be used in the self-gravitating system. Expressions (6.12) and (6.14) are used to specify $\Phi^0_{j+\frac{1}{2}}$ and $\Pi^0_j$ and the rest of the initial data is calculated in the same manner as for the time symmetric initial data.

The above difference equations, along with the slicing and constraint equations from Sec. 4.10, were implemented in a program designed solely to test the overall difference scheme. The results were very satisfactory and quite similar to those generated by the program described in Sec. 4.10. As an illustration of the stability and non-dissipativity of the code, Figs. 6.3 and 6.4 show plots of the scalar field momentum and lapse function generated in a run where the sign of the time step was flipped after half the requested time steps had been taken. In the ideal case, the initial data should be recovered at the end of the run. Even though the mesh is fairly coarse ($\Delta r = 4 \Delta t = 1.0$) and the ingoing pulse is significantly self-gravitating, the final data agrees with the initial values to within $\sim 1\%$. (Only the inner half of the actual computational domain is displayed in the figures. The time reversal test will fail if the outgoing pulse reaches the outer boundary since the finite differenced radiation boundary conditions are not invariant under $\Delta t \rightarrow - \Delta t$.) The program was also used to verify the stability condition (6.11) for a range of field strengths.
Figure 6.3. “Time reversal” test of difference scheme in polar/radial system: $\alpha$. Note that the grid used is not temporally staggered.

Figure 6.4. “Time reversal” test of difference scheme in polar/radial system: II
6.7 The Mesh Refinement Algorithm in Detail.

The flow of the refinement algorithm is reasonably straightforward—a pseudo-code form is given in Fig. 6.5. The major difference between this program and those that are discussed in [4] is that boundary value equations, as well as evolution equations, have to be solved here. Since the solution to a boundary value problem cannot be determined locally, it is slightly trickier to deal with the Hamiltonian constraint and slicing equation in the refinement scheme than the evolution equations. In order to treat these equations, it is convenient to view the spatial domain at any time step as being composed of two or three segments. Fig. 6.6 depicts the three possible types of segment structure for the case of a single refinement; in each instance, the shaded area represents the region of refinement. The program maintains a representation of this structure which includes, for each segment, the mesh size, a pointer to the beginning of the segment, and the number of grid points contained. The slicing equation and Hamiltonian constraint are always integrated outwards segment by segment, with the final values of one segment being used to provide the initial value for the next segment. This procedure produces the most globally accurate solutions to the boundary value problems. It is also necessary to do this so that the numerical difficulties described in Sec. 4.13 do not crash the code on the coarse mesh.

A global solution of the slicing and constraint equations is only possible when there is temporal alignment of the fine and coarse meshes (step 14 of Fig. 6.5). Otherwise, the equations are partially integrated on the coarse mesh only if the first segment is coarse (step 8), and on the fine grid (step 12). In both cases the lapse function is fixed by specifying the last value in the segment. This value is determined by interpolation in step 12, and by extrapolation of previous coarse grid values in step 8. Following a global solution, the lapse is rescaled in the usual fashion. It should be mentioned here that linear or bilinear interpolation generally proved adequate for determining fine grid boundary values.
1: Input run parameters.
2: Compute extent of mesh refinement.
3: Initialize grid structure.
4: Compute initial data on both levels.
5: LOOP for requested number of steps.
6: Evolve coarse grid quantities.
7: IF first segment is coarse THEN
8: Solve constraint and slicing equations on first segment.
9: END IF
10: LOOP refinement factor times.
11: Evolve fine grid quantities.
12: Solve constraint and slicing equations on fine segment.
13: END LOOP
14: Solve constraint and slicing equations on all segments.
15: Inject fine grid values into coarse grid.
16: IF refinement should be moved THEN
17: Move fine grid and reinitialize fine grid functions.
18: END IF
19: END LOOP

Figure 6.5. Pseudo-code form of mesh refinement algorithm.

The evolution equations (steps 6 and 11) are essentially treated as suggested by Berger and Oliger. The auxiliary quantities $A_{j+\frac{1}{2}}^n$, and $\Phi_{j+\frac{1}{2}}^n$ never require boundary conditions, but the corresponding primary variables, $a_j^n$ and $\phi_{j+\frac{1}{2}}^n$, as well as $\Pi_j^n$ and $K_{r_j}^n$, do. On the coarse grid, these conditions are the ones used for the case of a single mesh. On the fine grid, the boundary values are always (because of the spatial staggering—see Fig. 6.2) determined from interpolation using coarse grid values unless the positioning of the mesh is such that a regularity or outgoing radiation condition should be used.
Figure 6.6. The three possible positionings of the fine grid and the corresponding segment structures.
The run parameters (step 1) include the usual initial data parameters for the field, the mesh refinement factor \( \rho \), the number of time steps to be taken on the coarse mesh and a quantity \( \epsilon_\phi \) which determines the extent of the fine grid. The fine mesh is centred at the peak of the initial pulse, \( (r = r_0) \) and extends a distance \( w/2 \) to the left and right such that

\[
\phi(r_0 \pm w/2, 0) < \epsilon_\phi \phi(r_0, 0)
\]  

The size of the refinement stays fixed during the computation. Periodically (step 16) the grid index, \( m \), of the maximum value of \( |\phi_j^n| \) is located and, if necessary, the grid is translated so that the center of the fine grid is at \( r \approx r_m \) (Step 17). The reinitialization of the fine grid quantities is accomplished through a combination of shifting storage array values, and linearly interpolating values from the coarse grid.

### 6.8 Results From the Mesh Refinement Program.

The overall flow of the mesh refinement program was first tested using only the scalar field variables. An example of the results generated is shown in Figs. 6.7-9. The coarse mesh has 20 points, with \( \Delta r = 4 \Delta t = 1.0 \) and a 3:1 refinement which covers about 50% of the coarse grid is used. The first two plots show \( \Phi \) as calculated without and with the refinement respectively. The improved quality of the solution in the refined case is clear. The ringing behaviour and dispersion of the packet evident in the first graph is essentially eliminated, as is the small outgoing pulse due to large truncation errors in the differenced Taylor series expansion used to calculate the initial data. The third plot shows the fine grid representation of \( \Phi \), output every few steps on the fine mesh. The four basic stages of the evolution are discernible in the qualitative changes in the character of the plot. In the first stage the mesh is moving inward, and the periodic regridding leads to the corrugated appearance in \( \Phi \). Once the left edge of the fine grid reaches \( r = 0 \), it stops and the
Refinement Ratio & CPU time per grid point (ms) \\
1:1 & 0.097 \\
3:1 & 0.106 \\
5:1 & 0.100 \\
7:1 & 0.099 \\
9:1 & 0.097 \\

Table II. Illustration of regridding overhead in the mesh refinement program.

function looks smooth for a period. The refinement then moves outward until it reaches the outer boundary; the pulse then propagates off of it.

There were no fundamental difficulties encountered in incorporating the geometric variables into the scheme, although it did take some care to get all the various cases of boundary conditions working properly. Results obtained using a mesh refinement are compared with those generated on a coarse grid alone in Figs. 6.10-19. In each case the top and bottom plots are from the unrefined and refined runs, respectively. There are significant self-gravitational effects in this test, the mass of the spacetime is $\approx 0.92$ and at times this energy is contained within a sphere of about 4 Schwarzschild radii. The coarse grid has mesh sizes $\Delta r = 4 \Delta t = 1.0$ and a 5:1 refinement which covers about 1/2 of the spatial domain is used. The improvement which is achieved by using the refinement is particularly vivid for the freely evolved geometric variables. The refinement results are indistinguishable from a solution generated on a single fine mesh, but the computational cost of the former is about 25% of the latter. In fact, there is not much overhead incurred in the regridding procedure. Table II shows a list of timing estimates, per space-time grid point, for various levels of refinement using an Amdahl 5860, the IBM FORTRAN-H Compiler and 8-byte real arithmetic. (These timing estimates are very nearly independent of the particular initial data used since, apart from the
Figure 6.7. Mesh refinement test for scalar field alone: $\Phi$ as determined on coarse grid alone.

Figure 6.8. Mesh refinement test for scalar field alone: Coarse grid representation of $\Phi$ determined using 3:1 refinement.
Figure 6.9. Mesh refinement test for scalar field alone: Fine grid representation of $\Phi$. 
Figure 6.10. Mesh refinement test for self-gravitating scalar field: $\phi$ using coarse grid alone.

Figure 6.11. Mesh refinement test for self-gravitating scalar field: $\phi$ using 5:1 refinement.
Figure 6.12. Mesh refinement test for self-gravitating scalar field: constrained $a$ using coarse grid alone.

Figure 6.13. Mesh refinement test for self-gravitating scalar field: constrained $a$ using 5:1 refinement.
Figure 6.14. Mesh refinement test for self-gravitating scalar field: constrained $K^r_r$ using coarse grid alone.

Figure 6.15. Mesh refinement test for self-gravitating scalar field: constrained $K^r_r$, using 5:1 refinement.
Figure 6.16. Mesh refinement test for self-gravitating scalar field: freely evolved $a$ using coarse grid alone.

Figure 6.17. Mesh refinement test for self-gravitating scalar field: freely evolved $a$ using 5:1 refinement.
Figure 6.18. Mesh refinement test for self-gravitating scalar field: freely evolved $K^r$, using coarse grid alone.

Figure 6.19. Mesh refinement test for self-gravitating scalar field: freely evolved $K^r$, using 5:1 refinement.
iterative solution of the Hamiltonian constraint, the scheme is completely explicit.) The maximum overhead is about 10% and by the time the grid has been refined by a factor of 9, the extra operations needed to translate the refinement are essentially negligible in comparison to the work expended in solving the difference equations.

Finally, the fluctuations in the mass aspect function at the outer edge of the grid, prior to the arrival of the pulse, is reduced by a factor of 24.5 by using the 5:1 refinement, which is a good indication of the second order convergence rate that is to be expected from the scheme.


The mesh refinement program was used to examine more closely the features of the gravitational self-interaction of the scalar field which was described briefly in Sec. 4.12. Of all of the functions which were evolved or computed by the program, the spatial derivative of the mass aspect proved to be the most useful for displaying the qualitative features of the interaction. Recall from (4.104) that this quantity is also the radial energy density of the scalar field.

\[ m' = 4\pi r^2 \rho = 2\pi r^2 \Pi^2 + \Phi^2 \frac{a^2}{a^2} \]  

(6.16)

Fig. 6.20 shows a series of plots of this quantity at successive instants of time during the period of self-reflection of a pulse with negligible gravitational self-energy. The evolution proceeds from left to right, top to bottom. The initial configuration for \( \phi \) was of the form

\[ \phi(r, 0) = \phi_0 \exp \left( - \left( \frac{r - r_0}{\Delta} \right)^4 \right) \]  

(6.17)

The use of the fourth power in the exponential has the effect of flattening the top of the pulse and producing a better separation between the two bumps in the energy profile. At the beginning of the sequence, the leading edge of the pulse is undergoing
self-reflection at $r = 0$, while the trailing edge is still incoming. As the evolution continues, the energy peaks pass through each other and, roughly speaking, the net effect is the transferral of some energy from the trailing edge to the leading edge of the pulse. It is readily verified from analytic considerations that this is the expected behaviour for a weak pulse.

The situation for a self-gravitating packet is markedly different. Fig. 6.21 shows the time development of $m'$ for a spacetime with a mass of $\approx 0.92$. The coarse mesh extends to $r = 100$ and, again $\Delta r = 4 \Delta t = 1.0$. A 9:1 refinement which covers 40% of the spatial domain is used; thus the radial axes of the plots extend from $r = 0$ to $r \approx 43M$. The initial stages of the sequence are quite similar to the weak field case. However, as the reflected leading edge of the pulse passes through the incoming trailing edge, a third peak appears in the energy profile (last three frames of Fig. 6.21a). This peak then appears to travel inwards, combining with the peak from the trailing edge to produce the final outgoing profile seen in the last few frames. Thus, in this case, one of the overall effects would seem to be that energy is transferred from the leading edge to the trailing edge of the pulse. The small bump which shows up in the final frames displayed is also quite curious. As an indication of the trustworthiness of these results, the mass as measured at the outer edge of the grid is conserved to within 0.1%. In addition there is very good agreement between the freely evolved and constrained geometric variables.

Figs. 6.22 and 6.23 show the late time waveforms of the scalar field for the two cases discussed above. The initial spatial extent and positioning of both pulses were identical and the plots represent the same instant of proper time as measured at the outer edge of the grid to within 1%. The clearly visible lag in the position of the strong pulse as compared to the weak pulse is partly due to the fact that the former has to "travel farther" in the curved geometry. The second peak in the pulse (which looks more irregular than it actually is, due to the injection of the fine grid representation onto the coarse mesh) is probably due to the "backscattering"
Figure 6.20. Evolutionary sequence of $m'$ (radial energy density) for scalar pulse with negligible self-gravitation during period of self-reflection off $r = 0$. Evolution proceeds left to right, top to bottom.
Figure 6.21a. Evolutionary sequence of $m'$ (radial energy density) for self-gravitating scalar pulse during period of self-reflection off $r = 0$. 
Figure 6.21b. Continuation of Fig. 6.21a.
Figure 6.22. Late-time configuration of outgoing scalar pulse with negligible self-gravitation. The initial configuration was of the form given by Eq (6.17).

Figure 6.23. Late-time configuration of previously self-gravitating scalar pulse. The initial configuration was of the same form as that of the weak pulse.
effect. Although the long tail which has developed seems to be genuine, the small bump at \( r = 0 \) is due to the fact that the refinement starts moving outwards a bit too soon and a small amount of noise is generated at the refinement interface. Similarly, there is a small amount of "ringing" at \( r = 0 \) in the weak pulse, which was evolved without the use of a refinement.

If the initial amplitude of the scalar field is increased by a few percent, the resulting spacetime almost certainly contains a black hole. In this case, the plots of \( m' \) look very similar to those of Fig. 6.21, except that the combination of the "backscattered" bump and the pulse from the trailing edge of the original packet produce a gravitational field sufficiently strong that they do not escape. This is a rather novel way to form a black hole since it would appear that neither of the original pulses in the energy profile would form one on its own. Although this interaction effect is not well understood yet, the fact that the third pulse appears at fairly large distances—\( r \approx 10M \) in the case above—suggests that one can rule out explanations based on scattering off of the peak in the effective potential for massless particles [54] which occurs at \( r = 3M \) in a Schwarzschild spacetime. The creation of pulses of radiation due to the interaction of other packets has been observed in the study of cylindrical gravitational waves [70,72], but it is not known whether these two phenomena are at all related.

Finally, being able to employ a single level of refinement is insufficient to cure the numerical problems encountered in the polar/radial coordinate system, for the case of black hole spacetimes. Although the program runs longer with a refinement than without one, it still crashes due to the development of very steep gradients. However, the initial success of the refinement technique suggests that it may not be too difficult to keep refining the mesh in the vicinity of \( r = 2M \) in order to maintain smooth representations of the functions. Unfortunately, this might lead to a very rapid growth in the total number of (spacetime) grid points as a function of integration time, which would render the method computationally unacceptable.
CHAPTER 7

Conclusions

There are several clear conclusions that can be drawn from this work regarding the evolution of Einstein's equations in general, and radiative spacetimes in particular. First it seems established that it is possible to evolve self-gravitating radiation in a uniformly second order, non-dissipative fashion through consistent use of central differencing. To a certain extent, this has been known since Eppley and Smarr's work on the two black hole collision [24,82]. However, the convergence of their scheme was never established, and for the most part, they worked in normal coordinates so the convective terms were eliminated. The results of Chapters 4 and 5 in the maximal/isothermal coordinate system show that both the Crank-Nicholson and angled schemes provide viable alternatives to Wilson's method [68,104]. Although a direct comparison with the latter has not been made yet, it is probable that the second order centred schemes are preferable for the treatment of radiation, since Wilson's method is always dissipative [28], and becomes essentially one-sided where steep gradients form.

At the same time, the suitability of these two centred methods has only been established for a problem in one dimension. Additional work will be needed to see if they can be extended to multi-dimensional problems, while still maintaining $O(n_g)$ run time, where $n_g$ is the number of grid points on a slice. In particular, there is the possibility that they could be used in conjunction with some sort of splitting technique [46,50], whereby a time step of a multi-dimensional calculation is
performed as a sequence of updates, each of which involves only a single dimension. However, the leap-frog scheme, which was not applied to the self-gravitating scalar field, should be directly extendable to multi-dimensional problems, so it would be of interest to attempt to use it in conjunction with the maximal/isothermal coordinate system. The results of Chapter 3, where the three second order methods were seen to behave very similarly for the test problem, suggest that there should not be major difficulties in doing this. Also, in view of the success of the basic scheme used in Chapter 6, it may be worthwhile to consider constructing schemes on an “unstaggered” mesh if full second order accuracy is desired. This would eliminate the need for most of the averaging and extrapolation operations which were necessary in the methods discussed in Chapters 4 and 5. It should also simplify the treatment of some of the non-linearities in the evolution equations.

The usefulness of the preliminary study of finite difference techniques for the scalar wave equation in general coordinates which was described in Chapter 3, cannot be overemphasized. When a complicated system of difference equations is implemented as a computer program and “instabilities” appear, it is very easy to suspect the basic difference scheme. Very often, however, the source of the problem will be one or more coding errors in the program. Once the stability and convergence properties of the basic difference schemes discussed in Chapter 3 had been established, it was possible to approach the full model problem with confidence that it would be possible to get a stable evolution using the centered methods.

Another principal observation which has been made is that the errors in difference solutions to Einstein’s equations should be expected to have Richardson-type expansions in powers of the mesh spacing. This immediately resolves the “inconsistency question”, and also provides a very useful way of checking the implementation of a scheme. Although this would hardly come as a surprise to most numerical analysts—there are many well known and widely used algorithms based on Richardson extrapolation—it may remove some of the misconceptions and doubts
that various relativists have expressed about 3+1 numerical relativity. In particu-
lar, it is probably reasonable to assume that any stable, consistent free evolution
scheme will converge to a properly constrained solution of the field equations. If this
is the case, then fundamentally, it should not matter which of the many conceivable
algorithms, based on varying usage of the constraint and evolution equations, is
employed.

Of course, "fundamentally" has to be interpreted as "in the limit as the mesh
spacings tend to 0". The problem is that, at any given time, the amount of computa-
tion involved in answering the most interesting questions usually precludes working
anywhere near such a limit. This has certainly been the case in most previous work
in numerical relativity, and even in this research. Even if it does not matter, as a
point of principle, whether the constraints are imposed or not, it still seems that
constrained schemes are easier to construct (from the point of view of getting a
stable evolution) and probably more accurate (Compare Figs. 6.15 and 6.19 for ex-
ample) at a given level of discretization. Such observations have been made before
[24,26,68] but good explanations of the behavior have not been provided. This is
an interesting problem, because if one could figure out exactly why a constrained
solution has better properties, the information might be useful in constructing bet-
ter evolution schemes. The major difficulty with constrained schemes is that they
usually require the solution of elliptic equations at every time step, and even with
$O(n_g)$ methods such as multi-grid [14,33], are apt to run several times slower than
a corresponding free evolution method. In addition, state-of-the-art gravitational
radiation calculations tend to use coordinate systems where certain combinations
of geometric variables are directly identifiable (at least asymptotically) with the
"real" radiative degrees of freedom. These quantities are invariably treated via evo-
lution equations, and it is imperative that the corresponding difference schemes be
as accurate as possible.
From the point of view of developing more efficient and accurate methods for numerical relativity, the results of the previous chapter are very encouraging. At least for problems in one spatial dimension, it should not be overly difficult to construct complete implementations of algorithms such as Berger and Oliger's for the Einstein equations. There will be a continuing need for reliable one-dimensional programs in the future, if for no other reason than to provide a testing facility for more general codes. Although the biggest gains in efficiency would result from the application of mesh refinement to multi-dimensional problems, it would appear from [4] that some additional work needs to be done to allow for the solution of elliptic equations, as well as evolution equations. It is interesting to note that the primary data structure used in [4] could also be used with the multi-grid method, and it may be feasible to combine the algorithms.

The two most serious unresolved problems in this work are the irregularities near \( r = 0 \) encountered in isothermal coordinates and the difficulties in the strong field regime, particularly with the Hamiltonian constraint. The first problem is particularly troublesome since it arises even for weak fields and thus seems to be indicative of a basic flaw in the difference scheme in the vicinity of \( r = 0 \). As a general rule, the application of special techniques near the origin was avoided, but perhaps more available information about the behavior of the various functions (regularity conditions) should be incorporated into the schemes. The problems with the Hamiltonian constraints in the maximally sliced coordinate systems deserve additional attention. As the results of Sec. 6.9 indicate, there will be some interesting physics going on with the scalar field as a black hole forms and maximally sliced spacetimes have been shown to be suitable for long time evolution of black hole spacetimes [66,76,77].

Despite these problems, I feel that this work represents a step towards the development of useful and reliable "computational laboratories" for the study of gravitational phenomena.
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APPENDIX A

Basic Difference Techniques for Hyperbolic Equations

This appendix reviews the basic ideas of finite differencing and stability analysis for time dependent PDE's which are used in the body of the thesis. The discussion is limited to problems in one space and one time dimension and the simplest hyperbolic equation

\[ u_t - au_x = 0 \]  \hspace{1cm} (A.1)

is used for illustrative purposes. Most of this material can be found in one form or another in any of a number of textbooks and monographs. In particular Richtmeyer and Morton [72], Kreiss and Oliger [41], Kreiss [42] and Mitchell and Griffiths [53] are all very useful. The review by Smarr [78], which is directed specifically at relativists may also be of interest.

Finite difference methods for the solution of PDE's are based on the familiar notion of replacing a continuum of function values by a countable set of values defined at discrete points which constitute a mesh or grid. The differential operators are then replaced by finite difference quotients, resulting in a set of algebraic equations whose solution is an approximation of the solution of the continuum system.

Whenever possible, it is convenient to work with a uniform grid, such as the one depicted in Fig. A.1, which is characterized by unique mesh spacings in each of the coordinate directions. In the case shown in the figure, the grid covers the half-plane \(-\infty < x < \infty, t \geq 0\) and the mesh points are the set \(\{(x_j,t_n)\} | x_j =\)
\( jh, t_n = nk \) for integral \( j \) and \( n \), with \( n > 0 \). For any function \( f \), the following notation is understood: \( f^n_j \equiv f(x_j, t_n) \).

\[ \Delta^n_0 f_j = \frac{f^n_{j+1} - f^n_{j-1}}{2h} \quad (A.2) \]

\[ \Delta^n_0 f_j = \frac{f^n_{j+1} - f^n_{j-1}}{2k} \quad (A.3) \]
the \textit{leap-frog} scheme for (A.1) is

\[ \Delta^+_0 v^n_j - a \Delta^-_0 v^n_j = 0 \]  \hfill (A.4)

where \( v^n_j \) denotes the approximation to the exact value \( u^n_j \). For any given difference scheme, the set of locations of the values referenced at a mesh point \((x_j, t^n)\) constitute the difference \textit{star} of the method at that point. The star of the leap-frog scheme is shown in Fig A.2. The \textit{diameter} of a difference scheme will be defined as the maximum number of mesh points which is covered by the star in either of the coordinate directions, so the diameter of the leap-frog method is 3. It is also common to refer to a scheme with a temporal diameter of \( q + 1 \) as a \textit{q-level} or \textit{q-step} method. A difference scheme such as the current one, whose star contains only a single point at the most advanced time level can be solved explicitly for the unknown at that point, and is therefore called an \textit{explicit} scheme. Otherwise, the unknowns at the advanced level will be coupled and the scheme is \textit{implicit}. Finally, a \textit{q-level} method requires the specification of initial values \( v^0_j, v^1_j \ldots v^{q-1}_j \), after which the solution may be repeatedly advanced in time using the difference equations.

\[ \square \]

\[ \square \quad \square \]

\[ \square \]

\textbf{Figure A.2.} Difference star for the leap-frog method.

Consider a general differential system

\[ Lu(x, t) = 0 \]  \hfill (A.5)
where $L$ is some differential operator, and a corresponding difference system

$$L^{h,k}u^n_j = 0 \quad (A.6)$$

where $L^{h,k}$ is a finite difference operator. Then the *local truncation error*, $\tau^n_j$, of the difference scheme will be defined by

$$\tau^n_j \equiv L^{h,k}u^n_j \quad (A.7)$$

and provides a measure of how well the difference operator locally approximates the differential operator. The difference scheme is *consistent* if

$$\|\tau^n_j\| \to 0 \quad \text{as} \quad h,k \to 0 \quad (A.8)$$

where

$$\|f_j\| = \sum_{j=-\infty}^{\infty} f_j \bar{f}_j \quad (A.9)$$

Secondly, the difference scheme is $O(h^{2\nu} + k^{2\nu})$ accurate if

$$\|\tau^n_j\| \leq c(nk)(h^{2\nu} + k^{2\nu}) \quad \text{as} \quad h,k \to 0 \quad (A.10)$$

for some function $c(t)$ which is bounded on any finite time interval. For the case of the leap-frog scheme for (A.1), it easy to calculate

$$\Delta_0^tu^n_j - a\Delta_0^z u^n_j = \frac{k}{6}u_{\text{ult}} - a\frac{h}{6}u_{\text{zzz}} + O(h^4 + k^4) \quad (A.11)$$

by performing Taylor series expansions of $u^n_{j+1}$, $u^n_{j-1}$, $u^n_{j+1}$, and $u^n_{j-1}$ about the center of the star. Thus provided the derivatives $u_{\text{ult}}$ and $u_{\text{zzz}}$ are bounded, the scheme is $O(h^2 + k^2)$ accurate. Finally, the notion of *strong stability* is often introduced to capture the notion that the norm of the solution of a difference scheme
should not grow "too rapidly" in time. The argument goes that nature permits, at most, exponential growth in any physical quantity, so a difference scheme is called strongly stable if there are constants \( \hat{k}, \hat{\alpha} \) such that

\[
\|v_j^n\| \leq \hat{k}e^{\hat{\alpha}n}\|v_j^0\| \tag{A.12}
\]

It can be quite difficult to establish this type of stability for complicated systems of difference equations. It is however, a useful notion since, at least for linear constant coefficient problems, it allows bounds to be placed on the solution error \( e_j^n = u_j^n - v_j^n \) in terms of the truncation error. A theorem due to Lax [72] basically states that, for these problems, given consistency, strong stability implies convergence \( (e_j^n \to 0 \text{ as } h, k \to 0) \) and vice versa.

In their landmark 1928 paper, Courant, Friedrichs and Levy (CFL) made the observation that the solution of a difference system for a hyperbolic equation cannot converge to the exact solution if the physical domain of dependence of a grid point is not contained in the numerical domain of dependence [17]. For explicit schemes, this places a restriction on how large \( k \) can be, for given \( a \) and \( h \), before the method becomes unstable. The situation is illustrated for the model system (with \( a = 1 \)) in Fig. A.3. In both cases, the physical domain of dependence of the advanced grid point is indicated by the dashed line; the numerical domain is simply the rest of the computational star. The second case is unstable because the CFL condition

\[
\sigma \equiv \frac{k}{h} \leq 1 \tag{A.13}
\]

is violated. A CFL condition is not usually considered much of a restriction since, for hyperbolic problems, accuracy considerations suggest taking \( k \approx h \).

The general theory of stability for difference approximations of hyperbolic problems (including mixed initial/boundary value problems) is well-developed [32,40], but the task of applying this theory to determine whether a particular scheme is
stable can become very difficult. In fact, many different notions of stability, and
different techniques of analysis have been introduced for the purposes of examining
the properties of difference methods. In practice, the technique due to von Neu­
mann of looking at the properties of the difference scheme in the frequency domain
continues to be the most useful way of determining practical stability conditions for
hyperbolic problems. The basic idea is to write the method being analyzed in the
form

\[ v(x, t + k) = Qv(x, t) \]  \hspace{1cm} (A.14)

where \( v \) is, in general, a vector of unknowns (multi-step schemes can always be
written in this form by the introduction of auxiliary variables) and \( Q \) is the finite
difference transition matrix. Assuming \( Q \) does not depend on \( t \) or \( x \), in Fourier
space (A.14) becomes

\[ \hat{v}^{n+1}(\omega) = G(\xi) \hat{v}^n(\omega) \]  \hspace{1cm} (A.15)

for each \( t \), where

\[ \hat{v}^n(\omega) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} e^{-i\omega x} v(x) \, dx \]  \hspace{1cm} (A.16)
Here, $\xi \equiv \omega h$ and $G(\xi)$ is called the amplification matrix. The von Neumann condition demands that all of the eigenvalues, $\mu_j$, of $G(\xi)$ satisfy

$$|\mu_j| \leq 1 + O(k), \quad |\xi| \leq \pi$$  \hspace{1cm} (A.17)

It is clear that this is a necessary condition for stability; if it is violated for some values of $\xi$, then the corresponding Fourier components will grow more than exponentially as the solution proceeds. For problems where it is known that there is no exponential growth in the exact solution, the condition may be strengthened to

$$|\mu_j| \leq 1, \quad |\xi| \leq \pi$$  \hspace{1cm} (A.18)

and it is this form which is used in Chap. 3.

Consider the application of this technique to the model scheme. Introducing the auxiliary variable $w_j^n \equiv v_j^n$, (A.4) may be written as

$$\begin{pmatrix} v_j^{n+1} \\ w_j^{n+1} \end{pmatrix} = \begin{pmatrix} \sigma \Delta \xi & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} v_j^n \\ w_j^n \end{pmatrix}$$  \hspace{1cm} (A.19)

where, again, $\sigma = ak/h$. Under Fourier transformation

$$\sigma \Delta \xi \rightarrow 2i\sigma \sin \xi$$  \hspace{1cm} (A.20)

so the amplification matrix is

$$G(\xi) = \begin{pmatrix} 2i\sigma \sin \xi & 1 \\ 1 & 0 \end{pmatrix}$$  \hspace{1cm} (A.21)

with eigenvalues given by the roots of the characteristic polynomial

$$p(\mu) = \mu^2 - 2i\sigma \sin \xi \mu - 1$$  \hspace{1cm} (A.21)
These roots are

\[ i\sigma \sin \xi \pm \sqrt{1 - \sigma^2 \sin^2 \xi} \tag{A.22} \]

Thus, condition (A.18) is satisfied provided that \( \sigma \leq 1 \), which is just the CFL condition. Also, in this case, the eigenvalues of the amplification matrix have precisely unit modulus for all \( \xi \); a scheme with this property is said to be non-dissipative since there will be no attenuation of the Fourier components as the solution proceeds. In practice, the problem of determining whether the roots of the characteristic polynomial lie within the unit circle in the complex plane can become quite difficult, particularly for multi-step methods or when there are several unknowns involved. In this regard, the theorems due to Miller [52] (see also Henrici [39]) can be quite useful since they provide a way of reducing the task of locating the roots of an \( n \)-th degree polynomial to the problem of finding the roots of a polynomial of degree \( n-1 \). Unfortunately, although this gives a definite algorithm for determining the necessary conditions for having \( |\mu_j| \leq 1 \), the procedure can still become algebraically complicated.

Strictly speaking, von Neumann stability analysis is only applicable to linear, pure initial value problems with constant coefficients. However, numerical experience has shown that it can also be usefully applied to more general problems by linearizing the system (if necessary) and freezing coefficients prior to Fourier transforming. The von Neumann condition is then established for all conceivable values of the coefficients to determine the practical stability criteria.

Consider the solution of (A.1) when the initial data is a single Fourier component with wavenumber \( q \)

\[ u(x, 0) = e^{iqz} \tag{A.23} \]

Then

\[ u(x, t) = e^{i[q(z + at)]} = e^{iq(z + \omega t)} \tag{A.24} \]
which is a wave moving to the left with phase velocity \( a \). Now for this simple equation, (but also for scalar, electromagnetic or (weak) gravitational radiation propagating in vacuum), the phase velocity is independent of \( q \) so there will be no dispersion of a general wave packet. However, this property is usually not retained in difference solutions to (A.1), or other non-dispersive hyperbolic systems. For example, consider the leap-frog semi-discretization of (A.1)

\[
v_t = a \Delta_0 v
\]  

(A.25)

and look for solutions of the form

\[
v = e^{i q (z + a't)}
\]  

(A.26)

Then one finds

\[
a' = \frac{\sin qh}{qh}
\]  

(A.27)

so the difference scheme is dispersive and in fact \( a' \to 0 \) at the highest frequencies \( qh \to \pi \). Similarly, it can be shown that the group velocity of the difference solution is

\[
c' = a \cos qh
\]  

(A.28)

which tends to 0 even sooner. This means that there are severe problems with this scheme in the numerical transport of disturbances having wavelengths comparable to the mesh spacing. This problem is inherent to most finite difference approximations, although there has been much effort directed towards the development of methods with particularly low levels of dispersion [34].