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Abstract

A highly sensitive spectrometer has been designed and built to measure the ultra-low temperature surface resistance of unconventional superconducting single crystals continuously over a broad range of microwave frequencies. The technique uses bolo- metric detection to measure the temperature rise of samples that have been exposed to a microwave magnetic field. An in-situ normal metal reference sample is used to calibrate the field strength at the sample site and is vital to the success of the measurement.

This broadband technique has already been applied by researches at UBC to make detailed measurements of the conductivity spectrum of YBa$_2$Cu$_3$O$_{6+y}$ and have revealed, for the first time, the cusp-like line shape expected for a d-wave superconductor. Thus far these measurements have been limited to temperatures above 1 K and there remain several key issues regarding low-energy quasiparticle dynamics in these materials that this new spectrometer will address.

A new broadband apparatus has been designed to be used with a $^3$He/$^4$He dilution refrigerator that can achieve base temperatures less than 50 mK. The main obstacle encountered in adapting this technique for use at lower temperatures is achieving the necessary temperature stability required to reliably perform the measurements. Low-pass thermal filters have been designed and constructed that will substantially suppress any temperature instabilities before they are able to reach the sample thermal stages. An equivalent circuit model was developed and implemented to numerically evaluate the filter performance.

This low-temperature microwave spectrometer will be used to uncover new physics regarding low-energy quasiparticle dynamics in YBa$_2$Cu$_3$O$_{6+y}$ and other materials, such as heavy fermion compounds, that is inaccessible by any other measurement technique.
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Part I

Thesis
Chapter 1

High $T_c$ Superconductors and their Electrodynamics

1.1 A Brief History of Superconductivity

In 1911, shortly after helium was first liquified, Dutch physicist H. Kamerlingh Onnes of Leiden University discovered the first superconductor when he found that the resistance of mercury suddenly vanished when cooled below $4.15\,\text{K}$. In 1935 the brothers F. and H. London put forth a pair of phenomenological equations that described the two hallmark features of superconductivity, namely their perfect conductivity and the Meissner effect in which electromagnetic fields are expelled from the interior of the superconductor to within a penetration depth $\lambda$. A true microscopic description of superconductivity would have to wait until 1957 when Bardeen, Cooper, and Schrieffer offered their famous BCS theory. They showed that any attractive interaction between electrons, no matter how weak, results in an instability of the ground state Fermi sea against the formation of bound pairs of electrons. The electrons forming these so-called Cooper pairs have equal and opposite momentum and zero total spin. The mechanism for the required attractive interaction is the electron-phonon interaction. A simple picture is given by imagining an electron moving through a lattice of positive ions. The ions are attracted to the negative charge of the electron resulting in a small excess of positive charge which attracts a second electron forming a bound pair. Given the importance of the electron-phonon interaction it may not be surprising that metals with very low normal state resistivity, such as copper and gold, do not appear to exhibit superconductivity at any temperature whereas niobium and lead which are relatively poor conductors in the normal state have the highest superconducting transition temperatures of all the elements. Below the transition temperature $T_c$ the electron system Bose-condenses into a condensate of Cooper pairs. The energy required to break a Cooper pair and create two quasiparticle excitations is $2\Delta(T)$ where $\Delta(T)$ is an energy gap and is zero above $T_c$. BCS theory is thought to be one of the most successful theories in condensed matter physics providing a truly microscopic picture of the mechanism driving superconductivity.

Since the time of Onnes’ discovery other elements and certain metallic alloys have been found to superconduct at substantially higher temperatures. The steadily increasing values of $T_c$ seemed to peak in 1973 when the alloy Nb$_3$Ge was found to superconduct at 23 K. In 1962 the first commercially available superconducting wire was fabricated from an alloy of niobium and titanium. By now magnets made from coils of superconducting wire have become commonplace. Also in 1962, as a graduate student at Cambridge University Brian D. Josephson predicted that in the absence
of an applied voltage a DC supercurrent would flow between two superconducting electrodes connected by a "weak link", such as a thin normal metal layer. In addition applying a voltage across the junction will give rise to an alternating current whose frequency is proportional to the voltage. Shortly after Josephson junctions were fabricated and Josephson's predictions verified. Josephson junctions have led to the development of superconducting quantum interference devices (SQUIDs) that are used as extremely sensitive magnetometers with noise levels as low as $3 \text{ fT/Hz}$. In 1986 the field of superconductivity was reignited when Bednorz and Müller fabricated the first ceramic high-temperature superconductor (HTSC) $\text{La}_{1.86}\text{Ba}_{0.15}\text{CuO}_4$ with $T_c \approx 30 \text{ K}$. [3]

1.2 Nineteen Eighty-Six

In the time since the discovery of Bednorz and Müller several other HTSCs have been made with transition temperatures well over 100 K. BCS theory in its original form does not apply to high-$T_c$ materials and to this date no microscopic theory has been widely accepted. Electron pairing is still thought to occur, although the mechanism responsible for the pairing remains unclear. A large effort within the condensed matter physics community, both in theory and experiment, continues to be made to try better understand these materials.

The HTSC compounds that have attracted the most attention from researchers are $\text{YBa}_2\text{Cu}_3\text{O}_{6+y}$, $\text{La}_{2-x}\text{Sr}_x\text{CuO}_4+\delta$, and $\text{Bi}_2\text{Sr}_2\text{Ca}_{n-1}\text{Cu}_n\text{O}_{2n+6}$. All of these materials are layered cuprate perovskites which contain 2-dimensional copper oxide planes where the superconductivity is thought to reside. Of these materials $\text{YBa}_2\text{Cu}_3\text{O}_{6+y}$ (YBCO) has been one of the most widely studied due to its very high chemical purity and the relative ease with which it can be grown. The $\text{YBa}_2\text{Cu}_3\text{O}_6$ ($y = 0$) unit cell is tetragonal, however the fully doped $\text{YBa}_2\text{Cu}_3\text{O}_7$ ($y = 1$) has a slight orthorhombic distortion. This distortion can give rise to the formation of twins during sample growth which can be mechanically removed at a later time. Fig. 1.1 is a schematic drawing of one unit cell of fully doped $\text{YBa}_2\text{Cu}_3\text{O}_7$. The unit cell dimensions are $a = 3.9198 \text{ Å}$, $b = 3.8849 \text{ Å}$, and $c = 11.6762 \text{ Å}$. YBCO is a bilayer material having two $\text{CuO}_2$ planes per unit cell. A convenient way to dope charge carriers into the $\text{CuO}_2$ planes is to vary the oxygen content (from $y = 0$ to 1) in the so called CuO chains. The CuO chains run along the $b$-direction with all of the oxygen sites filled in fully doped YBCO. Each excess oxygen atom in the chains removes one electron from its two neighbouring $\text{Cu}^{1+}$ ions changing them to $\text{Cu}^{2+}$. The Cu atoms are prevented from giving up two electrons because the $\text{Cu}^{3+}$ state is suppressed by a large on-site Coulomb repulsion in the Cu 3$d$ shell. Chain fragments are formed when the chain oxygen sites of two or more neighbouring unit cells are filled. In such a case holes are formed in the CuO chains due to the deficiency of available electrons from the Cu atoms. These chain holes are partially filled with electrons from the $\text{CuO}_2$ planes and as a result hole carriers are introduced into the planes. The ordered phase that is of importance for this thesis is the ortho-II phase
which contains alternating full and empty chains and occurs at an oxygen content of $y = 0.5$. For oxygen content near 6 ($y = 0$) YBCO is an antiferromagnetic insulator with a Néel temperature of 400 K. At an oxygen content of 6.33 there is a metal-insulator transition with a superconducting phase below a critical temperature $T_c$. YCBO has a maximum transition temperature of $T_c = 93$ K at an optimal doping of $y = 0.93$. [5]

The UBC group has benefitted greatly from the expertise of Dr. Ruixing Liang who produces the world's highest quality single crystals of YBCO. The crystals are grown using a self-flux method that has been described elsewhere [6, 7, 8]. If one hopes to probe the intrinsic properties of HTSCs it is essential to work with the highest quality samples available, accordingly the experimental work at UBC is performed almost exclusively using Dr. Liang's YBCO single crystals.

One fundamental difference between conventional and unconventional superconductors is the symmetry of the gap function $\Delta (k)$. Conventional superconductors are

---

1Inevitably a small amount of oxygen will reside in the empty chains so that the best ortho-II ordering is actually achieved with an oxygen content of $y = 0.52$ to ensure complete filling of the full chains [4].
characterized by the formation of electron pairs with zero total angular momentum (s-wave) which implies isotropic attractive forces between electrons in all spatial directions. These s-wave superconductors have a full gap surrounding the entire Fermi surface. In contrast, the electron pairing state of unconventional superconductors has finite angular momentum resulting from electron correlations caused by a large Coulomb repulsion at each Cu site in the CuO$_2$ planes. The superconducting ground state of the high-\(T_c\) cuprates is an antisymmetric spin singlet \[^9\]. Group-theoretic calculations allow four distinct singlet pairing states for a single square CuO$_2$ plane \[^10\]. By now the experimental evidence has conclusively shown that the gap symmetry of most HTSCs is \(d_{x^2-y^2}\). These \(d\)-wave superconductors have a gap maximum \(\Delta_0\) along \(\pm k_x\) and \(\pm k_y\) and nodes 45° off axis in the \(ab\)-plane. Because HTSCs are strongly two-dimensional, little dispersion is expected in \(z\)-direction, and hence the nodes are line nodes that run along \(k_z\). As noted above YBa$_2$Cu$_3$O$_{6+y}$ has a small orthorhombic distortion which results in an admixture of \(s\)- and \(d\)-wave pairing. The admixture is small and results in a slight distortion of the \(d\)-wave gap. The presence of the gap nodes allows for a finite quasiparticle density of states at all non-zero energies. The focus of this thesis is to present a novel technique that can be used to investigate low energy excitations through a measurement of the real part of the quasiparticle conductivity \(\sigma(T)\) over a broad range of microwave frequencies and at temperatures accessible using a $^3$He/$^4$He dilution refrigerator.

### 1.3 Microwave Surface Impedance

The surface impedance \(Z_s\) of a conductor in an electromagnetic field is defined as the ratio of tangential electric \(E\) to magnetic \(H\) fields at the conducting surface:

\[
Z_s = \left( \frac{E_z}{H_y} \right)_{z=0} = R_s + iX_s, \tag{1.1}
\]

where the surface of the conductor, which fills the half space \(z < 0\), is at \(z = 0\). \(R_s\) is the surface resistance and \(X_s\) is the surface reactance \[^11\]. \(R_s\) is the important quantity for this work, and it will be shown in § 1.5 that it is responsible for power absorption by a conductor in an electromagnetic field. Provided we are in the limit of local electrodynamics, where for a superconductor, the coherence length \(\xi\) is much shorter than the magnetic penetration depth \(\lambda\), it is appropriate to write the current density as \(\mathbf{J} = \sigma \mathbf{E}\) where \(\sigma\) is the complex conductivity. Making use of this relation for the current density and Maxwell’s equations for a region free of charge:

\[
\nabla \cdot \mathbf{E} = 0, \tag{1.2a}
\]

\[
\nabla \times \mathbf{E} = \mu_0 \frac{\partial \mathbf{H}}{\partial t}, \tag{1.2b}
\]

\[
\nabla \cdot \mathbf{H} = 0, \tag{1.2c}
\]

\[
\nabla \times \mathbf{H} = \mathbf{J}, \tag{1.2d}
\]

\[^2\text{See C. C. Tsuei and J. R. Kirtley for a complete review of the experimental evidence [9]}\]
where $\mu \rightarrow \mu_0$ for a non-magnetic conductor, leads to the wave equations:

\[
\nabla^2 E = \mu_0\sigma \frac{\partial E}{\partial t}, \tag{1.3a}
\]

\[
\nabla^2 H = \mu_0\sigma \frac{\partial H}{\partial t}. \tag{1.3b}
\]

For our geometry with oscillating fields ($\propto e^{i\omega t}$) applied perpendicular to the $z$-direction the wave equations become:

\[
\frac{d^2 E_x}{dz^2} = i\mu_0\sigma\omega E_x = k^2 E_x, \tag{1.4a}
\]

\[
\frac{d^2 H_y}{dz^2} = i\mu_0\sigma\omega H_y = k^2 H_y, \tag{1.4b}
\]

where the propagation constant, $k = \sqrt{i\mu_0\sigma\omega}$ has been defined. These wave equations have the following solutions:

\[
E_x(z,t) = E_{x0}e^{-kz+i\omega t}, \tag{1.5a}
\]

\[
H_y(z,t) = H_{y0}e^{-kz+i\omega t}. \tag{1.5b}
\]

Substituting these solutions back into Maxwell’s equations relates the coefficients of the two solutions, giving the surface impedance in terms of $\sigma$ [12]:

\[
Z_s = \frac{E_{x0}}{H_{y0}} = R_s + iX_s = \sqrt{\frac{i\mu_0\omega}{\sigma}}. \tag{1.6}
\]

For a good metal conductor in the normal state, where $\sigma \gg \omega\epsilon$ ($\epsilon$ is the permittivity of the conductor), the conductivity is purely real [13] and:

\[
R_s = X_s = \sqrt{\frac{\mu_0\omega}{2\sigma}}. \tag{1.7}
\]

Using the definition of the classical skin depth $\delta = \sqrt{\frac{2}{\mu_0\omega\sigma}}$ one has:

\[
R_s = \frac{\rho}{\delta}, \tag{1.8}
\]

where $\rho = 1/\sigma$ is the resistivity of the metal.

In the general case $\sigma$ is a complex quantity with $\sigma = \sigma_1 - i\sigma_2$. Substituting $\sigma$ into
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Eq 1.6 leads to the following results for $R_s$ and $X_s$:

$$R_s = \sqrt{\frac{\mu_0 \omega (\sqrt{\sigma_1^2 + \sigma_2^2} - \sigma_2)}{2(\sigma_1^2 + \sigma_2^2)}},$$  \hspace{1cm} (1.9a)

$$X_s = \sqrt{\frac{\mu_0 \omega}{2(\sigma_1^2 + \sigma_2^2) \sqrt{\sigma_1^2 + \sigma_2^2} - \sigma_2}}. \hspace{1cm} (1.9b)$$

In §1.4 it will be shown that in the superconducting state, for not too high frequencies, $\sigma_2 \gg \sigma_1$, in which case the above equations can be approximated as:

$$R_s \approx \frac{\sigma_1}{2 \sigma_2} \sqrt{\frac{\mu_0 \omega}{\sigma_2}}, \hspace{1cm} (1.10a)$$

$$X_s \approx \sqrt{\frac{\mu_0 \omega}{\sigma_2}}. \hspace{1cm} (1.10b)$$

Note that in the approximation $\sigma \approx -i\sigma_2$ the propagation constant becomes $k \approx \sqrt{\mu_0 \omega \sigma_2} \equiv 1/\lambda$, which when substituted back into Eqs. 1.5 lead to solutions that exponentially decay over a length scale given by $\lambda$, called the magnetic penetration depth. When written in terms of $\lambda$ rather than $\sigma_2$ Eqs. 1.10 become:

$$R_s(\omega, T) \approx \frac{1}{2} \mu_0^2 \omega^2 \lambda^3 (T) \sigma_1(\omega, T), \hspace{1cm} (1.11a)$$

$$X_s(\omega, T) \approx \mu_0 \omega \lambda (T), \hspace{1cm} (1.11b)$$

where the explicit frequency and temperature dependencies have been put in. These are very useful approximate forms that one often refers to when doing simple data analysis. Notice that measurements of both $R_s(\omega, T)$ and $\lambda(T)$ are required to extract the values of $\sigma_1(\omega, T)$.

### 1.4 London Equations and the Two Fluid Model

The starting point for this section is the well known Drude model where one writes a classical equation of motion for conduction electrons in a conductor:

$$m \frac{dv}{dt} = eE - m \frac{v}{\tau}, \hspace{1cm} (1.12)$$

where $m$ is the electron mass, $v$ is the average drift velocity of the electrons, $E$ is an externally applied electric field, and $\tau$ is a phenomenological relaxation time. The probability that an electron will experience a scattering event in the time interval $dt$ is given by $dt/\tau$. In a normal metal equilibrium is reached when $v = eE\tau/m$ so that the current density $J = nev = (ne^2\tau/m)E$ takes on the familiar form of Ohm’s law $J = \sigma E$ with $\sigma = ne^2\tau/m$.

If the perfect conductivity of a superconductor can be represented by allowing the
relaxation time $\tau \to \infty$ then the super-current density obeys:

$$\frac{dJ_s}{dt} = \frac{n_se^2}{m^*}E,$$

(1.13)

which is one way of forming the first London equation. In the above equation the subscript $s$ indicates that the electrons described by this equation are superconducting electrons and $m^*$ is the mass of the superconducting charge carriers. Eq. 1.13 implies that any applied electric field accelerates electrons rather than sustaining a velocity against a resistance given by Ohm's law.

London's second equation cannot be obtained by a classical argument and hence we appeal to a quantum one. In the absence of an applied field the ground state of the system has zero net canonical momentum:

$$<p> = <m^*v + eA> = 0,$$

(1.14)

where $A$ is the vector potential. Provided the system remains in its ground state in the presence of a field the electrons will be accelerated to a velocity $<v_s> = -eA/m^*$ and current density is given by:

$$J_s = n_sev_s = \frac{n_se^2A}{m^*}.$$

(1.15)

Taking the time derivative of this expression reproduces Eq. 1.13 and taking the curl leads to:

$$-\nabla \times J_s = \nabla^2H = \frac{H}{\lambda_L^2},$$

(1.16)

where $\lambda_L$ is the London penetration depth defined as $\lambda_L^{-2} = \mu_0n_se^2/m^*$. Eq. 1.16 is the second London equation and describes the Meissner effect in which magnetic fields are exponentially screened from the interior of the superconductor over a distance given by $\lambda_L$. As will be seen shortly the London penetration depth can differ from the magnetic penetration depth $\lambda$ met in §1.3.

Returning to Eq. 1.12 and solving for $\sigma = \sigma_1 - i\sigma_2$ assuming a harmonic time dependence for the electric field yields:

$$\sigma_1 = \frac{\sigma_0}{1 + \omega^2\tau^2},$$

(1.17a)

$$\sigma_2 = \frac{\omega\tau}{1 + \omega^2\tau^2},$$

(1.17b)

$$\sigma_o = \frac{ne^2\tau}{m^*}.$$  

(1.17c)

Integrating $\sigma_1(\omega)$ over all frequencies gives a result that is independent of $\tau$ and $\omega$,

$$\int_0^\infty \sigma_1(\omega) d\omega = \frac{\pi ne^2}{2m^*}.$$  

(1.18)
Eq. 1.18 is very general oscillator strength sum rule and is derived from a Kramers-Krönig transformation relating the real and imaginary parts of the causal response function $\sigma (\omega)$ in Appendix A.

In the generalized two fluid model the total conductivity is described as coming from two parallel and independent sources, one source is due to normal electrons and the other is due to the superconducting electrons, hence:

$$\sigma (\omega) = (\sigma_{1n} (\omega) - i\sigma_{2n} (\omega)) + (\sigma_{1s} (\omega) - i\sigma_{2s} (\omega)). \quad (1.19)$$

The total electron density $ne^2/m^*$ is temperature independent and equal to the sum of the normalfluid density $n_ne^2/m^*$ and the superfluid density $n_se^2/m^*$. In the clean limit all of the charge carriers condense into the superconducting ground state at $T = 0$ such that:

$$\frac{ne^2}{m^*} = \frac{n_se^2}{m^*} (T = 0) = \frac{n_ne^2}{m^*} (T) + \frac{n_se^2}{m^*} (T). \quad (1.20)$$

Allowing $\tau_s \to \infty$ one finds from Eq. 1.17a that $\sigma_{1s}$ becomes a $\delta$-function at zero frequency. This $\delta$-function represents the perfect DC conductivity of a superconductor and its coefficient is set by Eq. 1.18:

$$\sigma_{1s} (\omega) = \frac{n_se^2}{m^*} \delta (\omega) \quad (1.21)$$

Thus at nonzero frequency $\sigma_s$ is strictly determined by $\sigma_{2s}$. In the same limit ($\tau_s \to \infty$) $\sigma_{2s}$ becomes:

$$\sigma_{2s} = \frac{n_se^2}{m^*\omega} = \frac{1}{\mu_0 \omega \lambda_L^2 (T)}. \quad (1.22)$$

Recalling our definition of the magnetic penetration depth $\lambda^2 = 1/\mu_0 \omega \sigma_2$ points out that a measurement of $\lambda$ will differ from $\lambda_L^2 = 1/\mu_0 \omega \sigma_{2n}$ if there is significant contribution to $\sigma_2$ from $\sigma_{2n}$. When $\sigma_{2n}$ makes a significant contribution to the total conductivity the normalfluid electrons play a role in screening electromagnetic fields, whereas the London penetration depth only takes into account screening by the superfluid.

Eq. 1.18 shows that the total integrated quasiparticle conductivity, $\sigma_{1n}$, is a measure of the normal fluid density, $n_n$:

$$\frac{n_ne^2}{m^*} (T) = \frac{2}{\pi} \int_0^\infty \sigma_{1n} (\omega, T) \, d\omega, \quad (1.23)$$

and provided $\sigma_{2s} \gg \sigma_{2n}$ a measurement of the magnetic penetration depth can yield the superfluid density:

$$\frac{n_se^2}{m^*} (T) \approx \frac{1}{\mu_0} \frac{1}{\lambda^2 (T)}. \quad (1.24)$$

The two preceding equations together with Eq. 1.20 require that oscillator strength lost in the superfluid density, from an increase in temperature for example, must
reappear as an increase in the integrated quasiparticle conductivity. Thus we have a valuable quantitative tool to test if all of the oscillator strength residing in the normal fluid is captured in the frequency range of our measured $\sigma_{1n}(\omega,T)$.

1.5 Power Absorption

The experiment presented in this thesis exposes conductors to microwave magnetic field and indirectly measures the power they absorb. In this section we calculate an expression for the power absorbed by the samples from the electromagnetic field. The power $P$ absorbed per unit area $A$ is given by:

$$\frac{dP}{dA} = \frac{1}{2} \text{Re}[\mathbf{n} \cdot \mathbf{S}]$$

(1.25)

where $\mathbf{S} = \mathbf{E} \times \mathbf{H}^*$ is the Poynting vector and $\mathbf{n}$ is an outward unit vector normal to the surface of the conductor [14]. For the geometry adopted in §1.3 in which the conductor fills the half space $z < 0$ with the magnetic field applied along the $y$-direction, Eq. 1.25 reduces to:

$$\frac{dP}{dA} = \frac{1}{2} \text{Re} \left[ \mathbf{E}_{yo} \mathbf{H}_{yo} \right] = \frac{1}{2} \text{Re} \left[ Z_s H^2_{yo} \right] = \frac{1}{2} R_s H^2_{yo}. \quad (1.26)$$

Provided $H_{yo}$ is uniform over the surface of the conductor the power absorbed is:

$$P = \frac{1}{2} R_s H^2_{surf} A, \quad (1.27)$$

where $H_{surf}$ is the applied magnetic at the surface of the conductor.
Chapter 2

Experiment Design and Measurement Technique

2.1 Motivation

The experiment developed during this thesis work was designed to measure the absolute surface resistance of high quality superconducting single crystals over a broad range of microwave frequencies. A typical sample is a thin (20 μm) platelet with a 1 mm² surface area. Because the samples are small and have such low loss, probing their surface impedance is technically challenging. At microwave frequencies cavity-perturbation techniques have been successful in measuring both components of $Z_a$ [11, 15]. In such experiments the samples are loaded into a resonant cavity and changes in the resonant frequency and quality factor of the cavity are measured to yield the sample absorption and penetration depth respectively. These techniques, while extremely useful, are limited in the sense that each resonator works only at one fixed frequency, thus requiring multiple apparatuses to construct a coarse spectrum of data such as that produced by the UBC group in 1999 [16].

Here a non-resonant bolometric technique is described that is capable of measuring the low-temperature absorption of unconventional superconductors continuously over a broad range of microwave frequencies. The samples are weakly connected to a base temperature and exposed to microwave magnetic field whose frequency can be continuously varied. As the sample absorbs microwave power its temperature increases and this change in temperature is measured as a function of frequency using a resistance bolometer. This measurement is then used to extract the frequency dependent surface resistance $R_s(\omega,T)$. This experimental technique has already been employed by Patrick Turner and the UBC group with enormous success [1]. In particular two impressive results have recently been published. The first is an investigation of the frequency dependence of the $a$- and $b$-axis quasiparticle conductivity $\sigma_1(\omega,T)$ of $\text{YBa}_2\text{Cu}_3\text{O}_6+y$ from 200 MHz to 22 GHz [17]. The second is a novel method for measuring the absolute penetration depth of $\text{YBa}_2\text{Cu}_3\text{O}_6+y$ in the $T \to 0$ limit at several dopings [18].

Thus far, measurements made using this broadband bolometric technique have been performed in a pumped $^4$He bath which achieves a base temperature of $\sim 1.2$ K. The focus of this present and ongoing work is to adapt this experiment for use with a $^3$He/$^4$He dilution refrigerator which can reach temperatures below 50 mK. The main experimental obstacle in running this experiment at these low temperatures is avoiding temperature instabilities that can result in spurious signals. This issue is addressed in chapter 5. A sample of some of the exciting measurements we intend to
perform and unanswered questions we hope to probe using this new design are discussed in chapter 6. The remainder of the present chapter gives a detailed description of the design and operation of the experiment.

2.2 Design

The body of the experiment is a 6.6 mm long rectangular coaxial line kept at low temperature inside a cryostat. The exterior of the body is a copper block with a rectangular chamber that forms the outer conductor of the transmission line. The interior of the body contains a flat, broad beryllium-copper rectangular inner conductor that is centred in the chamber of the outer conductor. The centre conductor is shorted to the outer conductor via an end-wall. Fig. 2.1 is a schematic cross-section of the rectangular transmission line. A dimensioned scale drawing of the rectangular coaxial line used in this thesis is shown in Fig. 2.2.

The outer and inner conductors of the experiment body are in turn fixed to the outer and inner conductors of a standard 0.141 in. cylindrical semi-rigid coaxial line which runs from room temperature to the waveguide body. The inner conductor of the cylindrical transmission line is inserted into a small hole drilled into the centre conductor of the rectangular coaxial line. The surfaces of the objects making physical contact were first gold plated using electroplating pens to promote good electrical contact. Ultimately a contact resistance of 6 m\(\Omega\) was achieved. The outer conductor of the cylindrical transmission line is stainless steel, chosen for its low thermal conductivity, and the inner conductor is silver plated copper weld, chosen for its low thermal conductivity.

---

1The coaxial cable used was UT-141-SS from Micro-Coax.
loss. Microwaves are supplied using an Hewlett Packard 83630A 10 MHz to 26.5 GHz synthesized sweeper and propagate down the semi-rigid coaxial cable and into the rectangular waveguide structure. This configuration, when operated in the TEM mode, produces magnetic fields that loop symmetrically around the inner conductor, see the blue line in Fig. 2.2. The various modes that can propagate in the rectangular structure are discussed in detail in Section 3.1. An estimate of the magnitude of the magnetic field $H$ at the sample sites can be made using Ampere’s Law:

$$\oint H \cdot ds = i_{enc},$$

(2.1)

where $i_{enc}$ is the current enclosed by the Amperean loop. Choosing the path shown in Fig. 2.2 and assuming that $H$ is constant everywhere on that path gives $H = i_{enc}/s$, where $s$ is the circumference of the loop. One now has to make an estimate of the power $P$ delivered to the waveguide to calculate the current $i_{encl} = \sqrt{P/z_0}$. Estimating this power proves to be rather difficult, because although the impedance of the rectangular coaxial line is designed to match to that of the cylindrical coaxial cable ($z_0 = 50 \, \Omega$) a non-negligible reflection is still possible at that connection. Furthermore, some of the incident power will be dissipated due to losses in the cylindrical transmission line used to deliver microwaves to the waveguide. The cylindrical coaxial line goes from room temperature to $\sim 1.2$ K so that the actual loss per foot is
difficult to determine despite the specifications supplied by the manufacturer. Nevertheless, the insertion loss specifications at 20° celsius are 0.25 dB/ft. at 1 GHz and 1.26 dB/ft. at 20 GHz. A continuous 4 ft. length of cable was used in the experiment so that a typical incident power of 22 dBm is reduced to 21 dBm = 126 mW and 17 dBm = 50 mW at the sample site for frequencies of 1 GHz and 20 GHz respectively. These powers correspond to currents of $i_{\text{end}}^{1\text{GHz}} = 50 \text{ mA}$ and $i_{\text{end}}^{20\text{GHz}} = 32 \text{ mA}$ resulting in $H_{1\text{GHz}} = 3.7 \text{ Am}^{-1} = 0.046 \text{ Oe}$ and $H_{20\text{GHz}} = 2.4 \text{ Am}^{-1} = 0.030 \text{ Oe}$.

Samples are held very near the end-wall of the experiment body where there is an electric field node and a magnetic field anti-node and thus are exposed to predominantly magnetic fields. The samples are held in place by 0.850 in. long sapphire plates (0.020 in. wide and 0.004 in. thick) whose presence has little perturbing effect on the microwave field. The sapphire plates are fed through 1/16 in. diameter cutoff holes in waveguide body that do not allow any modes to propagate out of the cavity below 145 GHz (see Figs. 2.1 and 2.2).

The last 15 cm of the cylindrical coaxial cable leading to the waveguide has been made superconducting in order to reduce heating near the experiment body due to resistive losses. Any excess heat can change the sensitivity of the measurement or provide spurious signals. To make the superconducting coaxial line a 15 cm section was disassembled, then the interior of the outer conductor was coated with 50/50 PbSn solder, which is superconducting below 7 K. The cable was then reassembled with a new stainless steel inner conductor which was also PbSn coated. In addition, it can be advantageous to construct the waveguide structure from superconducting material to minimize rf absorption, but was avoided here to allow for the possibility of performing measurements with an externally applied magnetic field. The cold end of the cylindrical transmission line has also been thermally anchored to the $^4\text{He}$ bath in an attempt to extract any excess heat.

### 2.3 Measurement Technique

This experiment gives a direct measurement of the power absorbed by a conductor in a microwave magnetic field. Recall Eq. 1.27 from §1.5 that the power is given by:

$$P = R_s H^2 A,$$

where $A$ is the area of one broad face of the sample. The factor of 1/2 is absent because in the experiment both faces of the sample are exposed to the field thereby doubling the effective area $A$. Our experimental geometry has two independent sites on either side of the inner conductor that experience identical magnetic fields when the TEM mode is the only propagating mode (see the two sample sites in Fig. 2.2). This important fact allows us to simultaneously measure the power absorbed by two different conducting samples. One of the samples is a normal metal used as a power meter and from hereon is referred to as the reference sample. The other sample can be any conducting material, high temperature superconductor, heavy fermion, normal metal, ... and is the sample being investigated. Because the reference sample is a
normal metal its surface resistance is well understood and given by classical skin-effect relation introduced in §1.3:

\[ R_s^{\text{ref}} = \frac{\rho}{\delta} = \sqrt{\frac{\mu_0 \omega \rho}{2}}. \]  

(2.3)

The reference samples used in these experiments are silver-gold (70:30 at. %) alloys and have a temperature independent resistivity of 5.28 ± 0.3 \( \mu \Omega m \) below 20 K [1]. An alloy reference sample is used to ensure that the electrodynamics remain local so that there is no contribution to the surface resistance from the anomalous skin effect.

Taking the ratio of the power absorbed by the two samples leaves the following simple expression:

\[ \frac{P_{\text{sam}}}{P_{\text{pref}}} = \frac{R_s^{\text{sam}} A_{\text{sam}}}{R_s^{\text{ref}} A_{\text{ref}}}, \]  

(2.4)

where the sample of interest has been labelled with the superscript \( \text{sam} \) and the factor of \( H^2 \) has dropped out because it is identical for the two sample sites. \( P_{\text{sam}}, P_{\text{pref}}, A_{\text{sam}}, A_{\text{ref}}, \) and \( R_s^{\text{ref}} \) are all known quantities and hence \( R_s^{\text{sam}} \) is easily determined. All that remains is to describe how the powers absorbed by the samples are measured.

The samples are secured to sapphire plates using a small amount of Dow Corning high vacuum silicone grease, which ensures good thermal contact and allows easy installation and removal of the samples. These sapphire plates have very short thermal time constants and are considered to be isothermal stages. In addition to providing sample support, each sapphire plate is equipped with a chip heater and a temperature sensor. The heater and bolometer are fixed to the sapphire plate using GE varnish ensuring good thermal contact. The chip heater has a nearly temperature independent resistance of 1500 \( \Omega \) and heats the sapphire stage when current is passed through it. The bolometer is a Lakeshore Cernox 1050 resistive thermometer that has a dimensionless sensitivity \( (T/R)(dR/dT) \approx 2 \) over the temperature range 1 to 100 K. Each sapphire stage is connected to the base temperature via a weak thermal link having thermal conductance, \( G \). For the sample stage a 12.1 mm long quartz tube with inner and outer diameters of 0.635 and 1.2 mm respectively was chosen as the thermal weak link. One end of the sapphire plate slides 1 mm deep into the quartz tube and is held in place with a small amount of Emerson & Cumming Stycast 1266 epoxy. The bolometer and heater are each equipped with a pair of 0.002 in. diameter bare NbTi superconducting leads, chosen for there low thermal conductivity, which run along the length of the quartz tube. The superconducting wires are thermally anchored to the quartz using GE varnish. A four wire resistance measurement is made from the free ends of the superconducting wires for both the Cernox detector and heater. A schematic drawing of the sample thermal stage is shown in Fig. 2.3 and Fig. 2.4 is a digital photo of the actual thermal stage. The reference stage is similar in construction to the sample stage, except that in place of the quartz we use a stainless steel tube. Because the reference sample is a normal metal and has a large surface resistance compared to a typical superconducting sample, much less sensitivity is required from the reference stage to acquire reasonable signal levels. The design criterion was to make the thermal conductance of the stainless steel tube ten times
Figure 2.3: Schematic drawing of one of the sample thermal stage. The sample absorbs microwave power $\dot{Q}$, $T_w$ and $T_0$ are the temperatures of the sapphire plate and base respectively and $G$ and $c_v$ are the thermal conductance and specific heat of the quartz tube which has length $l$.

that of the quartz tube at a temperature of 1 K. Ultimately, the stainless steel used has an O.D. = 1.19 mm, I.D. = 0.90 mm, and a length of 2.54 mm. The electrical leads used on the reference stage are 0.003 in. diameter insulated manganin wires. The thermal conductance and heat capacity of these wires are negligible compared to those of the stainless steel tube, thus the thermal time constant of the reference stage is solely determined by the stainless steel.

When the reference sample absorbs power from the magnetic field it heats up, and the change in temperature is detected by the Cernox temperature sensor. The temperature change $\Delta T$ of the sample is related to the thermal conductance of the weak link in the following way:

$$\Delta T = \frac{P}{G}. \quad (2.5)$$

In practice the microwave power is modulated at low frequency ($\sim 1$ Hz) causing a low frequency oscillation in the temperature of the samples. The short thermal
time constant of the sapphire plate ensures that the change in sample temperature is detected by the bolometer on a time scale much shorter than the modulation period. A Stanford Research 850 Lock-in detector is used to synchronously detect this temperature oscillation as a change in the voltage across the bolometer. The samples studied are typically very high purity high temperature superconducting single crystals that can have a very small surface resistance (for example $R_s = 1 \, \mu\Omega$ at 1 GHz, 1 K). Therefore the signals to be detected by the lock-in amplifier can be very small and easily swamped by external interference. For this reason the AC voltages from the sample bolometer are amplified by $10^4$ within a bias box before being transmitted to the lock-in detector through an optical isolation stage to break ground loops. The signals from the reference stage are large enough that additional amplification is not required. The 1 Hz AC voltage from the bias box is proportional to the amplitude of the variation in the Cernox resistance. A method for converting this voltage to the absolute power absorbed by the sample is needed and a simple way of determining the necessary calibration factor has been developed. With no microwaves present, one can mimic the sample temperature fluctuation by passing a 1 Hz current $i_H$ through the chip heater with resistance $R_H$. Then the Cernox response can be measured for a known power ($P = i_H^2 R_H$). Because the sensitivity (i.e. the thermal conductance) of the thermal weak link is temperature dependent, a calibration factor needs to be determined separately for all temperatures. The temperature of the sapphire stage is set by passing a small ($\sim 1 - 1000 \, \mu A$) bias current through the Cernox detector, allowing frequency sweeps to be performed at temperatures ranging from 1.2-10 K. This method of setting the temperature maximizes the sensitivity of the measurement. A detailed calculation of the minimum detectable power is given in §4.3.
2.4 Thermal Filtering

The issue of thermal filtering is an important one in the design of this experiment because the measured signal is a periodic temperature modulation that must be carefully separated from other spurious temperature fluctuations. A semi-rigid coaxial line is used to transmit high power microwaves to the rectangular coaxial line which can result in fluctuations of the waveguide body temperature. These temperature fluctuations cannot be permitted to reach either the reference or sample stage. Although temperature fluctuations of the coaxial cable have been minimized through heat sinking and by making the last 15 cm superconducting, further thermal filtering was deemed necessary, specifically, low pass thermal filters have been placed between the waveguide body and the thermal stages.

The thermal stages are connected to the waveguide body through a length of Vespel SP-22 [19] tube which has been thermally anchored to the liquid $^4$He bath using copper blocks and silver wire. Vespel is a graphite based material that has a low thermal conductivity and is easily machined. The vespel acts as a thermal resistance whereas the copper blocks have a large heat capacity and very low thermal resistance. Refer to Fig. 2.5.

To analyze heat transfer in the experiment an equivalent electrical circuit is used to model the final design. In this model, voltage becomes temperature, resistance becomes inverse thermal conductance, capacitance becomes heat capacity, and current becomes thermal power. There is, however, an important distinction that must be made between this model and conventional circuit analysis. This distinction can be seen most easily be recalling the definition of thermal conductance, $G$:

$$G = \frac{1}{|T_2 - T_1|} \frac{A}{l} \int_{T_1}^{T_2} \kappa(T) dT, \quad (2.6)$$

where $T_1$ and $T_2$ are the temperatures at opposite ends of a material length $l$ and cross-sectional area $A$ and $\kappa(T)$ is the temperature dependent thermal conductivity. Clearly the thermal conductance depends on the temperature difference across the material, whereas in conventional circuit analysis a resistor's value does not depend on the voltage difference across it. Provided that the temperature difference across the material is not too large the thermal conductance can be approximated as $G \approx \left(\frac{A}{l}\right)\kappa(\bar{T})$ where $\bar{T} = \frac{T_1 + T_2}{2}$ is the average temperature. When this approximation is valid the thermal conductance of the material no longer directly depends on the temperature difference across it and analyzing the equivalent thermal circuits proceeds as in conventional circuit analysis.

Here again are the replacements used by the model:

$$v \rightarrow T, \quad R \rightarrow G^{-1}, \quad C \rightarrow \rho V c_v, \quad i \rightarrow P. \quad (2.7)$$

The lower case symbols $v$ and $i$ represent AC voltage and current respectively, $V$ is volume and $c_v$ is specific heat per unit mass. Now all that is left is to generate the equivalent circuit and analyze it using the familiar Kirchhoff voltage and current
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Figure 2.5: Schematic drawing of the experimental setup. Right: Overhead view of the waveguide body and the two copper/vespel filters. Left: Cross-sectional view showing the thermal stages down the centre of the vespel tubes.

laws. Fig. 2.6 shows the equivalent circuit for one of the low-pass copper/vespel filters. This circuit represents two cascaded low-pass filters such that:

\[
\begin{align*}
\frac{T_2}{T_{wg}} & = \frac{1}{\sqrt{1 + \omega^2 G_2^{-2} C_2^2}}, \\
\frac{T_1}{T_2} & = \frac{1}{\sqrt{1 + \omega^2 G_1^{-2} C_1^2}}, \\
\frac{T_1}{T_{wg}} & = \frac{T_2}{T_{wg}} \frac{T_1}{T_2} = \frac{1}{\sqrt{1 + \omega^2 G_1^{-2} C_1^2}} \frac{1}{\sqrt{1 + \omega^2 G_2^{-2} C_2^2}}.
\end{align*}
\]

(2.8a)  
(2.8b)  
(2.8c)

Here \(1/G_1^{-1}\) represents \(R_1\) from Fig. 2.6, \(C_1 = \rho V_1 c_v\), and \(T_{wg}\) is the temperature of the waveguide body. \(\rho = 8920 \text{ kg/m}^3\) is the density of copper, \(V_1\) is the volume of the copper block labelled "1", and \(c_v = 8.0 \times 10^{-5} \text{T J K}^{-1} \text{kg}^{-1}\) is the specific heat per unit mass of copper valid for the temperatures exploited in these experiments [20]. There are two time constants that need to be calculated, namely, \(\tau_1 = \rho V_1 c_v G_1^{-1}\) and \(\tau_2 = \)
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Before estimating these quantities a value for the thermal conductivity of vespel SP-22 is needed. In 1976, Locatelli et al. performed this measurement and report $\kappa_{VP} = (0.0017 T^2) \text{Wm}^{-1}\text{K}^{-1}$ valid over the temperature range of 50 mK to 2 K [21]. Provided $T_1 \approx T_2$ Eq 2.6 becomes $G \approx (A/l)\kappa(\bar{T})$, where $\bar{T}$ is the average temperature $(T_1 + T_2)/2$. Given that the outer diameter of the vespel tube is 0.1795 in. and the inner diameter is 0.0995 in., $A_1 = A_2 = 1.13 \times 10^{-5} \text{m}^2$. The lengths of the sections of vespel are $l_1 = 0.131$ in. and $l_2 = 0.263$ in. and the copper blocks have volumes $V_1 = 9.77 \times 10^{-7} \text{m}^3$ and $V_2 = 5.42 \times 10^{-7} \text{m}^3$, thus at $T = 1.2$ K the two time constants are $\tau_1 = 8.4$ s and $\tau_2 = 9.3$ s. If the modulation frequency is 1 Hz then $|T_1/T_{wg}|$ can be approximated by $(\omega^2 G_1^{-1} G_2^{-1} C_1 C_2)^{-1}$ resulting in a $3 \times 10^3$ suppression of a 1 Hz temperature fluctuation of the waveguide temperature at the sample stage.

2.5 Software

The experiment is controlled and the data recorded using software written using Labview 6.0.2. The program is able to set and control the HP83630A microwave source and two SR850 lock-in amplifiers, one for the reference stage and one for the sample stage, and write and save the necessary data into a file. The user enters the start frequency, end frequency, and the frequency step size of the desired sweep. The program will then step through all the frequencies recording the current frequency,
the sample Cernox voltage signal, the reference Cernox voltage signal, the ratio of
the sample and reference signals, and the microwave power. At each frequency the
lock-in detectors sample the Cernox voltages for a period of about 60-80 seconds,
after which all of the data that has been sampled is averaged. This average result is
then recorded to the data file.

The software can be run in either of two modes. In “constant power” mode, the
microwave power of the synthesizer is set by the user at the beginning of the frequency
scan and is left constant throughout the entire scan (because of standing waves in
the microwave circuit the magnetic field $H_r$ at the sample site is not constant, see
below). In the second mode the user supplies the program with a desired sample
signal level and a tolerance. The program then uses this signal level and tolerance to
set the microwave power for each frequency in the scan. To accomplish this at each
frequency the software takes a snapshot reading of the Cernox voltage and compares
it to the desired signal level. If the reading is outside the acceptable tolerance the pro­
gram calculates the change in microwave power needed to correct signal level. After
changing the power another snapshot is taken to ensure that the signal level is now
correct and then the program begins sampling the Cernox voltage. The advantage of
running in the first mode is that the time needed to complete an entire scan is much
shorter. In the second mode, each time the power is changed the program waits a
settling time (typically 60 seconds) before continuing. Thus the same scan done in
the constant power mode can finish in approximately half the time needed to run the
constant signal level mode. The advantage of the constant signal level mode is that
the user is assured that the signal level gets neither too small nor too large. Because
of the complex microwave circuit in the experiment, microwaves are coupled into the
rectangular coaxial structure more or less efficiently at different frequencies. This
means that at a fixed microwave power the signal levels at two separate frequencies
can differ significantly. If the signal level becomes much lower than the sensitivity
setting on the lock-in detector the signal to noise ratio of the measurement is compro­
mised, and if the signal becomes too high the thermal stage can be driven nonlinear,
in which case the detection method is no longer reliable. Running in the constant
signal level mode alleviates both of these concerns.
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Design of Rectangular Coaxial Transmission Line

3.1 Design Considerations

Fig. 3.1 shows (i) the cross-section of a rectangular coaxial line with samples located on either side of the septum, (ii) the electromagnetic field configurations for the TEM mode which propagates at all frequencies, (iii), and (iv) the field configurations for the two TE modes with the lowest cut-off frequencies, namely the TE_{10} and TE_{01} modes. The magnetic field of the TEM mode loops symmetrically around the inner conductor in the plane of the page and its magnitude is identical at each of the sample sites. The TE modes propagate only above their respective cut-off frequencies and the magnetic fields form closed loops that are not restricted to the plane of the page. Notice that the fields from either of the TE modes add anti-symmetrically to the TEM mode fields so that the total magnetic fields at the two sample sites are no longer equivalent causing a breakdown of the ratio technique. The TE_{01} mode is particularly damaging because the magnetic field strength at the sample sites is large, whereas the magnetic field from the TE_{10} mode is largely screened from the samples by the broad septum.

When designing the rectangular transmission line for the bolometry experiment there are several design criteria that must be kept in mind.

1. The impedance of the coaxial line should be matched to that of the cylindrical coaxial cable (z_0 = 50 Ω) used to deliver microwaves to the experiment, this ensures maximum microwave power transfer into the waveguide structure.

2. The septum should be broad (i.e. C large) so that the microwave fields are as uniform as possible over the surface of the samples. Typical sample dimensions are 1 mm x 1 mm.

3. The distance (B – D)/2 should be large enough to allow ample clearance for sample loading.

4. Dimensions need to be selected to ensure that the cut-off frequencies of the symmetry breaking TE_{01} and TE_{10} modes are as high as possible, while maintaining criteria (1), (2), and (3).

5. There is a geometrical discontinuity at the connection between the cylindrical coaxial cable and the rectangular transmission line. Despite impedance matching, this discontinuity can result in reflections of microwaves signals resulting
Figure 3.1: (i) Schematic of the cross-section of a rectangular coaxial line. Samples are positioned symmetrically on the two sides of the broad inner conductor. (ii) Field configuration for the TEM mode. The magnetic field loops around the inner conductor in the plane of the page. The magnitude of the magnetic field is identical at the two sample sites. (iii) and (iv) Field configurations for the $\text{TE}_{10}$ and $\text{TE}_{01}$ modes respectively. For these modes the fields are not restricted to the plane of the page. Notice that when either of the $\text{TE}_{10}$ or $\text{TE}_{01}$ modes are added to the TEM mode the field strengths at the two sample sites differ causing a breakdown of the ratio technique. $A$, $B$, $C$, and $D$ denote the dimensions of the line segment to which they are closest.

in resonances within the waveguide structure. Making the length of the septum relatively short will raise the resonance frequencies of the $\text{TE}_{01}$ and $\text{TE}_{10}$ modes.

Consideration (5) is important because the $\text{TE}_{01}$ and $\text{TE}_{10}$ modes may not be present immediately above their cut-off frequencies if the rectangular transmission line is very symmetric; in fact it has been observed that these modes can be shifted to somewhat higher frequencies.

In his book Gunston [22] gives an expression for the impedance of a rectangular coaxial line that was first worked out by Bräckelmann:

$$z_0 \sqrt{\kappa} = 59.952 \ln \left( \frac{A + B}{C + D} \right),$$

(3.1)
where $\kappa$ is the relative dielectric constant of the medium between the conductors. This result is stated to be accurate to 10% provided $D/B < 0.3$ and $C/A < 0.8$. Both of these inequalities are satisfied for the current design.

To calculate the cut-off frequencies the work of Pyle [23] is followed. In his paper Pyle outlines a method for calculating the cut-off frequency for the $TE_{10}$ mode in a ridged waveguide of any aspect ratio to within a few percent. His technique involves representing the $TE_{10}$ mode inside the waveguide as two converging TEM waves. Solving for the wavelength $\lambda$ that requires that the two TEM wave fronts are parallel is equivalent to solving for the $TE_{10}$ cut-off wavelength $\lambda_c$. Fig 3.2 shows how the $TE_{01}$ and $TE_{10}$ modes of a rectangular transmission line can be mapped onto the $TE_{10}$ mode of a ridged waveguide by strategically inserting conducting walls that do not alter the field configuration in the rectangular transmission line. Applying

![Diagram](image-url)

Figure 3.2: Top: Placing an imaginary horizontal conducting wall halfway up the rectangular coaxial line maps the electromagnetic fields of the $TE_{10}$ mode onto fields of the $TE_{10}$ mode of a ridged waveguide. The conversions to the labels of Fig. 3.1(i) are $A = 2b$, $B = a$, $C = 2(b - d)$, and $D = s$. Bottom: Placing an imaginary vertical conducting wall centred on the rectangular coaxial line maps the electromagnetic fields of the $TE_{01}$ mode onto fields of the $TE_{10}$ mode of a ridged waveguide. Here $A = a$, $B = 2b$, $C = s$, and $D = 2(b - d)$.

Pyle's method for calculating cut-off frequencies of a rectangular coaxial line is valid provided the septum is not too thin (i.e. provided $D$ is not $\ll (B - D)$).
Table 3.1: Cut-off frequencies and 1/4 and 1/2-wave resonances of the TE_{01} and TE_{10} modes for the \( \times 4 \) scale model.

The waveguide dispersion relation is given by:

\[
\omega = \sqrt{\omega_e^2 + c^2k^2},
\]

where \( \omega_e \) is the cut-off frequency for a particular mode, \( k \) is the wave number, and \( c \) is the speed of light. As discussed earlier in the section, the geometric discontinuity between the cylindrical and rectangular transmission lines can cause reflections of the microwave signals which will allow for resonances within the waveguide structure. Quarter-wave and half-wave resonance frequencies can be evaluated by allowing \( k \) to take on values that correspond to a quarter and a half of a wavelength \( \lambda \) fitting inside the length \( L \) of the rectangular transmission line. These values are \( k = \pi/(2L) \) and \( k = \pi/L \) respectively (\( k = 2\pi/\lambda \)). Substituting these \( k \) values into Eq 3.2 yields:

\[
\omega_\frac{1}{4} = \sqrt{\omega_e^2 + \frac{c^2\pi^2}{4L^2}}, \quad \text{(3.3a)}
\]

\[
\omega_\frac{1}{2} = \sqrt{\omega_e^2 + \frac{c^2\pi^2}{L^2}}, \quad \text{(3.3b)}
\]

where \( \omega_\frac{1}{4} \) and \( \omega_\frac{1}{2} \) are the quarter and half wave resonances respectively. The quarter-wave resonance corresponds to an open circuit termination (electric field anti-node) of the septum where the connection to the circular coaxial cable is made, while the half-wave resonance corresponds to a short circuit termination (electric field node). The short circuit termination is preferred because its resonance frequency is higher than that of the open circuit case. To encourage short circuit termination a high capacitance region is desired where the connection of the septum to the cylindrical coaxial cable is made.

3.2 Test of a \( \times 4 \) Scale Model

An Agilent 8510C Vector Network Analyzer (VNA) was used to test a \( \times 4 \) scale model of the first generation bolometry experiment developed by Patrick Turner. The dimensions of the model are as follows: \( A = 35.6 \), \( B = 16.2 \), \( C = 19.8 \), \( D = 3.6 \), and \( L = 26.4 \) mm. Table 3.1 summarizes the cut-off frequencies and 1/4- and 1/2-wave resonances for the TE_{01} and TE_{10} modes for the scale model. A digital photo of the scale model is shown in Fig 3.3. The inner conductor of the cylindrical coaxial
cable is inserted into a small centred hole drilled in the septum along with a small piece of indium wire to ensure good electrical contact. This assembly technique promotes a high capacitance region between the inner and outer conductors of the rectangular transmission line where the connection to the cylindrical coaxial cable is made and is similar to the design used for the experiment built during this thesis. This capacitance should be thought of as a shunt capacitance from the septum to ground. If this capacitance is sufficiently large it behaves as a direct path to ground and favours short circuit termination. The VNA has a frequency range from 45 MHz to 50 GHz and is used as the microwave source as well as the detector, capable of measuring both amplitude and phase. To detect the microwaves a small coupling loop, made by shorting the inner conductor of a standard .085 in. coaxial cable to its outer conductor, was used (see Fig 3.4). This coupling loop was inserted into the waveguide such that the loop was positioned at a sample site. Amplitude data was taken first on one side of the septum and then at an equivalent site on the opposite side of the septum. One would expect that up to the lowest TE mode cut-off frequency the two sets of amplitude data should ratio to one. However, as mentioned above, these modes may not be excited until somewhat higher frequencies if the geometry of the rectangular transmission line is very symmetric.
Fig 3.5 shows the amplitude of the ratio of the two data sets over a frequency range of 50 MHz to 10 GHz. The ratio is very close to one up to a frequency of $\approx 6.78$ GHz, which exceeds the cut-off frequencies for both the TE$_{10}$ and TE$_{01}$ modes. The first departure from a ratio of one corresponds to the 1/2-wave resonance of the TE$_{01}$ mode indicating the high capacitance region between the septum and waveguide body.

6.78 GHz, which exceeds the cut-off frequencies for both the TE$_{10}$ and TE$_{01}$ modes. The first departure from a ratio of one is observed at the 1/2-wave resonance of the TE$_{01}$ mode.

**3.3 Performance of the Final Design**

The final dimensions of the rectangular coaxial structure built during this thesis are $A = 5.64$, $B = 3.76$, $C = 3.25$, $D = 0.76$, and $L = 6.63$ mm. Using these dimensions and Eq. 3.1 results in an impedance of $z_0 = 51.1$ $\Omega$. Table 3.2 summarizes the results of the TE mode calculations.

In order for this experiment to produce meaningful results it is imperative to demonstrate that the ratio technique described in §2.3 works over a broad frequency range. This requirement is best tested by placing identical metal samples on both the reference and sample thermal stages. Then, as can be seen from Eq. 2.4, the ratio of...
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<table>
<thead>
<tr>
<th>Mode</th>
<th>Cut-off (GHz)</th>
<th>¼-wave (GHz)</th>
<th>½-wave (GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TE01</td>
<td>24.47</td>
<td>26.96</td>
<td>33.33</td>
</tr>
<tr>
<td>TE10</td>
<td>24.37</td>
<td>26.89</td>
<td>33.25</td>
</tr>
</tbody>
</table>

Table 3.2: Cut-off frequencies and 1/4 and 1/2-wave resonances of the TE01 and TE10 modes for the dimensions given in the text.

the two powers is just equal to the ratio of the surface area of the samples, that is:

\[
\frac{P_{\text{sam}}}{P_{\text{ref}}} \frac{A_{\text{ref}}}{A_{\text{sam}}} = 1.
\]  \hspace{1cm} (3.4)

It is unlikely that the ratio above will actually be one, since any asymmetries in the construction of the rectangular coaxial structure may cause the field \( H \) to differ on opposite sides of the inner conductor. This effect is not a major concern provided that the ratio is constant across the desired frequency range. Once numerical value of the above ratio is known, subsequent data can be corrected for this systematic affect. Fig. 3.6 shows detailed ratio data from 0.2 to 24.0 GHz taken with two Ag:Au metal samples in place. The ratio is flat to within 3% over this frequency range with

![Figure 3.6: Ratio of data taken using two Ag:Au metal samples. The ratio is flat to 3% and has an average value of 1.17.](image-url)
an average value of 1.17. A slight twist of the inner conductor with respect to the outer conductor is thought to have caused the ratio to differ from one. The twist was measured to be 1.9°.

A high frequency scan is shown in Fig. 3.7 showing where the ratio technique fails due to the onset of symmetry breaking TE modes. The first departure from a ratio of one is seen to occur soon after the 1/4-wave resonance of the TE modes. It is unfortunate that, despite efforts to promote short circuit termination, the flat ratio did not persist to the higher 1/2-wave resonance. Again it is suspected that the twist of the septum is the problem, causing a premature onset of the TE modes.

Figure 3.7: 0-37 GHz plot of normal metal ratio. The TE_{01,10} cut-off and 1/4- and 1/2-wave resonance frequencies have been indicated.
Chapter 4

Experiment Performance and Evaluation

Although the experiment built was ultimately designed to be used in a $^3$He/$^4$He dilution refrigerator and operated at $\sim 100$ mK, a testing phase was first performed at 1.2 K using a pumped liquid $^4$He bath. All the measurements reported in this chapter were part of this testing phase.

4.1 Sensitivity and Thermal Conductance

The conductances of the thermal weak links for both the reference and sample stages were measured at several temperatures and compared to the design values. The thermal conductance of a material of cross-sectional area, $A$, and length, $l$, is defined as the ratio of input power to the temperature difference across the material: $G = \frac{P}{\Delta T}$. From the discussion at the end of §2.3, the power is given by a calibration factor $\beta$ multiplied by the change in voltage across the Cernox sensor, so:

$$G = \beta \frac{\Delta V}{\Delta T} A_v = \beta \frac{\Delta V}{(dT/dR) \Delta R} A_v = \beta I_B \frac{dR}{dT} \bigg|_{T=T_0} A_v.$$  (4.1)

An additional factor $A_v$ has been inserted because the signal from the Cernox sensor is amplified before reaching the lock-in detector. $A_v$ is the gain of the amplifier and must be included in Eq. 4.1. Fig. 4.1 is a plot of the resistance of one of the Cernox1050 sensors versus temperature derived from the vapour pressure of the liquid $^4$He in the dewar. These data are used to calculate $dR/dT$. The thermal conductance measurements were performed at 1 Hz and at this frequency the amplifier has a gain $A_v = 9735$. Once the thermal conductance has been measured, the thermal conductivity is easily determined using $\kappa (\bar{T}) = (l/A) G (T)$.

The quartz tube that serves as the thermal weak link for the sample stage has a cross-sectional area of $A = 0.814 \text{ mm}^2$ and a length of $l = 12.3 \text{ mm}$. Table 4.1 summarizes the results of the thermal conductance measurements of this quartz tube. R. B. Stephens reports that the thermal conductivity of quartz for temperatures below $\sim 1 \text{ K}$ is given by $2.4 \times 10^{-2} T^{1.87} \text{ Wm}^{-1}\text{K}^{-1}$ [24]. Fig. 4.2 compares this reported value with the data from Table 4.1 and one sees good agreement at the two lower temperatures. Stephens' expression is not valid above 1 K and so the discrepancy at 10 K is not surprising.

These measurements were also performed for the stainless steel tube used as the thermal weak link for the reference stage. The stainless steel tube has a cross-sectional...
Figure 4.1: Low temperature calibration of the Cernox 1050 bolometer via $^4$He vapour pressure thermometry.

Table 4.1: Thermal conductivity data for the sample stage quartz tube.

| $T_B$ (K) | $I_B$ ($\mu$A) | $\frac{dR}{dT} \bigg|_{T=T_B}$ ($\frac{k\Omega}{K}$) | $\text{cal}\ (\frac{\mu W}{V})$ | $G \ (\frac{\mu W}{mK})$ | $\kappa \ (W/K)$ |
|------------|----------------|-----------------------------------------------|---------------------------------|----------------------------|----------------|
| 1.25       | 1.52           | 33.55                                         | 4.41                            | 2.190                      | 0.0331         |
| 2.52       | 28.29          | 2.99                                          | 10.45                           | 8.613                      | 0.130           |
| 9.97       | 257.5          | 0.081                                         | 755.2                           | 154.3                      | 2.332           |

The measured thermal conductivity did not behave in the expected manner; at low temperatures the measured thermal conductivity was smaller than expected, moreover the data did not extrapolate to $\kappa(T \to 0) = 0$ in the expected linear manner. An explanation for this strange behaviour cannot be provided at the time of this writing, but a plausible cause is offered. The sapphire plate that supports the bolometer, heater, and sample is glued into the end of the stainless steel tube using Stycast 1266 epoxy. The thermal conductance of the epoxy has been estimated and it was found to be comparable to that of the stainless steel tube at low temperature ($\sim 1$ K). Since these thermal conductances act in series with each other, the excess thermal conductance of the glue could account for the low conductivity values measured at the low temperatures. A new reference thermal stage is currently under construction in which the end of the tube has been pinched flat so
that much less epoxy will be required to hold the sapphire plate in place resulting in an increased thermal conductance between the sapphire and stainless steel.

4.2 Frequency Response of Thermal Stages

Because the microwave field in the coaxial structure is modulated at a low frequency (1 Hz - 5 Hz) it is important to ensure that the corner frequencies of the thermal stages be comparable or above this modulation frequency in order avoid losing valuable signal. At the same time it is beneficial to operate at as high a modulation frequency as possible in order to reduce the effects of $1/f$ noise, which is always present. In this experiment one could have $1/f$ type fluctuations in the base temperature, and $1/f$ electrical noise in both the bolometer and the amplifier. We wish to calculate temperature response of the thermal stage to a sinusoidal input power, $\dot{Q}$ (see Fig 2.3). It is assumed that the isothermal sample stage (sapphire plate, sample, thermometer, and heater) has a negligible thermal mass and is connected to a base temperature, $T_0$ via a weak thermal link with a distributed heat capacity $c_v$ per unit volume. Assuming that the AC heat input takes the form $\dot{Q} = \dot{Q}_1 e^{i\omega t}$, the steady state temperature response becomes $T = T_1 e^{i\omega t}$. In this analysis it will be useful to define the thermal diffusivity, $\alpha = \kappa/c_v$, which has dimensions of $m^2/s$. Here, the aim is to calculate the coefficient $T_1$ at the sample site, which will be denoted $T_1(x = 0) = T_\omega$. Substituting
this relation into the one-dimensional heat equation:

\[
\frac{\partial T}{\partial t} = \alpha \frac{\partial^2 T}{\partial x^2},
\]  

(4.2)
yields:

\[
i\omega T_1 = \alpha \frac{\partial^2 T_1}{\partial x^2},
\]  

(4.3)
with the boundary conditions:

\[
x = 0 \rightarrow T_1 = T_\omega,
\]  

(4.4a)
\[
x = l \rightarrow T_1 = 0.
\]  

(4.4b)
Subject to these boundary conditions Eq. 4.3 has the following solution:

\[
T_1 = T_\omega \sinh \left[ \frac{1 + i}{\delta} x \right] \left( \coth \left[ \frac{1 + i}{\delta} x \right] - \coth \left[ \frac{1 + i}{\delta} l \right] \right),
\]  

(4.5)
where the thermal penetration depth has been defined as \( \delta = \sqrt{2\alpha/\omega} \). Applying conservation of energy requires \( \dot{Q} = -\kappa A (\partial T/\partial x)_{x=0} \), or:

\[
\dot{Q}_1 = -\kappa A \left( \frac{\partial T_1}{\partial x} \right)_{x=0}.
\]  

(4.6)
Combining Eq 4.5 with Eq 4.6 leads to:

\[
|T_\omega| = \frac{\dot{Q}_1 l_{\text{eff}}}{G l},
\]  

(4.7)
where an effective length has been defined as:

\[
l_{\text{eff}} = \frac{\delta}{\sqrt{2}} \left( \frac{\cosh \left[ \frac{2}{\delta} \right] - \cos \left[ \frac{2}{\delta} \right]}{\cosh \left[ \frac{2}{\delta} \right] + \cos \left[ \frac{2}{\delta} \right]} \right)^{\frac{1}{2}}.
\]  

(4.8)
A more transparent form for \( l_{\text{eff}} \) can be obtained by expanding the trigonometric functions in a Taylor series keeping the first three non-zero terms:

\[
l_{\text{eff}} = l \left[ \frac{1}{1 + \omega^2 \left( \frac{4}{6\alpha^2} \right) \delta^2} \right]^{\frac{1}{2}}.
\]  

(4.9)
Table 4.2: Summary of the calculated corner frequencies $f_0$ and the parameters used for the sample and reference thermal stages at $T = 1.25$ K.

<table>
<thead>
<tr>
<th></th>
<th>sample</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa \times 10^{-2}$ Js$^{-1}$m$^{-1}$K$^{-1}$</td>
<td>3.6</td>
<td>17.6</td>
</tr>
<tr>
<td>$c_v$ (Jm$^{-3}$K$^{-1}$)</td>
<td>13.8</td>
<td>1225</td>
</tr>
<tr>
<td>$\alpha \times 10^{-4}$m$^2$s$^{-1}$</td>
<td>26.1</td>
<td>1.4</td>
</tr>
<tr>
<td>$l \times 10^{-3}$m</td>
<td>12.1</td>
<td>2.6</td>
</tr>
<tr>
<td>$f_0$ (Hz)</td>
<td>6.9</td>
<td>8.3</td>
</tr>
</tbody>
</table>

which, when substituted into Eq 4.7 allows one to write $|T_\omega|$ in a form reminiscent of a single pole low pass filter:

$$|T_\omega| = \frac{\dot{Q}_1}{G} \left[\frac{1}{1 + \omega^2 \left(\frac{l^2}{6\alpha^2}\right)}\right]^{\frac{1}{2}}, \quad (4.10)$$

giving a corner frequency $\omega_0 = \sqrt{6\alpha/l^2}$. Again we refer to the work of Stephens to obtain the low temperature specific heat of quartz glass which he reports to be $c_v = 2.9$ Jkg$^{-1}$K$^{-2}T + 5.2$ Jkg$^{-1}$K$^{-4}T^3$ [24]. Table 4.2 summarizes the relevant quantities for both the sample and reference thermal stages at a temperature of 1.25 K. The frequency response of the thermal stages was measured by passing an AC current through the chip heater and measuring the response of the bolometer at frequency $\omega$. The peak AC current remained constant and only $\omega$ was varied. Fig. 4.3 shows the measured frequency response of the sample stage. The blue line represents the curve for a single pole low pass filter of Eq. 4.10 with a corner frequency of 4 Hz and the red curve was generated using Eqs. 4.7 and 4.8 from the full distributed heat capacity analysis. The measured corner frequency of 4 Hz falls short of the expected 6.9 Hz and may be the result of a combination of factors. The corner frequency depends quite strongly on the length $l$ which is not precisely defined because of the method of construction. If the actual length of the tube is somewhat longer than the measured value, then the corner frequency will certainly drop. In fact the red curve shown in Fig. 4.3 was generated using $l = 16$ mm (note that $l = 16$ mm also will give $f_0 \approx 4$ Hz in the single pole filter analysis). Also, the analysis presented above ignores the combined lumped heat capacities of the sapphire plate, chip heater, and bolometer. Taking this extra heat capacity into account will reduce the corner frequency, although its effect is expected to be negligible.

Again the results obtained for the reference stage showed very unusual behaviour. Fig. 4.4 is a plot of the measured frequency response of the stainless steel reference stage. These unexpected findings are thought to be caused by the excess epoxy. Not only does the epoxy alter the effective thermal conductance, it also introduces a large lumped heat capacity at the end of the stainless steel tube. This additional heat capacity will certainly alter the frequency response of the reference stage. The new
4.3 Minimum Detectable Power

In this section an expression for the minimum detectable power of the bolometer sample stage is calculated. The sample stage is heated to its operating temperature by passing a bias current $I_B$ through the bolometer whose resistance is $R_B$. When microwave power $P_s$ is absorbed by the sample the temperature of the isothermal sapphire stage is raised. This temperature rise is detected as a change in voltage $\delta V_B$ of the bolometer and is given by:

$$\delta V_B = I_B \left( \frac{dR_B}{dT} \right) \delta T_B. \quad (4.11)$$

The change in temperature is determined by the thermal conductance $G$ of the thermal weak link connecting the sample stage to base temperature $T_0$, that is $\delta T_B = P_s/G$. In terms of the dimensionless sensitivity of the bolometer, defined
Figure 4.4: Plot of the unusual frequency response observed for the stainless steel tube of the reference stage. The blue line is a fit to a single pole low-pass filter with a corner frequency of $f_o = 1.8$ Hz.

The thermal conductance, $G$, can be written in terms of the temperature difference across the thermal weak link and the power ($I_B^2 R_B$) delivered to the bolometer: $G = P_B / (T_B - T_o)$, so:

$$\delta V_B = I_B R_B \frac{T_B - T_o}{T_B} S_d \frac{P_s}{G}. \quad (4.14)$$

Next, a threshold detectable signal $v_n$ is defined as the thermal noise generated in a frequency bandwidth $\Delta \nu$ in the bolometer:

$$\overline{v_n^2} = 4k_B T_B R_B \Delta \nu. \quad (4.15)$$

where $k_B$ is Boltzmann's constant. The bandwidth $\Delta \nu$ is determined by the time constant and filter settings of the lock-in amplifier. Typical settings of a 1 s time constant and a 24 dB/octave filter give $\Delta \nu = 78$ mHz. Finally, equating $\delta V_B$ to the
threshold detectable signal \( \left( \frac{\nu^2}{\nu_n} \right)^{1/2} \) allows one to write:

\[
P_s^{\text{min}} = \frac{2}{\gamma S_d} \sqrt{P_n P_B}, \tag{4.16}
\]

where \( \gamma \equiv (T_B - T_0)/T_B \) and the noise power is \( P_n = k_B T_B \Delta \nu \).

Fig. 4.1 shows the low temperature \(^4\)He vapour pressure calibration of the Cernox 1050 bolometer. From these data the dimensionless sensitivity of the bolometer at \( T_B = 1.25 \) K can be calculated to be \( S_d = 2.12 \). In a typical run the pumped liquid \(^4\)He bath achieves a base temperature of \( T_0 = 1.1 \) K and the temperature of the bolometer is set to 1.25 K using a bias current of \( I_B = 1.5 \) µA. At this temperature the Cernox has a resistance of 20.2 kΩ, thus the power is \( P_B = 45.5 \) nW. Substituting these numbers into Eq. 4.16 one expects a minimum detectable power of 1.9 fW. In §2.2 the magnetic field \( H \) at the sample site was calculated to be 3.7 Am\(^{-1}\) at 1 GHz. Using this value for \( H \) and Eq. 2.2, \( P_s^{\text{min}} = 1.9 \) fW corresponds to a resolution of 140 pΩ in surface resistance for a typical 1 mm\( \times \)1 mm platelet sample.

Thermal (or Johnson) noise whose value is given by Eq. 4.15 is a source of white noise intrinsic to all resistors and will always set a lower limit on the minimum detectable power for an experiment such as the one described in this thesis. However, most resistive sensors carrying current have excess noise above the level of the intrinsic thermal noise. Clearly, any excess noise will limit minimum detectable power and should be avoided if at all possible. Turner et al. [1] measured the noise of their Cernox 1050 sensor and found an additional 40 dB of excess noise, as a result the experimental minimum detectable power was two orders of magnitude greater than their calculated value. These authors also measured the noise of a Haller-Beeman Neutron Transmutation Doped (NTD) germanium cryogenic thermistor [25] and no excess noise was detected. Haller-Beeman manufactures a NTD thermistor (Type H) that would be suitable for dilution refrigerator temperatures. Using calibration data supplied by Haller-Beeman the dimensionless sensitivity of this bolometer was calculated to be 6.73 at \( T_B = 100 \) mK. If the dilution fridge operates at a base temperature of 50 mK, then \( \gamma = 1/2 \) and \( P_B = 1.09 \) nW, resulting in a minimum detectable power of 6.4 aW (6.4 \( \times \)10\(^{-18}\) W) and a surface resistance resolution of 0.5 pW at 1 GHz.
Chapter 5

Heat Transfer in the Fridge Design

The success of the bolometric measurement employed in this thesis requires that the temperatures of the sample and reference thermal stages remain very stable. Temperature fluctuations will cause the sensitivities of the thermal stages to vary and will introduce spurious signals when attempting to measure the temperature rise of the samples due to microwave absorption. Both these effects compromise the ratio technique. For experiments performed at 1.2 K and above, the temperature stability of the pumped $^4$He bath is sufficient that the thermal filtering provided by the vespel tubes described in §2.4 is adequate. However, low temperature measurements to be performed in the dilution refrigerator will require extra care to achieve the necessary temperature stability. This chapter introduces the design developed to adapt the experiment described thus far for use in a dilution fridge. Then the equivalent circuit model introduced in §2.4 is used to numerically calculate the temperature stability of the thermal stages.

5.1 Thermal Filter Design

Low pass thermal filters have been built for both the sample and reference thermal stages. The thermal filters were constructed out of blocks of copper (large specific heat) and short sections of thin-walled stainless steel tubes (low thermal conductivity). The pieces were assembled using Emerson & Cuming Stycast 2850FT black epoxy. The sample side filter consists of two cascaded low pass filters, whereas the reference side has only one low pass filter, which runs through the centre of the sample filters. Less care has been taken to filter the reference stage because the normal metal sample provides large signals that are easily detected. Also, because the reference signals are large, the sensitivity of the reference stage can be safely compromised by operating the stage at a relatively high temperature (say $\sim 250$ mK), resulting in less stringent requirements for the absolute temperature stability. Fig. 5.1 is a digital photo of the filters and Fig. 5.2 shows a scale drawing of the assembled filters in cross-section.

The low temperature experiments will be performed using a model DRI-420 SHE cooperation dilution fridge. Fig 5.3 is scale drawing of the experimental set-up.
The main body of the experiment is mounted on the heat shield of the fridge which is thermally and mechanically connected to the still and is at a temperature of $\sim 700$ mK. The filters hang from the bottom of the mixing chamber which has a base temperature of less than 50 mK. The small copper blocks of the vespel arms are then thermally shorted to the large copper blocks of the filters using 1/16 in. silver wire.
Figure 5.3: Schematic drawing of the bolometry experiment mounted on the dilution fridge. The blue lines represent the silver wires connecting the bolometer arms to the thermal filters.

as shown in the figure. The silver wires pass through small holes drilled through the bottom flange of the heat shield. Fig. 5.4 is a useful cartoon drawing of the set-up shown in Fig. 5.3. The time constants of these filters can be analyzed in exactly the same manner as the vespel filters of §2.4. The volume of the reference copper block is $1.32 \times 10^{-5} \text{ m}^3$ and the stainless steel tube has a cross-sectional area of $5.35 \times 10^{-5} \text{ m}^2$ and a length of 0.0386 m. At a temperature of 50 mK one finds $C_{ref} = 47.1 \mu\text{JK}^{-1}$
and $G_{ref}^{-1} = 1.02 \times 10^5 \text{ KW}^{-1}$, which gives a time constant of $\tau_{ref} = 4.8 \text{ s}$ and hence a corner frequency of $f_{ref} = (2\pi\tau_{ref})^{-1} = 0.03 \text{ rad/s}$. Note that since $G^{-1} \sim T^{-1}$ and $C \sim T$, $\tau$ is temperature independent. As was done for the vespel filters, a good approximation for the suppression of a temperature oscillation at frequency $\omega$ is given by the factor $\omega^{-1}A_{ref}^{-1}$. The sample filters were designed such that $10G_{1}^{-1} \approx G_{2}^{-1}$ and $C_{1} \approx 10C_{2}$ so that $\tau_{1} \approx \tau_{2}$. With volumes of $1.11 \times 10^{-4} \text{ m}^3$ and $1.22 \times 10^{-5} \text{ m}^3$ for the two copper blocks and stainless steel rings with cross-sectional areas of $4.55 \times 10^{-5} \text{ m}^2$ and $4.97 \times 10^{-6} \text{ m}^2$ and lengths of $6.9 \text{ mm}$ and $8.9 \text{ mm}$ one finds $C_{1} = 0.396 \text{ mJK}^{-1}$, $C_{2} = 43.5 \mu\text{JK}^{-1}$, $G_{1}^{-1} = 21.5 \times 10^3 \text{ KW}^{-1}$, and $G_{2}^{-1} = 254 \times 10^3 \text{ KW}^{-1}$. Thus the relevant time constants are $\tau_{1} = 8.5 \text{ s}$ ($\omega_{\tau_{1}} = .019 \text{ rad/s}$) and $\tau_{2} = 11.1 \text{ s}$ ($\omega_{\tau_{2}} = .014 \text{ rad/s}$). Here the suppression of the temperature fluctuations is given by the quantity $\omega^{-2}\tau_{1}^{-1}\tau_{2}^{-1}$.

### 5.2 Cooling the Filters

To test the reliability of the equivalent circuit model that will be used to analyze the filter performance we first use the model to calculate the cooling rate of the filters from liquid $N_2$ ($77 \text{ K}$) to liquid $^4\text{He}$ ($4.2 \text{ K}$). This calculation will then be compared to data obtained while the filters were actually being cooled in a liquid $^4\text{He}$ cryostat. Using the equivalent circuit model developed above leads to the relatively
simple circuit shown in Fig 5.5. In the analysis it is assumed that initially all stages

\( T_1, T_2, T_3, \) and \( T_4 \) are in thermal equilibrium at 77 K, then the mixing chamber temperature and waveguide temperatures are brought instantaneously to 4.2 K. This mimics the transfer of liquid \(^4\)He into a cryostat that has been pre-cooled using liquid \( \text{N}_2 \).

Requiring that the power entering and leaving each junction are equal generates a system of four coupled differential equations:

\[
\begin{align*}
P_1 + P_5 &= P_2 + P_4, \\
P_3 &= P_2 + P_6, \\
P_3 + P_{10} &= P_7 + P_8, \\
P_9 &= P_4 + P_8 + P_{11}.
\end{align*}
\]

Figure 5.5: Equivalent circuit of the thermal design shown in Fig 5.4.
follows:

\[ P = \Delta T G(T), \quad (5.2a) \]
\[ P = \frac{d}{dt} (T(t)C_v(T)), \quad (5.2b) \]

and then numerically solve Eqs. 5.1 using Mathematica 4.0. For copper, over the temperature range considered here, both phonon and electron contributions to the total heat capacity need to be considered. The phonon contribution is described by the Debye model and the electronic contribution, which becomes important below 10 K comes from considering thermally activated electrons near the Fermi surface. See Appendix B for a discussion of the heat capacity of copper. The thermal conductivity of stainless steel is approximately linear in temperature over the full temperature range with coefficient \(0.141 \text{ Wm}^{-1}\text{K}^{-2}\). The cooling rate of the filters is expected to be highly independent on the value chosen for the thermal conductivity of the silver wire. We use the low temperature value of \(\kappa_{Ag} = 15.83T \text{ WK}^{-1}\text{kg}^{-1}\) over the entire temperature range. Changing the value of the coefficient of \(\kappa_{Ag}\) by two orders of magnitude produces a change of 15% in cooling rate of the filters. The cooling rate is more sensitive to the thermal conductivity of the vespel, but the low-temperature value given by Locatelli [21] is used over the entire temperature range. Fig. 5.6 is a plot of the numerically determined cooling rates of \(T_1\) and \(T_2\) from Fig. 5.4. These results are compared to the observed cooling rate starting from 77 K down to 4.2 K. The agreement between the numerical and experimental data is reasonably good. Notice that the filters take over 3.5 hours to reach liquid \(^4\)He temperature. To speed up the cooling 50 mTorr of \(\text{H}_2\) exchange gas can be introduced into the vacuum space surrounding the filters. At approximately 13 K the \(\text{H}_2\) gas will freeze, restoring the high vacuum. This will substantially reduced the cool down time.

In the dilution fridge experiment the interior of the vacuum can is filled with \(^4\)He exchange gas until a temperature of 8 K is reached at which point the can is evacuated. Thus, it is crucial to know the cooling rate of the filters from 8 K to the base temperature of the fridge \(\sim 50\) mK. Fig. 5.7 shows the numerical results of this calculation. The inset is a detailed view of the cooling curves as their equilibrium values are approached. The equilibrium temperatures reached by the various stages are \(T_1 = T_3 = 57\) mK and \(T_2 = 69\) mK. This calculation was also carried out for the single pole filter of the reference stage. Using equivalent definitions for the temperatures as seen in Fig. 5.4 for the sample side we find that the equilibrium temperatures achieved are \(T_1 = T_3 = 76\) mK and \(T_4 = 83\) mK.

### 5.3 DC Analysis

Before proceeding to numerically calculate the filter performance it is instructive to first solve the DC problem. The numerically calculated equilibrium temperatures from the previous section should agree with the temperatures obtained from the DC solution.
As with ordinary circuit analysis the capacitance plays no role in determining the long term steady-state solution so that the capacitors in Fig 5.5 can be ignored leading to the circuit pictured in Fig 5.8 (For simplicity in this analysis it is assumed that \( T = T_1 \)). From this circuit it is easy to set-up a system of three equations to solve for the three unknowns, \( P_1, P_2, \) and \( P_3 \):

\[
\begin{align*}
T_{wg} - P_1(G_{v1}^{-1} + G_{ss1}^{-1}) - P_2(G_{v1}^{-1} + G_{Ag2}^{-1} + G_{ss2}^{-1}) &= T_{mc} \\
T_{wg} - P_1(G_{v2}^{-1} + G_{ss1}^{-1}) - P_2G_{Ag1}^{-1} &= T_{mc} \\
P_3G_{Ag1}^{-1} - P_2(G_{v1}^{-1} + G_{Ag2}^{-1} + G_{ss2}^{-1}) &= 0
\end{align*}
\] (5.3a, 5.3b, 5.3c)

The difficulty comes in, however, because calculating values for the various thermal conductances requires knowledge of \( T_1, T_2, T_3 \) and \( T_4 \), which are the temperatures we are trying to calculate in the first place. The low temperature thermal conductivities of both stainless steel and silver are linear in temperature so that

\[
G_{ss/Ag} = (A/l)\kappa_{ss/Ag}(T)
\]

where \( \kappa \) is the average temperature across the material. The thermal conductivity of vespel depends on the square of the temperature, but provided the temperature difference across the vespel is not too large \( G_{VP} \approx (A/l)\kappa_{VP}(\bar{T}) \). Assuming that \( T_1 \approx T_2 \approx T_3 \approx 50 \text{ mK} \) and \( T_4 \approx 700 \text{ mK} \) leads to powers of \( P_1 = P_3 = 0.25 \mu\text{W} \) and \( P_2 = 0.18 \text{ nW} \). These powers can in turn be substituted back into the original equations to calculate new values for the unknown temperatures yielding \( T_1 = 55 \text{ mK}, T_2 = T_3 = 56 \text{ mK}, \) and \( T_4 = 68 \text{ mK} \). This process can be
repeated until a self consistent solution is reached. It turns out that the temperatures barely change after just one iteration. The final equilibrium temperatures (after four iterations) are $T_1 = T_2 = 55$ mK, $T_3 = 56$ mK, and $T_4 = 66$ mK. Comparing the results of the full time-dependent analysis of §5.2 we find excellent agreement and gain confidence in the numerical methods employed. The same analysis was performed on the reference side yielding temperatures of $T_1 = T_3 = 73$ mK and $T_4 = 78$ mK, again these values are in good agreement with those from the numerical calculation.

### 5.4 Numerical Calculations

In the final section of this chapter the equivalent circuit model is used to numerically calculate the temperature stability of the reference and sample thermal stages when the mixing chamber temperature is allowed to fluctuate as $T_{mc} = T_0 + T^* \cos \omega t$, where $T_0 = 50$ mK is the average temperature of the mixing chamber, $T^*$ is the amplitude of the oscillations, and $\omega$ is the angular frequency of the temperature oscillations. These calculations are then repeated for the case where the waveguide temperature $T_{wg}$ is made to fluctuate.

In our experiments the microwave power is typically modulated at 1 Hz and so in the calculations presented below it is the temperature fluctuations at 1 Hz that are relevant. The amplitude of the fluctuations at any point in the thermal circuit can
be found by Fourier transforming the temperature at that point in the following way:

\[ |T| = \left| \frac{\omega}{2\pi} \int_{t_0}^{t_0+2\pi/\omega} T(t)e^{i\omega t} dt \right|. \]  

(5.4)

The first calculation was performed by allowing the mixing chamber temperature to fluctuate at 1 Hz with an amplitude of 10 mK. The results of the calculation are:

\[ \left| \frac{T_1}{T_{mc}} \right| = 1.6 \times 10^{-2}, \]  

(5.5a)

\[ \left| \frac{T_2}{T_{mc}} \right| = 2.2 \times 10^{-4}, \]  

(5.5b)

\[ \left| \frac{T_4}{T_{mc}} \right| = 1.9 \times 10^{-4}. \]  

(5.5c)

Eq. 5.5a implies that the 10 mK oscillation at the mixing chamber appears as a 2 μK oscillation at \( T_4 \). These values for \( |T_1/T_{mc}| \) and \( |T_2/T_{mc}| \) can be compared to \( \omega^{-1}\tau_1^{-1} = 1.9 \times 10^{-2} \) and \( \omega^{-2}\tau_1^{-1}\tau_2^{-1} = 2.7 \times 10^{-4} \) respectively, both giving reasonably
good agreement. The fluctuation suppressions implied by Eqs. 5.5 should be essentially independent of the size of the thermal fluctuations for small fluctuations and this was verified by repeating the numerical calculations using $T^* = 5 \text{ mK}$. Next, the waveguide temperature ($T_0 = 700 \text{ mK}$) was made to have a 1 Hz temperature fluctuation of 25 mK resulting in $|T_3/T_{wg}| = 4.2 \times 10^{-2}$ and $|T_4/T_{wg}| = 2.1 \times 10^{-5}$ which can be compared to $1.7 \times 10^{-2}$ and $3.2 \times 10^{-4}$ obtained from §2.4. Notice that the results for $|T_3/T_{wg}|$ are close, but that there appears to be some extra suppression of the temperature fluctuations at $T_4$ in the numerical calculation. This additional filtering is due the second stage of the cascaded low-pass filters suspended from the mixing chamber. These calculations were also performed for the reference side. A one Hz fluctuation of the mixing chamber was suppressed by a factor of $|T_4/T_{mc}| = 1.5 \times 10^{-2}$ and fluctuations of the waveguide temperature by $|T_4/T_{wg}| = 2.0 \times 10^{-3}$. 
Chapter 6

Future Considerations

The final chapter of the thesis briefly reviews a few of the upcoming projects for the new low-temperature microwave spectrometer. First a new detection scheme that is expected to improve the measurement sensitivity by up to a factor of $10^2$ is discussed. This is followed by an introduction to some of the experiments that are planned for the new apparatus. The first is an absorption measurement investigating Andreev bound states and will be performed in a liquid $^4$He cryostat. The other measurements are intended for a $^3$He/$^4$He dilution fridge and include a systematic examination of low energy quasiparticle scattering dynamics that will compliment the work already completed at higher temperatures, plus microwave conductivity measurements of unconventional heavy fermion superconductors.

6.1 Detection System

The detection system currently employed shows excess noise in both the bolometer itself and in the electronics used to amplify the signals before processing. Turner et al. have measured 40 dB of excess noise in the Cernox bolometers in the presence of a constant 1.3 $\mu$A bias current [1]. These authors speculate that the source of this excess noise is generation-recombination noise that can occur if there are energy level traps from defects or impurities within the semiconducting bandgap. Haller-Beeman Associates Inc. produce single crystal semiconducting samples that have been prepared by a process known as neutron transmutation doping (NTD) which minimizes generation-recombination noise. Preliminary measurements of the noise spectrum of these Haller-Beeman sensors show no excess noise under constant current bias. The present method used to generate the bias current in the bolometer uses an interchangeable bias resistor in series with the bolometer, a voltage is then applied across the pair of resistors using a battery. In the present scheme the bias resistor is at room temperature ($\sim 300$ K) resulting in a substantially higher thermal (Johnson) noise than would be encountered if the bias resistor was cooled to the base temperature of the experiment ($\leq 1.2$ K). Ideally one would have a small bank of bias resistors cooled in the experiment and some method of electronically selecting certain combinations of these resistors, using reed relays for example, to produce the desired bias resistance. The current detection technique can be further optimized through a careful selection of ultra-low-noise amplifiers used to magnify detected signals by a factor of $10^4$.

In addition, work has begun on the development of an alternative detection scheme. The current technique uses lock-in detection to measure the temperature rise of a sample exposed to low-frequency modulated microwave magnetic field. This requires that a temperature dependent calibration factor to convert this temperature
rise to absolute power has to be determined prior to each frequency scan. The new detection scheme will employ a square wave modulation of the microwaves, and rather than measuring the temperature rise of the sample, a feedback loop will be used to pass a current through the chip heater to null the bolometer response. In other words, during the half cycle that the microwaves are on, the thermal stage will reach some stable temperature $T_B$, then during the second half of the cycle when the microwaves are off a current will be passed through the heater such that the temperature $T_B$ is maintained. This procedure will be repeated at each step of the frequency scan. At each step the heater current $I_H$ is measured and the desired power is given by $I_H^2R_H$ where $R_H$ is the heater resistance. Thus rather than establishing a calibration factor prior to each frequency scan, all that is required is one careful temperature calibration of the heater resistance. In the detection technique currently used, if there is a small temperature drift during a frequency scan the sensitivities of the thermal stages change and the calibration factor measured at the beginning of the frequency sweep is inaccurate. Since the heater resistance is nearly temperature independent the new detection technique will be insensitive to small temperature drifts. This detection method will be fully automated and furthermore will make use of a scheme to optically isolate the detection equipment from external sources of noise that can enter, for example, by ground loops.

### 6.2 Andreev Bound States Experiment

Andreev reflections occur when one tries to pass current through a normal metal-superconductor junction (denoted NS). If quasiparticles incident from the normal metal side have insufficient energy to overcome the superconducting gap they cannot penetrate into the superconductor, nevertheless a current will flow across the junction when a sub-gap voltage is applied. Andreev reflections provide the mechanism for current flow and a qualitative description of this process follows. When a low energy quasi-electron which is unable to surmount the superconducting gap is incident on the NS junction, if it is to cross the interface, it has no choice but to join the superconducting condensate. To accomplish this it must form a Cooper pair with a second quasi-electron. The only available electrons exist in the Fermi sea and lie at the Fermi energy. Once joined with the second quasi-electron the Cooper pair can cross the junction. The act of “pulling” an electron from the Fermi surface leaves behind a quasi-hole that has momentum opposite that of the original quasi-electron. Because the hole has the opposite charge and velocity of the original electron it carries the same current that was present prior to the forming of the Cooper pair. Hence a current flows across the junction. An analogous situation occurs when a low energy quasi-hole is incident on the NS interface. In this case a Cooper pair from the superconducting side is broken apart and one of the quasi-electrons fills the hole in the Fermi sea while the second travels through the normal metal with momentum opposite that of the incident quasi-hole.

A so-called Andreev bound state can be formed when a normal metal layer is deposited onto the surface of a superconductor. The thickness $d$ of the normal metal
is chosen to be much less than the metal's mean free path \( l \). Low energy quasi-electrons (holes) incident on the NS junction undergo Andreev reflections as described above and the reflected quasi-hole (electron) travels through the metal and experiences the usual specular reflection at the free surface of the metal. In specular reflections the nature of the quasiparticle is not altered and only the perpendicular component of the momentum is reversed. See Fig. 6.1 for a cartoon sketch contrasting Andreev and specular reflections. This specularly reflected quasiparticle is re-incident on the

![Figure 6.1](image)

**Figure 6.1:** Schematic of a (a) specular reflection and (b) Andreev reflection. In the specular reflection only the velocity component perpendicular to the NS interface is reversed, while in the Andreev reflection both velocity components are reversed and the reflected quasi-electron (hole) is converted into a quasi-hole (electron).

NS junction and undergoes a second Andreev reflection ..., the process repeats indefinitely and a bound state is formed (see Fig. 6.2).

In 1994 Chia-Ren Hu published an article in which he demonstrated that a superconductor with \( d_{x^2-y^2} \) symmetry, having a \( \pi \) phase shift between the different lobes of the order parameter, cut to expose the \{110\} surface has Andreev bound states with zero energy relative to the Fermi energy. Furthermore, he showed that these zero energy states are present even in the limit the that the normal layer thickness \( d \rightarrow 0 \) [26]. The presence of these zero energy states adds a \( \delta \)-function contribution to the quasiparticle density of states \( N(\epsilon) \), and should be observable by any measurement sensitive to the energy dependence of \( N(\epsilon) \). For example, the \( \delta \)-function term of \( N(\epsilon) \) adds a \( 1/T \) contribution to \( \Delta \lambda(T) \). Carrington et al. have measured the temperature dependence of \( \Delta \lambda(T) \) and saw an upturn at low temperatures in crystals of YBa\(_2\)Cu\(_3\)O\(_{6.9}\) cut to expose \{110\} surfaces [27].

There two degenerate zero energy bound states corresponding to currents cir-
Figure 6.2: Schematic of an Andreev bound state. “e” indicates an electron-like quasiparticle (solid line) and “h” is a hole-like quasiparticle (dashed line).

culating in opposite directions. These states can be split by applying a small DC magnetic field. This splitting can be probed in a broadband electron spin resonance (ESR) type experiment in which the sample is exposed to electromagnetic radiation whose frequency is continuously varied. This splitting should be observed as an absorption peak whose centre frequency is proportional to the size of the DC field. One could then measure the temperature and field dependence of the broadening of the absorption peak [28]. This measurement can be performed using the new microwave spectrometer in a pumped liquid $^4$He cryostat. In §2.2 the advantages of applying a superconducting coating to the interior of the waveguide structure were discussed, but this coating was avoided in the new apparatus to allow for the possibility of performing measurements, such as this one, with an externally magnetic field.

### 6.3 Low-Energy Quasiparticle Scattering Dynamics

Turner et al. [17] have successfully applied the bolometric technique to a broadband measurement of the microwave absorption of YBa$_2$Cu$_3$O$_{6+y}$ for temperatures ranging from 1.2 to 10 K. These measurements have resulted in the first observation of the
cusp-like line shape predicted for the conductivity of a $d$-wave superconductor for weak (Born) limit quasiparticle scattering [17]. The experimental results have been compared to theoretical models developed by Hirschfeld et al. that are based on the so-called self-consistent $t$-matrix approximation (SCTMA) [29, 30]. A product of these models is an expression for the microwave conductivity $\sigma(\omega, T)$ that has an energy-averaged Drude form:

$$\sigma(\omega, T) = \frac{n\varepsilon^2}{m^*} \left\langle \frac{1}{i\omega + 1/\tau(\varepsilon, T)} \right\rangle_{\varepsilon},$$  \hspace{1cm} (6.1)$$

where $1/\tau(\varepsilon, T)$ is an energy- and temperature-dependent scattering rate and $\langle ... \rangle_{\varepsilon}$ denotes an energy average weighted by the quasiparticle density of states $N(\varepsilon)$. Hirschfeld et al. have shown that $\tau^{-1}(\varepsilon) \approx \Gamma_B \varepsilon$ for weak-limit Born scattering and that $\tau^{-1}(\varepsilon) \approx \Gamma_u / \varepsilon$ in the strong, or unitary, scattering limit [30]. Furthermore, these authors showed that in the presence of unitary scatterers, the density of states of a $d$-wave superconductor is substantially modified giving rise to a residual quasiparticle density at low energies. In contrast, in the weak scattering limit a residual density of states is seen only at exponentially small energies. A consequence of the residual density of states for unitary scattering is a $T^2$ temperature dependence of $\Delta \lambda(T)$, whereas for Born scattering $\Delta \lambda(T) \propto T$. In 1993 Hardy et al. were the first to report measurements of a linear temperature dependence of $\Delta \lambda(T) = \lambda(T) - \lambda(1.3 \text{ K})$ at low temperatures on very pure samples of YBa$_2$Cu$_3$O$_{6.95}$ [31]. This result was the first strong piece of evidence supporting the notion that the superconducting gap has nodes, moreover, a linear temperature dependence of $\Delta \lambda(T)$ at low temperatures is a strong indication that the samples are in the weak-scattering limit. Further evidence supporting this claim came shortly after in 1994 from Bonn et al. performed a systematic investigation of impurity effects on YBa$_2$Cu$_3$O$_{6.95}$ [32]. These authors intentionally doped Zn and Ni impurities, both of which substitute for Cu in the CuO$_2$ planes, into their samples and observed the effects on physical properties such as $\Delta \lambda(T)$. They found that when the dopant was Ni, $\Delta \lambda(T)$ retained its linear temperature dependence up to a 0.75% substitution, while substantially lower amounts of Zn substitution caused a cross-over to the quadratic behaviour expected for strong impurity scattering. These results were explained by recognizing that Zn is a strong pair-breaking scatterer, whereas Ni, which is a magnetic impurity, has no pair-breaking effect.

The conductivity measurements by Turner et al. [17] have been performed on single crystals of YBa$_2$Cu$_3$O$_{6+y}$ at two separate oxygen contents, namely ortho-II ordered YBa$_2$Cu$_3$O$_{6.52}$ and fully doped YBa$_2$Cu$_3$O$_{6.99}$. Although both dopings exhibit the characteristic cusp-like line shape expected for a $d$-wave superconductor, the discussion here will be limited to the ortho-II ordered sample and those findings that are at odds with theoretical predictions will be emphasized and in particular those that can be further investigated using the newly developed low-temperature microwave spectrometer. Fig. 6.3 is a plot of the $\alpha$-axis surface resistance versus frequency for the ortho-II ordered sample at four different temperatures. The $\alpha$-axis conductivity is obtained from the surface resistance data via Eq. 1.10a using...
Figure 6.3: Low temperature surface resistance data for the ā-axis direction of ortho-II ordered YBa$_2$Cu$_3$O$_{6.52}$.

the recently determined value of $\lambda_a = 202 \pm 22$ nm for the ortho-II ordered ā-axis penetration depth [18] and is shown in Fig. 6.4. The 6.7 K data has been fit to Eq. 6.1 using the Born limit form of $r_1(e) = \Gamma_B e$. The fit is extremely good over the entire frequency range with fitting parameters $\hbar \Gamma_B = 0.032$ and $n e^2 \hbar / (m^* \Delta_0) = 1.26 \times 10^6 \ \Omega^{-1} \text{m}^{-1}$. When these parameters are used to generate curves for the lower temperature data sets, we find that the Born-limit model underestimates the spectral weight as the temperature is decreased. The SCTMA model requires that the conductivity scale as $\omega/T$, but as seen in the inset of Fig. 6.4 the data obey an alternative scaling law given by $\omega/(T + T_0)$ with $T_0 = 2$ K. Thus, these data indicate a residual quasiparticle conductivity at zero temperature in stark contrast to theoretical predictions.

As discussed in §1.4 the frequency integrated quasiparticle conductivity is a measure of the temperature dependent normal fluid density and the superfluid density is given by $1/\lambda^2(T)$. The two-fluid model requires that oscillator strength lost in the superfluid must reappear in the normal fluid. In order to integrate the quasiparticle conductivity, the data are first fit to the following phenomenological model:

$$\sigma_1(\omega) = \frac{\sigma_0}{1 + (\omega/\Gamma)^\nu},$$

1.26 \times 10^6 \ \Omega^{-1} \text{m}^{-1}$. When these parameters are used to generate curves for the lower temperature data sets, we find that the Born-limit model underestimates the spectral weight as the temperature is decreased. The SCTMA model requires that the conductivity scale as $\omega/T$, but as seen in the inset of Fig. 6.4 the data obey an alternative scaling law given by $\omega/(T + T_0)$ with $T_0 = 2$ K. Thus, these data indicate a residual quasiparticle conductivity at zero temperature in stark contrast to theoretical predictions.

As discussed in §1.4 the frequency integrated quasiparticle conductivity is a measure of the temperature dependent normal fluid density and the superfluid density is given by $1/\lambda^2(T)$. The two-fluid model requires that oscillator strength lost in the superfluid must reappear in the normal fluid. In order to integrate the quasiparticle conductivity, the data are first fit to the following phenomenological model:

$$\sigma_1(\omega) = \frac{\sigma_0}{1 + (\omega/\Gamma)^\nu},$$

(6.2)
Figure 6.4: The frequency and temperature dependent conductivity of ortho-II ordered YBa$_2$Cu$_3$O$_{6.52}$ extracted from surface resistance data of Fig. 6.3. The solid line is a fit to the 6.7 K data using a theoretical model for Born-scattering. Using the parameters from the 6.7 K fit the dashed lines are predictions for the three lower temperatures; clearly the model fails to capture the observed temperature dependence. The inset shows an unusual scaling behaviour obeyed by the data.

where $\sigma_0$, $\Gamma$, and $y$ are fit parameters. The fits to the data are extrapolated to high frequencies allowing an approximate integration of the conductivity over all frequencies. Fig. 6.5 shows the individual fits to the data and the inset compares the integrated quasiparticle conductivity to independent measurements of the loss of superfluid density obtained from $\Delta\lambda(T)$. The agreement of the slopes of the temperature dependent normal fluid density and loss of superfluid density indicate that the oscillator strength sum rule is obeyed and hence confirms that the extrapolated phenomenological model properly captures the quasiparticle oscillator strength residing at frequencies exceeding the measurement bandwidth. Tracing the integrated conductivity down to $T = 0$ K again reveals a residual normal fluid density.

Measurements of $\sigma_1(\omega, T)$ at lower temperatures are critical to further examine the unusual scaling of the data and apparent residual normal fluid density at $T = 0$ K. The new low-temperature spectrometer has been engineered specifically to address this issue.
Figure 6.5: The solid lines are fits to the data using Eq. 6.2. The inset compares the normal fluid density obtained by integrating $\sigma_1(\omega)$ to the loss of superfluid density inferred from 1.1 GHz $\Delta \lambda(T)$ data. The slope of the dashed line equals that of the open symbols indicating that the oscillator strength sum rule is obeyed, however extrapolating the integrated $\sigma_1(\omega)$ to $T = 0$ K reveals a residual normal fluid density.

Another issue that has yet to be satisfactorily examined, despite being in the literature for over a decade now, is the universal conductivity of a $d$-wave superconductor predicted by Patrick Lee [33]. In 1993 Lee published an article in which he predicted that the residual conductivity $\sigma(\omega \to 0, T \to 0)$ of a $d$-wave superconductor tends to a non-zero result that is independent of impurity concentration and is given by $\sigma_{00} = n e^2/[m \pi \Delta_0(0)]$, where $\Delta_0(0)$ is the maximum gap at $T = 0$ K. This effect arises as a result of the competition between the growth of the normal fluid density with increasing impurity concentration and a corresponding reduction in the scattering mean free path. In principle this effect is independent of the scattering strength, however in the Born limit, universal conductivity is only expected at exponentially small temperatures [30]. In YBCO one can access the unitary scattering regime by intentionally doping Zn impurities in to the CuO$_2$ planes as discussed above. To date no experiment has had the necessary resolution to adequately test the universal electrical conductivity, although a related limit has been investigated in DC thermal conductivity measurements made by Taillefer et al. in 1997 [34]. These authors report
a residual thermal conductivity in samples of YBa$_2$Cu$_3$O$_{6+y}$ that is independent of Zn impurities with concentrations ranging from 0% to 3% of Cu.

Subsequently, in 2000 a second paper appeared in which Durst and Lee improve upon the results of [33] by including so-called vertex and Fermi-liquid corrections [35]. The results of these corrections are that while the thermal conductivity maintains its universal value, both vertex and Fermi-liquid corrections modify the electrical conductivity. Vertex corrections take into account that forward and back scattering can have different effects on the progress of a charge carrier and depend on the nature of the impurity scattering. Fermi-liquid corrections account for Fermi-liquid interactions between electrons in the superconductor and depend on the strength of the interactions [35].

Finally, we mention a recent result from the group of Louis Taillefer at Université de Sherbrooke. They measured the electronic contribution to the thermal conductivity in a single crystal of YBa$_2$Cu$_3$O$_{6.99}$ that was grown at UBC. Their measurements were performed in a $^3$He/$^4$He dilution refrigerator and span a temperature range of 50 mK to 600 mK. These authors compared their data to theoretical predictions for both weak-limit Born scattering and strong unitary scattering. They found that in both of these extreme cases the theoretical models gave an inadequate description of the data, leading these authors to speculate that they are in an intermediate scattering regime [36]. Measurements of the electrical conductivity at UBC at 1 K and above also indicate that the data are best described using intermediate scattering interpretations. It will be very interesting to track the behaviour of the quasiparticle scattering as temperature is further reduced.

A broadband measurement of the electrical conductivity is essential to provide a complete picture of the low-temperature quasiparticle dynamics. Reasonable estimates of the parameters appearing in $\sigma_{00}$ (prior to the above mentioned corrections) requires that a measurement of the surface resistance at a frequency $f$ in GHz have a resolution better than $R_s \approx 5 \times 10^{-8} f^2$ in order to observe universal conductivity [11]. At 1 GHz this corresponds to a surface resistance resolution of better than 50 nΩ, which is well within the targeted sensitivity of the new low-temperature apparatus. Comparing microwave data of the low-temperature, low-frequency electrical conductivity to the universal-limit of thermal conductivity obtained by Taillefer et al. [34] will provide many new insights into the low energy quasiparticle dynamics in YBCO.

6.4 Heavy Fermion Superconductors

There are a variety of novel experiments that can be performed on heavy fermion superconductors using the low-temperature microwave spectrometer. The conductivity of common metals typically follows the Drude model description as presented in §1.4:

$$\sigma(\omega) = \sigma_1 - i\sigma_2 = \left(\frac{ne^2}{m}\right) \frac{1}{\Gamma - i\omega}, \quad (6.3)$$

where $\Gamma$ is a frequency independent scattering rate. At high temperatures heavy fermion materials also adhere to this description, however at low temperatures their
behaviour is drastically altered due to the onset of strong electron correlations. As temperature is reduced below a coherence temperature $T^*$ these materials show a large increase in magnetic susceptibility and the electronic contribution to the specific heat. These effects are normally explained as an enhancement of the effective mass $m^*$ which can be of the order of $100m_e$ where $m_e$ is the free electron mass. The mass enhancement renormalizes the plasma frequency $(\omega_p^*)^2 = 4\pi ne^2/m^*$ shifting the electronic excitations, characterized by an effective scattering rate $\Gamma^*$, to low energies. As the temperature drops further below $T^*$, $m^*$ continues to increase while $\Gamma^*$ decreases. To track the energy dependence of the renormalization effects one uses a frequency dependent scattering rate $\Gamma^*(\omega)$ and effective mass $m^*(\omega)$ in Eq. 6.3 to interpret the observed conductivity spectrum. Many of the interesting features, such as the renormalized Drude peak, are expected to reside within the microwave frequency regime making the low-temperature microwave spectrometer the ideal apparatus to investigate the conductivity of many heavy fermion materials [37].

Once cooled below the superconducting transition temperature $T_c$ (typically $\lesssim 1 K$) heavy fermion materials may exhibit absorption peaks in surface resistance measurements due to order-parameter collective modes. These collective modes are due to macroscopic quantum oscillations of the pair condensate and can be excited by ultrasound or electromagnetic waves. It is thought that the heavy fermion materials may be characterized by unconventional $^3$He-like order parameters and theoretical predictions of mode frequencies for various order parameter symmetries have been made [38]. Characteristic frequency scales in these materials are determined by the gap function $\Delta/\hbar \sim k_B T_c / \hbar \approx 20 \text{ GHz for } T_c = 1 \text{ K.}$ Feller et al. have observed collective modes in surface resistance measurements of UBe$_{13}$ by cavity perturbation techniques [39]. The broadband apparatus will resolve the shape of these modes in much greater detail and allow for a systematic investigation of their temperature dependence. While evidence for collective modes in UBe$_{13}$ does seem to exist, it is lacking for other heavy fermion materials such as UPt$_3$. 
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Appendix A

Oscillator Strength Sum Rule

In this appendix the expression for the oscillator strength sum rule (Eq. 1.23) found in §1.4 is derived starting from the Kramers-Kröning transformation that relates the real and imaginary parts of causal response functions. This derivation follows that of Wooten [40].

Causality implies that there can be no response before the stimulus. The conductivity \( \sigma(\omega) = \sigma_1(\omega) - i\sigma_2(\omega) \) is an example of a causal response function; the electrons cannot respond to an electromagnetic field until that field has been applied. The Kramers-Kröning transformation required for the purposes of this appendix is:

\[
\sigma_2(\omega_o) = \frac{2}{\pi} P \int_0^\infty \frac{\omega_o}{\omega^2 - \omega_o^2} \sigma_1(\omega) \, d\omega,
\]

(A.1)

where \( P \) stands for the principal value of the integral. We proceed by separating the above integral as follows:

\[
\sigma_2(\omega_o) = \frac{2}{\pi} P \int_0^{\omega_c} \frac{\omega_o}{\omega^2 - \omega_o^2} \sigma_1(\omega) \, d\omega + \frac{2}{\pi} P \int_0^\infty \frac{\omega_o}{\omega^2 - \omega_o^2} \sigma_1(\omega) \, d\omega,
\]

(A.2)

where a cut-off frequency \( \omega_c \) has been inserted. The cut-off frequency is defined such that \( \sigma_1(\omega) = 0 \) for \( \omega > \omega_c \), that is, there is no absorption for frequencies above \( \omega_c \). If we are interested in \( \sigma_2(\omega_o) \) for \( \omega_o \gg \omega_c \) Eq. A.2 reduces to:

\[
\sigma_2(\omega_o) \approx \frac{2}{\pi} \frac{1}{\omega_o} \int_0^\infty \sigma_1(\omega) \, d\omega, \quad \omega_o \gg \omega_c.
\]

(A.3)

The upper integration limit has been restored to \( \infty \) because \( \sigma_1(\omega) = 0 \) for frequencies above \( \omega_c \). Next the real part of the conductivity is written as a sum of superfluid and normalfluid contributions, \( \sigma_1(\omega) = \sigma_{1s}(\omega) + \sigma_{1n}(\omega) \). The superfluid part can be integrated using Eq. 1.21 so that Eq. A.3 becomes:

\[
\sigma_2(\omega_o) \approx \frac{1}{\omega_o} \frac{n_s e^2}{m^*} (T) + \frac{2}{\pi} \frac{1}{\omega_o} \int_0^\infty \sigma_{1n}(\omega) \, d\omega.
\]

(A.4)

At sufficiently high frequencies the electrons can be considered as free and the conductivity is well described by the Drude model. Recalling Eqs. 1.17 we have \( \sigma_2(\omega_o) \approx ne^2/m^*\omega_o \) for large \( \omega_o \). Combining this result with Eq. A.4 produces desired sum rule:

\[
\frac{ne^2}{m^*} - \frac{n_s e^2}{m^*} (T) = \frac{n_s e^2}{m^*} (T) \approx \frac{2}{\pi} \int_0^\infty \sigma_{1n}(\omega,T) \, d\omega.
\]

(A.5)
Appendix B

Heat Capacity of Copper

The stainless steel/copper filters discussed in chapter 5 must be cooled from room temperature down to temperatures as low as 50 mK. To calculate the cooling rate of the filters one must have detailed knowledge of the temperature dependent heat capacity $C_V(T)$ of copper. There is a phononic contribution to the heat capacity which dominates at high temperature and an electronic contribution that becomes important below $\sim 10$ K.

In 1912 Debye presented a quantum mechanical treatment of vibrations in a solid which was a generalization of Einstein's 1907 treatment. Debye assumed that all vibrational modes reside below some cut-off frequency $\omega_D$ (now termed the Debye frequency). Enforcing this requirement led Debye to the following expression for the phonon contribution to the heat capacity:

$$C_V = 9k_BN \left( \frac{T}{\theta_D} \right)^3 \int_0^{\theta_D/T} \frac{x^4e^x}{(e^x-1)^2} dx,$$

where there are $N$ atoms in the lattice, $\theta_D = \hbar \omega_D/k_B$ is the Debye temperature and $x = \hbar \omega/k_BT$. When compared to experimental data for copper this expression fits the data extremely well over almost the entire temperature range with a Debye temperature of $\theta_D = 342$ K. There is however, a discrepancy between the theory and data for temperatures below 10 K and is due to the thermal activation of conduction electrons. At low temperatures the Debye model predicts that $C_V \propto T^3$ in contrast to the observed linear temperature dependence. [41]

For finite temperatures well below the Fermi temperature particles within $k_BT$ of the Fermi energy are excited to unoccupied states just above the Fermi energy. This thermal activation of electrons leads to an additional electronic contribution to the heat capacity given by:

$$C_V = \frac{Nk_B\pi^2}{2} \left( \frac{k_BT}{E_F} \right).$$

The Fermi energy of copper is 7.04 eV leading to an electronic specific heat per unit mass of $c_V = 8.0 \times 10^{-3}$ JK$^{-1}$kg$^{-1}$ [42]. Fig. B.1 is a plot of the specific heat per unit mass of copper as a function of temperature highlighting the importance of the electronic contribution at low temperatures. As the temperature is increased the specific heat is quickly dominated by phonons.
Figure B.1: Specific heat per unit mass of copper plotted as a function temperature on a log-log scale. The red curve is the Debye approximation for the phonon contribution and the blue curve includes the electron specific heat assuming $E_F = 7.04$ eV. The data points are experimental data taken from reference [2].