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Abstract

This thesis presents numerical procedures for solving inverse parameter identification problems in solid mechanics. These procedures are applied to the detection of subsurface flaws or cracks and to the study of propagating cracks. The procedure for detecting subsurface defects is based on the process of over-specifying the boundary conditions on the exposed surface of the structure, making an initial assessment about the damage, and then, with the use of nonlinear programming techniques, minimizing a residual vector to reach an optimum solution. The residual vector contains unknown system parameters that characterize the internal defect. The finite element method is combined with a sequential quadratic programming algorithm to solve for these unknown parameters. The procedure utilizes finite element substructuring capabilities in order to minimize the processing and solution time for practical problems. The results obtained from the numerical study verify the accuracy of the algorithm.

The finite element method and nonlinear optimization are also used to solve the inverse parameter identification problem of determining the direction a crack will propagate in a heterogeneous planar domain. This procedure involves determining the direction which produces the maximum strain energy release for a given increment of crack growth. The procedure is applied to four fracture cases of increasing complexity: a horizontal through-thickness crack in a finite plate; an inclined through-thickness crack in a finite plate; a crack parallel to a bimaterial interface; and a transverse crack in two fiber-reinforced composite materials. The results of this numerical study coincide with theoretical predictions and experimentally observed crack growth behavior.
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Chapter 1

Introduction

1.1 Background and Literature

1.1.1 Inverse Problems

Internal cracks and flaws may seriously degrade the structural integrity, life expectancy and performance of a structure. As a result, techniques for the early detection of subsurface defects, or for studying the behavior of internal cracks, are of practical importance. The procedures presented in this thesis provide a numerical means for identifying subsurface flaws or cavities and for determining the direction a crack will propagate in a heterogeneous domain. The solution to these problems is based on formulating them in an inverse manner.

An inverse problem is defined as any problem which cannot be classified as a direct problem. As described by Kubo [1], a direct problem involves determining the response of a system given the following information; the domain of a problem and its boundaries, governing laws or equations, and the boundary conditions and forcing functions. In practice, this information may not be complete, making a direct analysis of a problem infeasible. However, if additional information, such as a prescribed system response is specified, an inverse problem may be constructed to determine the required input for the direct problem.

In the past decade the study of inverse problems has received increased attention, as
many researchers have begun to recognize their importance in various fields of science and engineering. Early examples of inverse problems can be found in the area of heat transfer, where comprehensive literature reviews are given by Dulikravich [2] and Beck, et al. [3]. Examples of inverse problems also arise in other fields in the form of exploration techniques in geophysics, X-ray computed tomography in medical science, signal recovery in optics, and airfoil design in fluid mechanics. In solid mechanics and structural analysis, examples of inverse problems include shape optimization [4], determination of contact stresses [5,6], and detection of subsurface flaws or cracks [7-14]. Kubo [1] and Bui [15] presented reviews of inverse problems in this field.

The inverse problems considered for this research are referred to as parameter identification problems [5] since they are concerned with determining geometric or material related system parameters. Another class of inverse problems, known as reconstruction problems, are also identified in the field of solid mechanics. These types of problems are concerned with determining response related information, such as contact stresses and boundary tractions.

1.1.2 Subsurface Cavity Detection

Flaw detection for structural components is required for many industrial applications. A variety of nondestructive testing methods, such as Ultrasonics, Radiography, Acoustic Emissions and magnetic techniques, are commonly used for this purpose, but the information they provide is usually limited. In addition, these procedures may not be applicable for inaccessible areas on a specimen. Consequently, a growing interest in the development of
efficient and accurate computational approaches, which formulate the nondestructive inspection or evaluation as an inverse problem, have recently emerged.

The procedure for numerically detecting subsurface flaws is commonly based on characterizing the defect using several geometric and material parameters. These parameters are iteratively modified throughout the inverse analysis until a convergent solution is obtained; at which point, the pre-defined parameters should correctly represent the internal flaw. The system parameters are updated by minimizing a functional using optimization techniques. For subsurface cavity detection, the functional is typically an expression comparing numerically calculated and experimentally determined displacements on the exterior of the structure. A more comprehensive description of this approach is given in Chapter 2.

A variety of numerical methods and optimization techniques are available for updating the parameter set and for calculating the exterior displacements. Tanaka et al. [9] utilized the boundary element method to separately determine the center location and radius of a circular void in a rectangular plate that was subjected to dynamic loading conditions. Tanaka and Masuda [10] used the boundary element method, integral equations, and internal stresses as the reference data to determine the shape of an internal flaw. Kassab et al. [11] also used the boundary element method to simultaneously determine the location and size of a subsurface cavity in a rectangular plate. This solution procedure employed the Newton-Raphson method to update the parameter vector by solving a set of nonlinear equations. The problem of subsurface crack detection was examined by Melling and Aliabad [12]. This research incorporated the constrained Steepest Descent updating technique in conjunction with the boundary element method to predict the position and length of subsurface straight and curved
cracks. Recently, Hsich and Mura [7] used the Levenberg-Marquardt optimization method, the boundary element technique and internal displacement information to determine the size and location of an elliptical flaw. Schnur and Zabaras [5] utilized the finite element method to calculate exterior displacements on a square plate. A modified Levenberg-Marquardt method was used in to minimize the nonlinear least square function, however, problems were encountered in the convergence of the optimization method when guess values deviated slightly from the true values. For these numerical studies, a small number of parameters were typically used to characterize the defects and the initial guesses were often selected extremely close to the actual values. In addition, a relatively large number of iterations were often required to obtain a convergent solution.

Through the modification of the numerical components, there are numerous opportunities to enhance the methods for identifying subsurface defects. Several of these numerical enhancements are incorporated into the solution procedure proposed in this thesis study, and will be discussed further in subsequent chapters. Before discussing the problem of subsurface cavity detection any further, it should be clarified that the example problems, analysis, and the comparison with previous research was conducted in a numerical sense and word enhancement is with reference to the previously described numerical procedures.

1.1.3 Crack Propagation

Fiber-reinforced composite materials are used extensively for a variety of high performance components. The heterogeneous and non-isotropic nature of these materials makes the prediction of their response more challenging than typical isotropic engineering materials.
However, the increased use of these materials is warranted due to their: high-strength, high-stiffness, low density, resistance to fatigue and corrosion, and their ability to be customized. The response of composite materials to damage caused by internal cracks is of importance because many primary load bearing structures use these materials.

Different materials and loading conditions can cause a crack to propagate in various manners. Shanyi et al. [16], Shan et al. [17], Hoff [18] and Dodd's et al. [19] have studied crack growth in ductile materials, which exhibit a period of stable crack growth prior to the onset of unstable or fast fracture. Miyazaki et al. [20] have extended these studies to include inhomogeneous materials by considering crack extension which was perpendicular to a bimaterial interface. Nishioka et al. [21] have examined the dynamic aspects of crack propagation by considering unstable, constant-velocity crack growth. A variety of finite element techniques can be used to simulate the growth of these cracks. A number of these techniques are discussed by Liebowitz and Moyer [22]. The most commonly used modelling procedure is the nodal release method [23], which releases, or "unpins", a displacement constraint at the crack tip when a predefined fracture criterion has been satisfied. The crack tip is then advanced to the adjacent node in the direction of crack propagation. The displacement constraint, removed from the previous crack tip node, is replaced by an equivalent force which is incrementally reduced to zero during subsequent iterations of the analysis. This procedure can be repeated for the entire duration of crack growth. Although the nodal release method and the other techniques presented by Liebowitz and Moyer are capable of determining the length of stable fracture, the critical crack length, and crack arrest length, they have an inherent deficiency in that the direction of crack extension must be known a priori. In the
previously mentioned references, the direction of crack growth was known because the numerical models were constructed such that the crack tip experienced a pure mode I loading, which is known to produce self-similar crack extension. For mixed mode loading conditions, however, the crack does not propagate in the same direction as the original crack, so the previously described techniques for modeling crack extension become difficult to apply.

A crack can be subjected to mixed mode loading conditions if the applied load is not perpendicular to the direction of the crack, or if the materials in a heterogeneous domain differ in elastic properties. Although, Mahanty and Maiti [24] studied the effects of mixed mode loading conditions on stable crack growth using a nodal release type method, but, the initial direction of crack growth was determined prior to the finite element analysis and the stable growth was restricted to taking place in a straight line along this direction. Many other researchers [25-37] have recognized the importance of mixed mode fracture mechanics, which has generated a considerable amount of research in this area. From this research, two main approaches for determining the direction of crack growth under mixed mode loading conditions have arisen; one approach utilizes the energy of the system while the other considers stress parameters.

The maximum tangential stress theory, developed by Erdogan and Sih [25], is based on the hypothesis that crack growth in a brittle material will start at the tip of the crack in the radial direction which corresponds to the plane perpendicular to the direction of greatest tangential stress. Further, they state that if the Griffith theory [38] is accepted as a valid fracture criterion, then a crack will grow in a direction along which the elastic energy released per unit of crack extension is a maximum and the crack will start to grow when a critical value
of this energy is reached. This theory is commonly referred to as the maximum energy release rate criterion.

The other widely accepted mixed mode fracture theory, as presented by Sih [34], is the minimum strain energy density. This theory assumes that crack extension occurs in the direction of minimum strain energy density. Sih and Barthelemy [30] recognized that for structures with complex geometries and loading conditions, or for applications where the loading direction could vary during service, the direction of crack growth is not constant. Sih and Barthelemy utilized the minimum strain energy density criterion to study the problem of fatigue, or sub-critical crack extension, subject to mixed mode cyclic loading. Tanaka [31], as well as Chen and Keer [32], have proposed sub-critical crack growth models for mixed mode cyclic loading conditions based on effective stress intensity values. Swedlow [33] provides a brief literature review of mixed mode fracture mechanics for homogeneous materials.

The increased use of composite materials has prompted considerable examination of interfacial cracks between dissimilar materials [39-51]. An analytical expression for the stress distribution surrounding an interfacial crack has been developed [39] and is based on bimaterial constants which account for the mismatch of elastic or thermal properties of the two materials. With this solution for the local stress field, the maximum tangential stress theory can be used to predict the direction and conditions required for crack growth [40]. The stress field derivation is based on a crack coincident with the material interface. A similar relationship has been developed for a kinked crack running parallel to the interface [41]. Unfortunately, an analytical relationship for a crack with an arbitrary orientation with respect to an arbitrarily shaped interface is not available in the literature.
An alternate approach to examining the behavior of interfacial cracks is to consider the energy release rate associated with a kinked crack [42-44]. For this analysis the crack is extended in a kinked manner by a small amount at various angles with respect to the original crack direction. The energy release rate can be numerically evaluated at each angle and then the angle of crack extension can be predicted using the maximum energy release rate criterion.

The determination of the crack growth direction by means of maximizing the strain energy release rate is, in fact, an inverse problem. The treatment of crack growth as an inverse problem does not appear in the literature. Consequently, an inverse solution procedure is developed here to determine the direction of crack growth in a heterogeneous domain.

1.2 Definition of Problems

1.2.1 Subsurface Cavity/Inclusion Detection

The inverse problem of subsurface cavity detection may be considered a nondestructive inspection technique that is typically used for determining system parameters, such as the interior geometry and material properties, when the inputs (loading and structural constraints) are specified and a portion of the output (displacement) is known.

Figure 1.1 displays a general schematic of this inverse problem. A two-dimensional, isotropic, homogeneous and linear elastic domain $\Gamma$, having a boundary $\partial \Gamma$, is comprised of two subdomains, the matrix $\Gamma_1$ and the cavity or inclusion $\Gamma_2$. The two subdomains share a common interface $\partial \Gamma_1$. 
Chapter 1: Introduction

Figure 1.1: Definition of the subsurface parameter identification problem (sensor locations, $s^k$ (k=1,N), are indicated by $\bullet$). The objective of the inverse analysis is to determine $C_X$, $C_Y$, $R$, $\theta$ and $E_2$.

The following equations, in indicial form, govern the behavior in each domain of this elastic problem.

From equilibrium

$$\sigma_{ij,j} + f^i_i = 0 \quad (1.1)$$

For small strains

$$\varepsilon_{ij} = \frac{1}{2}(u_{ij} + u_{j,i}) \quad (1.2)$$

from Hooke’s law

$$\sigma_{ij} = \lambda \varepsilon_{kk} \delta_{ij} + 2\mu \varepsilon_{ij} \quad (1.3)$$

Where Lame constants are

$$\lambda = \frac{\nu E}{(1 + \nu)(1 - 2\nu)}, \quad \mu = \frac{E}{2(1 + \nu)} \quad (1.4)$$

With prescribed displacements $\hat{u}_i$ and tractions on $\partial\Gamma$
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\[ u_i(s) = \hat{u}_i(s) \quad \text{on} \quad s \in \partial \Gamma_{iu} \]
\[ \tau_i(s) = \hat{\tau}_i(s) \quad \text{on} \quad s \in \partial \Gamma_{ir} \]  \hspace{1cm} (1.5)

where \( i \) and \( j = 1,2 \) for a two dimensional problem.

It is assumed that there exists a set of sensor points \( \hat{s}^k (k=1 \text{ to } N) \) on the boundary of the structure where the measured displacement response \( u_i^k \) can be obtained. In addition, the experimental error associated with these measured displacements is assumed to be negligible, therefore, \( u_i^k \) are identical to the true displacements \( \hat{u}_i^k \) at the sensor locations.

\[ u_i(\hat{s}^k) \approx \hat{u}_i^k \quad \hat{s}^k \in \partial \Gamma \quad i = 1,2 \quad k = 1,N \] \hspace{1cm} (1.6)

Practically, the approximate value of these exterior displacements would be obtained using experimental methods such as strain gauges, holographic interferometry, laser speckle interferometry, etc. The objective of the inverse analysis is to determine the system parameters associated with the inclusion; e.g. the centroid \((C_X, C_Y)\), radius \( R \), angle of rotation, \( \theta \), and Young's modulus \( E_2 \). Collectively, these unknowns are often referred to as the design variable vector or parameter vector. The Young's modulus of \( \Gamma_1 \) and the Poisson's ratio of \( \Gamma_1 \) and \( \Gamma_2 \) are assumed to be known.

1.2.2 Crack Propagation

Figure 1.2 is a general schematic of the inverse problem of determining the direction a crack will propagate in a heterogeneous domain. A crack tip increment of length \( \Delta a \) and unknown orientation \( \theta \), is contained within the boundary \( \partial \Gamma \) of a two-dimensional domain which is subject to boundary forces on \( \partial \Gamma_{ir} \) and prescribed displacements on \( \partial \Gamma_{iu} \). Multiple
subdomains $\Gamma_i$ of differing material properties may be contained within $\partial \Gamma$. Each domain is assumed to be isotropic, linearly elastic, and under plane strain conditions. The objective of the analysis is to determine in what direction $\theta$ the crack will propagate given that it grows by a length $\Delta a$.

![Figure 1.2: Definition of the crack propagation problem. The objective of the inverse analysis is to determine $\theta$.](image)

The angle of crack extension associated with the maximum energy release rate is independent of the magnitude of the applied load. Therefore, no consideration is given to whether the conditions for crack growth are satisfied (i.e. whether the applied load is sufficient to cause crack extension). The crack is subjected to a gradually applied monotonic load\(^\dagger\) or a sub-critical cyclic loading\(^\ddagger\) and the objective is to determine the path it will follow. Equations (1.1) - (1.5) govern the behavior of this elastic problem in each domain. The notation $E_i$, $\nu_i$ and $G_c^{(i)}$ in Figure 1.2 refer to the Young's modulus, Poisson's ratio and the critical energy release rate for each domain $\Gamma_i$.

\(^\dagger\) Dynamic effects are assumed to be negligible ($da/dt=0$).

\(^\ddagger\) It is also assumed that the direction of crack extension for monotonic and cyclic loading is approximately the same [30].
1.3 Objectives

By examining previous research related to the numerical identification of subsurface flaws, several opportunities for enhancement can be recognized. Consequently, an enhanced solution procedure for the numerical detection of internal defects is proposed here. The modifications are accomplished by utilizing finite element substructuring techniques to reduce computation effort and by incorporating a sophisticated Quasi-Newton type algorithm to update the system parameters. A procedure that integrates these numerical components is presented in Chapter 2 and the models and results of the numerical study are given in Chapter 3. These results verify the accuracy and efficiency of the proposed procedure. Again, it should be realized that the enhancements proposed in this thesis are with respect to the numerical procedures presented in the literature. These modifications are intended to aid in the nondestructive evaluation of actual engineering structures in the future.

As previously mentioned, the treatment of crack growth as an inverse problem does not appear in the literature. As a result, a mathematical formulation of this inverse problem, which utilizes the finite element method and optimization techniques for its solution, is presented here. More specifically, a procedure concerned with maximizing the energy release rate of the system is proposed for determining the direction in which a crack will propagate in a heterogeneous domain. The procedure is verified through a numerical study which examines four fracture cases of increasing complexity and yields results which are consistent with both theoretical and experimental findings.
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Numerical Developments

2.1 The Finite Element Method

2.1.1 Introduction

It is well known that the finite element method (FEM) can be used to solve complex problems in solid mechanics if the information for solving the direct problem is given. Other numerical techniques such as the boundary element method and the finite difference method can also be used. The finite element method has been chosen because it has enhanced features such as automatic meshing and the ability to accommodate inhomogeneous materials and nonlinear material behavior. Although the numerical examples considered here are for homogeneous domains and linear elastic behavior, extending the solution to more complex problems is possible. In addition, commercially available codes can be readily integrated into the solution procedure and are quite reliable for solving the required static analysis.

To solve inverse parameter identification problems, the FEM is required to solve a series of direct problems. The relationship between the FEM and inverse identification problems can be seen by examining the standard finite element equation for a static analysis:

\[ [K]\{u\} = \{f\} \]  \hspace{1cm} (2.1)
where \([K]\) is the assembled (reduced) global stiffness matrix, \([u]\) is the nodal displacement vector, and \([f]\) is the nodal force vector.

If the material properties and geometry are known, the stiffness matrix \([K]\) can be obtained and a direct problem solved to determine the system response. Therefore, for the first iteration of the inverse analysis, the design variables must be assigned appropriate (guess) values. For subsequent iterations, optimization techniques are used to update the design variables which then allows additional forward problems to be solved.

The commercially available finite element code, ANSYS, is used to perform the finite element analyses required for the numerical study conducted in Chapter 3.

### 2.1.2 Crack Tip Elements (Singular Elements)

In many practical situations, internal cracks may be present in a structure. Identifying such a defect, or determining its growth behavior requires that the cracked be modelled correctly.

![Coordinate system used for a three-dimensional crack front.](image)

**Figure 2.1:** Coordinate system used for a three-dimensional crack front.

For the general three-dimensional crack front shown in Figure 2.1, the stress field surrounding
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this region has the form [22]

$$\sigma_{ij} = \frac{K_I}{\sqrt{2\pi r}} g_{ij}^I(\theta) + \frac{K_{II}}{\sqrt{2\pi r}} g_{ij}^{II}(\theta) + \frac{K_{III}}{\sqrt{2\pi r}} g_{ij}^{III}(\theta)$$  \hspace{1cm} (2.2)$$

where $K_I$, $K_{II}$, $K_{III}$ are the stress intensity factors associated with the the three modes of fracture, and $g_{ij}(\theta)$ are angle-dependent expressions related to the geometry of the structure.

From this equation, the stress field becomes infinite as $r$ approaches zero ($1/\sqrt{r}$ singularity) and so to obtain accurate values of the stress field or stress intensity factors ($K_I$, $K_{II}$, $K_{III}$) the $1/\sqrt{r}$ singularity must be taken into consideration.

Elements capable of representing the $1/\sqrt{r}$ stress/strain singularity have been incorporated into the FEM. It was found that by placing the midside nodes of a standard 8-noded isoparametric element at the one-quarter point position, the element strain field exhibits the square root singularity [52]. This technique of repositioning nodes within an element to produce a singularity in the approximating function is conveniently described by considering a one-dimensional quadratic isoparametric case [53]. Figure 2.2 shows a 3-noded parabolic element with the three nodal locations specified in the physical $x$-space and the standard element $\zeta$-space. The element shape functions $N_i$ are also included in this figure.

![Figure 2.2: 3-noded parabolic element including x-space, \(\zeta\)-space and shape functions \(N_i\).](image-url)
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The expression relating the x-space and shape functions is

\[ x(\zeta) = \sum_{i=1}^{3} N_i(\zeta)x_i \]  

(2.2)

which can be expressed as

\[ x(\zeta) = x_i + \frac{\zeta(\zeta - 1)}{2} + x_{i+1}(1 - \zeta^2) + x_{i+2} \frac{\zeta(\zeta + 1)}{2} \]  

(2.3)

Similarly, the displacement of the element \( u \) may expressed in terms of the nodal displacements \( \hat{u}_i \) by

\[ u(\zeta) = \sum_{i=1}^{3} N_i(\zeta)\hat{u}_i \]  

(2.4)

which gives

\[ u(\zeta) = (\hat{u})_{i+1} + \frac{\zeta}{2} \{ (\hat{u})_{i+2} - \hat{u}_i \} + \frac{\zeta^2}{2} \{ (\hat{u})_{i+2} - 2(\hat{u})_{i+1} + \hat{u}_i \} \]  

(2.5)

If \( q \) is assigned the value of one-half, node 2 is placed at the quarter point position between \( x_i \) and \( x_{i+2} \), then from equation (2.3)

\[ \zeta = \left\{ \frac{2(x + x_i)}{L} \right\} \frac{1}{2} - 1 \]  

(2.6)

Substituting equation (2.6) into equation (2.5) yields

\[ u(x) = a + b\sqrt{x - x_i} + c(x - x_i) \]  

(2.7)

where \( a, b \) and \( c \) are functions of \( u_i, u_{i+1} \) and \( u_{i+2} \). Differentiating equation (2.7) results in the required \( 1/\sqrt{r} \) singularity for the strain. The nodal displacement method used here is a convenient way of simulating the singular stress/strain field in the vicinity of the crack tip and can be easily incorporated into most standard FE codes.

To use these elements correctly, \( x_i \) should be located at the tip of the crack. To represent this singularity in two or three dimensions, the singular elements should surround the entire crack tip/front. Figure 2.3 shows two typical singular elements and illustrates how they
should be positioned with respect to the crack tip/front. With the proper use of these singular elements, the stress/strain fields in the vicinity of the crack tip may be represented more effectively than with the use of regular elements.

![Figure 2.3](image)

(a) 2-D singular element (6 or collapsed 8-noded elements) and (b) 3-D singular element (15 or collapsed 20-noded elements). These elements should encircle the entire crack tip/front.

2.1.3 Substructuring Techniques

Substructuring is a procedure that condenses several finite elements into one equivalent or super element. The condensation is accomplished by identifying two separate degree of freedom groups, the master (retained) degrees of freedom (DOF) and the slave (removed) DOF. For a static analysis, equation 2.1 takes the form [54]:

\[
\begin{bmatrix}
[K_{mm}] & [K_{ms}] \\
[K_{sm}] & [K_{ss}]
\end{bmatrix}
\begin{bmatrix}
\{u_m\} \\
\{u_s\}
\end{bmatrix}
= 
\begin{bmatrix}
\{F_m\} \\
\{F_s\}
\end{bmatrix}
\] (2.8)

where \(m\) and \(s\) represent master and slave, respectively. Equation 2.8 can be rewritten as:

\[
[K]\{u_m\} = \{\hat{F}\}
\] (2.9)
where

\[
\hat{K} = [K_{mm}] - [K_{ms}][K_{ss}]^{-1}[K_{sm}]
\]  \hfill (2.10)

and

\[
\{\hat{F}\} = \{F_m\} - [K_{ms}][K_{ss}]^{-1}\{F_s\}
\]  \hfill (2.11)

The new condensed stiffness matrix represents the stiffness of what is referred to as a superelement. This element may be used the same way as any other element type. Substructuring is accomplished by three separate analyses or passes: the generation pass, the use pass and the expansion pass.

The generation pass is used to combine "regular" elements into the single superelement. The use pass simply incorporates the superelement into the complete model and obtains a solution; whereas the expansion pass is required if the results within the superelement are desired.

The specific application of subsurface cavity detection is ideally suited for incorporating substructuring techniques since only the stiffness characteristics of the defect are of importance and not its interior response. As a result, substantial computational savings can be realized because the expansion pass used to calculate the behavior within the superelement is not required. Further computational savings are realized when automeshing the model.

2.2 Optimization Techniques

2.2.1 Introduction

Optimization is the search for the minimum or maximum of a function. This function
is commonly referred to as the cost or objective function and is dependent on the design variable vector, \( x = (x_1, x_2, \ldots, x_n) \), which contains the unknown system parameters. The objective of the optimization process is to determine the values of these design variables which minimize the cost function. In addition to minimizing the objective function, the design may have to meet or satisfy certain criteria or specifications. These restrictions on the minimization process may be represented mathematically by what are known as constraint equations. For certain classes of problems, linear programming for example, there are techniques which calculate a unique global minimum of the cost function in a relatively short period of time. However, with the exception of a limited number of applications, most practical engineering problems require constrained nonlinear programming (NLP). The majority of constrained nonlinear programming algorithms expect the problem to be in the following standard optimization form [55]:

\[
\text{Minimize } f(x) \\
\text{subject to } \\
h_j(x) = 0; \quad j = 1 \text{ to } p \\
g_j(x) \geq 0; \quad j = 1 \text{ to } m \\
x_i^{(L)} \leq x_i \leq x_i^{(U)}; \quad i = 1 \text{ to } n
\]  

(2.12)

where \( f(x) \) is the objective function or quantity to be minimized and \( p \) and \( m \) are the number of equality and inequality constraints, respectively. The vector of independent or design variables is \( x \) and the lower and upper bounds of each of the design variables are \( x^{(L)} \) and \( x^{(U)} \), respectively. At the optimal design point the vector \( x \) must satisfy all the equality and inequality constraints.
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The optimization program used in this work is a FORTRAN subroutine called NLPQL [56-61], which is based on the sequential quadratic programming algorithm of Wilson, Han and Powell.

2.2.2 Sequential Quadratic Programming

In nonlinear optimization, some or all of the functions may be highly nonlinear. In addition, for many engineering applications the objective function is implicitly defined in terms of the design variables. This is the case when the cost function is obtained from the results of a finite element analysis. For these reasons, numerical methods are required for solving problems of this type. Of the many numerical methods that have been developed, the Quasi-Newton methods are generally accepted as being among those most effective for handling constrained optimization problems [55]. In the literature, these methods are commonly referred to as Quasi-Newton methods, constrained variable metric methods, sequential quadratic programming (SQP), or recursive quadratic programming methods. The Quasi-Newton methods used to solve unconstrained and constrained nonlinear programming problems are iterative in nature and are based on the following steps:

- Assign an initial starting or guess value for the design variable vector, \( x^{(0)} \).

- Determine a search direction \( d^{(k)} \) which tends to reduce the cost function.

- Compute a step size \( \alpha_k \) along \( d^{(k)} \) which satisfies a descent criteria. Obtain the new design point from.

\[
x^{(k+1)} = x^{(k)} + \alpha_k d^{(k)}
\]

(2.13)

- Repeat these steps until a predefined optimality or convergence criteria is satisfied.
As previously mentioned, NLPQL is the SQP code used to update the system parameters for the inverse analysis. NLPQL is based on the Schittkowski's implementation [57] of the sequential quadratic programming algorithm of Wilson, Han and Powell. The remainder of this section is dedicated to discussing the details of this algorithm.

Calculating the descent direction $d^{(k)}$ requires obtaining and solving a quadratic programming subproblem at the current design point. The derivation of the quadratic programming subproblem is as follows. Consider the design optimization problem:

$$\text{minimize: } f(x); \text{ subject to: } h_j(x)=0; \text{ } j=1 \text{ to } p$$

where all functions are assumed to be twice differentiable and the gradients of the constraints are linearly independent. It is common to derive the quadratic programming subproblem by considering only the equality constraints. The inequality constraints can easily be incorporated as the derivation progresses. The derivation is based on the Kuhn-Tucker necessary conditions of equation (2.14) and their iterative solution by Newton-Raphson’s method for nonlinear equations. For the problem of minimizing (2.14), let $x^*$ be a local minimum of the problem and a regular point (i.e. the gradient vectors of all the constraints at point $x^*$ are linearly independent) and there are Lagrange multipliers $\nu_j^*$, $j=1$ to $p$, that satisfy the following necessary conditions for optimality:

$$\frac{\partial f(x^*)}{\partial x_i} + \sum_{j=1}^{p} \nu_j^* \frac{\partial h_j(x^*)}{\partial x_i} = 0 \quad ; \quad i = 1 \text{ to } n$$

$$h_j(x^*) = 0 \quad ; \quad j = 1 \text{ to } p$$
It is convenient to write equation (2.15) in terms of a Lagrange function, defined by:

$$ L(x, v) = f(x) - \sum_{j=1}^{P} v_j h_j(x) $$

(2.16)

Thus, the necessary conditions for optimality at point $x^*$ become:

$$ \frac{\partial L(x^*, v^*)}{\partial x_i} = \nabla L(x^*, v^*) = 0 ; \quad i = 1 \text{ to } n $$

$$ \frac{\partial L(x^*, v^*)}{\partial v_j} = h_j(x^*) = 0 ; \quad j = 1 \text{ to } p $$

(2.17)

By using the iterative Newton-Raphson procedure to solve this system of nonlinear equations, defining the Hessian of the Lagrange function (or its approximation) $\nabla^2 L$ as $H$, defining the search direction $\Delta x^{(k)}$ as $d^{(k)}$ and by representing the inequality constraints with a first order Taylor series expansion about the current design point, the following quadratic programming subproblem is obtained:

Minimize

$$ \nabla f^T d + \frac{1}{2} d^T H d $$

Subject to

$$ \nabla h_j \left( x^{(k)} \right)^T d + h_j \left( x^{(k)} \right) = 0, \quad j = 1 \text{ to } p $$

$$ \nabla g_j \left( x^{(k)} \right)^T d + g_j \left( x^{(k)} \right) \geq 0, \quad j = 1 \text{ to } m $$

$$ x^{(l)} - x^{(k)} \leq d \leq x^{(u)} - x^{(k)} $$

(2.18)

A more rigorous derivation of this subproblem is presented by Arora [55].

The Quasi-Newton methods are strengthened by using quadratic or second order information supplied by the Hessian of the Lagrange function. Typically, it would not be possible
to incorporate the Hessian into the quadratic subproblem. However, the Hessian of the Lagrange function may be approximated (updated) from first order information. NLPQL utilizes a modified version of the effective Hessian updating method known as the BFGS (Broyden-Fletcher-Goldfarb-Shanno) method [55]. The modification was introduced by Powell and implies that the updated Hessian \( H^{(k+1)} \) will remain positive definite when starting the algorithm with a positive definite matrix, e.g. \( H^{(0)} = I \), which assures the theoretical convergence of the algorithm.

A brief description of the BFGS method incorporating Powell’s modification is as follows:

\[
H^{(k+1)} = H^{(k)} + D^{(k)} - E^{(k)}
\]  

(2.19)

where \( D^{(k)} \) and \( E^{(k)} \) are \( n \times n \) matrices defined by:

\[
D^{(k)} = \frac{1}{\xi_3} w^{(k)} w^{(k)\top} \quad E^{(k)} = \frac{1}{\xi_2} z^{(k)} z^{(k)\top}
\]  

(2.20)

The modification vector \( w^{(k)} \) is introduced to avoid the possibility of an indefinite Hessian.

The expression for \( w^{(k)} \) is:

\[
w^{(k)} = \theta y^{(k)} + (1 - \theta) z^{(k)}
\]  

(2.21)

which is a function of the gradient of the Lagrange function at two points:

\[
y^{(k)} = \nabla L \left( x^{(k+1)}, u^{(k)}, v^{(k)} \right) - \nabla L \left( x^{(k)}, u^{(k)}, v^{(k)} \right)
\]  

(2.22)

In addition, several intermediate scalars and vectors are required:
\[\begin{align*}
\xi_1 &= s^{(k)}y^{(k)} \\
\xi_2 &= s^{(k)}z^{(k)} \\
\xi_3 &= s^{(k)}w^{(k)}
\end{align*}\] 

\[\theta = \begin{cases} 
1 & \xi_1 \geq 0.2\xi_2 \\
0.8\xi_2 & \text{Otherwise} \\
\frac{\xi_2 - \xi_1}{(\xi_2 - \xi_1)} & \text{Otherwise}
\end{cases}\] 

where the change in the design variables is

\[s^{(k)} = \alpha_k d^{(k)}\] 

\[z^{(k)} = H^{(k)}s^{(k)}\] 

Solving the quadratic subproblem for the search direction \(d^{(k)}\) is accomplished by a FORTRAN subroutine called QPSOL, which is a self-contained program based on an "active-set null-space method" developed by Gills et al. [62]. This subroutine is generally accepted as being highly sophisticated, efficient and robust [63]. Further comments and recommendations regarding the performance of QPSOL can be found in Thanedar et al. [63].

The calculation of the step length \(\alpha_k\) is obtained by minimizing or satisfying a descent (merit) function. The descent function is created to incorporate the effects of constraint violations into the progression of the algorithm. No descent function is ideal and a number of different versions and modifications have been presented by researchers [55]. The descent function utilized by NLPQL incorporates Schittkoski’s augmented Lagrangian descent
function which has the following form [56]:

\[ \Phi = f(x) + P_1(v, h) + P_2(u, g) \]  

(2.25)

where

\[ P_1(v, h) = \sum_{i=1}^{p} \left( v_i h_i + \frac{1}{2} r_i h_i^2 \right) \]

\[ P_2(u, g) = \sum_{i=1}^{m} \left\{ \begin{array}{ll} u_i g_i + \frac{1}{2} \mu_i g_i^2, & \text{if } \left( g_i + \frac{u_i}{\mu_i} \right) \geq 0 \\ \frac{1}{2} \mu_i & \text{otherwise} \end{array} \right. \]

(2.26)

\( v_i \) and \( u_i \) are the Lagrange multipliers for the equality and inequality constraints and \( r_i \) and \( \mu_i \) represent the penalty parameters associated with these constraints and are defined by:

for the first iteration

\[ r_i^{(0)} = |v_i^{(0)}| \quad ; \quad \mu_i^{(0)} = u_i^{(0)} \]  

(2.27)

and for the following iterations

\[ r_i^{(k)} = \max \left\{ |v_i^{(k)}|; \frac{1}{2} \left( r_i^{(k-1)} + |v_i^{(k)}| \right) \right\} \]

\[ \mu_i^{(k)} = \max \left\{ u_i^{(k)}, \frac{1}{2} \mu_i^{(k-1)} + u_i^{(k)} \right\} \]  

(2.28)

To obtain the value of \( \alpha_k \), a line search procedure is conducted with respect to the
descent function given in equation (2.25). NLPQL calculates \( \alpha_k \) by minimizing the
one-dimensional function

\[ \phi(\alpha) = P(x + \alpha d, r) \]  

(2.29)

using quadratic interpolation and an Armijo-type stopping criterion [60]. Details of this
portion of the analysis are outlined by Schittkowski [56]. Once \( \alpha_k \) is obtained, the new design
point can be calculated using equation (2.13). The algorithm continues to calculate new
design points until the solution satisfies the convergence criterion. More precisely, given an arbitrarily chosen initial design point, the algorithm converges to a point which satisfies the necessary optimality conditions (Kuhn-Tucker point) defined by:

\[
\begin{align*}
\nabla L(x^*) &= 0 \\
h_i(x^*) &= 0 \quad ; \quad i = 1 \text{ to } p \\
\left[ u^*_i \right] &\geq 0 \quad ; \quad i = 1 \text{ to } m \\
g_i(x^*) &\leq 0 \quad ; \quad i = 1 \text{ to } m \\
\left[ u^*_i \right] g_i(x^*) &\leq 0 \quad ; \quad i = 1 \text{ to } m
\end{align*}
\]

(2.30)

Upon convergence of the optimization algorithm, an occurrence which implies that a local minimum of the objective function has been obtained, NLPQL returns the objective function value, the design variable vector, and performance information, such as the total number of iterations, convergence condition, etc.

### 2.3 Energy Release Rate Criterion

As previously mentioned, the maximum energy release rate criterion predicts that crack extension will occur in the direction which produces the maximum strain energy release. This hypothesis is based on the Griffith criteria for fracture which states: "Crack growth can occur if the energy required to form an additional crack of size \( da \) can just be delivered by the system" [63]. Mathematically, this can be expressed as:

\[
\frac{dU}{da} = \frac{dW}{da}
\]

(2.31)

where \( U \) is the strain energy and \( W \) is the work expended (required) for fracture. \( dU/da \) is
referred to as the energy release rate or the crack extension force $G$, while $dW/da$ is the energy required to form an additional free surface and is known as the crack resistance (force). The energy required to form an additional crack or free surface is material dependent and is referred to as the critical energy release rate $G_c$.

The maximum energy release rate criterion predicts that crack extension will occur in the direction $\theta$ for which $G$ is a maximum $G_{\text{max}}$, since this is the direction in which $G_c$ will first be exceeded. For numerical purposes, the energy release rate for a kinked crack can be calculated using the global energy method [42]. When this method is used, equation (2.31) has the following mathematical form:

$$G(\theta, a) = \frac{U(\theta, a + \Delta a) - U(\theta_0, a)}{B \Delta a}$$  \hspace{1cm} (2.32)

where $B$ is the thickness of the plate, $U(\theta_0, a)$ is the total strain energy of the structure with the crack in its original configuration (no kinking), and $U(\theta, a+\Delta a)$ is the strain energy of the structure with the crack extended by length $\Delta a$ in the direction $\theta$ (kinked crack configuration).

The objective here is to determine the angle which maximizes $G$ at any increment of crack growth. For a given increment, $U(\theta_0, a)$, $\Delta a$, and $B$ remain constant. From equation (2.32), the direction of maximum strain energy for the kinked crack $U(\theta, a+\Delta a)_{\text{max}}$ is equivalent to the direction which predicts $G_{\text{max}}$. Therefore, only the elastic energy of the structure needs to be considered to predict the direction of crack extension.

For a heterogeneous domain, the original crack may be positioned near one or more material interfaces. In this circumstance, the crack may have the potential to propagate into one of several domains $\Gamma_i$ each with different elastic properties and surface energies $G_c^{(i)}$. 
Under these conditions, the maximum strain energy theory should be modified and restated as: the crack will propagate into the domain $\Gamma_i$ whose surface energy $G_c$ is first exceeded by the corresponding $G_{\text{max}}$ value, and the angle which predicts $G_{\text{max}}$ also predicts the direction of crack propagation [43]. In addition to the above criterion, the strength of the interfacial bond between domains $G_c^{(\text{int})j}$ must be considered. If the critical energy release rate of the interfacial bond is considerably less than that of the adjacent materials, then the crack may remain along the interface regardless of the loading condition. Therefore, for a heterogeneous structure, a solution procedure which incorporates the strain energy release rate criterion must consider the various domains and interfaces encountered by the kinked tip. More specifically, the direction of crack growth can be obtained by determining the kink angle associated with the maximum of the following two ratios:

$$\max \left\{ \left( \frac{G_{\text{max}}}{G_c} \right)_i, \left( \frac{G_c^{(\text{int})}}{G_c} \right)^{(\text{int})j} \right\} \tag{2.33}$$

where $i$ is the number of domains and $j$ the number of interfaces encountered by the crack tip.

Although equation (2.33) is convenient in a theoretical sense its numerical implementation becomes inefficient. To alleviate this problem, $\Delta a$ is varied in length so that the kinked crack tip may only encounter one material interface. This modification does not affect the validity of equation (2.33), however, $i$ and $j$ are limited in range to a maximum of 2 and 1, respectively. The solution procedure presented in the following section discusses this issue in more detail.
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2.4 Solution Procedure

2.4.1 Subsurface Cavity/Inclusion Detection

The method for solving this inverse parameter identification problem is based on obtaining (calculating) displacement values $u^*$ at the sensor locations, using the finite element method, and comparing these with the measured displacements $\hat{u}$. The objective is to achieve a zero value when comparing these two sets of displacements, in a least squares sense. Mathematically, this may be accomplished by minimizing the following objective function:

$$f(x) = (u^*(x) - \hat{u})^T (u^*(x) - \hat{u})$$

(2.34)

where $\hat{u}$ are the reference displacements $u_i$ (i=1,2) at the k sensor locations $s^k$, i.e. $\hat{u}=u_i(s^k)$.

The numerically calculated displacements $u^*$ at the sensor location are a function of the design variable vector $x^T = \{C_x, C_y, \theta, R, E\}$. The general procedure for solving this inverse problem is outlined as follows:

1) Initial (starting) values for the design variables ($C_x$, $C_y$, $\theta$, $R$, $E$) are arbitrarily assigned.

2) A forward FE problem is executed to obtain the displacements at the sensor locations.

3) The objective function is used to compare the calculated and measured displacements.

4) Optimization techniques are used to alter the parameter vector $x$ such that the objective function value is reduced.

5) Steps 2 through 4 are repeated until x satisfies a required convergence criterion.

The numerical techniques described in the previous section, the finite element method (ANSYS), and sequential quadratic programming (NLPQL) can be combined into an automated...
process to perform the above steps. This process is outlined in Figure 2.4.

2.4.2 Crack Propagation

The following is a general description of the steps required to solve the inverse parameter identification problem of crack propagation through a heterogeneous domain. These steps and the required programming logic are described graphically by the flowchart in Figure 2.5. The lower case letters, a to g, in Figure 2.5 indicate the region of the flowchart corresponding to the description given in the following paragraphs, a. to g.:

a. To create a robust and efficient algorithm, the crack tip $\Delta a$ is restricted in length so that a maximum of one interface may be encountered if $\Delta a$ is rotated from its minimum to its maximum angular position such that the interface can be crossed only
once for a fixed value of $\theta$. If the current length of $\Delta a$ violates this requirement, the
length of the crack tip is reduced by a small amount until a maximum of one interface
lies within a circular arc of radius $\Delta a$ centered at the tip of the previous increment of

b. The initial guess value for the optimization algorithm can be one of two values
depending on the regions encountered by the crack tip:

i. If no interface is encountered, then the crack tip is in a region of material
homogeneity and is assumed to travel in a straight line, therefore, the
solution for the previous increment of growth $\theta_{m-1}^*$ is used as the starting
value for the current increment $\theta_m^{(0)}$, i.e. $\theta_m^{(0)} = \theta_{m-1}^*$.

ii. The only other possibility is that one material interface can be
encountered. In this circumstance, if the two materials are assumed to be
perfectly bonded then $\theta_m^{(0)} = \theta_{m-1}^*$, as described in i.; otherwise, $\theta_m^{(0)}$ is
assigned the value of the angle which places the crack tip tangent to the
interface, i.e. $\theta_m^{(0)} = \theta_{int}^{(0)}$.

c. The commercial finite element program ANSYS, is used to calculate the total
strain energy of the structure at a given crack tip angle $\theta_m^{(k)}$ where $m$ represents the
current crack growth increment and $k$ the current iteration of the optimization
algorithm. For the initial (guess) value for $\theta$, $k$ equals 0. The SQP techniques
described in the previous section (NLPQL) are then utilized to update the crack tip
angle to increase, and ultimately maximize, the elastic energy release of the structure.
The resulting angle $\theta_m^*$ represents the direction associated with the maximum energy
release rate for the current increment of crack growth.

d. If the crack tip is in a homogeneous region, then $\theta^*_{m}$ is the solution for the direction of crack growth and the crack is extended in that direction. The next increment of crack growth ($m=m+1$) is then considered. If not, the crack tip is in the vicinity of an interface between two materials. For discussion purposes, these materials will be referred to as Material 1 and Material 2. In addition, it is assumed that when the crack is kinked at the angle which represents the maximum energy release rate $\theta^*_{m}$, the crack tip resides in Material 1. In this case, if the critical energy release rate of Material 1 ($G_c^{(1)}$) is less than that of Material 2 $G_c^{(2)}$ then crack extension will occur at the angle $\theta^*_{m}$, unless the critical energy release rate of the interface $G_c^{(\text{int})}$ is sufficiently low to cause $G^{(\text{int})}/G_c^{(\text{int})} > G_{\text{max}}/G_c^{(1)}$, in which case the crack will proceed tangentially along the interface. However, if $G_c^{(2)} < G_c^{(1)}$ then $G_{\text{max}}/G_c^{(1)}$ may not be greater than all $G(\theta)/G_c^{(2)}$ and the maximum value of $G(\theta)$ in Material 2 ($G_{\text{max}}^{(2)}$), must be determined.

e. If $\theta^*_{m}$ is less than $\theta^{(\text{int})}_{m}$, then the crack tip resides in Material 2 for $\theta_m > \theta^{(\text{int})}_{m}$. To find $G_{\text{max}}^{(2)}$ in this case, the lower bound for the standard optimization problem should be changed to $\theta^{(\text{int})}_{m}$: i.e. $\theta^{(\text{int})}_{m} < \theta_m < \theta^{(U)}_{m}$. Similarly, if $\theta_m$ is greater than $\theta^{(\text{int})}_{m}$, the crack tip resides in Material 2 for $\theta_m < \theta^{(\text{int})}_{m}$ and the upper bound should be altered ($\theta^{(L)}_{m} < \theta_m < \theta^{(\text{int})}_{m}$) to solve for $G_{\text{max}}^{(2)}$.

f. Again, the finite element method and optimization techniques described previously are used to determine $G_{\text{max}}^{(2)}$. 
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g. At this stage, the three critical values:

\[ \frac{G^{(\text{int})}}{G_c^{(\text{int})}} \cdot \frac{G_{\text{max}}}{G_c^{(1)}} \cdot \frac{G_{\text{max}}^{(2)}}{G_c^{(2)}} \]

have been obtained. The value of \( \theta \) associated with the maximum value of these three ratios dictates the direction of crack extension for the current increment of growth.

The next increment is then considered using the same procedure.

2.5 Discussion

To perform the numerical study presented in the following chapter, the numerical aspects and solution procedures discussed previously were combined using numerous FORTRAN subroutines, main control programs, and supporting data files. In addition, extensive ANSYS input files were required to perform the finite element analyses.

The finite element code was written to accommodate any geometric or material property changes dictated by NLPQL. The large number of function evaluations required for each inverse analysis excluded any user interaction with ANSYS. As a result, a substantial effort was involved in creating a "hands-off" finite element modelling procedure which could be executed in a background mode. To accomplish this, extensive use of ANSYS' parametric design language (APDL) [64] was required. For each finite element analysis, solid modelling techniques, Boolean operations, logical operators (conditional statements and loops), and post-processing commands were used for creating the model, obtaining a solution, error checking, and for retrieving results. In addition, a substantial amount of data file manipulation was required to supply information between ANSYS, NLPQL, and the supporting subroutines.
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For the subsurface cavity detection problems, two finite element input files were created; one to construct the superelement (generation pass) and the other to create the entire model containing the superelement (use pass). Executing and combining these steps required a comprehensive understanding of ANSYS' substructuring capabilities and procedures. For a single model, these files contained over 200 programming statements.

The six crack propagation models examined in Chapter 3 required a more extensive use of programming logic and of APDL than the cavity detection problems. Each model required approximately 500 statements to create the model, complete the solution, and extract the total strain energy of the structure. The additional programming required for these models was a result of the complex geometry of the crack. In addition, the arbitrary location of the crack tip with respect to the material interface, as well as the concerns regarding automeshing and the modifications to the crack tip mesh, all introduced additional logic into the analysis.

The FORTRAN code written for both procedures required approximately 500 lines to initialize various parameters, combine NLPQL (=2000 lines) and ANSYS, perform error checking, calculate the objective function values, calculate the value of the constraints, evaluate numerical derivatives, and create various data files for supplying information between programs. FORTRAN code was also written to modify certain sections of NLPQL.

The intent of our research group is conduct further research based on the work presented in this thesis. Therefore, it has been decide to treat this code as proprietary material and to limit its general distribution. For this reason, appendices containing the ANSYS input files and FORTRAN routines used in support of this research have not been included with this document.
Solution for $\vartheta$ for the current increment has been obtained. 

Solution is $\vartheta$ corresponding to the greater of $G(\text{int})/G_c(\text{int})$ and $G_{\text{max}}/G_{c1}$. 

Figure 2.5: Automated process for solving the inverse problem of crack propagation through a heterogeneous domain.
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Numerical Study

3.1 Subsurface Cavity Detection

Two numerical examples are presented here to demonstrate the accuracy and effectiveness of the previously described algorithm. For generality, the first model, which consists of an inclusion with an arbitrarily shaped interior contained in an irregularly shaped matrix (plate), is considered. For a more practical application, the procedure is applied to the detection of a subsurface crack in a rectangular plate. Figures 3.1 and 3.6 show the geometry of the plate and inclusion, and the applied loading for both of these problems.

3.1.1 Generalized Model

Problem Description

From Figure 3.1 it can be seen that the generalized model consists of an inclusion, with a circular periphery and an arbitrarily chosen interior geometry, in an irregularly shaped plate. Traction and displacement boundary conditions are specified on the plate boundary.
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As stated earlier, the complete inverse problem involves determining the Young’s modulus of the inclusion $E$, its angle of rotation $\theta$, the $X$ and $Y$ coordinates of the inclusion center $C_X$ and $C_Y$, and the inclusion radius $R$, from the known applied traction and displacement boundary conditions and displacement measurements taken along the edges of the plate. To verify the solution procedure an initial study, which fixed the values of $R$, $E$, and $\theta$, and solved for the true values of $C_X$ and $C_Y$, was conducted. This approach allows the objective function to be plotted graphically as a function of $C_X$ and $C_Y$, and enables the progress of the optimization algorithm to be monitored.
Finite Element Formulation

Figure 3.2 includes typical FE representations of the plate and inclusion and illustrates the substructuring process required to combine the superelement (inclusion) and regular elements (plate).

![Figure 3.2: FE representation of generalized model and illustration of substructuring process.](image)

The elements of the inclusion are condensed during the generation pass and the entire inclusion becomes a superelement that has only the degrees of freedom associated with the master nodes on the circumference of the element. The plate is constructed such that a circular hole, with the same radius and circumferential nodal locations as the superelement, is present. The superelement is then inserted into the circular hole and the coincident nodes and their corresponding DOF are coupled. The resulting model is equivalent to one that utilizes only regular elements. A static analysis is performed to determine the displacements at the
sensor locations. The sensors positions are assumed to coincide with the nodal locations on the free edges of the plate (81 nodes). The material behavior is assumed to be linear elastic and under plane strain conditions. The number of element divisions along the edges of the plate and around the circumference of the superelement remains constant for every iteration. The interior elements and nodes are created using ANSYS’ automatic mesh generation capabilities.

The geometry and material properties of each model are dictated by NLPQL at every iteration of the inverse analysis. The function calls and derivative calculations required by NLPQL typically result in an excess of 100 direct finite element solutions, making a solution procedure which requires any user interaction with the FE modelling process infeasible. As a result, ANSYS input files were created that could accommodate any geometrical and material property changes dictated by the optimization algorithm. These input files utilize substructuring, solid modelling techniques, Boolean operations, data-file manipulation, error checking, and ANSYS’ parametric design language (APDL) to perform each complete finite element analysis (pre-processing, solution and post-processing phases).

**Formulation of Nonlinear Programming Problem**

For the initial study, six constraints were used to keep the inclusion within the confines of the plate: two of which are functions of \( C_X \) and \( C_Y \), one linear and the other nonlinear, and the remaining four specify their upper and lower bounds. From this information the standard optimization form of the problem becomes:
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\[ f(C_x, C_Y) = \sum_{k=1}^{N} [(u_x^k - \bar{u}_x)^2 + (u_y^k - \bar{u}_y)^2] \]

\[ g_1: \quad C_x^2 + (1 - C_y)^2 - 0.45^2 \geq 0; \quad 0.25 \leq C_x \leq 0.75 \]
\[ g_2: \quad -\frac{7}{6} C_x + C_y + 0.0825 \geq 0, \quad 0.25 \leq C_Y \leq 0.75 \]

For the complete study, which contains the entire set of design variables, sixteen constraints are required: six inequality constraints and ten which specify the upper and lower bounds on each design variable. The problem written in standard optimization form becomes:

Minimize:

\[ f(C_x, C_Y) = \sum_{k=1}^{81} [(u_x^k - \bar{u}_x)^2 + (u_y^k - \bar{u}_y)^2] \]

Subject to:

\[ g_1: \quad -(0.6X_4 + 0.25)^2 + (X_4(0 - X_1))^2 + (X_4(3 - X_2))^2 \geq 0 \quad 0.25 \leq X_1 \leq 0.75 \]
\[ g_2: \quad X_4(2 + 1.4 - \frac{7}{6} X_1) - 0.385 \geq 0 \quad 0.25 \leq X_2 \leq 0.75 \]
\[ g_3: \quad -X_4(0 - X_1) - 0.25 \geq 0 \quad -359 \leq X_3 \leq 359 \]
\[ g_4: \quad X_4(3 - X_2) - 0.25 \geq 0 \quad 0.17 \leq X_4 \leq 1.0 \]
\[ g_5: \quad -X_4(0 - X_2) - 0.25 \geq 0 \quad 0.25 \leq X_5 \leq 2.0 \]
\[ g_6: \quad X_4(3 - X_1) - 0.25 \geq 0 \]

When the problem is closed and bounded, the area enclosed by the constraints is known as the feasible region and the solution must be contained within this domain. For subsurface cavity detection, the feasible region is the area of the plate in which the center of the inclusion must remain. Figure 3.3 illustrates this by superimposing \( g_i \) (i=1 to 6) on the geometry of the generalized model.
Figure 3.3: Physical representation of the constraints and feasible region. \( C_X \) and \( C_Y \) must remain within the feasible region.

Analytical expressions for the derivatives of the constraints, with respect to each design variable, are supplied to NLPQL through a user created subroutine. The derivatives of the objective function, with respect to each design variable, are calculated using a forward difference scheme.

**Analysis and Results**

In practice, the displacement data at the sensor locations would be obtained experimentally. For the purposes of this numerical study, the displacement values obtained from a direct finite element solution conducted using the correct actual design vector values were used as the reference data.
The parameter values corresponding to the correct solution are \( C_X = 0.57 \text{ m}, \ C_Y = 0.61 \text{ m}, \ E = 1.0 \times 10^7 \text{ N/m}^2, \ R = 0.23 \text{ m} \) and \( \theta = 0^\circ \). The Young’s modulus of the plate is \( 3.0 \times 10^7 \text{ N/m}^2 \) and the applied loads are 100 N and 150 N/m\(^2\) for \( P \) and \( \sigma \), respectively. It is important to realize that the magnitudes of \( E, R, \theta, P, \sigma \) and the Young’s modulus of the plate are arbitrary and the solution process is not dependent on their relative magnitudes. To solve the problem correctly, the only requirement on these variables is that they remain constant for the entire analysis.

For the initial study, the objective function was obtained by varying \( C_X \) and \( C_Y \) over the entire feasible region and evaluating equation (2.34) at each location (approximately 200 points in the feasible region). This data was used to create the objective function surface plot shown in Figure 3.4 (a). As expected, the objective function is a minimum and equals zero at \( C_X = 0.57 \text{ m} \) and \( C_Y = 0.61 \text{ m} \). In addition to this global minimum, a local minimum exists in the vicinity of \( C_X = 0.52 \text{ m} \) and \( C_Y = 0.75 \text{ m} \).

To test the algorithm, initial starting (guess) values of \( C_X = 0.275 \text{ m} \) and \( C_Y = 0.3 \text{ m} \) were assigned. The solution process is depicted in Figure 3.4. In Figure 3.4 (a), each iteration of the convergence process is superimposed on the objective function surface plot. After seven iterations, the objective function value is approximately zero and \( C_X \) and \( C_Y \) have converged to within 0.1\% and 0.01\% of their actual values, respectively. Figure 3.4 (b) depicts this convergence process in terms of the model geometry and a numerical summary of the analysis is given. From this single analysis, the algorithm performed exceptionally well.
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Figure 3.4: Convergence process for an arbitrarily shaped cavity: (a) Objective function surface plot with convergence path superimposed; (b) Plate and inclusion with iteration positions.

To further test the algorithm, the same problem was repeated seventeen times, each with a different (arbitrary) initial guess for \( C_x \) and \( C_y \). Thirteen of these solutions converged to the correct solution (global minimum), while the remaining four converged to the local minimum at \( C_x=0.52 \text{ m}, C_y=0.75 \text{ m} \). Since nonlinear optimization methods are unable to distinguish between a local and global minimum, all results should be accepted as successful solutions. It is recommended to solve nonlinear programming problems with a sequence of different starting points to aid in determining the global optimum.

For the extended study, the initial parameter vector \( \mathbf{x}^T = \{C_x, C_y\} \) was expanded to include 5 design variables; the radius of the inclusion \( R \), its angle of rotation \( \theta \), and the Young’s modulus \( E \), of the inclusion, i.e. \( \mathbf{x}^T = \{C_x, C_y, \theta, R, E\} \). Therefore, in contrast to the initial study, it is not possible to visualize the objective function graphically. The convergence process can still be displayed in terms of the change in model geometry. The
convergence processes for the generalized model for two analyses, with different initial guesses for the design variables, are given in Figure 3.5. Also included in each figure are the guess values (Initial), final solution (Final), number of iterations (Max Iter), objective function value (Obj Func) at the solution and the correct (Actual) design variable values at the global minimum. A comparison of the actual values and final solution verifies the accuracy of the results.

![Figure 3.5: Convergence process for two different initial (guess) values.](image)
3.1.2 Inclusion Containing a Through-Thickness Crack

Problem Description

The crack identification problem illustrated in Figure 3.6 is a specialized, more practical case of the generalized problem. The model is similar to the inclusion detection problem except that the circular defect, instead of containing an arbitrary geometry, surrounds a through thickness crack and is contained within a rectangular plate. Again, the traction and displacement boundary conditions are specified on the plate edges.

Figure 3.6: Inclusion containing a through-thickness crack. The objective is to determine the correct values of $C_X$, $C_Y$, $\theta$, and $R$.

The complete inverse problem involves determining the radius of the inclusion $R$, its angle of rotation $\theta$, and the $X$ and $Y$ coordinates of the inclusion center, $C_X$ and $C_Y$, from the known applied traction and displacement boundary conditions, and from the measured displacements along the edges of the plate. The length of the crack is proportional to the radius of the inclusion ($L=0.8R$) and the Young's modulus of the inclusion is the same as the
plate; thus $E$ is not a design variable as it was for the generalized model. Again, for the initial study, $R$ and $\theta$ are fixed and the objective is to determine $C_x$ and $C_y$.

**Finite Element Formulation**

Figure 3.7 shows typical FE representations of the plate and the inclusion. Quarter-point elements are used to capture the singular strain field in the vicinity of the crack tip. Both crack tips, contained within the inclusion, are surrounded by nine singular elements. To represent a theoretically "ideal" crack, the crack faces are coincident. Again, the inclusion is converted into a superelement and combined with the regular elements of the plate. A static analysis is conducted to calculate the displacements at the sensor locations (approximately 120 nodal locations). The material behavior is assumed to be linear elastic and plane strain conditions apply.

![Figure 3.7: FE representation of crack detection model. Illustrates the substructuring process.](image)

**Formulation of Nonlinear Programming Problem**

For the initial study, four constraints specifying the upper and lower bounds for $C_x$ and
C_Y, are required to keep the inclusion within the confines of the plate. This problem has the following standard form:

\[
f(C_x, C_y) = \sum_{k=1}^{N} [(u^*_x - \bar{u}_x)_k^2 + (u^*_y - \bar{u}_y)_k^2] \quad (3.3)
\]

\[
0.22 \leq C_x \leq 1.78 \\
0.22 \leq C_y \leq 0.78
\]

Since only the upper and lower bounds are specified, NLPQL does not calculate any constraint values or derivatives.

For the extended study, which considers the entire set of design variables, the rectangular feasible region was defined using four inequality constraints. Eight additional expressions were required to specify the upper and lower bounds on each design variable. The problem written in standard optimization form becomes:

Minimize:

\[
f(C_x, C_y) = \sum_{i=1}^{N} [(u^*_x - \bar{u}_x)_i^2 + (u^*_y - \bar{u}_y)_i^2] 
\]

Subject to:

\[
g_1: \quad -X_4(0 - X_1) - 0.05 \geq 0 \quad 0.25 \leq X_1 \leq 2.75
\]

\[
g_2: \quad X_4(3 - X_2) - 0.05 \geq 0 \quad 0.25 \leq X_2 \leq 2.75
\]

\[
g_3: \quad -X_4(0 - X_2) - 0.05 \geq 0 \quad -359 \leq X_3 \leq 359
\]

\[
g_4: \quad X_4(3 - X_1) - 0.05 \geq 0 \quad 0.17 \leq X_4 \leq 1.0
\]

Once again, the derivatives of the objective function with respect to each design variable are calculated using a forward difference scheme.

**Analysis and Results**

The parameter values corresponding to the correct solution are C_x=0.35 m, C_y=0.60 m, R=0.2 m and \(\theta=0.0^\circ\). The Young's modulus of the plate and inclusion is 3.0e7 N/m^2 and the
applied load $\sigma$ is 10000 N/m$^2$. $R$ and $\theta$ remain constant during the analysis but $C_X$ and $C_Y$ are to be determined by the solution process.

The objective function surface plot shown in Figure 3.8 (a), was created using approximately 600 evenly spaced grid points in the feasible region. Each point corresponds to a different value for $C_X$ and $C_Y$. The global minimum ($f(C_X, C_Y) = 0$) is located at $C_X = 0.35$ m and $C_Y = 0.60$ m. In addition, a local minimum exists at $C_X = 1.75$ m and $C_Y = 0.25$ m. The analysis process used an initial guess of $C_X = 0.8$ m and $C_Y = 0.55$ m. Figure 3.8 (a) shows each iteration of the convergence process superimposed on the objective function surface plot. The solution required 11 iterations for $C_X$ and $C_Y$ to converge to within 0.03% and 0.08% of their respective actual values. Figure 3.8 (b) illustrates the convergence process with respect to the geometry of the model and summarizes the results numerically. The results for this single analysis are extremely accurate.

Figure 3.8: Convergence process for a plate containing a through-thickness crack: (a) Objective function surface plot with convergence path superimposed; (b) Plate and crack with iteration positions.

To further study the convergence process, five additional problems were executed,
each with different starting values for $C_X$ and $C_Y$. Three of the problems had guess values for $C_X$ which were less than 1 m (left half of the plate) and the solution converged to the global minimum. The other two problems had initial $C_X$ values greater than 1 m (right side of the plate) and converged to the local minimum at $C_X=1.75$ m and $C_Y=0.25$ m (right bottom corner of the plate). Again, both results should be considered successful solutions.

For the complete study, the parameter vector was extended to include $\theta$ and $R$, as well as $C_X$ and $C_Y$. In addition, to further test the analysis procedure, the rectangular plate was replaced by a square plate, and the uniformly distributed load was replaced by a ramped load that was applied to the entire upper edge of the plate. The convergence analysis for this model is displayed in Figure 3.9. Again, the figure includes a numerical summary which contains the guess values, final solution, number of iterations, objective function value at the solution, and the true design variable values at the global minimum. Considering the summarized results, the analysis procedure obtained an accurate solution for the crack identification model.

![Figure 3.9: Convergence process for the crack identification model.](image-url)
3.1.3 Numerical Considerations

Three numerical aspects are unique to, and essential for, the analysis procedure presented in the previous section. The necessity of these numerical components became apparent during the extended numerical studies. These unique aspects are discussed in the following subsections.

Line Search Modification

During the numerical study, the analysis of certain problems failed as a result of the inclusion moving outside the domain of the plate in spite of having the correct constraints. After investigation, it was discovered that this behavior was caused by the line search subroutine of NLPQL. From the previous theory, NLPQL calculates a new design point $x^{(k+1)}$ by determining a search direction $d^{(k)}$ and a positive scalar step length $\alpha_k (x^{(k+1)} = x^{(k)} + \alpha_k d^{(k)})$. The calculation of the line search is based on the augmented Lagrangian type line search or merit function. During the line search procedure $\alpha_k$ is initially assigned a value of unity and the objective function value is evaluated at this location. The objective function value is used to test whether the merit (or descent) function is satisfied. If it is, the step length ($\alpha_k = 1$) and the objective function value are used to obtain a quadratic fit of the merit function in order to calculate the new design point, otherwise, $\alpha_k$ is reduced until the merit function is satisfied. The important detail to note is that an objective function value is required each time $\alpha_k$ is updated. Therefore, if $d^{(k)}$ is in the direction of a constraint, the initial step length of unity may result in one or more of the design variable values residing outside the feasible region. The line search method does consider the upper and lower bounds on each design parameter and
will not attempt to step outside these values, but the prescribed constraints are not taken into consideration. This does not pose a problem when analytic functions are evaluated because the objective function can still be calculated outside the feasible region. However, for FE problems, where the constraints represent physical restrictions on the model geometry, an objective function value does not exist outside the feasible domain. For subsurface cavity detection problems this is equivalent to having the inclusion outside the boundaries of the plate, which is meaningless. The reason this problem did not arise during the initial numerical study is evident from the objective function surface plots. The relatively large objective function values around the boundary of the feasible region always resulted in the descent direction pointing away from the constraints. However, with the greater number of variables for the extended study, the descent direction frequently pointed towards a constraint, which occasionally caused an error during the line search process. To solve this problem, the current search direction is retained, but its length is altered so that the first step always remains inside the feasible region. The steps for accomplishing this are as follows:

1) On the first step of the line search, check the value of all the constraints.

2) If all the constraints are greater than or equal to zero, do not modify the line search procedure.

3) Otherwise, reduce the value of alpha by some small percentage (0.001% for example) and recheck the constraints. Repeat this until all constraint values are greater than or equal to zero.

NLPQL’s line search subroutine was altered to incorporate these modifications. A subroutine was also added to the main program to support these changes.
Insensitivity of the Analysis to the Inclusion Rotation

For certain types of NLP problems, changing a particular design variable may have an insignificant effect on the objective function value relative to other design variables. In this case, the analysis is considered to be insensitive to that design variable. This insignificance is mathematically represented by a small value of the derivative of the objective function with respect to the design variable. As a result, the NLP process will alter this variable very little during the analysis and will find the best solution using the remaining variables.

For both the generalized and the crack identification models, the rotation of the superelement had little effect on the objective function value compared to the other design variables. As a result, the procedure converged to the "best" possible solution without changing the rotation (changes of less than 5° were seen). However, if the problem is altered such that θ is the only design variable, the dominating affects of the other design variables are eliminated and the solution converges to the correct value of θ. Therefore, the solution procedure can be partitioned into two separate inverse analyses per iteration; one to solve a complete analysis for the rotation and the other to solve another full analysis for the remaining variables. This process is repeated, using the previous solution for each variable as the initial guess for the following iteration, until the difference in design variables between two consecutive solutions becomes negligible. This can be accomplished by pre-defining a convergence criteria with respect to the design variables, e.g. \( \left| \frac{x^{(k+1)} - x^{(k)}}{x^{(k)}} \right| < 0.01 \).

Accounting for Changes to the Radius of the Inclusion

To determine the correct radius of the inclusion R, while still using substructuring techniques, a special approach to creating the finite element model is required. Recall that for
substructuring to be of benefit, the generation pass to create the superelement should be executed only once (i.e. the superelement should not change during the analysis). This will not be the case if the radius of the inclusion is altered. Therefore, instead of actually varying \( R \), a scale factor representing the change of \( R \) from its original size is used as a design variable. Using this approach, a change in the superelement radius can be simulated by scaling the regular elements and loads of the FE model by a magnification factor, \( \text{mag}_{PL} \) (magnification of the PLate). Consequently, instead of varying \( R \), \( \text{mag}_{PL} \) is used as a design variable and is defined as the inverse of the scaling factor for the variation of \( R \). Since the analysis is linear, an equivalent model can be obtained by keeping \( R \) constant and multiplying the dimensions of the plate and loads by \( 1/(\text{scale factor})_R \). Note that to apply this scaling method, the dimensions of the plate can no longer be defined in terms of the global Cartesian system; instead the vertices of the plate must be defined with respect to a local coordinated system at the center of the inclusion. Figure 3.10 illustrates the difference between varying the inclusion radius when using substructuring as opposed to simply using regular elements.

![Figure 3.10: Variation of inclusion radius using: (a) "regular" elements; (b) a superelement.](image-url)
Once the solution for \( \text{mag}_{PL} \) is obtained, the required radius of the inclusion can be calculated from the expression \( R_{\text{INCLUSION}} = (1/\text{mag}_{PL}) \cdot R_{SE} \), where \( R_{SE} \) is the radius of the superelement when it was created. Similarly, the material properties of the superelement cannot be altered during the analysis. Therefore, the variation of \( E \) is simulated by scaling the Young’s modulus of the plate by a magnification factor \( \text{mag}_E \), which is defined as the inverse of the scaling factor for the variation of the Young’s modulus of the inclusion. Again, once \( \text{mag}_E \) is obtained, the required Young’s modulus for the inclusion can be calculated from the expression \( E_{\text{INCLUSION}} = (1/\text{mag}_E) \cdot E_{SE} \), where \( E_{SE} \) is the Young’s modulus of the superelement when it was created. The Young’s modulus and radius of the inclusion for both models were obtained using the above magnification factors.

3.1.4 Discussion

The results of the numerical examples demonstrate that the interior geometry and material properties of an inaccessible region can be determined accurately and efficiently using the proposed analysis procedure. Incorporating substructuring into the analysis procedure has proven to enhance the analysis procedure considerably. The benefits of using substructures during the FE portion are evident when taking into account the large number of objective function evaluations required for the analysis. For each iteration, partial derivatives of the objective function with respect to each design variable are required. Therefore, in addition to the initial forward FE problem, five other FE problems must be solved to calculate the derivatives using a forward difference scheme. Additional function evaluations may also be required during the line search part of the solution. For problems where the inclusion is
relatively large, the number of DOF of the finite element model can be substantially reduced with the use of substructuring. For some models, computational saving of roughly 50% were achieved.

Additional affects on the solution procedure have been considered by other researchers. Altering various system parameters, such as the number of sensor locations and their distribution and mesh density, have been examined. In addition, inverse problems are inherently ill-posed. This means that a solution may not be unique, may not exist, and may be numerically unstable if errors are introduced into the objective function. This issue has prompted researchers \cite{5,7} to study the effects of adding a random error to the reference displacements to simulate experimental noise. Given the nature of inverse parameter identification problems, the results of these studies are highly problem-dependent and the conclusions of limited generality. As a result, the effects of changing these various system parameters were not included in the scope of this research. Also, the studies conducted using random input error were still based on a deterministic view of the system. In a strict sense, the stochastic description of the input data requires that the problem be formulated in a probabilistic manner. Methods such as the maximum likelihood principle \cite{65}, have been proposed (although not with specific reference to subsurface flaw detection) by researchers to incorporate random experimental noise. Recently, Fadale et al. \cite{66} have developed a new objective function, which accounts for the stochastic nature of the experimental reference data and of the design parameters (the actual parameters can only be measured within a certain accuracy).

Incorporate probabilistic theory into the inverse analysis procedure could be the objective of future work. Research could also be conducted to develop a library or database of
inclusion types and geometries. This would allow multiple situations (multiple defects) to be modeled internally by the program and the solution which best matched the experimental data would represent the internal conditions of the structure. Three dimensional geometries, nonlinear material and geometric behavior, and anisotropic materials could be considered. In addition, if a large number of design variables are required to characterize a complicated inclusion, the potential of the optimization process to converge to a local minimum increases. As a result, to aid in detecting the globally optimum solution, the analysis should be conducted using multiple guess values. Quasirandom sequence generators [67] could be used to determine a desirable dispersion of these initial guess values throughout the feasible region.

The addition of these modifications to the theoretical study of subsurface cavity detection may aid in the future development of procedures for the inspection of actual engineering structures and components.
3.2 Crack Propagation

To verify the proposed solution procedure given in Figure 2.5, the following four finite element models, each representing an increasingly more complex fracture situations were considered: a horizontal through-thickness crack in a finite plate; an inclined through-thickness crack in a finite plate; a crack parallel to a bimaterial interface; and a transverse crack in two fiber-reinforced composite materials. The first three models were used as test cases. For these numerical studies, only one crack growth step was considered (m\textsubscript{max}=1) since only the initial directions of crack extension are documented in the literature. For the crack growth in the two composite materials, an analytical solution does not exist and the objective of the inverse analysis is to duplicate the crack behaviors observed experimentally. Three crack growth steps are considered for both composite models and the direction of crack extension is determined at each step. The results obtained for all the numerical models are in agreement with the expected values.

3.2.1 Formulation of Nonlinear Programming Problem

For the inverse problem of crack propagation, the objective is to maximize the strain energy release rate \( G(\theta) \) which can be accomplished by minimizing \( 1/G(\theta) \). The design variable vector consists of one element \( \theta \) which is restricted by its upper and lower bounds of \( 180^\circ \) and \(-180^\circ\) respectively. Therefore, the standard optimization form of the problem becomes:
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Minimize: \[ f(\theta) = \frac{1}{G(\theta)} \] (3.5)

Subject to:
\[-180^\circ < \theta < 180^\circ\]

It should be noted that equation (3.5) is a one-dimensional unconstrained optimization problem. This type of problem is not as complex as the generalized problem defined in equation (2.12) and a number of simple algorithms are available for its solution [55]. However, NLPQL has been selected to solve equation (3.5) because of its availability [59], excellent previous performance for subsurface cavity detection problems, and its ability to efficiently and accurately solve a wide variety of optimization problems [60,61], including the one-dimensional unconstrained cases.

3.2.2 Finite Element Formulation

The finite element modelling procedure for examining crack propagation requires the same techniques used for the subsurface cavity detection study; however, substructuring is not required. The ANSYS input file for each problem in this section is capable of modelling a crack in any configuration (location or orientation) without requiring user interaction. The crack is initially assigned a finite width, then after the entire model has been automeshed, the elements along the two faces of the crack tip are modified to close the crack tip (coincident crack faces). The homogeneous models were constructed with crack tip elements encircling the entire kinked tip.
A plane strain analysis was conducted for each numerical model and all material domains were assumed to be isotropic and linearly elastic. The elastic energy of each element was extracted during the post-processing phase of the analysis and the total strain energy of the structure was obtained by summing these values.

### 3.2.3 Horizontal Crack in a Finite Plate

The model depicted in Figure 3.11 consists of a two-dimensional finite width plate, which contains a straight through-thickness center crack subjected to pure mode I loading conditions.

![Center cracked plate diagram](image)

**Dimensions**
- \(a = 1\) [in], \(\Delta a = 1/3\) [in]
- \(b = 5\) [in]
- \(h = 5\) [in]
- \(\sigma = 0.56419\) [psi]
- \(\beta = 90^\circ\)

**Material Properties**
- \(E = 30\times10^6\) [psi]
- \(\nu = 1/3\)

The finite element model was constructed using the data in Figure 3.11 and was automatically meshed using 8-noded isoparametric elements and nine singular elements surrounding each crack tip. Figure 3.12 shows the finite element meshes of the entire model...
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and the crack tip in its initial kinked configuration. Linear elastic material behavior and plane strain conditions were assumed.

![Finite element meshes for: (a) horizontal crack model with original crack configuration; (b) local kinked crack configuration ($\theta=60^\circ$).](image)

Figure 3.12: Finite element meshes for: (a) horizontal crack model with original crack configuration; (b) local kinked crack configuration ($\theta=60^\circ$).

As required by the solution procedure, the finite element model was designed so that the crack could be extended by a small amount $\Delta a$ in any direction $\theta$ and the total strain energy/energy release rate obtained for the given configuration. To graphically visualize the objective function (actually, the inverse of the objective function), a polar plot of the energy release rate as a function of the crack tip angle $G(\theta)$ was created prior to running the inverse analysis. This curve was constructed by varying one of the extended portions of the crack from $-90^\circ$ to $90^\circ$ in increments of $1^\circ$, while simultaneously rotating the other tip from $90^\circ$ to $-90^\circ$, and obtaining the strain energy at each kink angle. As discussed earlier, the value of $\theta$ associated with the maximum value of the strain energy is equal to the value associated with the maximum value of the strain energy release rate; therefore, the solid curve given in
Figure 3.13 is referred to as \( G(\theta) \) even though the actual curve is \( U(\theta) \). \( G(\theta) \) is plotted in Figure 3.13, as opposed to the actual objective function \( 1/G(\theta) \), to stay consistent with the fracture criterion, which states that the maximum value of the energy release rate be determined (not the minimum of its inverse). For this model, \( G(\theta) \) was plotted instead of \( G(0)/G_c \) because the material is entirely homogeneous; thus, the direction of crack growth is independent of the magnitude of \( G_c \). The dashed line in Figure 3.13 represents a constant radius equal to \( G_{\text{max}} \) and is used strictly for reference purposes. \( G(\theta) \) values appearing inside the dashed line are less than \( G_{\text{max}} \). The hollow circles superimposed on the solid line are the \( G(0) \) values calculated at each increment (0 to 7) of the optimization algorithm as it progressed from an initial guess value of \( \theta^{(0)} = 60^\circ \), towards a convergent solution of...
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\( \theta^* = -0.37^\circ \). This solution is in excellent agreement with the self-similar crack growth \((\theta = 0^\circ)\) predicted theoretically [25] and observed experimentally [63] for mode I loading conditions.

3.2.4 Inclined Crack in a Finite Plate

To study the problem of crack growth under mixed mode conditions (mode I & II), the previous model was altered by rotating the center crack \(40^\circ\) from the horizontal; see Figure 3.14.

Again, to obtain a graphical representation of \( G(\theta) \), one crack tip was rotated from \(-90^\circ\) to \(90^\circ\) (with respect to the horizontal direction) while the other tip was simultaneously rotated from \(90^\circ\) to \(-90^\circ\). \( G(\theta) \) and the reference curve \( G_{\text{max}} \) are plotted in Figure 3.15. In the homogeneous material, the crack is assumed to propagate in a self-similar manner and a starting value of \( \theta^{(0)} = 0^\circ \) was supplied to the optimization algorithm. The value of \( G(\theta) \) calculated by NLPQL at each iteration, starting from the initial value to the globally optimum

![Diagram](image-url)

Figure 3.14: Center cracked plate containing an inclined crack.

- Dimensions
  - \( a = 1 \ [\text{in}] \), \( \Delta a = 1/3 \ [\text{in}] \)
  - \( b = 5 \ [\text{in}] \)
  - \( h = 5 \ [\text{in}] \)
  - \( \sigma = 0.56419 \ [\text{psi}] \)
  - \( \beta = 50^\circ \)

- Material Properties
  - \( E = 30e06 \ [\text{psi}] \)
  - \( \nu = 1/3 \)
value, are displayed in Figure 3.14. A convergent solution of $\theta^*=46.4^\circ$ was obtained in 7 iterations.

![Polar plot of $G(\theta)$ and convergence process of the inverse analysis.](image)

Figure 3.15: Polar plot of $G(\theta)$ and convergence process of the inverse analysis.

The theoretical solution to this problem varies slightly depending on which fracture criterion is adopted. For the particular case of an inclined crack in a finite width plate, the initial crack growth angle can be obtained from the maximum tangential stress theory by determining $\theta^*$ from the following expression [25]:

$$\sin \theta^* + (\cos \theta^* - 1) \cot \beta = 0 \quad \beta \neq 0 \quad (3.6)$$

For $\beta=50^\circ$, the value of $\theta^*=50.2^\circ$ is obtained from equation (3.6).

If the minimum strain energy density theory is chosen as the crack growth criteria, the initial direction of crack extension can be obtained from [34]

$$((3 - 4\nu) - 1)\sin(\theta^* - 2\beta) - 2\sin(2(\theta^* - \beta)) - \sin 2\theta^* = 0 \quad \beta \neq 0 \quad (3.7)$$
The predicted angle of crack extension from equation (3.7) is \( \theta^* = 49.5^\circ \).

Huyashi and Nemat-Nasser [44] determined an analytical expression for the energy release rate of a inclined crack with a kinked tip in an infinite medium under plane strain conditions. The angle of crack extension was numerically evaluated by solving two systems of integral equations and by applying the maximum energy release rate criterion. A linear interpolation of the tabular results presented in [44] gives an initial crack growth direction (for \( \beta = 50^\circ \)) of approximately 53.3°. Finally, the average of four experimental tests conducted by Sih [34] on center cracked plexiglass plates (\( \beta = 50^\circ \)) predicted an initial crack growth direction of 51.6°. The solution of the inverse analysis \( \theta^+_1 = 46.4^\circ \) is in agreement with these theoretical and experimental values.

### 3.2.5 Interfacial Crack

The next logical progression towards studying the general behavior of crack growth in a heterogeneous domain, is to examine the specialized case of crack growth parallel to a bimaterial interface. The model and numerical data for the finite element analysis used to study this problem are shown in Figure 3.16. This model is composed of E-glass bonded to a polyester resin and contains a single crack tip which is located at the center of the plate. As before, the function \( G(\theta) \) was obtained by varying the crack tip angle. With the dissimilar critical energy release rates of the two materials, \( G_c^{(1)} \neq G_c^{(2)} \), the function \( G(\theta)/G_c^{(1)} \) must be maximized to determine the direction of crack growth. This function becomes discontinuous at \( \theta = 0^\circ \), as seen in Figure 3.17, and the maxima of three separate regions \( \theta > 0^\circ \), \( \theta < 0^\circ \) and \( \theta = 0^\circ \) need to be considered. The interface between the two materials was assumed to be
perfectly bonded \( G_c^{(\text{int})}=G_c^{(2)} \) and is represented by the solid dot at \( \theta=0^\circ \). The hollow dot in Figure 3.17 indicates that \( G(\theta)/G_c^{(1)} \) approaches \( \theta=0^\circ \), but is undefined at \( \theta=0^\circ \). For the inverse analysis, \( \theta^{(0)}=0^\circ \) was used for the initial starting point. The maximum value of \( G(\theta)/G_c^{(2)} \) and its corresponding crack growth angle \( \theta^*=45.8^\circ \) were achieved in 5 iterations. Referring back to the solution procedure given in Figure 2.4, the algorithm terminated after locating this maximum because \( G_c^{(\text{Resin})} < G_c^{(\text{E-glass})} \).

![Diagram](image)

**Dimensions**

\[ a = b / \sin(\beta) \text{ [m]}, \quad \Delta a = a/4 \text{ [m]} \]
\[ b = 5 \text{ [m]}, \quad h = 3 \text{ [m]} \]
\[ \sigma = 1000 \text{ [N/m}^2\text{]} \]
\[ \beta = 50^\circ \]

**Material Properties**

1. E-Glass:
   \[ E_1=76 \text{ [GN/m}^2\text{]}, \quad \nu_1=0.22, \quad G_c^{(1)}=20 \text{ [J/m}^2\text{]} \]
2. Polyester Resin:
   \[ E_2=3.25 \text{ [GN/m}^2\text{]}, \quad \nu_2=0.38, \quad G_c^{(2)}=10 \text{ [J/m}^2\text{]} \]

Figure 3.16: Inclined crack tangential to a bimaterial interface.

To compare the numerical solution with a value presented in the literature, the bimaterial constant \( c \) for this model is required. This constant is a function of the shear modulus \( \mu_j \) and the Poisson’s ratios \( \nu_j \) (\( j=1,2 \)) of the two materials and is defined mathematically by the
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following equation [40]:

$$\varepsilon = \frac{1}{2\pi} \ln \left\{ \left( \frac{\kappa_1 + \frac{1}{\mu_1}}{\frac{\kappa_2}{\mu_2} + \frac{1}{\mu_1}} \right) \right\}$$ \hspace{1cm} (3.8)

where Muskhelishvili's constant \( \kappa_j \) (j=1,2) is defined as \( \kappa_j = 3 - \nu_j \) for plane strain conditions.

For the materials used for this numerical study, \( \varepsilon = 0.054 \). Using the maximum tangential stress criterion, Meyer et al [40] present a graph of the predicted kink angle vs. \( \tan^{-1}(K_{II}/K_I) \), where \( K_{II} \) and \( K_I \) are mode II and mode I stress intensity values associated with the original crack tip. Multiple curves are plotted to include the effects of varying \( \varepsilon \) from 0 to 0.175. From these curves and a value of \( \tan^{-1}(K_{II}/K_I) = 2\pi/9 \), the initial value of crack extension is approximately 44°, which is in good agreement with the solution obtained from the inverse analysis.

\[ G_{max} \]

Figure 3.17 Polar plots of \( G(\theta)/G_c^{(1)} \) and iterations of the optimization algorithm for an inclined crack along a bimaterial interface.
3.2.6 Transverse Cracks in Fiber Reinforced Composites

Glass Fiber-Polyester Resin Lamina

Microscopic studies of the fracture of composite laminae show that transverse cracks can nucleate in regions of dense fiber packing and can continue to propagate through the laminae. Figure 3.18 shows the experimentally observed behavior of a crack propagating in the transverse direction of a glass fiber-polyester resin lamina.

Figure 3.18: Experimentally observed propagation of a transverse crack in a glass-polyester resin lamina [68].

To apply the inverse analysis procedure to this type of problem, the model in Figure 3.19 was constructed. This model consists of a single crack that is approaching an E-glass fiber emanating from within a polyester resin matrix. The objective of the numerical study is to determine the crack growth directions for a number of increments of crack extension. To obtain the functions $G(\theta)/G_c^{(i)}$, the crack tip was varied from $-70^\circ$ to $90^\circ$ and the strain energy of the structure was obtained at each kink angle. The $G(\theta)/G_c^{(i)}$ curves for each increment of growth are given in Figure 3.20.
For reference purposes, the polyester resin and E-glass fiber have been designated Material 1 and Material 2, respectively. As outlined in Figure 2.4, $\theta^{(0)}_1 = 0^\circ$ was determined from the assumption of self-similar crack extension in a homogeneous domain. For subsequent iterations, a perfectly bonded interface was assumed and the corresponding $\theta^{(0)}_m$ values were determined from the previous increment's solution for the direction of crack growth $\theta^*_m$ (again, self-similar crack extension). The results for this analysis are shown in Figure 3.20.

For the first increment of crack growth, the kinked tip of the crack remained in the polyester matrix and the analysis was similar to the horizontal crack model discussed earlier. However, the effects of the stiffer E-glass fiber caused the crack growth to be deflected downward by approximately $5^\circ$ from the horizontal direction. For the remaining two increments, the crack also mimicked the behavior seen experimentally (Figure 3.18) and tended to travel tangential to the material interface.

![Figure 3.19: Crack approaching the interface between a polyester resin and a glass fiber.](image)

**Dimensions**
- $a = 4$ [$\mu$m], $\Delta a = 1$ [$\mu$m]
- $b = 6.2$ [$\mu$m], $h = 4.5$ [$\mu$m]
- $\sigma = 0.001$ [N/m$^2$]
- $R = 3$ [$\mu$m]
- $y = \sqrt{5}$ [$\mu$m]

**Material Properties**
1. Polyester Resin:
   - $E_1 = 3.25$ [GN/m$^2$]
   - $\nu_1 = 0.38$, $G_c^{(1)} = 10$ [J/m$^2$]
2. E-Glass:
   - $E_2 = 76$ [GN/m$^2$]
   - $\nu_2 = 0.22$, $G_c^{(2)} = 20$ [J/m$^2$]
Figure 3.20 illustrates that acceptable results for each increment of crack extension were obtained using relatively few iterations.

Figure 3.20: Numerically predicted crack propagation path in the transverse direction of a glass-polyester lamina. The general behavior is consistent with experimentally observed crack growth.

Glass Fiber-Aluminium Matrix lamina

In general, the crack growth behavior seen in Figure 3.18 holds when the fiber is tougher than the matrix, i.e. $G_c^{(fiber)} > G_c^{(matrix)}$. However, for materials such as metal matrix composites, the matrix may be tougher than the fiber. In this case, crack growth generally behaves as shown in Figure 3.21. The aluminium matrix is tougher than the E-glass fiber for this lamina, so consequently the crack tends to leave the matrix and propagate through the fiber.
Figure 3.21: Propagation of a transverse crack in a glass fiber-Al matrix lamina [69].

To duplicate this behavior, the same model shown in Figure 3.18 was used with the matrix material changed from a polyester resin to Aluminium (6061-T6). The analysis procedure was similar to that for the glass-polyester model except that the critical energy release rate of the interface was assumed to be 20% less than that predicted by perfect bonding, i.e. $G_{c_{int}} = 0.8(G_{c}^{(2)})$. This assumption did not affect the first or last increments of crack extension, since these two crack tips were entirely within homogeneous regions. However, for the intermediate step, the crack tip was placed tangential to the interface. The results of the inverse analysis are given in Figure 3.22. The change in matrix properties from the previous model causes the behavior of the crack to differ substantially from the results in Figure
3.20 and is more consistent with the observed behavior seen in Figure 3.21. Again, the inverse analysis produced acceptable results with relatively little computational effort.

![Diagram](image)

Figure 3.22: Numerically predicted crack propagation path in the transverse direction of a glass-Al lamina. The general behavior is consistent with experimentally observed crack growth.

Figure 3.23 shows the finite element representation of this model with the kinked tip at $\theta^\circ$. Notice for this final step, where the effects of the interface start to diminish, the crack begins to resume its growth perpendicular to the applied load (pure mode I), which is the expected direction of growth in the absence of a material interface.
3.2.7 Discussion

The results of the numerical study indicate that the direction of crack growth under unimodal and mixed mode loading, as well as for homogeneous and heterogeneous materials, can be obtained efficiently and accurately using the numerical procedure presented in this paper. To ensure that the algorithm performs as intended, several modelling aspects should be considered.

The length of the crack extension $\Delta a$ can affect the analysis in several ways. The smaller the value of $\Delta a$ (or the larger the model), the closer the physically real situation of a continuously propagating (as opposed to discretely incrementing) crack is represented.
ever, as \( \Delta a \) becomes excessively small the difference between the maximum and minimum values of the strain energy as a function of crack tip angle, decreases. This "flattening out" of the objective function causes the values of the derivatives to decrease, which in general also decreases the rate of convergence of the nonlinear programming algorithm. In addition, the potential increases for numerical or finite element modelling errors, such as errors in derivative estimation or in automatic mesh generation.

It is well accepted [22] that crack tip elements should be used to correctly represent the singular stress/strain field in the vicinity of the crack tip. For this reason, these elements were utilized when modelling the homogeneous fracture cases. However, difficulties arose when including these elements in the bimaterial and composite models. The modelling techniques used to prevent these elements from interfering with the material interface inevitably resulted in the interface becoming slightly distorted or jagged. Since the degree of distortion varies depending on the value of \( \theta \), the objective function became quite "noisy" (non-smooth). This produced significant errors when calculating the numerical derivative of the objective function with respect to \( \theta \). Therefore, crack tip elements were not used for the inhomogeneous models, and this resulted in a much smoother and a more easily differentiable objective function. In addition, since the strain energy of the entire structure is of primary interest and not the very localized stress field around the crack tip, excluding the singular elements had a negligible effect on the objective function values.

The procedure presented here for determining the direction of crack growth in a heterogeneous domain may be extended to include dynamic or crack growth rate effects, three-dimensional crack propagation, ductile materials and multiple interacting cracks.
Chapter 4

Conclusions

Engineering structures or components can contain pre-existing flaws or defects which, under the influence of high loads, fatigue, or chemical damage, can initiate cracks and may eventually cause failure. As a result, it is beneficial to be able to nondestructively inspect a structure for subsurface flaws and to have an understanding of how internal cracks propagate under complicated loading or geometric conditions. This thesis has contributed to this understanding by presenting numerical procedures for solving inverse parameter identification problems in solid mechanics. Incorporating the finite element method and optimization techniques has proven, through numerical examples, to be an efficient and accurate means of determining the required system parameters. The specific applications of subsurface cavity detection and of crack growth through a heterogeneous domain were considered.

An economical and accurate procedure was presented for the numerical identification of subsurface flaws or cracks. The procedure is based on updating the interior geometry of a structure until the displacements calculated on the exterior of the plate match those obtained experimentally. Enhancements in robustness and computational efficiency over previously proposed numerical methods are realized through the use of finite element substructuring techniques and an efficient Quasi-Newton type optimization algorithm. Several numerical
example problems were constructed and their solutions successfully obtained using this procedure. Suggestions regarding future work in this area have also been presented. The enhancements presented in this thesis as well as these recommended modifications represent a step towards extending this analysis beyond numerical confines and towards the nondestructive evaluation of newly manufactured and in-service structures and components.

The problem of determining the direction a crack will propagate in a heterogeneous domain was also formulated using inverse methodology. This procedure is based on determining the direction of crack growth, which corresponds to the maximum normalized energy release rate of the structure, for a given increment of crack growth. Again, the procedure utilizes the finite element method and sequential quadratic programming to solve for the angle of crack extension. The procedure was applied to several numerical test cases as well as two composite laminas. The results of the study were consistent with the theoretical and experimental findings. Suggestions regarding future work in this area were also presented.
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