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Abstract

The growth and collapse of vapour bubbles during convective subcooled nucleate boiling

of water in an internally heated annular test section was visualized using the high speed

filming technique. The experiments were performed at atmospheric pressure, mean flow

velocities of 0.08- 0.8 m/s, liquid bulk subcooling of 10-60 °C and heat fluxes of 0.1-1.2

MW/m2. High speed photographic results showed that bubbles grew to a maximum radius

while sliding on the heated surface; condensed slowly while still attached to the heated

surface; and ejected into the flow with further condensation. The bubble volume,

displacement of bubble centroid parallel and normal to the heating surface, and change in

the bubble maximum and minimum diameters were evaluated during the bubble lifetime.

The effects of heat flux, liquid bulk subcooling and mean flow velocity on maximum bubble

radius, growth time, and condensation time were investigated. At low subcoolings, an

increase in the heat flux resulted in a decrease in the maximum bubble radius and growth

time. At high subcoolings, the maximum bubble radius and growth time were independent

of the heat flux. The effect of mean flow velocity on bubble parameters was negligible in

the range of this study. Correlations are proposed for the maximum bubble radius, growth

time, condensation time, and growth and collapse rates.
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CHAPTER 1

INTRODUCTION

The phenomenon of convective subcooled boiling is important in the design of

nuclear reactors which use a liquid coolant that is subjected to high heat fluxes. In some of

these reactors, the surface boiling is designed into the system or allowed to occur at high

loads to increase heat transfer whereas in others the surface boiling is avoided in normal

operation but may be allowed only under emergency and transient conditions. The effect of

voidl formation on the reactivity of the system is described by the void coefficient of

reactivity. Depending on the design of the reactor and its moderator-to-fuel ratio, a reactor

can have a positive or a negative void coefficient of reactivity[1]. In a reactor with a

negative void coefficient, an increase in the amount of void in the system results in a

decrease in the reactivity of the system.

SLOWPOKE and MAPLE low-pressure, pool-type nuclear reactors, designed by

AECL, belong to a class of reactors with negative coefficient of reactivity[2]. The power

output of these reactors depends on the density of the moderator (water) which is a

function of the volume fraction of the vapour in the flow, expressed as void fraction. These

reactors are so designed that, in case of emergencies when the probability of power

excursions is high, surface boiling occurs along the fuel rod and the increased void fraction

in the moderator causes a decrease in reactivity. In this way the power output of the

reactor is controlled to safe levels. Therefore, the evaluation of the volume of steam,

1 In nuclear industry, vapor generated during the process of surface boiling is termed as
'void'.
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produced during the process of subcooled flow boiling, is critical for operation of water-

moderated low pressure nuclear reactors.

Evaluation of the void fraction has been the subject of many studies in the high-

pressure range of operation of commercial nuclear-powered reactors. The development of

low-pressure nuclear reactors motivated the study of void fraction at atmospheric pressure.

Void fraction experiments conducted at low pressure have revealed differences in the

mechanism of void formation between high and atmospheric pressures. This study is part of

an extensive project undertaken at the University of British Columbia in collaboration with

Atomic Energy Canada Limited, to study the void growth at atmospheric pressure. This

thesis presents the results of flow visualization experiments of vapour bubbles generated in

the process of subcooled boiling at atmospheric pressure. The flow visualization

experiments were carried out to obtain insight on the mechanisms of void growth at

atmospheric pressure.

1.1 Void Fraction in Convective Subcooled Boiling

Subcooled boiling is characterized by the growth of vapour bubbles at a heated solid

surface and their subsequent condensation or collapse inside the subcooled liquid. These

bubbles originate at cavities, pits and scratches on the heater surface where vapour or non-

condensable gases are trapped. When the temperature at the liquid-solid interface exceeds

the saturation temperature by a few degrees, nucleation sites become active and boiling

commences. An active nucleation site produces vapour bubbles which go through a typical

periodic cycle of nucleation, growth, departure and collapse (condensation) followed by a

waiting period (Figure 1.1). This cycle, repeated hundreds of time in a second, and at

hundreds of different locations on the heater rod, results in a two-phase mixture of liquid

and vapour.
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Figure 1.2 shows schematically the process of subcooled flow boiling and void

growth in a vertically mounted annular channel with internal heating used in this study. The

single-phase subcooled liquid enters the test section and flows upward parallel to the

heater. At some distance downstream where the wall temperature exceeds the saturation

temperature by a few degrees, the nucleation sites on the heater become active and bubbles

form on the heater. This point is referred to as ONB or Onset of Nucleate Boiling and

signifies the first appearance of the vapour bubbles. As the liquid flows past ONB and

moves further downstream, the amount of vapour in the mixture increases. The volume

fraction of the vapour in the flow is termed 'void fraction' which is defined as the ratio of

area occupied by vapour over the total cross-sectional flow area. The void fraction

increases in the direction of the flow up to the point of OSV (Onset of Significant Void)

which signifies a sudden increase in the void fraction. The point of OSV indicates the

condition at which the amount of void increases exponentially and its prediction is critical

to the modeling of void growth. The void fraction in the system is dependent on the

average bubble size, average bubble lifetime, growth rate and condensation rate of bubbles,

number of nucleation sites, and the frequency of bubble formation. These parameters, in

turn, are dependent on experimental conditions such as heat flux, pressure, mass flow rate

and liquid subcooling.

1.3 Research Background

The project originated at the University of Ottawa with the measurement of void

fraction using the Gamma ray attenuation method. Void fraction measurements, conducted

in an annular test section with internal heating at atmospheric pressure and low flow rate

simulated the flow geometry and conditions in the SLOWPOKE reactors [3,4,5]. The

experimental data were compared to various void fraction models derived from high-

pressure experiments without satisfactory results[4]. Further experiments were performed
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at the University of British Columbia for different hydraulic diameters of the test section for

upflow and downflow [6,7,8]. It was concluded that the discrepancies between the

measured results and those calculated from the existing models were probably because of

the differences in the hydrodynamics and heat transfer mechanisms at low pressure:

• At low pressure the bubble detachment did not coincide with OSV.

• The void prior to OSV was not negligible.

The research continued at the University of British Columbia in the modeling of void

fraction at low pressure[9]. A model was proposed to 'account' for all the bubbles that are

generated and condensed in the flow. The present work, carried out as a complement to the

'bubble accounting model', evaluates the characteristic bubble parameters employed in the

model. Moreover, in void growth models, a correlation for the generation and

condensation rate of vapour is required[4,10,11,12]. Usually these terms are approximated

without a physical basis. Nevertheless, a constant need exists to express the generation and

condensation terms for vapour in terms of basic bubble parameters. This study also

evaluates the growth and condensation rates for bubbles generated and condensed during

the process of subcooled flow boiling at atmospheric pressure.

1.4 Research Objectives

• Flow visualization using high speed photography of vapour bubbles generated on a

heated surface for different flow conditions. The mass flow rate, inlet subcooling and

heat flux would be changed systematically so that the effect of each parameter on the

bubble growth and collapse could be investigated.
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• Design an efficient method for analyzing images of the bubbles with the aid of a

computer.

• Quantify the effect of experimental conditions on the maximum bubble size, growth

time, condensation time, and growth and collapse rates.

• Investigate the applicability of available models of bubble growth and collapse to the

present research.



(b)

Figure 1.1. Bubble behavior in subcooled nucleate boiling (a) Schematic diagram of bubble
growth and collapse process (b) Typical bubble growth and collapse curve.
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FLOW

Figure 1.2. Void fraction, wall temperature, and liquid bulk temperature along an internally
heated channel.



CHAPTER 2

LITERATURE REVIEW

The augmentation of heat transfer to the liquid during subcooled boiling is attributed

to the processes of growth and collapse of bubbles during which the adjacent liquid is

violently agitated and latent heat of vaporization is transferred to the liquid[13].

Ascertaining the relative importance of these two heat transfer mechanisms, requires a

knowledge of the heat transfer during growth and condensation of a bubble. This has led

to the development of mathematical models and experimental investigations of bubble

growth and collapse rates in subcoolecl and superheated liquids.

The growth of a bubble is defined as the macroscopic (visible) expansion of the

bubble boundary on the heater surface beyond the boundary of the cavity. Research on the

mechanism and physics of bubble growth has led to three points of view[14,15]:

• Inertia-controlled growth;

• Growth due to heat transfer at the liquid-vapour interface on the bubble surface;

• Growth by micro/macro-layer evaporation at the bubble base.

The driving force for bubble growth in an inertia-controlled process is the pressure

difference between the inside and outside of the bubble. In heat-transfer-controlled

growth, the growth is due to the evaporation of liquid at the liquid-vapour interface on

bubble surface, whereas in micro/macro- layer evaporation theory, the evaporation from

the thin liquid formed at the bubble base is considered to account for all the vapour inside

the bubble.

8
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The following methods are reported in the literature for studying bubble growth and

collapse rates[161:

1. Injection of saturated vapour in uniformly superheated or subcooled liquid;

2. Local heating of a surface by laser beam or electric pulse;

3. Nucleation from prepared sites;

4. Nucleation from a random site during actual boiling.

The study of bubble growth and collapse is facilitated by the use of the first three methods

since the complexity of the nucleation process is avoided and interaction between

nucleation sites is eliminated. In the present study, the bubble growth and collapse is

studied from a random nucleation site during actual subcooled boiling.

This chapter reviews the different bubble growth mechanisms, presents flow

visualization experiments of bubble growth and collapse in flow boiling, and outlines the

experimental correlations for the condensation of bubbles injected into the subcooled

liquid.

2.1 Inertia-Controlled Bubble Growth

In an inertia-controlled bubble growth process, a vapour bubble in a uniformly

superheated liquid is idealized as a sphere expanding from an initial radius Ro to R in an

infinite, incompressible, non-viscous liquid with constant excess pressure. The

conservation of mechanical energy with these assumptions yields the following

equation [17] :

—
1

pi Orr- 2 dr =^(R3 - 1?;3)4
2 R^3

(2.1)

where Ap =^P- • This equation, combined with the continuity requirement

/^\ 2wiz) = 
( 

), results in the inertia-controlled bubble growth equation known as the

Rayleigh's equation:



Rk + lie . AP
2^P1

A solution to (2.2) is approximated by the following[15]:

lAr, )6
R(=-) t

The vapour inside the bubble is assumed to be at the saturated state corresponding to the

temperature of superheated liquid (Figure 2.1). As long as this assumption holds, the

vapour pressure inside the bubble will exceed the ambient pressure and cause the bubble

boundary to expand outward. The pressure difference in Equation (2.3) is approximated

with the Clausius-Clayperon equation:

AP ^i18

AT Tfat(vv — v1)

where AT = T., - T.. Applying this approximation in Equation (2.3) yields:

2^p2h 2 )M
R a (^*— .1a^, v -fg^t

3^p7CpIT.,

, piC /AT
where fa - P^.

Pvifg

2.2 Heat-Transfer-Controlled Bubble Growth

2.2.1 Bubble Growth in Uniform Temperature

In heat-transfer-controlled growth it is assumed that the growth of the bubble occurs

due to the evaporation at the liquid-vapour interface at the bubble surface on account of

heat supplied from the superheated liquid by conduction through the boundary layer. In

this case the temperature of the vapour inside the bubble is assumed to be at the saturation

10

(2.2)

(2.3)
3pi

(2.4)

(2.5)
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temperature corresponding to the ambient pressure (Figure 2.2). A simple energy balance

at the interface (x = 0) of a spherical bubble yields:

pvifgR= k1(-T
ox to

The temperature gradient at the interface is approximated by the one-dimensional transient

heat conduction formulation for a homogeneous semi-infinite body with a plane boundary,

i.e.:

1 OT -02T
- al at ax 2 (2.7)

with initial and boundary conditions:

t = 0:T(x,0)= T.,
t > 0:T(0,t)=
t > 0:T(00,0= T.

The solution of (2.7) combined with the energy balance (2.6) results in an expression for

the bubble growth rate for the heat-transfer-controlled mode known as the Bosnjakovic

equation:

:,^T., - Ts.pvizeK - kt

Integrating (2.8) along a time period t, the bubble radius is expressed as [18]:
R = 2 _.,ffr ja. v.73rit _ 2 frr ( pipc,pii:T)j,--v

7

Plesset and Zwick[19] and Forster and Zuber[20] extended Rayleigh's equation

(2.2) to account for both the inertia- and heat-transfer-controlled growth as well as the

surface tension effect which were ignored both in (2.2) and (2.6):

(2.6)

170:3Eit
(2.8)

(2.9)

Pr(Rii÷ lie) = (Pv(n - Po.) - 262^R
(2.10)
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where pv(T) is the pressure inside the bubble and pa, is the pressure of the liquid

surrounding the bubble. The momentum equation is therefore coupled to the energy

equation through the vapour temperature. To obtain a solution, the Clausius-Clapeyron

equation was used to relate the pressure difference to the temperature difference. A

transient heat conduction equation with a moving spherical boundary was used to evaluate

the temperature of the interface[20,21]. The asymptotic solution, valid at large values of

radius, was obtained by assuming that the bubble wall temperature falls rapidly to the

saturation temperature. This drop in temperature from superheated to saturation is

assumed to occur in a "thin boundary layer" near the bubble wall. The solution of (2.10)

was given for the heat transfer-controlled growth as follows:

R ir7 Ja^(Forster - Zuber)
^

(2.11)

R (12,/)2 ja*^(Plesset -Zwick)
^

(2.12)

The different constants in Equations (2.11) and (2.12) are due to different mathematical

schemes used to evaluate the temperature of the interface. These solutions are the same as

(2.9) except for the value of the constants mainly because the spherical boundary

condition was used in the evaluation of the bubble wall temperature. The larger values of

the constant in (2.11) and (2.12) compared to (2.9) implies that the effect of curvature is

to increase the rate of bubble growth.

In a different approach, Mikic et al.[22] derived a non-dimensional relation that was

applicable in the whole range of inertia-controlled to heat transfer-controlled growth:

R+ = —2[(t+ +^(t+) -1]
3

(2.13)

where
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The definitions of A and B are given in Appendix A with the derivation of (2.13). This

relation reduces to (2.3) for t+ < < 1 and to (2.12) for t+ >> 1.

Figure 2.3 compares the growth rates obtained from Equations (2.5), (2.9), (2.11),

(2.12), and (2.13). The growth rate predicted by the inertia-controlled growth model is

substantially higher than the predictions of the heat-transfer-controlled models for the

same Ja* . The growth rates predicted by Mikic et al.[221, Forster and Zuber[20], and

Plesset and Zwick[21] are in good agreement with each other whereas the Bosnjakovic

solution predicts substantially lower growth rate.

2.2.2 Bubble Growth in Non-Uniform Temperature

The models mentioned above were based on the assumption that the growth of a

vapour bubble occurs in a stagnant uniform superheated liquid. However, the actual

process of subcooled boiling involves a temperature gradient at the vicinity of the wall so

that the liquid near the wall is superheated which decreases in temperature to the

subcooled temperature in the core. None of the above models predict the maximum

diameter reached in subcooled boiling. However, they are a basis for more complicated

models that consider non-uniform temperature fields and predict the maximum bubble

radius. The common feature of models for non-uniform temperature fields is that the

controlling factor is the heat transfer at the interface rather than the liquid inertia and

surface tension.

Zuber[23] expressed the non-uniformity in the liquid temperature by including an

additional term, st to account for the heat transfer from the vapour interface to the bulk

liquid in Equation (2.8):

T.- Tui
Pviff = c-44 vnalt

(2.14)

where e =7r/2 is a correction factor for the sphericity of the bubble. Zuber assumed that the

additional heat flux term was approximately the same as the wall heat flux since the
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temperature gradient between the vapour phase and liquid was equal to the temperature

gradient which existed between the solid and liquid immediately before nucleation. Zuber

obtained a non-dimensional relation for bubble radius by integrating (2.14) and

normalizing with the maximum radius:

R . 1-112 _R. ^IT)
VtmL IF: )

The maximum radius, R., and growth time,t., are given by:

R. - Picp,(T. - Tat)^1 .
nalt„, = — Ja. 7.17O—it,„

^2 pvifs,^2

where,

-^kl(T"' - T )

^

ilrcrlti ^'at .
q

(2.15)

(2.16)

(2.17)

where q is the wall heat flux.

Mikic and Rohsenow[24] expressed the temperature non-uniformity in the liquid as

a function of the waiting time, tw, and themiophysical properties of the liquid. Mildc et al.

used one-dimensional transient conduction equation to evaluate the bubble wall

temperature and the sphericity of the bubble was taken into account by the use of a

correction factor (e = IS):

I  Tv - Tsat  _  T - Tb   1
I Fror^

vii'
 Vaal(t + tw)

The waiting time, tw, was expressed in terms of the growth time by observing that at

t = t., R = 0. The bubble radius is formulated in a non-dimensional form:

m
1- -' ' Ii_ e{(1+(e2 -1)1s) - (032 -1).t-,r}}

R^(tn.^-^t^r
k,^1- e(13 - (62-1)1

The maximum radius is:

(2.19)

pvizei?= eki (2.18)
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2^.
Rai= “Rif—t,t,„11 - e[e - (02 - 1)4])

7r
(2.20)

T T^pIC 1(T. T m)
where e - ^- 

b represents the degree of subcooling and Ja.-^
-

 P^$ .
T.- Tat^ Pvlfg

Figure 2.4 compares the growth and collapse rates obtained from (2.15) and (2.19)

for different values of subcooling. The models agree well for bubble growth, however,

Mildc's model results in smaller collapse rates than Zuber's model for 0 < 4.5. For higher

values of 0 (indicating higher degree of subcooling) both theories predict similar collapse

rates. In Mikic's model the growth rate is insensitive to the change in the degree of

subcooling.

2.3 Micro-Macro Layer Evaporation

Other researchers[25-29], assumed that most of the evaporation during bubble

growth occurs at the bubble base between the vapour-liquid interface and the heater

surface where a very thin liquid is formed. The evaporation from the bubble surface due to

conduction from the superheated liquid is assumed to contribute little to bubble growth

since the thickness of the superheated layer was found to be much smaller than that of the

maximum radius attained by the bubble[26]. Unal[28] applied this model to bubble growth

during the process of convective subcooled boiling. It was assumed that a spherical bubble

grows on the wall by the evaporation of liquid into vapour at the dried patch while

dissipating heat by condensation to the surrounding liquid at its upper half (Figure 2.5).

The following heat balance equation is presented by Unal:
702 ^D2,^A^702 it . dD3qb^—^= ricbuisub ^ (2.21)

4^D2^2 6 ” dt

where qb is the heat flux to the bubble from the very thin liquid film under it, and kbis the

heat transfer coefficient for condensation at the surface of the bubble. The final expression

for the bubble radius is cast into a non-dimensional form:
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1+0 228 
Ill•^t„1-i- = 1.368(1-

R.,^t„, ) 1 + 0.685X.
(2.22)

The derivation and solution for the maximum radius and growth time for this model are

given in Appendix B.

In Figure 2.4, Unal's model is compared with Equations (2.15) and (2.19). Unars

model predicts lower growth rates and unlike the other two models, fails to predict a

maximum radius.

2.4 Bubble Condensation (Collapse) Models

The collapse or condensation of a bubble is defined as the decrease in the size of the

bubble from its maximum size at the end of the growth stage to undetectable microscopic

size. Similar to the growth stage, the bubble collapse is categorized into the inertia-

controlled and the heat-transfer-controlled modes.

Akiyama[30] solved the extended Rayleigh's Equation (2.10) for the condensation

of a spherical bubble in stagnant, uniform subcoolal liquid with the initial condition of

t = 0: R = Rni , i? = 0. For an inertia-controlled process, the condensation rate was given in

terms of the Gamma function:

where y = 7R. and

t _3 r(4)
t,^r(i)r(+) i (1 _ y3)X"-Y

IT I' (i)r(4-) t -
`^6•5 r(4)

g ^ifgAT,,,„
6 -

4.186R, 7",,,, (v, - vi)pspi

(2.23)

(2.24)

(2.25)

Zuber[23] solved Rayleigh's equation (2.2) for the condensation of a spherical bubble in

subcooled liquid and reached a similar result:
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(2.26)

Analysis of the heat-transfer-controlled condensation process was given by

Florschuetz and Chao[31] by solving (2.10) for the heat transfer controlled bubble

collapse and by Voloshko and Vurgaft[32] using Bosnjakovic's simpler analysis. The

condensation rate is given as follows:

where

R =1- (
—

T
R.^t,

7r-
4a/ Ja2•

(2.27)

(2.28)

Figure 2.6 compares the condensation rates obtained by (2.23), (2.26) and (2.27).

Akiyama's and Zuber's equations compare well with each other as expected; however, they

differ drastically from the heat-transfer-controlled models of Florschuetz et al. and

Voloshko et al.. In heat-transfer-controlled collapse the condensation rate is rapid at the

beginning and slows at the end of condensation process whereas in the inertia-controlled

model, the condensation rate is initially slow and substantially faster at the end.

The condensation time predicted by Akiyama[30] and Florschuetz and Chao[31] are

shown in Figure 2.7 as a function of subcooling for different maximum radii. The

predictions by Florschuetz et al. were at least one order of magnitude higher than those of

Akiyama at low subcoolings but matched Akiyama's values at higher subcoolings (60 °C)

for small values of maximum radii.
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2.5 Flow Visualization Studies of Bubble Growth and Collapse

The survey of experimental studies on bubble growth and collapse showed that very

few of the flow visualization experiments were performed to visualize bubble dynamics

during void growth experiments. Unal[33] and Shoukri et al.[34] used a high speed

filming technique to study the effect of different flow conditions on the bubble population

in void growth experiments. Aside from these studies, other researchers concentrated on

visualization of bubble dynamics and behavior which led to burnout condition or

enhancement of heat transfer. Most of the experiments on convective boiling were

performed at higher velocities and heat fluxes.

Table 2-1 summarizes flow visualization studies of vapour bubbles during

convective subcooled boiling of water with the high speed filming technique. In a pioneer

study, Gunther[35] studied the influence of heat flux, liquid subcooling, and mass flow

rate on bubble size, lifetime and population during convective subcooled boiling. The test

section consisted of a 0.10 mm metal strip suspended lengthwise inside a vertical

transparent channel of rectangular cross-section. The metal strip divided the channel into

two flow passages and boiling occurred on both sides of the metal strip. The experiments

were done at higher flow velocities and heat flux than those used in the present study. The

surface boiling activity in these experiments, consisted of small hemispherical vapour

bubbles which grew and collapsed (while still attached to the heating surface) sliding

downstream under the influence of the coolant flow. At high heat fluxes, the bubble

population increased to the limit at which bubbles coalesced to form vapour clumps on the

heated surface. The effect of increasing heat flux, subcooling and mass flow rate was to

decrease the maximum bubble size and the average bubble lifetime. For instance, bubble

size and lifetime decreased by 40% with an increase of heat flux from ONB (2.4 wh2) to

the burnout condition (10.4147.2) at flow velocity of 3 m/s and subcooling of 85 °C. At

near burnout condition, the bubble frequency was estimated at 1000 bubbles per second
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for subcooling of 85 °C. No correlations were given to generalize the findings to lower

flow velocities and heat flux.

Tolubinsky and Kostanchuk[39] investigated the effect of subcooling and pressure

on maximum bubble size and frequency of bubble formation at low flow rates. The test

section was made of an electrically heated stainless steel plate 0.25 mm thick positioned

inside a horizontal channel with rectangular cross-section. Bubble frequency and size

decreased with increasing subcooling and pressure. Bubble size and lifetime were

independent of heat flux, in contradiction of Gunther's results. The frequency of bubble

formation was reported to be 100 bubbles/second for subcooling of 5 °C and 400

bubbles/second for subcooling of 60 °C at flow velocity of 0.2 m/s and atmospheric

pressure. The effect of flow velocity was not reported.

Abdelmessih et al.[36] studied the effect of flow velocity on the growth and collapse

of bubbles in slightly subcooled water (2 °C) during surface boiling. The test section

consisted of an electrically heated stainless steel strip, 0.15 mm thick insulated on its

undersurface, and was positioned concentrically inside a vertical channel of circular

crossection. An artificial nucleation site was constructed by making a depression of 0.18

mm in diameter on the heated surface. The bubbles slid on the heater surface while

changing shape and detached from the surface with a shape of an inverted pear. An

increase in the flow velocity resulted in a decrease in bubble lifetime and average bubble

radius. However, increasing the heat flux resulted in an increase in bubble size and

lifetime, in contradiction of the result of Gunther[35] and Tolubinsky and Kostanchuk[39]

Akiyama and Tachibana[38] investigated the effect of flow velocity and subcooling

on the maximum bubble size, lifetime and growth time in an annular channel similar to that

of the present study for a wide range of flow rates and subcoolings. The circular heated

section was made of stainless steel of 0.2 nun thickness. The hydraulic diameter of the test

section was twice the one used in the present study. It was concluded that the effect of

forced convection was important only at velocities higher than 0.3 m/s (see Figure 2.8).
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Moreover, the distribution of the liquid temperature normal to the heating surface was

investigated. The temperature gradient in the thermal boundary layer was controlled by the

mass flow rate and was independent of the heat flux. The thickness of the superheated

layer was estimated to be smaller than 0.2 mm for flow velocity range of 0.1 -5 m/s. The

effect of the heat flux on bubble parameters was not described in this study.

Del Valle and Kenning[37] investigated the bubble size, lifetime, frequency and the

pattern of the interaction of nucleation sites at constant flow velocity of 1.7 mls and

subcooling of 84 °C for high heat fluxes. The test section consisted of an electrically

heated stainless steel plate, 0.08 mm thick, set into one side of a vertical flow channel of

rectangular cross-section. The surface boiling activity, unlike in Gunthers' observations,

consisted of bubbles growing and collapsing at their nucleation sites without sliding on the

heated wall. At higher heat flux, activation of nucleation sites became irregular and many

sites were observed to become inactive, although some sites were reactivated with further

increase in heat flux. The waiting time was estimated to be 0.9-2.9 ins and the maximum

radius was found to be normally distributed. Maximum bubble size and bubble lifetime

were independent of heat flux confirming the results of Tolubinsky and Kostanchuk[39].

Other researchers[16, 40-44] studied only the bubble condensation by injecting

bubbles inside stagnant subcooled liquid. Table 22 presents the experimental correlations

given by these experiments for condensation rate and time of bubbles after detachment

from the orifice. The initial bubble radius in these experiments is much larger than that

encountered in the actual process of subcooled boiling.

Apparently, the experimental observations of bubble behavior and the effect of flow

conditions on bubble parameters differ from study to study. However, researchers have

shown that surface boiling is a local effect and is dependent on many parameters e.g., heat

flux, liquid subcooling, pressure, surface quality, thermal boundary layer thickness,

interaction between the nucleation sites, and the amount of dissolved air in the system.

Moreover, surface boiling is a statistical process in which the bubble lifetime and bubble
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sizes are statistically distributed. These complexities of the boiling process necessitate

more investigations on the effect of different experimental conditions on bubble

parameters.
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Table 2.1 Flow visualization studies of vapour bubbles in subcooled flow boiling.

Investigator
Channel

Geometry p(atm) 4)(mw/.2) V(%)

Gunther[35] rectangular 1.7 2.3 - 10.7 1.5 - 6.1 33 - 110
Tolubinsky[39] rectangular 1-10 0.05 - 1.0 0.08 - 0.2 5 - 60

Del Valle et al.[37] rectangular 1 3.44 - 4.67 1.7 84

Abdelmessih et al.[36] cylindrical 1 0.19 - 0.46 0.92 - 2.30 1.9

Akiyamap8] annular 1 0.1-0.8 0.1 -5 20-80

Unal[28] annular 1 -177 0.47- 10.64 0.08 - 9.15 3-86 

Present Investigation annular 1 0.1 -1.2 0.08 - 0.80 10 - 60

Table 2.2 Correlations for condensation rate and time for injected bubbles into uniformly
subcooled liauid.

Investigator p(atm) ATsub (° C) R, (mm) Condensation time Condensation rate

Brucker et al.[44] 10.3-62.1 15-100 1.5 Fo, = 55.5 Ja-314 Rai,-'
Mayingeret al.[16] / I <Ja <120 2 Fo, = 1.784Re," Pr' Ja-w 0 = (1- 0.56Reb°3 Pr" JaFo)"
Simpson et al.[43] 1 -2 5-36.6 4 Fo, = 0 .263Ja' Pe„" 0 = (1- 4.35 Ja" Pebus Fou)161
Kamei et al.[40,41] 1 -10 10-70 5 Fo, = 55.5 Ja-31 4 Rab-112
Voloshko et al.[32] 1 40 <Ja< 75 5 - 12.5 Foc = 5.90 x 10-3 0 = 1- L694 x104Fo



P.

T. . Tsat + PT
T

p ( T. ) > p.

Figure 2.1. Schematic diagram of inertia-controlled bubble growth.

P.,^T

T > TCo^v
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al.[24], Zuber[23] and Unal[28]).
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Figure 2.6. Comparison of bubble collapse models in uniformly subcooled liquid
(Florschuetz and Chao[31], Akiyama[30], Zuber[23]).
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CHAPTER 3

EXPERIMENTAL APPARATUS AND DATA PROCESSING

The flow visualization experiments were performed on the test facility designed at

the University of British Columbia to simulate the thermohydraulic conditions of

SLOWPOKE reactors and used previously for void fraction measurements by Bibeau[6].

This chapter describes the facility and the procedure followed prior to filming, discusses

the choice of the experimental conditions under which the films were taken, and elaborates

on the flow visualization setup and image processing system for bubble analysis.

3.1 Test Facility

Figure 3.1 is a schematic diagram of the test facility. The test section, where the

boiling occurred, was located in series with a pump, a condenser, an immersion heater,

and flow meters. A 3 H.P. centrifugal pump was used to circulate distilled water through

the loop and the flow through the test section was adjusted by a by-pass line located

downstream of the pump. The temperature of the loop was controlled by a 4.5 kW

immersion heater. The flow entered at the bottom of the test section at a preset

temperature and flow rate and exited to the condenser at the top of the test section where

all the vapour was condensed. An additional heat exchanger mounted before the main

pump facilitated the cooling of the flow for lower inlet temperature. The distilled water

28
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was produced by the use of a distiller and collected for later use inside a clean, sealed 100-

gallon polyethylene tank.

The test section consisted of a hollow stainless steel tube (type 316) , 2.1 mm thick,

with outside diameter of 12.7 mm and 480 mm long heating length. The stainless steel tube

was located concentrically inside a bigger glass tube of inside diameter of 21.8 mm

forming an annular flow area (Figure 3.2). Both ends of the stainless steel tube (heater)

were welded to hollow copper tubes of the same outside diameter (heater assembly). The

heater assembly was vertically mounted on a four-legged support where it was connected

to the rest of the loop via copper piping. The test section was heated by large amounts of

current (up to 2000 amperes) passed through the stainless tube with the use of a 64 kVA

a.c. adjustable power supply. The current was carried from the power supply to the test

section by copper bars attached to copper tubes at the ends of the heater at the top and the

bottom of the support frame.

3.2 Instrumentation

The average inlet temperature was measured at the bottom plenum while the

average outlet temperature was measured at one meter downstream of the outlet plenum

to avoid vapour patches. The thermocouples used were ungrounded, shielded, K-type

thermocouples.

The heater wall temperature was measured at the location of filming (440 mm from

the upstream end of the stainless steel heater) with an ungrounded K-type thermocouple

spot welded to the heater surface. The thermocouple wires were 0.102 mm in diameter, in

a 0.508 mm diameter stainless steel sheath. The heater assembly and thermocouple

attachments were fabricated and designed by Atomic Energy Canada Limited.
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Two turbine flow meters each with a different sensitivity (0.006-0.6 kg/s) measured

the mean flow rate in the test section. The frequency output of the flow meters were

converted to d.c. voltage using a frequency-to-voltage converter. The current was

measured with an induction coil which generated an a.c. signal proportional to the current.

The a.c. voltage across the heater element was conditioned to a 0 to 10 volts d.c. voltage

signal.

The conditioned output d.c. signals from the instruments were all fed to an analog to

digital converter board in an IBM 486 PC computer. The data were collected by scanning

the various channels in the analog to digital converter by the use of a data acquisition

program written in C-language. More detailed information on the test facility is in

reference [6].

3.3 High-Speed Photography Setup

A 16-mm Hycam high-speed camera was used to perform the flow visualization due

to high bubble growth and collapse rates. Snap-shots of the boiling process with a shutter

speed of 1/4000 sec provided less expensive means of optimizing the lighting conditions

and magnification (Figure 3.3). These snap-shots revealed the approximate sizes of the

bubbles and aided determination of the approximate orientation and the number of lights

to be used for optimum illumination. The setup shown in Figure 3.4 provided the best

lighting and magnification. The camera was operated at 4000 - 6000 frames per second.

The images of bubbles were recorded on 100 ft long 16 mm Kodak reversal films with

ASA rating of 400. The duration of filming corresponded to 800 ms of the boiling process

(4500 frames in one roll). A neon lamp inside the camera was activated by a pulse

generator of 1000 Hz to produce timing marks on the films at an interval of / ms. The test

section was back lit with the use of two racks of lights each consisting of six 300-watt
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tungsten halogen projector lamps located 25 cm from the test section. A light diffuser

screen positioned half way between the test section and the lighting source provided a

uniform illumination of the area of interest. High magnification was achieved on the film

with the use of a macro-telephoto Tamron SP lens (set at 80 mm focal length) attached to

a 40 mm extension tube. When the distance from the base of the lens to the glass tube was

set to approximately 20 cm, the magnification on the film corresponded to the actual

dimension of the bubble. The field of view with this magnification covered 8 mm of the

length of the heater with a width from the glass tube up to the surface of the heater

element(dotted rectangle in Figure 3.4).

Due to the requirement of high magnification and frame speeds, many trial and error

tests were run to achieve the best possible lighting and magnification. Although higher

magnification could be achieved on the film, the depth of view and the field of view would

be lessened. With the reduction of the depth of field, the bubble image would be lost if the

bubble traveled towards or away from the camera. A smaller field of view would result in

the loss of bubble image if the bubble traveled great distances before condensing

completely. A maximum of 10,000 fps was attainable with the Hycam though that would

demand more illumination and also less time of the boiling activity would be captured on

the film. Therefore, for best magnification, illumination and frame speed, aside from the

snap-shots mentioned, about 10 trial and error runs were conducted with the Hycam. The

arrangements and specifications discussed and shown in Figure 3.4 were the results of

these lengthy trial and error tests.

3.4 Procedure for Degassing

Eexperiments were started by first degassing the system to get rid of the dissolved

air in the loop. The flow was directed inside the test section (the by-pass line was almost
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closed) and the pressure in the loop was raised to three atmospheres to avoid surface

boiling on the heater surface. The heater was turned on and set at maximum power

(approx. 24 kW) to raise the temperature of the water. When the temperature in the loop

had reached approximately 105 °C (45 minutes, 2 °C/min), the heater was shut off and the

pressure was dropped to atmospheric pressure. The system was degassed by opening the

vent valves located at the top of immersion heater and condenser and also at various

elevated points in the loop where the chance of trapped air was high. Degassing was

repeated two or three times at the beginning of every experiment to ensure that all the air

was removed from the system before the filming. Before the condition was set for an

experiment, surface boiling at the heater surface was initiated (for about 15 minutes) by

raising the power in the heater at relatively small flow rates so that air adhered to the

heater surface would detach. When the system had been thoroughly degassed (three hours

later), the experimental conditions for filming were set. These variables included the flow

rate (iii), heat flux(), and the subcooling (AT).

3.5 Experimental Conditions

As has been noted, the purpose of these flow visualization experiments was to

visualize the bubbles produced under the same conditions as those of the void growth

experiments performed by Bibeau[6]. In these experiments, the flow rate and inlet

temperature were kept constant while the heat flux was varied from ONB to

approximately 35% void fraction. This procedure implied that, at the location of void

measurement, both the heat flux and subcooling changed. In this study, the flow

visualization were performed at constant bulk liquid subcooling and flow rate by varying

the heat flux (Table 3.1). The loop was set at atmospheric pressure and the flow rate was

set only at three different values of 0.02, 0.10 and 0.20 kg/s (corresponding to 0.08, 0.4,
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0.8 m/s receptively). The inlet temperatures corresponded to the bulk liquid subcoolings of

10, 20, 30, 40, 60 °C at the location of filming. The inlet temperature was related to the

bulk liquid subcooling by the heat balance equation from the upstream end of the heater to

the location of filming (1):

4)P1
ATsub = sat —in MCI,/

where 1= 440 mm, P = 39.89 mm and Tsa = 102.1 °C. The range of heat flux extended

from values corresponding to the onset of nucleate boiling (ONB) to the vicinity of onset

of significant void (OSV). Heat fluxes corresponding to ONB were obtained from the

correlation of Hahne et al[45] as:

= hcon 
20/Tsa^X),) + 6,7"mb (3.2)

Rcavl fg

where Rco, = 4.5 x 10-6m given by [9] and k was calculated by Dittus-Boelter correlation

[46]:

Nu = 0.023 Reg Pr°33^ (3.3)

The heat fluxes for OSV were obtained from Bibeau[9] as:

= a1Pea2^ (3.4)

where the coefficients al = 136 and a2 = -0.88 were given by [9] obtained from the void

fraction experiments for the present experimental conditions. Figure 3.5 illustrates the

relative position of each experiment with respect to ONB and OSV heat fluxes evaluated

from (3.2) and (3.4). A total of 45 different conditions were filmed with each condition

denoted by a dot in Figure 3.5. Experiments were performed at constant subcooling and
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mass flow rates by varying the heat flux from ONB to OSV. The choice of flow conditions

were limited by two constraints of the test facility: both the inlet temperatures of less than

15 °C and heat fluxes larger than 1.2 MW/m2 were unattainable. Due to the first

limitation, the point of OSV was not achieved for subcoolings larger than 10 °C at low

flow rate. Due to the second limitation, the point of OSV was not attainable at

subcoolings of 40 and 60 °C at high flow rate.

3.6 Data Processing

3.6.1 Digitizing Setup

The films were analyzed by a digital image processing system shown in Fig 3.6. The

system consisted of a video adapter (Photovix11) with a Tamron CCD solid state camera

focused on a high intensity light source. The film was placed on top of the light source and

the image was captured by the camera. Passing the 16 mm film, frame by frame, through

PhotovixII converted each frame to a video signal. The video signal was fed to a

PCVision-Plus frame grabber which resided in a host PC 486 computer. The frame

grabber digitized the video signal into 640 by 480 pixel digital image with 256 levels of

gray scales. With this setup, great magnifications (of up to 30 times the actual bubble size)

on the monitor were obtained (see Figure 3.7). For analysis of the digitized images of

bubbles and evaluation of the bubble parameters, a computer program in C-language was

developed and interfaced with the frame grabber.
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3.6.2 Evaluation of Bubble Volume

Most researchers used the average of the major and minor axes of the assumed

spheroid to evaluate an average diameter for the bubble. However, this study first

evaluates the volume and second, deduces an equivalent spherical radius by the use of:

R- 31/00
L 47r )

(3.5)

Observations of images of the bubbles showed that the bubbles possessed at least one axis

of symmetry during most of their lifetime. The bubble volume was evaluated by finding the

volume of revolution of the areas on each side of the axis of symmetry of the bubble.

Depending on the flow conditions, the growth and collapse process of a typical bubble

was recorded on 10 to 60 frames. The volume-versus-time graph for bubbles was obtained

by evaluating bubble volume at successive frames from its birth to its total collapse. From

the volume-versus-time graph, the maximum bubble volume (Vol.), bubble growth time

(t,,,), condensation time (tc) and lifetime (tb) were deduced (see Figure 3.8).

Figure 3.9 is a schematic diagram of the procedure used to evaluate the bubble

volume with the pixel integration technique. The outline of the bubble was discretized with

line segments of 10 to 40 pieces, depending on the bubble size (Figure 3.10a). The pixels

comprising the image of the bubble were scanned (Figure 3.10b) and the area of the

projection of the bubble and its centroid were calculated (Figure 3.10c). The orientation of

the symmetry axis was found by observing that the axis of symmetry coincides with one of

the principal centroidal axis of the area for a symmetric body[47]. The principal centrokial

axis were drawn on the bubble (Figures 3.10d) and the symmetry axis was selected from

the two choices of the axes. The areas and centroids on each side of the symmetry axis

were evaluated (Figure 3.10e) and the volume of the revolution of each area around the

axis of symmetry was calculated. The bubble volume was defined by the average of the
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two volumes of revolution. In addition to the bubble volume, the displacement of the

centroid parallel and normal to the heater wall (La, Lp) and change in bubble shape

(4, D ) with time were sought (Figure 3.11). For more information on the computer

program and pixel integration refer to Appendix C.

The inputs to the program were the coordinates of the boundary of the bubble, the

reference point, the location of the nucleation site, the scale and the time marks. The

coordinates of the pixels at the edges of the bubble were obtained by selecting points at

the bubble outline with the use of a mouse. Although different edge-enhancement image

processing softwares were tested to avoid this tedious task, no outcome was satisfactory.

The reference point was the center of the cross-hair marking built in the camera lens which

appeared on every frame. The location of the nucleation site corresponded to the mid-

point of the bubble on the wall in the first frame where the bubble was visible. A scale in

mm was placed on the side of the glass tube and was visible on every frame. The scale and

the nucleation site location were entered by the use of a mouse, once at the beginning of

the digitization process; however, the reference point had to be entered for every frame.

The output of the program was the volume( Vol), equivalent spherical radius(R),

displacement of bubble centroid from the nucleation site(L„, Lp) and the diameters along

the principal axis of inertia of the bubble(D„,Dp) as shown in Figure 3.12.

3.6.3 Procedure for selecting an 'average bubble'

The statistical nature of the process of growth and collapse of vapour bubbles in

subcooled water has been reported by many researchers[35-38]. Therefore, for a set

condition, variations in bubble parameters from one nucleation site to another are

expected. Moreover, given a specific nucleation site, the bubble parameters also exhibit

statistical variations with time. Since the employment of rigorous statistical methods for
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measuring and evaluating the bubble parameters would have been extremely difficult and

time-consuming, different researchers have used varied approaches in evaluating the

bubble parameters and in avoiding statistical analysis. For instance, Gunther estimated

bubble lifetime and maximum radius by 'digitizing' four to eight bubbles for one condition

and taking the average value of radius and lifetime from these observations. Akiyama[30]

digitized the largest and smallest, and a few in-between, bubbles and used an average

value based on these bubbles.

This study takes a different approach in the selection of an average bubble. First, a

nucleation site which was active in most of the films was located and all the bubbles

emerging from that nucleation site were marked. Therefore, all the bubbles analyzed were

initiated from one specific nucleation site eliminating the spatial variation of bubble

parameters from site to site. For the random variation of bubble parameters from one

nucleation site, the following procedure was implemented. The lifetime of all marked

bubbles was found for every film, and an average bubble lifetime was defined. Then, three

to five bubbles with closest lifetime to the average bubble lifetime for the condition were

digitized. From the digitized bubbles, one with maximum radius closest to the average

maximum radius of the digitized bubbles was chosen to represent the bubble behavior for

that condition. This method of selection of an average bubble is justified since the

distribution of the bubble lifetime from a nucleation site was found to be approximately

normal (Figure 3.13). Moreover, Del valle and Kenning[37] reported that the distribution

of the maximum radius is also normal. Depending on the flow conditions about 15 to 45

bubbles were available for analysis in one film.

Figure 3.14 shows the volume versus time graph for the three bubbles digitized for

the following conditions (D24): V = 0.4 (%) ATsub = 20 (° C) and (1) = 0•3(4%2). For this

condition, the average bubble lifetime based on 15 bubbles observed in the entire roll of
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the film was 8.35 ms . Since bubble # D24-10 had a maximum radius closer to the average

maximum radius, this bubble is selected to represent the typical behavior of bubbles in that

condition.

3.7 Error Analysis

Tables 3.2 and 3.3 list the experimental errors for the measured and calculated

parameters. The errors in the measured quantities (7:4,, Ti„,rit) were either estimated from

the manufacturers' specifications or reference[9]. The estimation of uncertainties in the

calculated parameters (4), AT,,,„ ) is given in Appendix D. The estimated errors for

measured quantities from image processing (Vol, R, D., Dp, L,,, L) are obtained by

measurement of the volume, centroid, and maximum and minimum diameters of a known

shape and are further discussed in Appendix D.



Table 3.1. Range of experimental parameters.
Experimental promoters I Range of parameters

Pressure, P (atm) 1

Mass flow rate, ??? (kr) 0.02, 0.10, 0.20

Mean flow velocity, V (%) 0.08, 0.4, 0.8

Subcooling, AT(° C) 10, 20, 30, 40, 60

Heat flux, (1) ("72) 0.1 - 1.2

39

Table 3.2. Estimated error for measured and calculated experime
Measured or Calculated

quantity
I^Error

Inlet temperature, Tin ±1 ° C

Wall temperature, K, -2.2 / +1.2 °C

Subcooling, ALI, ±2 °C
Heat flux, 4) ±2 %
Mass flow rate, ??? ±0.3%

ntal parameters.

-speed photography.Table 3.3. Esti nated error for measured quantities obtained from hie
Measured or Calculated

quantity
r^Error

Volume, Vol ±5 %
Radius, R ±1.7 %
Parallel/Normal
displacement, L., Lp

±0.08 mm

Parallel / Normal
diameters, D., Dp

±5 %

Time, t ±0.02 ins
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Figure 3.1. Schematic diagram and photograph of test facility.
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Figure 3.2. Schematic diagram and photograph of the test section.
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Figure 3.3. Snapshots of bubbles with a shutter speed of 1/4000 sec.
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Figure 3.4. Schematic diagram and photograph of high speed filming setup.
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Figure 3.5. Filmed conditions for subcoolings of (a) 10 C (b) 20 C.
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Figure 3.5. Filmed conditions for subcoolings of (e) 60 C.
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Figure 3.6. Schematic and photograph of image processing system.



Figure 3.7. Magnified image of a bubble on the monitor.
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Figure 3.8. Definitions of bubble parameters.
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Evaluate
Bubble Centroid

Evaluate Bubble
Projection Area

Scan Pixels Bounded
by Bubble Outline

Find Orientation of
Principal Centroidal axis

Evaluate
Centroidal Moments

of Inertiâ 1

Figure 3.9. Steps in the evaluation of bubble volume.



Figure 3.10. Photographs of the digitizing steps for evaluating bubble volume (a)
Discritizing bubble outline.
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%

Figure 3.10. Photographs of digitization steps for evaluating bubble volume (b) Scaning
bubble outline (c) determination of bubble projection area and centroid.
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Figure 3.10. Photographs of digitization steps for evaluating bubble volume (d) evalution
of centroidal principal axis of bubble projection area.
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Figure 3.10. Photographs of digitization steps for evaluating bubble volume (e) evaluation
of the volume of revolution of the areas on each side of the axis of symmetry.

Nucleation site

(a)^ (b)
Figure 3.11. (a) displacement of bubble centroid parallel and normal to heated surface with

respect to the nucleation site (b) diameters along the centroidal principal axes.
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Figure 3.12. Photograph of frame analysis results displayed on the computer monitor.
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Figure 3.13. Distribution of bubble lifetime for conditions D21 and D22



56

Figure 3.14. Selection of an 'average bubble' for condition D24.



CHAPTER 4

RESULTS AND DISCUSSION

This chapter describes the characteristics of a typical vapour bubble in subcooled

boiling through the analysis of high-speed photographs, discusses the effect of experimental

conditions (heat flux, subcooling, flow rate) on bubble parameters (R„„ tc, t„„tb), and

presents simple correlations for the bubble parameters based on the experimental data.

4.1 Observations on Bubble Dynamics in Convective Subcooled Boiling

Figure 4.1 shows the high-speed filming results of the growth and collapse process of

a typical bubble photographed at mean flow velocity of V=0.4 mls, bulk subcooling of

AT.b=20 °C and heat flux of 4) =0.3 MW/m2 (Reference condition D24-10). Figures 4.2 -

4.6 shows the digitized results for this bubble.

4.1.1. Bubble Growth and Collapse Curves

Figure 4.2 shows the temporal variation of the bubble volume and the equivalent

spherical radius. The bubble lifetime is divided into two regions of growth and

condensation separated by the solid line. The condensation region is further divided into

two sub-regions: condensation on the wall and condensation after ejection (distinguished

by the dashed line). The growth region included the period from nucleation to the

57
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maximum bubble size and the condensation region comprised the remaining portion of the

bubble lifetime where bubble size decreased first while attached to the heater surface and

later after being ejected' into the flow. The duration of each region depended on the

experimental conditions (see Section 4.2).

Based on Akiyama's[38] conclusions on the superheated layer thickness(section 2.5),

the bubble spends only a small fraction of its growth in the superheated layer (t<0.10 t.).

Therefore the bubble growth is influenced more by micro/ macro-layer evaporation, than by

conduction through the superheated layer. At the end of the growth period, characterized

by the maximum bubble size, evaporation from the bubble base is balanced with

condensation at the bubble top surface. At this part of the bubble lifetime, the bubble top

surface has intruded well into the subcooled core, and the condensation at the bubble

interface becomes dominant while the bubble is still in contact with the heater surface.

Meanwhile, a surface tension gradient is formed along the bubble interface due to

temperature gradient across the flow[9]. This surface tension gradient is the driving force

for the bubble ejection from the wall. The condensation rate increases slightly after bubble

detachment due to the lack of bubble contact with the heater surface and due to the bubble

distance from the superheated layer. The following observations were made on bubble

ejection:

• In high subcooling (60 °C) most of the condensation occurred while the bubble

was attached to the wall, although ejection was still present. This differs from the

results of Gunther[35] who observed that bubbles grew and collapsed on the

heater surface as hemispheres.

• Contrary to void growth model assumptions that the OSV point coincided with

bubble ejection, ejection was observed well before the point of OS V.

'The term 'ejection' used in this thesis refers to the departure of the bubble from the heated surface.
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• Unlike pool boiling, the ejection of a bubble did not occur at its maximum size.

This confirms the observations of Tolubinsky and Kostanchuck[39].

4.1.2. Bubble Shape

Figure 4.3 shows the change in bubble shape characterized by the variation of the

bubble diameters along the bubble principal axes (D,,, D„) with the ratio F = 
Dp

D„

representing the flatness of the bubble shape. In the growth region, the bubble shape was

ellipsoidal with a maximum flatness of approximately 1.6 reached at —t ,• 0.2 where teic is
teic

the time at detachment. As the bubble grew, the shape changed from ellipsoidal to

spherical. At the point of detachment, the shape of bubble resembled a tear drop (pear

shape) with a flatness of approximately 0.8. In the condensation region after detachment,

the bubble shape became highly irregular and was approximated by an ellipsoid for the

purpose of analysis. The observations on bubble shape agree with similar observations of

Aldyama[38]. The bubble face adjacent to the heater underwent the greatest and most

irregular deformation immediately after detachment. This deformation is perhaps due to

surface tension gradient adjacent to the heater surface.

Contrary to the observations of continuous transformation in bubble shape, most

researchers have assumed that the bubble shape approximated a spheroid throughout

bubble lifetime with an effective radius defined by the average of the maximum and

minimum radii of the irregular shape. Figure 4.4 shows the volume measured in this study

compared with the volume evaluated with the spheroidal assumption. The value of the

maximum volume is underpredicted by approximately 1 5 % with the spheroidal assumption.

For comparison of the bubble sizes obtained in this study with those of the literature,

the measured volume is converted to an equivalent spherical radius from:
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R _ ( 3 Vol )) (4.1)
47r )

In Figure 4.2, the measured volume and the equivalent spherical radius with the above

definition (4.1) are shown for reference condition D24. The growth and collapse regions

are defined from the volume graph since the maximum bubble size is clearly defined by the

curve fitted through the experimentally obtained points. The curve fitted through the

calculated radius points has a flatter maximum due to the definition of the radius with

equation (4.1) where the radius is given as the function of the third root of the volume.

4.1.3 Parallel and Normal Displacements

Figure 4.5 presents the normal and parallel displacement of the bubble centroid with

respect to the nucleation site on the heater surface. The bubble translation velocity parallel

to the heater, defined by the slope of the parallel displacement curve, is constant

throughout the growth and collapse process and is of the order of magnitude of the mean

flow velocity. Table 4.1 lists the slip ratio, defined as the ratio of bubble translation velocity

parallel to heater surface to mean flow velocity, for the different conditions. The values of

the slip ratio ranged from 0.71 - 2.33, dependent on local conditions. No dependence of

slip ratio on bubble size was found unlike Gunther[35] who reported an average value of

0.8 increasing slightly with the bubble size. Akiyama[38] reported values of 0.3 - 0.8 for

the slip ratio, constant throughout the process of growth and collapse and independent of

the bubble size.

The normal velocity of the bubble, defined by the slope of the normal displacement of

bubble centroid with respect to the heater surface, is shown in Figure 4.5. The growth and

ejection regions are marked by high normal velocity of the bubble centroid while at the

maximum bubble size the normal velocity is approximately zero. The ejection velocity,

defined by the slope of the line through the points past the dotted line, was evaluated for
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most conditions (see Table 4.1). The values of ejection velocities fell into the range of 0.36

to 1.13 m/s. With higher temperature gradient anticipated at higher subcooling, the ejection

velocity was expected to depend on the bulk liquid subcooling. However, such a

dependence was not established from the experimental data.

Figure 4.6 displays the path of the bubble centroid for different subcoolings at

constant flow velocity and heat flux. The origin in the graph corresponds to the location of

the nucleation site with the y-axis representing the heater surface. The flow is in the

direction of positive y-axis. The bubble path curves in the direction of the cross-flow before

bubble ejection which indicates the influence of the cross-flow. However, the ejection of

bubble into the flow marks a change in the slope of the displacement curve which

demonstrates the high normal velocity of the bubble compared to the mean flow velocity.

At high subcoolings (ATsub =60 °C), the bubble normal and parallel displacements were

limited to the vicinity of the wall due to the rapid condensation process; at low subcooling,

the bubble traveled farther and penetrated more deeply into the flow. The bubble behavior

at high subccoling might explain the reason why some researchers described a distinct

region close to the heater surface as the 'bubble boundary layer' (Jiji and Clark[48]).

4.2 Effect of Experimental Conditions on Bubble Parameters

4.2.1 Maximum Radius

Figure 4.7 shows the effect of flow velocity and heat flux on bubble maximum radius

for constant subcooling of 30°C and for flow velocities of 0.40 and 0.80 m/s. As indicated

by the scatter of the data points for the two flow velocities, the effect of flow velocity on

maximum bubble radius is negligible. The effect of flow velocity is appreciable when a

relative velocity between the bubble and the flow exists. However, in section 4.1.3, it was
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shown that bubbles translated with the velocity of the flow. Aldyama[38], in similar

experiments evaluating the effect of flow velocity on bubble size, concluded that increased

flow velocity decreased the bubble maximum size at mean flow velocities greater than 0.3

rn/s (see Figure 2.8). The scatter of Akiyama's data points at flow velocity of 1 m/s and the

small change in the values of maximum diameter for flow velocity range of 0.1 to 1 m/s at

low subcooling do not support his proposed limit of 0.3 m/s. The same is valid for the other

bubble parameters. From the present experimental data and Akiyama's data, the effect of

flow velocity on bubble parameters is concluded to be negligible for flow velocities smaller

than 1 m/s.

Figure 4.8 presents the effect of heat flux and subcooling on the maximum bubble

radius for subcoolings of 20 to 60 °C. At low subcoolings, an increase in heat flux reduced

the maximum bubble size. At high subcoolings, the maximum radius was independent of

heat flux. For a given heat flux, increased subcooling resulted in smaller bubble sizes at the

vicinity of ONB. At high heat fluxes (near the OSV point), the maximum radius was

independent of both the heat flux and liquid bulk subcooling. The decrease of the maximum

bubble radius with increasing heat flux and the constant value of maximum radius at higher

subcoolings are consistent with the experimental results of Gunther[35] and Del Valle and

Kenning[37] respectively. The maximum radii obtained in this work are slightly larger than

those of Akiyama[38] for the same subcooling (see Figure 2.8). This could be either due to

the choice of the nucleation site or the selection of the 'average' bubble.

Table 4.2 compares the experimental maximum bubble radii with maximum radii

predicted by theories of Unal[28], Zuber[23] and Mikic et al.[24]. Unal derived an

expression for the maximum radius based on the micro-layer evaporation theory. He

assumed that bubble growth resulted from the evaporation of the thin liquid film formed at

the bubble base balanced by the dissipation of heat to the surrounding subcooled liquid at

the bubble top surface. The expression for the maximum radius, Equation (B.18), is derived
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in Appendix B. Unal underpredicted the maximum radius for all the conditions (see Table

4.2). The range of predicted radii fell between 0.17 to 0.46 mm. In Unal's model an

increase in the heat flux resulted in an increase in the bubble size, contrary to the

observations of this investigation. Moreover, referring to Equation (2.22), the expression

given by Unal does not contain a maximum and the model does not predict the entire cycle

of bubble growth and collapse as shown in Figure 2.4.

Zuber[23] derived an expression for the maximum bubble radius by assuming that

bubble growth was due to the evaporation of the liquid to vapour at the bubble interface by

the supply of heat from the superheated layer (see section 2.2.2). The energy balance

yielded an expression in which the maximum bubble radius is inversely proportional to the

heat flux and directly proportional to the wall superheat, (TT2. - ..)  , (see Equations 2.16
q

and 2.17). Therefore, in evaluating the maximum radius with Zuber's expression, the

experimental wall superheat was used. Contrary to Unal's predictions, Zuber predicted a

range of radii that was closer to the experimentally obtained radii except at low flow rate

(V=0.08 m/s) at which the predictions were up to three times the maximum radii obtained

in this study. In this study the wall temperature increased with increased heat flux;

however, the trend was not linear (see Table 4.2). Due to the dependence of the wall

superheat on the heat flux, Equation (2.16) predicts increasing as well as decreasing

maximum radii with increased heat flux.

Mikic et al [24] used a similar approach to Zuber in analyzing bubble growth (see

Section 2.2.2). The expression derived for the maximum radius, Equation (2.20), unlike

Zuber's model, contained the effect of liquid subcooling as well as wall superheat. The

expression, more complicated than that proposed by Zuber, contained an additional

parameter, the growth time, the value of which was taken from this experiment. Mikic's

predictions were comparable to Zuber's predictions except at low flow rates which Mikic
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predicted lower values closer to those of the present study. The effect of increased heat

flux on bubble maximum radius was inconsistent, perhaps due to the experimental values of

wall superheat and growth time input into Mikic's model.

In none of these models are the phenomena of decreasing bubble size with increasing

heat flux embedded in the theory and the theoretical results do not predict the trend in the

experimental observations. Gunther has shown that with increased heat flux the density of

nucleation site and the frequency of bubble formation increase significantly. It follows that,

as heat flux is increased, the energy input to the flow will be distributed among more

nucleation sites. The result is a smaller amount of energy per nucleation site and hence

smaller bubble sizes. Therefore, the inability of these models to predict the observed trend

of decreasing maximum bubble radius with increasing heat flux indicates a need for a

correlation based on the experimental results of the present study.

4.2.2 Bubble Growth Time

The effect of heat flux on the bubble growth time for subcoolings of 20 to 60 °C is

shown in Figure 4.9. The trend, similar to the trend of decreasing maximum radius with

increasing heat flux, implies that the growth time is proportional to the maximum radius,

i.e., the larger the maximum radius, the longer the growth time. Aldyama also showed that

the maximum growth time followed the same trend as that of the maximum radius when the

effect of flow velocity was investigated. Gunther[35] and Del Valle and Kenning[37]

showed that the bubble lifetime followed the same trend as that of the maximum radius

versus heat flux.

Table 4.3 shows the ratio of growth and condensation time to bubble lifetime for all

the experiments. The values for the ratio of bubble growth time to bubble lifetime fell in the

range of 10.27 <L'-' <O.44 with an average value of 0.33± 0.04 based on all the
tb
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experiments. Aldyama[38] reported a range of 0.2-0.5 and found a range of 0.3-0.55 for

Gunther's data.

4.2.3 Bubble Condensation Time

Figure 4.10 presents the effect of heat flux on the condensation time for subcoolings

of 20 to 60 °C. An increase in heat flux is accompanied by a decrease in condensation time.

However, this decrease is not the result of the direct effect of heat flux or superheat but

that of the small maximum bubble sizes obtained at high heat fluxes. Since the growth time

was found to be proportional to the maximum bubble radius, the condensation time is also

expected to be proportional to the maximum bubble radius. At a given subcooling, the

larger bubbles will take longer to condense.

Table 4.4 compares the condensation time obtained in this study with the analytical

predictions based on inertia-controlled collapse by Akiyama[30] (Equation 2.24) and heat-

transfer-controlled collapse by Florschuetz and Chao[31] (Equation 2.28). Aldyama's

predictions were up to two orders of magnitude lower than the experimentally obtained

condensation times. Florschuetz' predictions at low subcooling of 10 °C compared well

with the experimental results but at higher subcoolings the predictions were up to two

orders of magnitude lower than the experimental values. These discrepancies might be due

to the assumption of uniform subcooling in the derivations of the models. This assumption

might not be valid in subcooled boiling since, as shown earlier, the condensation process

commences adjacent to heater where large temperature gradients exist and local subcooling

differs from the bulk subcooling. Better agreement at low subcooling between the

experimental values and the predictions of Florschuetz et al. could be explained by the fact

that, at low subcooling, the difference in temperature between the main flow and the wall is

smaller so that the assumption of uniform temperature during the condensation stage may

be justified.
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A better estimation of the local subcooling should include the effect of the radial

temperature gradient in the flow. In this study, the temperature across the flow was not

measured. However, the temperature across the flow during subcooled nucleate boiling is

given by Forster[49] as:
-Y

T(Y) = T., + (AT„ + AT,)e II - ^ (4.2)

where AT is the wall superheat and H is the thermal layer thickness defined as the distance

where the non-dimensional temperature difference in Equation (4.2) drops to lie. Aldyama

obtained values of 0.05 to 0.2 mm for the thermal boundary layer thickness for a velocity

range of 0.08 to 0.8 m/s, respectively. An estimate of the local subcooling, based on the

temperature of the liquid at a distance equal to bubble diameter and the saturation

temperature is given by:

(7")10.1- T(Y =2R.)+ at 
2

(4.3)

Since the thermal boundary layer thickness is small compared to the maximum bubble

diameter, the liquid temperature at Y=2 R, can be approximated by the bulk liquid

temperature. This approximation limited the range of local subc,00ling to 5 - 30 °C from

bulk subcoolings of 10- 60 °C respectively. The condensation time was recalculated from

Equation (2.28) using the local subcooling from Equation (4.3). This recalculation resulted

in higher condensation times overall as expected. However at low subcooling a small

change in the value of local subcooling resulted in a drastically changed value of the

condensation time because Equation (4.28) has a steep slope at low subcooling (see Figure

2.7). The refinement of this approach was not pursued since Equation (4.3) was found to

represent poorly the condensation rates obtained in this experiment and is further discussed

in Section 4.3.1.



67

4.2.4 Effect of Subcooling on Bubble Parameters at V=0.08 m/s

The lowest inlet temperature that could be achieved with the loop was approximately

15 °C. Since reaching the point of OSV at low flow rates (V=0.08 m/s) required an inlet

temperature lower than 15 °C, the effect of subcooling was investigated at only one value

of heat flux. Figure 4.11 presents the effect of subcooling on the maximum radius, bubble

growth time, condensation time and bubble lifetime for a heat flux of 0.20 MW/m2. The

same trend of decreasing values of bubble parameters with increased subcooling is

observed as previously shown for higher flow rates.

Over the entire range of the present experimental conditions, the maximum bubble

radius ranged from approximately 0.50 mm at high heat fluxes and high subcoolings up to

1.75 mm at low heat flux and low subcoolings. Table 4.5 compares the experimentally

obtained values for the maximum radius and bubble lifetime with similar experiments

performed at atmospheric pressure. The range of maximum radii and bubble lifetime

obtained in this study is larger than that of Akiyama's similar study due to the range of bulk

subcoolings (20-80 °C) used by Akiyama compared to the present range of (10-60°C).

43 Correlations

4.3.1 Normalized Bubble Growth and Collapse Curves

Zuber's[23] non-dimensional expression (Equation 2.15) for the instantaneous

bubble radius was based on heat-transfer-controlled growth and collapse of a single

bubble. Figure 4.12 shows the experimental data normalized with maximum radius and

growth time and compared to Equation 2.15. In the growth region, Zuber's growth-rate

predictions matched the experiments; however, the normalization procedure failed in the

condensation region.
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Akiyama[38] suggested a correlation for the bubble growth and collapse curves in

terms of maximum bubble radius and bubble lifetime:

R

  

K

 

1-2'
Rm

1 ( t r
i — : ) (4.4)

    

where N and K are constants. N was evaluated from the fact that at t/tm=1, R/Rm= 1:

N
(tm ) _ 1

tb^2
(4.5)

and the parameter K was found by the curve being fitted to the data. Aldyama used a value

of K=3 and found a value of K=2 for Gunther's data. Figure 4.13 compares the

experimental data normalized with the maximum bubble radius and bubble lifetime with

equation (4.4) for the adjusted values of K=2.2 and N=0.67 2 based on experimental

results:

  

2.2

 

!= 1- 221R. 
)0.67

1 ( t
2^tb

(4.6)

    

A good representation is obtained for both growth and condensation regions by the use of

Equation (4.6).

Figure 4.14 compares the growth rate obtained by Equation (4.6) with the

predictions of the growth models described in Chapter 2, and Akiyama's correlation with

N=0.66 and K=3. Growth rates obtained in this work are in good agreement with the

growth models of Mikic and Zuber. Unal predicted lower growth rates with the micro-

macro layer evaporation model.

Figure 4.15 compares the collapse rates obtained with Equation (4.6) with the

collapse rates predicted by the inertia-controlled and the heat transfer-controlled collapse

2 The values of tm/tb are shown in Table 4.5. In evaluating N, a value of tm/tb =0.36 was used.
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models[30,31]. The shape of the experimental curve is similar to those of the inertia-

controlled models with the experimental collapse rates lower at the beginning of the

condensation stage. This result contrasts with the heat-transfer-controlled collapse models

in which the condensation process is fast at the beginning and slow at the end of the

condensation stage. It was shown in Section (4.2.3) that at low subcooling, the

condensation time was in good agreement with the heat transfer-controlled predictions.

Figure 4.16, which compares an experiment at low subcooling to the Florschuetz' model,

shows that even though the condensation times for the experiment and the theory are

approximately the same, the collapse rates differ significantly. In the experiments, as

bubbles condense on the heater surface, slower collapse rates are expected. When bubbles

eject inside the subcooled liquid, higher condensation rates are expected due to the larger

temperature gradients between the vapour and the bulk liquid. Higher temperature

gradients imply higher heat transfer rates through the bubble wall and lower bubble wall

temperatures with lowest possible wall temperature of 1. This assumption implies an

isothermal collapse which is the assumption in inertia-controlled collapse models. In the

actual case, due to the lack of perfect heat transfer rates, the bubble wall temperature is

higher than the saturation temperature so that a slower condensation rate is expected (see

the experimental curve Figure 4.15).

4.3.2 Correlations for Bubble Parameters

The experimental results compared to those of different theoretical models led to the

conclusion that the expression given by Mikic, Zuber and Unal for the maximum radius of

the bubble did not predict the experimental results, i.e., their prediction of increasing bubble

size with wall superheat contradicted those of Gunther, Del Valle and Kenning and the

present study. Comparison of the experimental values of the condensation time did not

compare well with models proposed by Akiyama and Florschuetz et al.. Therefore,
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correlations had to be developed in order to predict the maximum radius and the lifetime of

the bubble at the subcooled nucleate boiling for heat flux range corresponding from ONB

to OSV. The result of these correlations for bubble maximum radius, growth time and

condensation time is the subject of this section.

The bubble lifetime is divided into two regions for the purpose of the correlations:

the growth region and the condensation region. In the growth region, the effect of heat flux

and subcooling are considered the most significant parameters that limit the maximum

bubble size and the growth time is assumed to be directly proportional to the maximum

radius. In the condensation region, the time for the bubble to condense is assumed to be a

function of the degree of subcooling and the maximum bubble size.

In the correlation of the maximum bubble radius two non-dimensional numbers are

used:

ja* _ PICpl(7v — Tsat) 

Pvifg
(4.7)

e _ Tw - TB (4.8)
Tw - 7",.

The effect of heat flux is shown with modified Jacob number, Jaw* . In this study, its value

ranged from 45 to 110 with higher values of Jaws indicating larger wall superheat. The

properties pl and Cp, are evaluated at saturation temperature since during growth the

bubble is close to the heated surface where the bulk temperature of the liquid is close to the

saturation temperature. The non-dimensional temperature difference, 0, represents the

degree of liquid subcooling. The values of 0 ranged form 1.3 to 4 with the larger values of

0 indicating higher degree of subcooling.

The maximum bubble radius is non-dimensionalized with 12:,:

(4.9)
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where ai, pi, a are evaluated at the saturation temperature. This non-dimensional number,

used by Cooper and Chandratilleke[50] in the analysis of vapour bubble growth at a wall

with a temperature gradient, was derived as a result of a non-dimensional analysis.

Dimic[51] arrived at the same non-dimensional number (R:) in his analytical work on

bubble condensation in a subcooled liquid. A different approach for non-dimensionalizing

the maximum radius was applied by Mikic[24] as  R.  This required a knowledge of the°ITC.
growth time to obtain the maximum bubble radius, i.e., coupling the effect of the two

bubble parameters.

The experimental data for the maximum bubble radius were correlated with Jaw* and

0 as follows:

= 5.01 x 109Ja,:-(650 -L65^ (4.10)

The data points and the correlating line are shown in Figure 4.17. The coefficient of

determination for this correlation was 0.70 (see appendix E). The correlation predicts a

decrease in the maximum bubble size with increasing superheat and subcooling as expected.

The equal exponents of Jaw* and 0 indicate that wall superheat and subcooling are of equal

influence in determination of the bubble maximum size.

Since the growth time is proportional to the maximum radius as shown in Section

(4.2.2), the growth time is correlated with the same non-dimensional parameters as the

maximum radius. The growth time is non-dimensionalized as3:

ng
+ -t ^ait

m 2
p,a, )

( 0' )

(4.11)

3 This non-dimensional number was also derived from dimensional analysis by Cooper and
Chandratilleke[50].
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This non-dimensional time is similar to the Fourier number:

alt.Fo„, -^
(length scale) 2 (4.12)

However, the length scale used in the denominator is consistent with the length scale used

+in the definition of R. - [ R m 2 ) . Based on the experimental data, the following
Prat 

a

correlation was obtained for the growth time:

= 3.21 x 1014 Jaw* -1580 -188^(4.13)

The data points and correlating line are shown in Figure 4.18. The coefficient of

determination for this correlation is slighlty lower than the correlation for the maximum

radius. Since the exponents for Ja: and 0 are almost equal, the growth time is assumed

to be proportional to the maximum bubble radius, i.e.:

t. = cR,.:,^ (4.14)

where c and x are found by correlating t„, with R. from the data:

t„, = 56.7 gi49^ (4.15)

Equation (4.15) provides a simpler expression to determine the growth time when the

maximum radius is obtained.

The condensation time is expressed in terms of liquid subcooling and as a function of

the maximum radius. The condensation time is non-dimensionalized with:
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°,t,
(131(112 )2

La j

and correlated with the Jacob number and the non-dimensional maximum radius:

piC i(T.- TB)
Ja- '

Pvifg

me IC,17

Pia'

t: - (4.16)

(4.17)

(4.18)

Based on the experimental data , the correlating equation for the condensation time was

given by:

t: = 106.8 Ja-u5 R,+„ 13°^ (4.18)

The data points and the correlating line are shown in Figure 4.19. The coefficient of

determination for this correlation was 0.96. As expected, increasing the liquid bulk

subcooling Ja, reduced the time of condensation. Moreover, the condensation time is

directly related to the maximum size of the bubble.



Table 4.1 Slip ratio of bubbles in different conditions.

Number
Ref ATsub(°C) V(%) 4)(mw/.2) Vb(%)

_
Vb/
/ V

vejc^scy)

D35 10 0.08 0.2 0.25* 3.13* 0.42

D36 10 0.08 0.3 0.05* 0.63* 0.36

D33 10 0.40 0.3 0.61 1.53 0.43

D27 20 0.08 0.2 0.35* 4.38* 0.60
D28 20 0.08 0.3 -0.11* -1.38* 0.64

D24 20 0.40 0.3 0.44 1.10 0.79

D25 20 0.40 0.6 0.50 1.25 0.95

D26 20 0.40 0.7 0.93 2.33 0.42

D50 20 0.40 0.9 0.45 1.13 0.45

D21 20 0.80 0.6 1.08 1.35 0.49

D22 20 0.80 0.7 0.84 1.05 0.82

D48 20 0.80 0.9 0.89 1.11 1.28

D37 30 0.08 0.2 0.076 0.95 1.13
DOS 30 0.40 0.3 0.37 0.93 0.75

D16 30 0.40 0.6 0.48 1.20 0.93

D17 30 0.40 0.8 0.54 1.35 0.44

D18 30 0.40 0.9 0.37 0.93 1.06

D51 30 0.40 1.2 0.80 2.00 1.03

D06 30 0.80 0.6 0.76 0.95 0.71

D13 30 0.80 0.8 0.81 1.01 1.01

D14 30 0.80 0.9 0.94 1.18 0.98

D49 30 0.80 1.2 0.83 1.04 0.69

D39 40 0.80 0.6 0.81 1.01 **

D40 40 0.80 0.9 0.60 0.75 **

D41 40 0.80 1.2 0.84 1.05 **

D42 60 0.80 0.6 0.60 0.75 **

D43 60 0.80 0.9 0.70 0.88 **

D44 60 0.80 1.2 0.57 0.71 **
, 

*Bubbles in these conditions were affected by the growth and collapse of
neighboring bubbles.
** Not available.
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Table 4.2. Comparison of experimental maximum bubble radius with predictions of
Unal[28] (Equation B.18.), Zuber[23] (Equation 2.16) and Milcic et al.[24] (Equation
2.20).

Ref
Number

ATsub(2 C) *KM d)(117.2) 7' (°C) R1(mm)
Unal[28]

R.(mm)
Zuber[23]

R.(mm)
Mikic[24]

R.(mm)
Experiment

D35 10 0.02 0.2 130.3 0.40 3.04 1.47 1.36

D36 10 0.02 0.3 131.8 0.46 2.24 1.13 1.16

D33 10 0.1 0.3 127.1 0.45 1.59 1.07 1.23

D27 20 0.02 0.2 128.3 0.28 2.62 1.17 1.77
D28 20 0.02 0.3 132.0 0.32 2.28 1.61 1.60

D24 20 0.1 0.3 124.6 0.30 1.29 0.99 1.33

D25 20 0.1 0.6 127.7 0.40 0.83 0.89 1.03

D26 20 0.1 0.7 129.9 0.42 0.84 0.87 0.73

D50 20 0.1 0.9 142.0 0.46 1.35 0.92 0.56

D21 20 0.2 0.6 126.0 0.35 0.73 0.71 0.79

D22 20 0.2 0.7 126.1 0.38 0.63 0.69 0.74

D48 20 0.2 0.9 141.1 0.42 1.29 0.80 0.64

D37 30 0.02 0.2 131.2 0.22 3.23 0.85 0.83
DOS 30 0.1 0.3 120.6 0.24 0.81 0.64 0.86

D16 30 0.1 0.6 126.7 0.32 0.77 0.66 0.79

D17 30 0.1 0.8 1263 0.36 0.57 0.62 0.53

D18 30 0.1 0.9 126.7 0.37 0.51 0.56 0.48

D51 30 0.1 1.2 132.3 0.42 0.58 0.67 0.46

D06 30 0.2 0.6 119.9 0.26 0.46 0.49 0.68

D13 30 0.2 0.8 123.5 0.32 0.44 0.55 0.61

D14 30 0.2 0.9 124.5 0.33 0.43 0.54 0.46

D49 30 0.2 1.2 131.0 0.37 0.53 0.54 0.51

D39 40 0.2 0.6 123.2 0.23 0.57 0.52 0.66
D40 40 0.2 0.9 125.1 0.28 0.45 0.67 0.71
D41 40 0.2 1.2 129.8 0.32 0.49 0.68 0.51

D42 60 0.2 0.6 123.6 0.17 0.59 0.43 0.52
D43 60 0.2 0.9 126.6 0.22 0.51 0.57 0.61

D44 60 0.2 1.2 130.1 0.25 0.50 0.60 0.54



Table 4.3. Ratio of condens .......^.....^.-....... ....war ana VIal.l.■,/ •

Ref
Number Ailth CC) th(KgX) 4'7m2) (%) t(%)

D35 10 0.02 0.2 67 33
D36 10 0.02 0.3 72 28
D33 10 0.1 0.3 66 34
D27 20 0.02 0.2 73 27
D28 20 0.02 0.3 67 33
D24 20 0.1 0.3 66 34
D25 20 0.1 0.6 68 32
D26 20 0.1 0.7 69 31
D50 20 0.1 0.9 63 37
D21 20 0.2 0.6 70 30
D22 20 0.2 0.7 71 29
D48 20 0.2 0.9 73 27
D37 30 0.02 0.2 66 34
DOS 30 0.1 0.3 70 30
D16 30 0.1 0.6 71 29
D17 30 0.1 0.8 65 35
D18 30 0.1 0.9 65 35
D51 30 0.1 1.2 65 35
D13 30 0.2 0.8 68 32
D14 30 0.2 0.9 62 38
D49 30 0.2 1.2 71 29
D39 40 0.2 0.6 67 33
D40 40 0.2 0.9 56 44
D41 40 0.2 1.2 56 44
D42 60 0.2 0.6 71 29
D43 60 0.2 0.9 67 33
D44 60 0.2 1.2 67 33
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Table 4.4. Comparison of condensation time with predictions of Aldyama[30] (Equation
2.24) and Florschuetz et al. 31 (Equation 2.28).

Ref
Number

AT.b(°C)

_

ni(Kg/, ) tkinv/.2) t(ms)
Akiyama

t(ms)
Florschuetz

t(ms)
Experiment

D35 10 0.02 0.2 0.1280 11.02 10.2

D36 10 0.02 0.3 0.109 8.02 7.2

D33 10 0.1 0.3 0.126 9.02 6.4

D27 20 0.02 0.2 0.118 4.74 8.1

D28 20 0.02 0.3 0.130 5.75 9.1

D24 20 0.1 0.3 0.088 2.67 5.5

D25 20 0.1 0.6 0.069 1.60 3.8

D26 20 0.1 0.7 0.049 0.81 3.3
D50 20 0.1 0.9 0.037 0.47 1.5

D21 20 0.2 0.6 0.053 0.94 3.0

D22 20 0.2 0.7 0.050 0.83 2.9
D48 20 0.2 0.9 0.043 0.62 1.9

D37 30 0.02 0.2 0.045 0.47 2.3

D05 30 0.1 0.3 0.047 0.50 3.7

D16 30 0.1 0.6 0.043 0.42 2.4

D17 30 0.1 0.8 0.029 0.19 1.7
D18 30 0.1 0.9 0.026 0.16 1.3

D51 30 0.1 1.2 0.025 0.14 1.3

D06 30 0.2 0.6 0.037 0.31 2.2

D13 30 0.2 0.8 0.033 0.25 1.9
D14 30 0.2 0.9 0.025 0.14 1.3
D49 30 0.2 1.2 0.028 0.18 1.2

D39 40 0.2 0.6 0.031 0.17 1.6
D40 40 0.2 0.9 0.034 0.19 1.4

D41 40 0.2 1.2 0.024 0.10 1.0

D42 60 0.2 0.6 0.020 0.05 1.2

D43 60 0.2 0.9 0.024 0.07 1.4

D44 60 0.2 1.2 0.021 0.05 1.2
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Table 4 5. Comparison of experimental maximum radii with literature.
Investigator P(atm) 4)(1%2) V(%) AT.th(`) C) R.(mm) tb(ms)
Gunther [35] 1.7 2.3 - 10.7 1.5 -6.1 33 - 110 0.13 -0.50 0.10 - 0.40
Tolubinsky et al.[39 ] 1 0.05 - 1.0 0.08 - 0.2 5 - 60 0.20 - 0.65 N/A

Abdelmessih et al.[36 ] 1 0.19 - 0.46 0.92- 2.30 1.9 0.15 -0.25 1.5 -5.5

Akiyama[38] 1 0.1-0.8 0.1 - 5 20-80 0.20 - 1.0 0.40 - 5.0

Del Valle et al.[37] 1 3.44 -4.67 1.7 84 0.20 0.40

This investigation 1 0.1-1.2 0.08 - 0.80 10- 60 0.50 - 1.75 2 - 15
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Figure 4.1, Photographs of bubble growth and collapse (D24-10) for V=0.4 in/s. A7.,=20 'C and (1)=0.3 win-



Figure 4.2. Growth and collapse curve for a typical bubble (D24-10)
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Figure 4.3. Change in bubble shape during its lifetime.



Figure 4.4. Comparison of bubble volume obtained in this study with volume evaluated by
spheroidal assumption.
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Figure 4.5. Normal and parallel displacement of the centroid of bubble
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Figure 4.6. Bubble path in different liquid bulk subcooling.

Figure 4.7. Effect of heat flux and flow velocity on bubble maximum radius.



Figure 4.8. Effect of heat flux and subcooling on maximum bubble radius.
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Figure 4.9. Effect of heat flux and subcooling on bubble growth time.



Figure 4.10. Effect of heat flux and subcooling on bubble condensation time.
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Figure 4.11. Effect of subcooling on bubble parameters at V=0.08 m/s.



Figure 4.12. Comparison of experimental growth and collapse rate with Zuber[23].
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Figure 4.13. Correlation of bubble growth and collapse rates.
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Figure 4.14. Comparison of experimental bubble growth rate Equation (4.6) with
Akiyama[38] Zuber[23], Mikic et al.[24], and Unal[28].
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Figure 4.15. Comparison of experimental condensation rate Equation (4.6) with
Akiyama[30], Zuber[23], and Florschuetz and Chao[31].



Figure 4.16. Comparison of experimental condensation rate at low subcooling with
condensation models of Florscuetz and Chao[31] and Akiyama[30].

87

Figure 4.17. Correlation of maximum radius with Ja* and 0 (average correlation error =20%).



Figure 4.18. Correlation for growth time with Ja* and 0 (average correlation error = 28%).

Figure 4.19. Correlation for condensation time with Ja and the non-dimensional maximum
radius (average correlation error =12%).



CHAPTER 5

CONCLUSIONS AND RECOMMENDATIONS

5.1 Conclusions

The growth and collapse of vapour bubbles in subcooled convective boiling of water

were investigated by high-speed photography to obtain insight on the mechanism of void

growth at atmospheric pressure, mass flow rate of 0.02-0.20 kg/s, liquid bulk subcoolings

of 10-60 °C, and heat fluxes of 0.10-1.20 MW/m2. The effect of mean flow velocity, heat

flux and liquid bulk subcooling on maximum bubble radius, bubble growth time, and bubble

condensation time were investigated. Observations were made on the bubble translational

velocity, ejection velocity and change in bubble shape during the bubble lifetime. Based on

the analysis of high-speed photography the following were concluded:

1. The bubble lifetime was divided into two distinct regions of growth and condensation.

The condensation region was further subdivided into condensation with bubble sliding

on the wall and condensation after bubble ejected into the flow.

2. At high bulk liquid subcooling most of the condensation occurred while bubbles were

sliding on the wall, though ejection was still present. The bubble radius at ejection was

smaller than the maximum bubble radius attained at the end of the growth stage.
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3. Bubbles translated parallel to the wall with a constant velocity approximately equal to

the mean flow velocity during both the growth and condensation periods. The ejection

velocities of the bubbles were in the range of 0.36-1.13 m/s.

4. The effect of flow velocity on bubble parameters was found to be negligible in the

range of this study. This was due to the translation of the bubbles with the cross-flow.

5. At low subcooling, the bubble radius, bubble growth time and condensation time

decreased with an increase in the heat flux. The density of the nucleation sites and

frequency of bubble formation were increased with an increase in the heat flux. At

high subcooling, the bubble maximum radius, growth time, and condensation time

were independent of the heat flux.

6. Bubble growth time and condensation time were proportional to the maximum radius.

The ratio of bubble growth time to bubble lifetime fell in a range of 0.27-0.44 with an

average value of 0.33±0.04.

7. Bubble growth and collapse curves were normalized with maximum bubble radius and

bubble lifetime as follows:

     

2.2

 

R
=1- 22-2

g.

)0.67
1_[ t
2^tb

(4.6)

    

8. Bubble growth rate and maximum bubble radii obtained in this study were compared

with bubble growth models of Unal[28], Zuber[23] and Mikic et a1424]. The

experimental growth rates were well predicted by Zuber and Mikic et al.; however the
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predictions of the maximum bubble radii did not agree well with the experimental

results.

9. Bubble collapse rate and bubble condensation time were compared with the

predictions of Akiyama[30] and Florschuetz and Chao[31]. The shape of the collapse

curves were similar to the predictions of Akiyama; however the condensation times

predicted by Akiyama were two orders of magnitude smaller than found in the

present work. The shape of the collapse curve predicted by Florschuetz et al. deviated

significantly from those measured in the present experiment.

10. Maximum bubble radius was correlated with wall superheat (Ja,,,* ) and liquid bulk

subcooling (e) ( average correlation error =20%):

= 5.01 x 109 Ja,,* -1.650 -1.65^ (4.10)

11. Bubble growth time was correlated with the same non-dimensional parameters as the

maximum bubble radius. A simple expression was found relating the growth time to

maximum bubble radius (average correlation error =28%):

t,n+ = 3.21 x 1014 Jau," -2.580 -2"88
^

(4.13)

tm = 56.7 R1„;49
^

(4.15)

12. Bubble condensation time was correlated to the maximum radius (R7) and liquid bulk

subcooling (Ja) (average correlation error = 11.7%):

t: = 106.8 Ja -m5 R:1313^ (4.18)
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5.2 Recommendations

1. Measure the temperature profile across the flow to obtain the local subcooling and the

thickness of the superheated layer. The temperature measurements would determine

the effect of true liquid subcooling and superheating on the bubble growth and

collapse.

2. Perform additional experiments with higher flow velocities and different hydraulic

diameters to investigate the effect of flow and geometery on the bubble parameters.

3. Investigate the effect of heat flux, local and bulk subcoolings and flow velocity on the

density of nucleation sites and frequency of bubble formation as the present models of

bubble growth do not include the effect of increased nucleation site density and

frequency of bubble formation on bubble parameters.

4. Evaluate the variation of bubble parameters for different nucleation sites.

5. Develop a better method for analyzing the films so that more bubbles are digitized for

one condition and statistical methods can be used for analyzing the data.

6. Simulate the bubble growth numerically by the use of different boundary conditions

matching the bubble shape observed experimentally. This simulation for different

boundary conditions will promote better understanding of the important parameters in

bubble growth.
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Appendix A

Bubble Growth Model (Mikic[22])

In this approach the total kinetic energy of the moving liquid at any time is equal to

the work done at the liquid boundaries. The bubble is assumed to be spherical, and

expanding in an infinite incompressible liquid. The kinetic energy of the liquid is given by:

00

K.E.=^u2d( Vo0^ (A.1)
2 R

where u is the radial velocity of the liquid element. The equation of continuity is given by:

u=(-1?2)

Substituting (A.1) into (A.2) and integrating yields:

•(R)22K.E.= 47r -p,—$ R — 1 r 2 dr =27rp1R3i?2
2 R^r

The net work to the liquid is expressed as:

W = 47r5(p,- pjR2dR

Assuming that the variation in the vapour pressure during the bubble growth is not large,

(A.4) can be approximated by:

4
W —3 R3(Pv P..)

Equating the net work done on the liquid boundary (A.5) with the total kinetic energy

(A.3), one obtains:

_ 2 P, 
3^p,

(A.6)

(A.2)

(A.3)

(A.4)

(A.5)



Al?^A 2t
= — and t+ =

B2^B2
(A.13)
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The pressure difference in Equation (A.6) can be approximated with the Clausius-

Clayperon equation:

Pvifg(Tv Tsar) 

Py P-
Tsat

Using (A.7), Equation (A.6) becomes:

k2 = A2  Tv - Tsat

AT

Where

2 if^- T 112

A =(^p (T^Sat and AT = T - Tsar
3^PiTsat

A relationship expressing the rate of bubble growth with the vapour temperature was given

by Plesset and Zwick [19] for bubble growth in an initially superheated liquid due to a

constant temperature difference (T., - Tv):

where

1 B^T - T
i?=^1^v

2 Vt^AT

B .(12 oc
1)
) ja.

n 

(A.10)

(A.11)

T - T  )Solving for^.(^Equation (A.10), substituting in (A.8) and non-dimensionlizing
AT

the resulting expression, one obtains:

dt+
^(t+^(t,^ (A.12)

where

(A.7)

(A.8)

(A.9)

Equation (A.12) integrates to:
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R+ = —2[(t+ + 0 -(t+)% -1}
3 (A.14)

This equation simplifies to Rayleigh's Equation (2.3) at t+ < < 1 and to Plesset and Zwick's

Equation (2.12) at t+ >> 1.
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APPENDIX B

Bubble growth model (Unal[28])

Unal[28] assumed that a spherical bubble grows on a very thin, partially dried liquid

film formed between the bubble and the heated surface (micro-layer). The bubble growth

was due to the evaporation of the microlayer balanced by the dissipation of heat at the

bubble top surface (see Figure B.1). The dry area under the bubble is assumed to be

circular in shape. Over its growth period, the bubble takes up heat by the evaporation of

rrD2^ D2^Dthe very thin liquid film over the area — 1 - —(1,) in which --d— is assumed to be4( 
D`^D

constant for a given pressure. The process of growth is assumed to be isobaric. The heat

input to the bubble from the superheated layer is neglected compared to the heat from the

thin liquid film, since the ratio of the thickness of the superheated layer to the maximum

bubble diameter is assumed to be small. The dissipation of heat is assumed to occur at the

bubble top surface since the bottom surface faces the heater, and is ineffective in dissipating

heat. An overall energy balance on the bubble yields the following equation:
702 ^D2, ^A , 702 ir . dD3qb — k 1 — 4) = richt-limb — + — p i,^(B.1)

4^D^2 6 " dt

with initial condition of t = 0 D = 0. qb in Equation (B.1) is the heat flux from the very

thin liquid film under the bubble and is given by Semas and Hooper[27] as follows:

ATiatylci
qb — 3.frc—rit

where A1 ^the initial superheat of the very thin liquid layer under the bubble:

AT. _ p sub 

 )
(  q- h AT )

(B.2)

(B.3)



[)Y -kspsCs
7., rpi,
nipi,....,

ifill/ (^C
I:1^17 j

C* -

km is evaluated from:

^Nu = 0.023 Reg Pr°33^ (B.6)

The condensation heat transfer coefficient at the surface of the bubble, kb, in (B.1) is given

by:

CcloifgD
kb -^

2(ypv- Xi)
(B.7)

where

)0.47
VcD =(—^for V> 0.61 (%)^Vb = 0.61 ("X)^(B.8)
V.

cl) = 1^for V ^ 0.61 ("X)^ (B.9)

and C is pressure dependent constant. Substituting (B.2) and (B.7) in equation (B.1) yields

the following equation:

where

—
dD 

= aat - Col•D
dt

(AT.TarklY) a -
2p,ifs(nai);5

(B.10)

0.0135,g Pr '

(B.11)
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(B.4)

3

(B.5)
( ^a  )

g(Pi - Pv) Y2
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b=  ATs'4'
2(1 - %)

a = (1 - 44)

Solution of equation (B.10) is given as follows:

2aat34(1 + 4b0:14)
D(t) -

(1+ abbt)

Differentiating (B.14) and equating to zero, the maximum diameter is obtained:

D = 1.21 aa
(balcI)'

1t
m 
- 

1.46bCcI)

(B.12)

(B.13)

(B.14)

(B.15)

(B.16)

To be able to calculate D(t),Dm and t„, with the equation (B.14), (B.15) and (B.16), a and

a
C must be known. Unal has shown that the value of^is constant for a given pressure

CX

and its value is found empirically from the experimental data available in the literature. The

avalue of —cx is therefore correlated to the pressure as follows:

a = 2 x 10-5Pm9
0

(B.17)

By substituting (B.17) in (B.15), the maximum bubble diameter for atmospheric pressure

becomes:

D 
2̂.42 x 10-5a

-
m (WI

(B.18)

where a, b and (Dare defined by (B.11), (B.12), (B.8) and (B.9). The range of applicability

of (B.18) is:

P = 0.1 -17.7 Mpa,

q = 0.47 - 10.64 MW/m2,



V = 0.08 -9.15 m/s,

A Tsub =3-86 K,

D.= 0.08 -1.24 mm

104



105

Figure B.1. Bubble growth model proposed by Unal[28].
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APPENDIX C

Evaluation of Bubble Volume
The following algorithm, written in C programming language, was employed to evaluate

the bubble volume:

1. Pixels comprising the bubble projection area were scanned.

2. The area of projection of bubble was evaluated:

A = dA = ApixelNpuel h2 Npixel
^ (C.1)

where Apud (mm2) is the area of a single pixel and Npird is the total number of pixels

contained inside the contour of the bubble and including the pixels on the contour. A

pixel was assumed to be square in shape with the dimension h (mm/pixel). For a

magnification of twenty times on the monitor, the value of h (screen resolution) was

approximately 0.02 (mm/pixel).

3. Bubble centroid was found next by integrating the pixels as follows:

11 bottom^right^ bottom^right

A A^A pixel
= — Xdfl = — E E(hrpue, — 4h)h2 — — E^()Cud —^(C.2)

...top pixel-left^ N 1 pixel-top pixel-left

1bottom^right^ h^bottom^right

Y = j'YdA= E Dhypuei — ih)h2 —^E DY pixel — 4)
A^ri pixel-top pixel-left^ pixel pixel-top pixel-left

where xpixd,ypixd are the coordinates of the pixel (see Figure C.1).

4. The x-, y- and xy-moments of inertia of the projection area were found as follows:

bottom^right /

x =^x' AptrelY2) = h4 E^E^(y pixel — 4)2)
A^ pixel-top pixel-left

(C.3)

(C.4)
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bottom^right i 2 \
/), = Viy, + Apixe/X2) = h4 E^I ( 112- + ( x pixel — -1-) )

A^ pixel-top pixel-left

,^
t

bottom^right r
Ix), = E(Ix,y, + Axy) = h4 E E xpL„, — +xypixe, — 4)1

(

A^ pixel-top pixel-left

(C.4)

(C.6)

where

I x, = ly, = 112-h3h and /xy = 0^(C.7)

5. The centroidal moments of inertia were found by the use of the parallel axis theorem:

(see Figure C.2):

Ix„ = .rx - Ay2 (C.8)

1„ = /y - A.2 (C.9)

= I ^Avy (C.10)

6. The orientation of the of the principal centroidal axis of the area was found from [47]:

21 —
tan20 - -  _ x Y

Ix„ — ry.
(C.11)

where() is the angle shown in Figure C.2.

7. These axis were drawn on the bubble and the axis of symmetry was chosen.

8. The area on both side of the axis of symmetry was evaluated and the centroid of each

area was found in the same manner.

9. The volume of revolution of the areas on each side of the axis of symmetry was found as

follows:

Vo/i = 27r/i4^ (C.12)

Vo/2 = 2/r/2A2^ (C.13)

where 11 and 12 are distances as shown in Figure C.3.

10. The total volume was defined by the average volumes of revolution from equations

(C.12) and (C.13):
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Vol - Vo/i + Vo/2

2
(C.14)



A pixel = h2

Ix ,^ y, = I , = (1/12) if

1^=0x' y'^,d10110•1111.

EN ■ x

(XpiXel 9 Ypixel )

x = hx - 0.5hpixel

y = hypixel - 0.5h

•
Y

Figure C.1. Nomenclature used in pixel integration.

Figure C.2. Schematic diagram of the centroidal principal axes of the bubble.
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Figure C.3. Nomenclature used in evaluating the volume of revolution.
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Appendix D

Error Analysis

Table D.1. lists the errors in the measured quantities in the experiment. The errors were

either estimated from the manufacturers' specifications or obtained from reference[9].

Table D.1. Estimated errors in the measured quantities.
Measured Quantity Estimated

Error

Flow rate ±0.3%

Current ±1%

Voltage ±1%

Inlet temperature ±1 °C

Wall temperature -2.21+1.2 °C

Glass tube diameter ±0.09%

Heater diameter ±0.15%

Heater length ±0.2%

Inlet and wall temperature: The error in the temperature measurements consisted of the

inherent error in the calibration of the thermocouple plus the error in the calibration of the

instrumentation (d(Tin)=± 1 ° C, d(74,) =± 1.7 ° C). In the case of the wall temperature

measurements, an additional error was present due to convection of heat from the stripped

end of the thermocouple (7 mm). The error in the temperature measurement due to effect

of forced convection was estimated to be -0.5 °C [9].
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Heat flux: The error in the heat flux measurements was calculated mathematically from the

uncertainty of the input power measurements (± 2%) i.e. error in the measurements of

voltage and current.

Bulk subcooling: The error in the calculated bulk temperature at the filming location was

calculated mathematically by differentiating the following with respect to inlet temperature,

heat flux and mass flow rate:

(OPIT = T +^ (D.1)
B^in thC pi

dTB - -
OTB dTin + OTB di) + OTB chit (D.2)
OTin^4^aril

dTB =d7 + (TB - Tinfl + 1-]^(D.3)

The maximum temperature difference between the inlet and the filming location was 60°C.

The various error terms in (D.3) are given in table D.1.

d(AT.th) = dTB a (1° C) + (60°C)(0.020 + 0.003) = ±2.4°C

Time: The error in the time measurement is made up of: error in the assumption of

constant film speed (0.01 ms); accuracy of the pulse generator (±0.01 ms); and the error in

zero time. In this experiment, the zero time corresponds to the frame preceeding the first

appearance of the bubble. At a camera speed of 5000 fps the zero time error will be

1/(5000fps) = 0.2 ms. In this experiment since the same convention is used to determine the

zero time for every bubble cycle, this error is not added to the overall error in the time

measurement.

Volume, Normal and Parallel diameters: Errors were calculated by measuring the

volume, and maximum and minimum diameters of an apple with the pixel integration

technique and comparing it with the direct measurement of the volume of the apple (±5%).

Radius: Error in the radius was obtained by differentiating Equation (3.5):
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dR 1 d(Vol) 1- x 0.05 = ±1.67%
R 3 Vol^3

Normal and Parallel Displacement: Errors included uncertainty in the location of the

nucleation site (2 pixels) and uncertainty of the centroid (2 pixels). The resolution of

magnified images were 0.02 mm/pixel.

Repeatability of Results Obtained from Film Analysis: Figure D.1 -D.3 show the

digitization results for condition D22-30 for two different measurements of the same

bubble cycle. The error involved in the repeatability of the digitization results is due to the

tracing of the bubble outline and is caused by human error.
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Figure D.1. Repeatability of bubble volume and radius measurements
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114

Figure D.2. Repeatability of normal and parallel displacement measurements.



Figure D.3. Repeatability of measurements of diameters normal and parallel to centroidal
principal axis of bubble.
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Appendix E

A Sample of Correlation Procedure

The following general form was assumed to correlate the bubble maximum radius

with experimental conditions:

lt:, = KJa0Y^ (E.1)

where K, x, and y are constants to be determined from multiple regression analysis.

Equation (E.1) was linearised by taking the log on both sides of the expression:

ink, =lnK+xlnJa: -Fyln0^(E.2)

Using the least square method, the values of the constants in (E.2) were obtained from the

solution of the following matrix[52]:

where n is the number of different conditions tested and I, = E . The coefficient of
n

multiple determination (R2) is defined as:
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R2 _ 1 _ E(Yi - 502 (EA)
E(Yi - Yi)2

where y is the experimental value, j; is the predicted value based on the correlation, and y

is the average of experimental values (y is denoted as the parameter to be correlated, i.e.,

in this case R,:).


	Page 1
	Page 2
	Page 3
	Page 4
	Page 5
	Page 6
	Page 7
	Page 8
	Page 9
	Page 10
	Page 11
	Page 12
	Page 13
	Page 14
	Page 15
	Page 16
	Page 17
	Page 18
	Page 19
	Page 20
	Page 21
	Page 22
	Page 23
	Page 24
	Page 25
	Page 26
	Page 27
	Page 28
	Page 29
	Page 30
	Page 31
	Page 32
	Page 33
	Page 34
	Page 35
	Page 36
	Page 37
	Page 38
	Page 39
	Page 40
	Page 41
	Page 42
	Page 43
	Page 44
	Page 45
	Page 46
	Page 47
	Page 48
	Page 49
	Page 50
	Page 51
	Page 52
	Page 53
	Page 54
	Page 55
	Page 56
	Page 57
	Page 58
	Page 59
	Page 60
	Page 61
	Page 62
	Page 63
	Page 64
	Page 65
	Page 66
	Page 67
	Page 68
	Page 69
	Page 70
	Page 71
	Page 72
	Page 73
	Page 74
	Page 75
	Page 76
	Page 77
	Page 78
	Page 79
	Page 80
	Page 81
	Page 82
	Page 83
	Page 84
	Page 85
	Page 86
	Page 87
	Page 88
	Page 89
	Page 90
	Page 91
	Page 92
	Page 93
	Page 94
	Page 95
	Page 96
	Page 97
	Page 98
	Page 99
	Page 100
	Page 101
	Page 102
	Page 103
	Page 104
	Page 105
	Page 106
	Page 107
	Page 108
	Page 109
	Page 110
	Page 111
	Page 112
	Page 113
	Page 114
	Page 115
	Page 116
	Page 117
	Page 118
	Page 119
	Page 120
	Page 121
	Page 122
	Page 123
	Page 124
	Page 125
	Page 126
	Page 127
	Page 128
	Page 129
	Page 130
	Page 131
	Page 132
	Page 133



