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Abstract

Spacecraft systems need increased on board autonomy to detect the occurred faults (e.g., faults in sensors and actuators), isolate the faulty components, and effectively handle their operation in the presence of such faults. In this research a scheme of fault detection and diagnosis is developed for spacecraft Attitude Determination (AD) sensors along with an algorithm for attitude determination. These together can provide a significant degree of autonomy since faults can be handled without ground interaction and intervention. The attitude determination system is a key component of the attitude control system of a spacecraft. Hence, improvements to its accuracy and reliability contribute directly to its performance and the success of the spacecraft mission. An integrated AD system that includes rate gyros and vector sensors (Sun sensor and magnetometer) is developed. Measurement data from all sensors are fused by utilizing a linearize Kalman filter, which is designed based on system kinematics, to provide attitude estimation and the values of gyro bias. The designed estimator is shown to provide more accurate estimates of the attitude angles than the measurements obtained directly from sensors. This results in the removal of erroneous sensor measurements, and prevents unbounded sensor measurement errors. Bias-free data are then used in the Fault Detection and Diagnosis (FDD) scheme.
The algorithm of the FDD scheme uses a model-based state estimation approach, combining the information from the rotational dynamics and kinematics of a spacecraft with the sensor measurements to predict the future sensor outputs. The innovation sequences of Extended Kalman Filters (EKFs) are monitored by several statistical tests to detect the presence of a failure and to localize failures in all AD sensors. The isolation procedure is developed in two phases. In the first phase, two EKFs are designed which use subsets of measurements to provide estimates of states and form residuals that are used to verify the source of the fault. In the second phase of isolation, testing of multiple hypotheses is performed. Fault signatures for each hypothesis are formed by running multiple EKFs in parallel. Generalized likelihood ratio test is utilized to identify the faulty components. The simulation results show that the scheme developed in this thesis can correctly detect and isolate the faulty components. Furthermore, it is shown that in the developed scheme a small number of hypotheses is used, which results in faster isolation and highly distinguishable fault signatures. An important feature of the developed FDD scheme is that it can provide attitude estimations even if only one set of sensors is operating properly.
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CHAPTER 1

Introduction

1.1. Background and Motivation

Failures in space missions have resulted in the loss of human lives, interruptions in research activities, as well as enormous economic losses. However, the increasing demand for conducting experiments in space and deploying satellites into orbits for observation, communication and commercial purposes have necessitated having reliable, durable and safe control systems and instrumentation which will contribute directly to the intended mission of the spacecraft. This demand motivates the development and design of sophisticated technologies that improve the performance of control systems and instruments installed onboard. These technologies would not only aim to increase the vehicle operating life and reduce the cost, but also encompass control systems that counteract problems such as the presence of external disturbances in uncertain environments and the detection and compensation of system failures.

Spacecraft operations mostly rely on ground-based support and communication through radio commands to the spacecraft. Large amounts of data are continuously collected and
downlinked to ground for processing, computation and analysis of the current status of the spacecraft by human operators, and in anomalous situations for decision making by ground experts. Consequently the necessary commands are transmitted to the spacecraft. Exception to this arises when the resulting levels of communication time delay between the spacecraft and the ground station cannot be tolerated in the specific mission. Delay-free communication (or delay levels consistent with real-time communication) becomes particularly important when some faults or failures occur in the system and early detection, identification, and diagnosis of them become crucial for taking the necessary subsequent actions (e.g., control, parameter adjustment, reconfiguration, and emergency maneuvering). Furthermore, any loss of ground control and monitoring results in the failure of the spacecraft mission. In view of these, modern spacecraft need more autonomy on-board to effectively handle their operation in the presence of faults and failures in sensors, actuators, and other components. In addition, the introduction of increased intelligence and autonomy on-board the satellites will reduce the amount of data collected and downlinked to the ground. These demands lead to the present research effort, which is aimed at increasing the ability of spacecraft to detect and diagnose faults and failure in time with minimal human intervention from a ground station.

Most of the existing Attitude Determination (AD) systems use the so-called “redline system” for fault detection and diagnosis, where redlines are defined as the limits at which the system is inoperable. These limits correspond to the values at which some selected measurements or derived core parameters exceed their nominal operating values. While this approach is effective in avoiding catastrophic failures caused by a specific component, it has many drawbacks. For example, this technique produces a high false
alarm rate which usually results in the premature removal of a properly operating component from the loop, and inconsistent redlined limits that vary from one instrument to another, since the components of each unit may be produced by different manufacturers. Furthermore, unlike the ground systems, high physical redundancy in modern spacecraft systems is not feasible. Having physical backup systems leads to extra cost and requires additional space for the installation of hardware elements and instrument sets which may not fit in due to the required weight or space limits. Even though many critical subsystems have double redundancy, the concepts of triple module redundancy with voting [49] and quadruple redundancy with parity check [42] are also not practical because of the weight limits in spacecraft systems. Besides, if faults affect all the elements in the same way, this method cannot help in the detection of the faults.

In this thesis, a health monitoring scheme is proposed which not only enhances the current system, but also continuously provides useful information from the AD system. The proposed health monitoring system provides information about the condition of the system state variables, which will help detection and diagnosis of incipient anomalies. This information allows the main controller to execute appropriate actions for system reconfiguration such as gain adjustment, activation of alternative system, and so on. These actions minimize damage after a failure is detected.

1.2. Research Objectives

The main objective of this thesis is to develop a health monitoring scheme which addresses the problem of Fault Detection and Diagnosis (FDD) in a spacecraft control system, specifically for the spacecraft AD, together with obtaining accurate attitude
estimation out of observed measurements. The AD system provides information of the current status of the satellite for use by controllers in order to command the necessary actions to the actuators. The AD system is a key component of the spacecraft attitude control system, and improvements to its accuracy and reliability contribute directly to the success of the spacecraft mission.

The objective of AD is to generate estimates of the angular rates and the attitudes of the satellite for use by the controllers. Multiple sensors are used in order to obtain the measurement data in the Attitude Determination and Control System (ADCS), depending on its architecture. In different phases of the mission, different types of sensors are selected, depending on the attitude determination scheme, and are configured to provide the necessary data. The failure detection and diagnosis of the AD system of a spacecraft involves the detection and isolation of faults and failures in these on-board sensors.

The solution offered in this thesis is a health monitoring scheme for the AD system in which, combined with the attitude determination algorithms, an FDD scheme introduces a significant degree of autonomy, since a fault can be detected and identified without ground interaction and intervention. The developed health monitoring scheme uses model-based statistical signal processing methods. Specifically, Kalman filters are utilized as optimal state estimators, based on the kinematics and dynamics of the system and sensor measurements, to predict the states of the system and form the residuals using the observed measurement. Then the residuals are analyzed using methods based on detection or information theory.
1.3. Health Monitoring Concept of the Attitude Determination System

The structure of a system for attitude determination and fault detection and diagnosis for the AD system sensors is presented in this section. Figure 1.1 shows how the FDD module is incorporated into the Attitude Determination and Control System (ADCS) of a spacecraft. Measurements from sensors are processed for AD and monitored for FDD. The FDD module provides the information about the sensors that have failed. This information can be processed and utilized for recovery actions and re-setting the controller parameters.

Since the equations of motion for a spacecraft are nonlinear, the attitude determination problem involves a nonlinear filtering problem. Therefore, nonlinear equations are used to design four Kalman filters. The first Kalman filter is employed in AD (AD-KF) to provide estimates of the states of the system. It uses a linearized model about a nominal trajectory obtained from the mission requirements. The remaining three Kalman filters employed for FDD (FDD-KF-1, FDD-KF-2, and FDD-KF-3) use nonlinear state equations, but the state and the measurement nonlinearities are linearized around the latest state estimates for covariance propagation.

A significant advantage of using the Kalman filter in AD arises from the fusion of measurement data from different types of sensors which result in getting more accurate estimates of the attitude of the spacecraft out of the observed measurements.
Figure 1.1 Incorporation of the FDD module in the attitude determination and control system of a spacecraft.

Figure 1.2 The structure of the attitude determination and health monitoring system.
Due to the presence of unbounded errors in the output of the rate gyros, the data fusion is important for the removal of the erroneous gyro measurements in the AD system.

Figure 1.2 shows the proposed overall structure of AD and FDD. The FDD scheme consists of three main phases: Fault detection, Primary isolation, and Fault diagnosis/isolation.

For the purpose of failure detection and diagnosis, the difference is generated between the predicted outputs given by the Kalman filters and the observed measurements, referred to as the residuals. In the absence of failure, the residuals are unbiased (of zero-mean), demonstrating agreement between the estimates and the observed measurements. In contrast, biased residual are indicative of abnormal behavior or failures.

In the first phase of FDD, the presence of an unknown fault is detected. Therefore, statistical threshold tests are continuously used to monitor the residuals and detect faults. If the test statistic exceeds the defined threshold, then a failure is declared. However, according to our knowledge of rate gyros outputs, they consist of several biases some of which grow with time. This causes triggering fault signals by gyros during long term use. In order to detect faults in the sensors that do not originate from gyro biases, and also to obtain accurate angular rate measurements, these biases are estimated by the Kalman filter for AD (AD-KF) as well as the attitude angles, and are fed back to the system to remove erroneous gyro measurements. In summary, AD-KF fuses data from different sensors and generates estimates of the angular position of the spacecraft and the bias-free angular rates from gyros. Subsequently, the bias free measurement data are used in the FDD algorithm.
Next step in the FDD scheme is designed to partly isolate the failure. The primary isolation phase aims to identify whether the source of failure is from the rate gyros, vector sensors, or both. This is performed by designing two filters, running in parallel, and statistical testing.

The information obtained from the primary isolation phase is utilized in the next phase of FDD scheme (fault isolation/diagnosis). In this phase the failed components are identified, using the approach of hypotheses testing. The isolation phase consists of multiple hypotheses for different failure scenarios. The best match for the present system state, from the hypothesized states, is found using the technique of Generalized Likelihood Ratio (GLR) test.

1.4. Organization of the Thesis

Chapter 2 presents an introduction to fault detection and diagnosis. The existing approaches are categorized to model-based and model-free approaches and the research procedure for FDD in AD system is presented. In Chapter 3, the attitude definition in the present research is described. The concept of AD in a spacecraft and modeling of the dynamics are presented. The need for integrated attitude determination followed by the sensor error models are also discussed in Chapter 3. Chapter 4 focuses on the implementation of Kalman filters that are employed in both the FDD scheme and the AD scheme. This takes us to the first step of the proposed scheme of detection and diagnosis based on monitoring the residual of the first filter in the FDD scheme. In Chapter 5, the methodology and design of the FDD scheme is described. It includes the description and implementation of the statistical tests. A geometrical interpretation of the hypotheses test
is also included to provide additional insight into the diagnosis problem. In Chapter 6, some numerical results under different fault scenarios are presented followed by discussions on hypotheses distinguishability and some features of the developed FDD scheme. Chapter 7 provides the conclusions of the research followed by some suggestions for future research directions.
CHAPTER 2

An Overview of
FDD Approaches

2.1. Introduction

As a result of introducing measurement instruments to replace the biological senses of humans observing machine conditions, the problem of inaccurate measurements due to failure of sensors and faulty data arose. Malfunction of sensors and their failure become more critical when they are used in an automatic control system where human operator is removed from the process. In this chapter, the fault categorization process is explained, an overview of major approaches is given, the FDD approach in this research is presented, and its advantages are explained.

2.2. Fault Detection and Diagnosis

In general, faults represent any type of malfunction in an actual dynamic system that leads to an unacceptable anomaly in the overall system performance. In other words, according to literature, faults are non-permitted deviations of a characteristic property of the system which leads to the inability to fulfill the intended purpose [21].
Such malfunctions can occur either in the plant of the system or in its measurement and control instruments. The way the faults impact the system in each case is different, so the faults may be categorized into one of the following groups:

1. **Additive measurement faults.** These are discrepancies between the measured and the actual values of the system output or input variables. This category of faults can mostly describe sensor biases. Actuator malfunctions can also be considered as additive faults, as they are discrepancies between the input command of the actuator and its actual output. These faults cause offsets in the input and output vectors [23], as given by

\[
\begin{align*}
y(t) + f_M(t) \\
u(t) + f_L(t)
\end{align*}
\]

where \(y(t)\) and \(u(t)\) are the output and the input of the system and \(f_M(t)\) and \(f_L(t)\) are the output and input offset faults, respectively.

2. **Additive process faults.** These are disturbances (including unmeasured inputs) acting on the system which cause a shift in the outputs. These faults best describe system component leaks, loads, and so on. In the context of fault detection, these disturbances are the ones that we wish to detect and isolate.

3. **Multiplicative process faults.** These are changes (abrupt or incipient) of some system parameters which also depend on the magnitude of the known inputs. Such faults best describe the deterioration of system equipment; for example, surface contamination or clogging. It can be shown in the state space form as [23]

\[
\begin{align*}
\dot{x}(t) &= (A + \Delta A)x(t) + (B + \Delta B)u(t) \\
y(t) &= (C + \Delta C)x(t)
\end{align*}
\]
where A, B, and C are system matrices and delta (Δ) denotes the change in their parameters in the presence of fault.

It should be noted that this classification is primarily analytical. From a practical point of view, some faults may be considered both additive and multiplicative.

Fault characterization and condition monitoring process involve the following tasks:

- **Fault detection**: the identification of the presence of an unknown fault.

- **Fault diagnosis**: identification of the nature and location of a detected fault. It answers the question of which component is faulty. Fault signature or fault model may be used for this purpose.

- **Fault accommodation/resolution**: the correction of the fault by activating new controllers, adjusting control parameters, or scheduling gains. If a fault cannot be removed, the task is to accomplish the original or modified mission in the presence of the fault by either taking hardware actions (e.g., activating backup systems) or software actions (e.g., reconfiguring the system for the intended task).

Detection performance of a diagnostic technique is described by:

- Fault sensitivity: the ability of the technique to distinguish reasonably small faults

- Reaction speed: the ability of the techniques to detect faults with reasonably small time delay after their occurrence.

- Robustness: the ability of the technique to detect faults in the presence of noise, disturbances, and modeling errors, with few false alarms.
2.3. Overview of Approaches to Fault Detection and Diagnosis

Generally, FDD methods can be divided into two main classes: physical and analytical redundancies. Figure 2.1 gives a general overview of the methods and the way they are categorized, which will be briefly discussed in this section.

In physical redundancy, which is a traditional engineering approach, multiple sensors (instrument sets and hardware elements) are installed to measure the same physical quantity. A fault signal is generated when a serious discrepancy occurs in the output of the sensors. In this method, since two parallel sensors are not generally adequate for fault isolation, three or more redundant hardware units are necessary in order to isolate the faulty elements [3]. This method has several disadvantages: it incurs extra hardware cost, and requires extra space for installation of hardware elements and instrument sets. It might be necessary to have one to one component redundancy in some critical
might be necessary to have one to one component redundancy in some critical subsystems. However, the concepts of triple module redundancy with voting [49] and quadruple redundancy with parity check [42] is not efficient, because of weight and space limitations in many engineering systems, which is a particularly serious concern in aerospace applications.

Most FDD methods are based on analytical redundancy and can be grouped into two major approaches:

1. Model-free (Signal based): methods that do not use a system model
2. Model-based: methods that use a system model

2.3.1. Model-free approaches

In model-free approaches, a mathematical model of the system is not used. Physical redundancy eliminates the need for model thus can also be categorized in this group [17]. Model-free approaches are briefly reviewed now.

1. Limit checking

In this method, system measurements are compared to preset limits. A fault is declared if those measurements exceed the limits. In many systems two levels of limits are set. The first level is only for warning, while the second triggers an emergency action. While this method is widely used in practice, it has several drawbacks. Because of possible input variations, the limits should be set conservatively to avoid high false alarms. Furthermore, if the fault in one component propagates to other parts of the system, this method causes confusion in diagnosis.
2. Installing special limit sensors

These limit sensors measure the physical properties in the system hardware (e.g., limit temperature or pressure) or measure some specific variables (e.g., sound, vibration).

3. Frequency analysis

In this method a typical frequency spectrum of the system measurements under normal operation conditions is obtained. Any deviation from this spectrum indicates an abnormality. Certain types of failure may have a characteristic signature in the spectrum that can be used for failure isolation. This method is widely used in such situations as the spectral analysis for feature extraction using wavelet technique in a diesel engine [45]. However, it is limited to dynamic systems involving vibrations.

Complementary methods together with the above-mentioned techniques are used for evaluating the detected symptoms. They consist of simple logical rules to reach a conclusion. They work on the information presented to them by the detecting hardware or software, or interact with the human operator and inquire information from him/her through the entire logical process.

2.3.2. Model-based approaches

In this method a quantitative (analytical model) or qualitative (knowledge-based) model of the physical system is used for fault detection and diagnosis. Here, sensory measurements are compared to analytically computed values of the particular variable and subsequently the resulting differences – the residuals – are generated. These residuals are evaluated to indicate the presence of a fault. A fault signal is declared if the residuals exceed a certain threshold value. Due to the noise present in the system, these
residuals are never zero even when a fault does not exist, which leads to the need for testing the residuals against thresholds.

The residuals generated to indicate faults may also react to the noise and disturbances that can exist in the process and the measurements of the system. Desensitizing the residuals to these sources is an important aspect in the design of a fault detection and diagnosis algorithm. To deal with the effect of noise, the residuals can be filtered and statistical techniques can be applied for their evaluation. For this purpose, the knowledge of the statistical properties of noise and the noise-transfer dynamics of the system should be available.

2.3.2.1. Analytical models

The general procedure of analytical model-based fault detection and isolation can be roughly divided into two steps [13]:

1. Generation of residuals (functions that are accentuated by the fault vector \( f \))
2. Decision and isolation of the faults (time, location, sometimes also type, size, source and cause)

If a fault occurs, the redundancy relations are no longer satisfied and the residual \( r \neq 0 \). This residual is used to form the appropriate decision functions. They are evaluated in the fault decision logic in order to monitor both the time of occurrence and the location of the fault. Basically, there are two different ways of generating residuals and fault isolation. The residuals are generated by either state estimation techniques, including Kalman filter, parity relations, and diagnostic observer schemes or parameter estimation technique. These techniques are briefly introduced next.
State estimation approach

In the Kalman Filter method, the innovation of Kalman Filter is used as the fault detection residual. This residual is white and has a zero mean under non-faulty conditions, and becomes non-zero in the presence of a fault. The information about the failure types should be available for fault isolation [9], [20], [32].

The key idea in the parity relation approach is to check the consistency of the mathematical equations of the system (analytical redundancy relations) by using the actual measurements. In this method, residuals are colored and disturbance decoupling improves. A fault is declared once pre-assigned error bounds are exceeded. More details and other references are given in [13].

The basic idea of the diagnostic observer approach is to reconstruct the outputs of the system from the measurements or subsets of measurements, with the aid of observers, and by using the estimation error as a residual for the detection and isolation of the faults. The residual sequence is colored, which makes statistical testing somewhat complicated, but enhances the isolation of faults. In the case of a non-faulty system, residuals are influenced by unknown inputs while they would increase in the case of a fault. Therefore, in order to detect faults in the system, the increment of the residual caused by the faults should be checked. One way to do this is to compare them with a threshold.

Some implementations of the state estimation methods are for nuclear reactors [10], aerospace systems [37], [47] and automobiles [39].
**Parameter estimation approach**

It is used for detection and isolation of parametric (multiplicative) faults. In this method residuals are generated using a parameter identification technique. It makes use of the fact that faults of a dynamic system are reflected in the physical parameters. Therefore, estimation of the parameters of the mathematical model is used for fault detection. In physical systems, coefficients which indicate process faults are not directly measurable; therefore, determination of their changes can be done by determining the changes in model parameters. A fault event and the time of its occurrence are determined by using a statistical decision making method. This approach has been used in hydraulic systems [28], spacecraft main engine [6], and others.

After a fault event has been detected, the patterns of parameter changes are submitted to a classification procedure with the aim of determining the fault type, size, location, and cause. This includes whiteness, chi-square, generalized likelihood, different types of multiple hypotheses tests, etc. For more information on these techniques see [4], [7], [37] and [49].

**2.3.2.2. Qualitative Model Approach**

Expert systems (knowledge based methods) can be used as an alternative means to detect and diagnose faults in a system. In this method Artificial Intelligent (AI) techniques are used to achieve human-like reasoning [38]. This method is mostly used for fault detection and diagnosis of the systems or processes for which an accurate model is either not available or is very complex to develop. While the algorithmic methods use quantitative
analytical models, the expert system approach makes use of qualitative models based on available knowledge of the system.

Knowledge based methods complement the model based methods of fault detection. The combination of both strategies allows the evaluation of all available information and knowledge of the system for fault detection. The ability of an expert system to integrate both strategies has made them ideal for fault diagnosis purposes. The main task can be divided into fault detection by analytic and heuristic symptom generation, and fault diagnosis [23], [25].

In analytical symptom generation part, analytical knowledge of the system is used to produce residuals. Characteristics of the system can be obtained by data processing and feature extraction which were described previously. In heuristic symptom generation, qualitative information is used from human operators. Through human observation and inspection, heuristic characteristic values in the form of special noise, color, smell, vibration, wear and tear, etc., are obtained. Process history in the form of performed maintenance, repair, former faults, lifetime, and load measures represents a further form of heuristic knowledge. Also statistical data from experience for the same or a similar process can be added. Therefore, heuristic symptoms are generated as linguistic variables.

It is advantageous to use a unified representation of the two kinds of symptoms. One possibility is to present both kinds of symptoms with confidence numbers between zero and one, and use probabilistic approaches. Another possibility is the representation as membership functions of fuzzy sets. By using these fuzzy sets and corresponding membership functions, all analytic and heuristic symptoms can be represented in a
unified way within the range $0 \leq \mu(S_i) \leq 1$, where $S_i$'s are generated symptoms. This integrated symptom representations are then the inputs for the inference mechanism. For establishing a heuristic knowledge base, logical interactions between observed symptoms (effects) and unknown faults (causes) are used to generate the rule base. Finally, different diagnostic forward and backward reasoning strategies can be applied. The final results of this scheme are diagnosed faults [24].

Sometimes in formulating an FDD problem, a model may not exist either qualitatively or quantitatively, that relates the symptoms to the system faults. This in turn might be due to a lack of information about how faults occur and propagated in the system. In the neural network approach, instead of having a mathematical model or expert knowledge, the data collected from the system replace the model. This method is particularly useful when no prior information about the relationship between the faults and the symptoms is available, which is mostly the case in complex processes [30], [44]. Commonly, the neural network approach is used as a fault classifier for fault diagnosis.

It should be noted that the growing demand for higher operational safety together with the increase in the complexity in automation have resulted in the integration of different FDD approaches in different applications [8], [36].

2.4. The FDD Approach Used in This Research

The model-based state estimation approach is utilized in this research. Systems in aerospace applications are safety-critical, where security and reliability play an important role. Since the mathematical model can be derived in aerospace applications, specifically in control systems, the model-based estimation approach is more robust and outperforms
other methods. This approach also handles the noise in the system which is one of the main concerns in attitude determination. The approach is based on monitoring the innovation sequence of the designed Kalman filters followed by hypothesis testing for fault isolation. However, in the design of the FDD scheme the isolation of fault is performed in two stages. This scheme resolves the problem of delay in detection due to a build up of the likelihood functions for active hypotheses in multiple hypotheses testing [32], [37] for fault isolation. Furthermore, recovery is possible when at least one set of sensors (either rate gyros or vector sensors) is in healthy operation. Primary isolation of faults is advantages since in hypotheses testing fewer likelihood functions have to be computed which results in the faster isolation of faults in the system. In addition, it leads to higher distinguishability of faults.
CHAPTER 3

Description and Modeling of Spacecraft AD System

3.1. Introduction

Attitude is the orientation of a space vehicle relative to a known set of directions or reference frame. In this chapter, an overview of the Attitude Determination (AD) system of a spacecraft is given along with the attitude determination configuration. The material in this chapter is organized as follows. Section 3.2 includes a description of the coordinate systems used in developing the system equations and the algorithm for this research, which facilitates the understanding of the attitude determination problem. In Section 3.3, the spacecraft rotational dynamics are discussed in detail and in Section 3.4 the model used for simulation and its constraints are presented. Section 3.5 describes the fact that the spacecraft AD system task depends on the control modes and measurement instruments, which has motivated the utilization of an integrated attitude determination in this research. Finally, measurement models of selected sensors are described in Section 3.6.
3.2. Coordinate Systems

It was mentioned in Chapter 1 that the attitude of a spacecraft is its orientation in space. Therefore the spacecraft attitude determination problem is better understood by defining the coordinate systems in the space. As Fortescue and Stark have noted [12] “there must be some datum frame of reference, and once this has been chosen then the attitude of a spacecraft refers to its angular departure from this datum.”

In attitude dynamics study, the first and fundamental frame is defined as the inertial reference frame. It is important because it is only in an inertial or non-accelerating reference frame with respect to which Newton’s laws of motion are approximately correct. As Kaplan points out [26], in practice, it is sufficient to select a coordinate frame which is not accelerating significantly to disturb the problem solution beyond the desired accuracy over the time frame of interest. In analyzing the motion of a spacecraft orbiting the Earth, it is appropriate and sufficient to consider a Sun-centered coordinate frame as an inertial frame which is followed in this research.

Since we are analyzing the orientation of an object, another frame that has to be defined is a body-fixed frame. Then the attitude will be defined as a transformation relating the orientation of the body relative to the inertial frame. As shown in Figure 3.1, a body-fixed coordinate frame has its origin at the vehicle centre of mass and is a convenient coordinate system for developing the equations of motion of the vehicle. The alignment of the body-fixed frame axes with the principal axes of the spacecraft inertia will simplify the equations of the rotational motion of the vehicle. Consequently, the orientation of the spacecraft is described relative to the Sun-centered inertial frame. The origin of this
frame is at the centre of the Sun and the third axis ($z_i$) is normal to the ecliptic plane of the rotation of the Earth around the Sun ($x_i$, $y_i$).

![Sun-centered inertial and body-fixed coordinate systems.](image)

In some situations it is convenient to define other coordinate frames attached to the sensors of the spacecraft to simplify the interpretation and manipulation of the sensor data. Data from each frame are then related to the body coordinate frame through a coordinate transformation. This body frame is in turn related to the inertial frame through another coordinate transformation. This last transformation defines the attitude of the body, and is investigated in this research. The transformation between the sensor frames and the body-fixed frame is generally a known transformation, which can be calculated prior to the mission based on the design of the spacecraft and configuration of its instruments. Therefore, with the assumption that the sensor frames correspond to the body-fixed frame, the minimum set of frames that is required to analyze the attitude or
orientation of a spacecraft includes an approximately inertial frame as a reference frame and a body frame, fixed to the vehicle.

Euler angles are considered for parameterizing the attitude in derivations used here. Based on the Euler theorem [26], any two independent orthonormal coordinate frames can be related by a sequence of maximum three rotations about the coordinate axes, where no two successive rotations may be about the same axes.

Although this method suffers from singularity, thereby causing difficulties in the mathematical algorithms, it is used because the outputs of several measurement instruments are expressed in terms of Euler angles and also the operating point is in the region where singularity of Euler angles is not an issue.

In the Euler angle method, when defining the orientation of a body with respect to a reference frame, a series of pure rotations is used, and this results in an orthogonal transformation. The associated rotations are called Euler angles. Any rotation of a rigid body may be completely described using these three parameters. There are multiple combinations of angles and axes that yield the same final orientation. In view of this, the Euler angles are not unique [40]. As shown in Figure 3.2, the order of the axes transformation that is used in this research is $\psi \rightarrow \theta \rightarrow \phi$ with the axes order of rotation $z \rightarrow y \rightarrow x$. The resulting transformation matrix $T$ is as follows:

$$
T_{\psi \rightarrow \theta \rightarrow \phi} = \begin{bmatrix}
\cos\theta \cos\psi & \cos\theta \sin\psi & -\sin\theta \\
\cos\phi \sin\psi + \sin\phi \sin\theta \cos\psi & \cos\phi \sin\psi + \sin\phi \sin\theta \sin\psi & \sin\phi \cos\theta \\
\sin\phi \sin\psi + \cos\phi \sin\theta \cos\psi & -\sin\phi \cos\psi + \cos\phi \sin\theta \sin\psi & \cos\phi \cos\theta
\end{bmatrix}
$$

(3.1)
3.3. Spacecraft Rotational Dynamics

Rotational motion of a rigid body in space may be described using Newton’s Second Law for rotational motion. The simplifying assumptions made are that the spacecraft is considered a symmetric body and the rotational moments of inertia do not change during the simulation. For further simplicity, the body frame is taken to coincide with the principal axes of inertia. Therefore, the rotational motion of the spacecraft can be described in the body frame using Euler’s equation [26], [43]:

\[ M_x = I_x \dot{\omega}_x + \omega_y \omega_z (I_z - I_y) \]  

(3.2)

\[ M_y = I_y \dot{\omega}_y + \omega_x \omega_z (I_z - I_x) \]  

(3.3)

\[ M_z = I_z \dot{\omega}_z + \omega_x \omega_y (I_y - I_x) \]  

(3.4)
where

\( \omega_x, \omega_y, \text{ and } \omega_z \) are angular velocities about the body axes \( x, y, \text{ and } z \), respectively,

\( M_x, M_y, \text{ and } M_z \) are total moments about the body axes \( x, y, \text{ and } z \), respectively, and

\( I_x, I_y, \text{ and } I_z \) are the moments of inertia along the principal axes of rotation \( x, y, z \).

Rewriting these equations in the state space form gives

\[
\begin{align*}
\dot{\omega}_x &= (I_y - I_z)I_x^{-1} \omega_x \omega_z + M_x I_x^{-1} \\
\dot{\omega}_y &= (I_x - I_z)I_y^{-1} \omega_x \omega_z + M_y I_y^{-1} \\
\dot{\omega}_z &= (I_x - I_y)I_z^{-1} \omega_x \omega_z + M_z I_z^{-1}
\end{align*}
\]  

(3.5) \quad (3.6) \quad (3.7)

These equations are nonlinear and do not have a closed-form analytical solution. Therefore, the angular velocities are computed by direct numerical integration of the angular accelerations around the corresponding axes.

Body angular rates are related to the inertial Euler angle rates using “Euler angle rate equations” [43]. Based on the selected set of Euler angles and their sequence of rotation described in Section 3.2, and with reference to Figures 3.3 to 3.5, these equations are as follows:

\[
\begin{align*}
\omega_x &= \dot{\phi} - \dot{\psi} \sin(\theta) \\
\omega_y &= \dot{\theta} \cos(\phi) + \dot{\psi} \cos(\theta) \sin(\phi) \\
\omega_z &= \dot{\psi} \cos(\theta) \cos(\phi) + \dot{\theta} \sin(\phi)
\end{align*}
\]  

(3.8) \quad (3.9) \quad (3.10)

Here, \( \psi \) is the Euler angle about the third axis (Figure 3.3), \( \theta \) is the angle about the “new” second axis (Figure 3.4), and \( \phi \) is an Euler angle about the “new” first axis.
(Figure 3.5). The variables $\psi$, $\theta$, and $\phi$ denote yaw, pitch, and roll angles, respectively. They are the angles by which the body frame is rotated relative to the reference frame.

Figure 3.3 Euler angle $\psi$ about the third axis.

Figure 3.4 Euler angle $\theta$ about the new second axis.

Figure 3.5 Euler angle $\phi$ about the new first axis.
Since \( \psi, \theta, \) and \( \phi \) are not along the orthogonal coordinates, the transformation matrix of the angular rates is not orthogonal. Thus, the expression relating the rate of change of Euler angles to the body rates cannot be obtained from (3.5) by simply transposing the matrix [43]. The relationship relating the rate of change of Euler angles to the body angular rates in a matrix form is

\[
\begin{bmatrix}
\dot{\psi} \\
\dot{\theta} \\
\dot{\phi}
\end{bmatrix} = \frac{1}{\cos(\theta)} \begin{bmatrix}
0 & \sin(\phi) & \cos(\phi) \\
0 & \cos(\phi)\cos(\theta) & -\sin(\phi)\cos(\theta) \\
\cos(\theta) & \sin(\phi)\sin(\theta) & \cos(\phi)\sin(\theta)
\end{bmatrix}
\begin{bmatrix}
\omega_x \\
\omega_y \\
\omega_z
\end{bmatrix}
\] (3.11)

Note that the Euler angle rates can be integrated to yield the Euler angles. However, the angular velocity components \( \omega_x, \omega_z, \) and \( \omega_y \) along the body axes \( x, y, \) and \( z \) (body rates) cannot be integrated to obtain the associated angles by which the attitude obtained from the gyro might be described. Measurements of the body axes angular rates \( \omega_x, \omega_y, \) and \( \omega_z, \) together with knowledge of the initial condition of the Euler angles, allow us to integrate with respect to time the set of equations (3.5)-(3.7). Consequently, Euler angles \( \psi, \theta, \) and \( \phi, \) by which the body frame is rotated relative to the reference frame, are obtained.

3.4. Simulation Model

Although the spacecraft dynamic model that has been outlined in the previous section is based on some simplifying assumptions, it is applicable to various spacecraft with some modifications. This simplified model can be applied to the attitude determination of any rotating object and be used for filtering. The moments acting on the spacecraft during its mission include disturbance torques and control torques. Disturbance torques are due to external effects such as the gravity gradient, the geomagnetic field of the earth, and solar
pressure. Control torques are the torques that are required to maintain the spacecraft in its reference trajectory and are produced by the actuators embedded in the spacecraft such as momentum wheels and thrusters.

During the development of the algorithm and subsequent testing, spacecraft motion is simulated to provide a "true" reference trajectory. Noisy measurements of this true reference are simulated as well. The AD algorithm operates on these in an attempt to recover the original motion and provide better estimates of attitude.

Having described the equations that govern the rotational motion of a spacecraft and the constraints, it is necessary to investigate how the motion is measured and what the measurement instruments are. These measurements are monitored with the aid of the estimated values of the spacecraft attitude. In Chapter 4, forming the residuals as an essential piece of information for monitoring and fault detection and diagnosis scheme will be described and discussed in detail.

3.5. Attitude Sensing

Instrumentation for measuring the attitude of a spacecraft is used to determine the attitude of the spacecraft with respect to a defined reference frame. The final product may be for instance the Euler angles of the spacecraft or the sun vector components in the body frame.

It was mentioned in Chapter 1, Section 1.2, that the objective of attitude determination is to generate estimates of the attitude and the angular rate of the spacecraft for use by its controllers. Attitude determination is the process of computing the orientation of the
spacecraft relative to a reference coordinate frame. This typically involves several types of sensors and sophisticated data processing procedures. Multiple sensors are used in order to obtain the measurement data in the Attitude Determination and Control System (ADCS), depending on its architecture.

The most commonly used attitude sensors include Horizon scanner, Sun sensor, Star sensor, Magnetometer and Gyros. The Global Positioning System (GPS) known as a source of position information is also being used for attitude determination in space applications [1], [35].

In different phases of the mission different types of sensors are employed depending on the architecture of the ADCS and are configured to provide the necessary data. The selection of sensors is very much dependant on the mission requirements and the design of the attitude control modes. As an illustrative example, the MOST satellite [5], [34], a Canadian scientific micro-satellite which was launched in June 2003, was designed to have four attitude control modes: Safe-hold, Detumbling, Coarse pointing and Fine pointing. Depending on the selected control mode, the ADCS is configured to provide data from the measurement instruments including magnetometer, sun sensors, rate sensors and star sensors. Safe-hold is defined to be an uncontrolled state where the satellite could be tumbling or moving into arbitrary attitude. In this mode the ADCS provides protection of the science instruments onboard against damages followed by the recovery operations. Detumbling involves using the magnetometers and magnetorquers to control and slow down the tumble rate of the satellite so that coarse pointing control can be executed. Normally, this is used after the deployment of the satellite from the launch vehicle. Coarse pointing is a control mode that was designed to be activated after the
satellite detumbled in order to point the satellite in the direction of interest and Sun sensors are included for data collection. Finally, in the *Fine pointing* mode, the star tracker determines the attitude with high accuracy as required for the satellite mission.

The mode, in which the spacecraft is unforced, is considered for simulation in this research. Therefore, external disturbances are the source of the moments acting on the spacecraft. In this research, an integrated attitude determination system is devised for data collection. The system considers rate gyros, Sun sensors and magnetometers. In the next sections, the need for having an integrated attitude determination system will be discussed and the attitude solution from Sun sensors and magnetometers and the characteristics of the rate gyro along with their error model will be presented.

### 3.6. Integrated Attitude Determination System

One advantage of using rate gyros in the AD system of the spacecraft is that they can measure angular rates directly without considering the spacecraft angular attitude [43]. This becomes particularly important when other sensors such as Earth or Sun sensors cannot capture the angular position data. This may happen once the Earth or Sun leaves the field of view of the sensors. Consequently, it is not possible to measure the spacecraft angular rates and thereby control its angular position. However, despite the fact that rate gyros offer a relatively high accuracy for a short-term attitude determination, they also generate unbounded errors with time. Due to accumulation of errors in the output of the rate gyros over time, a sensor integration mechanism is required for the removal of any erroneous gyro measurements in the AD system. For this purpose another set of sensors have to be used in the AD system along with the rate
gyros. In fact, a Sun sensor which is the most commonly used sensor in space applications is utilized. Since a minimum of two nonparallel directions are needed to uniquely determine the spacecraft orientation [26], another vector sensor such as a magnetometer is needed. Therefore, another attitude solution is obtained from both Sun sensor and magnetometer data of two reference directions, which provides the second set of attitude information. Wahba [48] proposed an attitude solution [15] by matching two non-zero, non-collinear vectors that are known in one coordinate frame and measured in another. See [15] and [31] for other methods of solving this problem. However, the calculation of angles from two observed vectors from the vector sensors, namely the Sun sensor and the magnetometer, is outside the scope of this research. Data simulation is performed in order to directly give the attitudes, and the algorithm to be developed merely requires the measured values and the quality of the measurements.

There are several advantages of this sensor integration and data fusion. It results in bounded rate gyro measurement errors by resetting the gyro measurements with attitude solution of the Sun sensor and magnetometer sampling time. Additionally, along with the initialization of the rate sensors, better estimates of the spacecraft attitude are obtained for use by controllers. This also leads to the generation of residuals from the estimated outputs and the actual measurements, for health monitoring and fault detection of the sensors. This topic is discussed in detail in Chapters 4 and 5. This integration of data may be accomplished based on filtering as shown in Figure 3.6.
3.6.1. Vector sensors

Vector sensors include Sun sensor and Magnetometer. By combining data from these sensors, an attitude solution for the spacecraft is derived. Sun sensors are the most common attitude sensors employed on satellites. They can have different ranges of accuracy. Some can measure the direction of the sun with an accuracy of 0.015°, whereas some others have an accuracy of only 0.5° [43]; however, analytical processing of the output of the two sensors is basically the same. Sun sensors come in both analog and digital designs. Digital sensors are more accurate but more expensive. It is assumed that the combination of data from vector sensors generate a bias-free attitude solution corrupted by Gaussian white noise only, as shown below.

\[ \theta_m = \theta + n_\theta \]  

(3.12)

Here \( \theta_m \) is the measured attitude angle, \( \theta \) is the actual spacecraft attitude angle, and \( n_\theta \) is the measurement noise.
3.6.2. Rate gyros

Two major categories for gyroscopes are rate gyros that measure rotation rate and rate integrating gyros that generate an angular displacement from an initial value. When using rate gyros in the AD of a spacecraft, normally three of them are installed. Also, it is assumed that the sensitive axes of the rate gyros are aligned with each of the body axes of the spacecraft. The angular rate measurements from the gyros are used to solve a set of differential equations (3.5)–(3.7) which describe the attitude of the spacecraft where

\[
\omega = \begin{bmatrix} \omega_x & \omega_y & \omega_z \end{bmatrix}^T
\]

represents the angular rate output from three orthogonal rate gyros. More specifically, \(\omega_x\), \(\omega_y\), and \(\omega_z\) are the outputs of the rate gyros with their sensing axes aligned with the roll, pitch and yaw axes, respectively.

The rate gyros that are used onboard the spacecraft have a drift rate bias which grows in time and accumulates gradually, leading to erroneous rate measurement over time. As presented by Farrenkopf [11] the dynamic model for generating angular rates is one based on the rates driven by white noise and biases in which the derivative of them are functions of the biases themselves with exponential error effect on the rate gyro outputs.

The problem with using gyros in any attitude determination system where Kalman-based filtering is used is that its bias or drift violates the white noise assumption required for Kalman filtering. As a solution to this, in this research, the biases in the output of the gyros are also estimated by Kalman filter and are fed back to correct the measurements in each rate gyro sampling time. Therefore, the new rotational rates are produced from the rates that have been perturbed by noise and biases.
Typically, the rate gyro output comprises the superposition of several biases; e.g., instrument misalignment factor, and initial tilt. Here, based on the model developed by Farrenkopf [11], the terms whose contributions to attitude errors that are significant are considered. From this assumption, the measured rate gyro output is corrupted by the drift-rate bias $b$ and the drift-rate noise $\eta$, as expressed below.

$$\omega_m = \omega + b(t) + \eta$$ \hspace{1cm} (3.13)

Here $\omega_m$ is the output of gyro and $\omega$ is the actual angular velocity of the spacecraft. The drift-rate noise $\eta$ is considered a zero-mean Gaussian white noise with a standard deviation of $\sigma_\eta$ and a covariance $Q_\eta$.

$$E[\eta(t)] = 0$$ \hspace{1cm} (3.14)

$$E[\eta(t)\eta^T(t')] = Q_\eta(t)\delta(t-t')$$ \hspace{1cm} (3.15)

Here $\delta(t-t')$ is the Dirac delta function. According to [29] for most gyros, $b(t)$ can be accurately modeled as:

$$\frac{d}{dt} b(t) = -b(t)/\tau + \eta_b$$ \hspace{1cm} (3.16)

where $\eta_b$ is a zero-mean Gaussian white noise with a standard deviation of $\sigma_b$ and a covariance $Q_b$, and $\tau$ is the sensor time constant.

$$E[\eta_b(t)] = 0$$ \hspace{1cm} (3.17)

$$E[\eta_b(t)\eta_b^T(t')] = Q_b(t)\delta(t-t')$$ \hspace{1cm} (3.18)

It is assumed that the noise signals in the measurement and the process are uncorrelated; specifically,

$$E[\eta(t)\eta_b^T(t')] = 0$$ \hspace{1cm} (3.19)
3.7. Concluding Remarks

In this chapter the coordinate systems used for attitude determination were explained. Then the rotational dynamic model used in the development of the attitude determination algorithm and the fault detection and diagnosis scheme in this research was presented. Describing the limitations of using rate gyros for long term missions, an integrated attitude determination was considered and the measurement model for each type of sensor was described.
CHAPTER 4

Kalman Filters
Implementation

4.1. Introduction

In this chapter the design and implementation of Kalman filters [2], [19], [50] for the present study are explained with the details of derivation of the various equations and related matrices. Four Kalman filters are designed and used for schemes of attitude determination, fault detection and diagnosis.

For integrated attitude determination in a spacecraft using rate gyros and vector sensors, the measurements should be combined through a sensor fusion technique. The measurement data from the vector sensors is used to correct the gyro measurements, which results in bounded measurement errors. This process motivated the design of the first Kalman filter to extract angular position of the spacecraft and to estimate gyro biases. The estimated gyro biases are fed back to the system and gyro measurements are corrected. This process is particularly important in using the rate gyros in space missions to avoid accumulation of the error in their outputs.
In the fault detection and diagnosis scheme, three Kalman filters are used in different phases based on the architecture that will be presented in the following chapters. The main role of these three filters is residual generation and estimation of the states of the system based on the available measurement data. In the fault detection and diagnosis phase, the first filter employs the measurements from all the sensors while the second filter makes use of the rate gyro measurement data only, for state estimation. In the third filter, the attitude solution from vector sensors is the only measurements entering the filter for state estimation and residual generation. Therefore, in this part, filters are designed and implemented according to the Extended Kalman Filter (EKF) scheme for three different purposes.

For easy reference to the filters, the first filter is referred to as the Attitude Determination Kalman Filter (AD-KF) since it operates in the attitude determination part to provide bias estimation. The remaining three filters operate for Fault Detection and Diagnosis (FDD). These filters are referred to as FDD-KF-1, FDD-KF-2 and FDD-KF-3.

Since the goal of AD-KF is the fusion of data from both types of sensors and providing the accurate estimates of attitude [16], its design is slightly different from the standard Linearized Kalman Filter (LKF) or the standard Extended Kalman Filter (EKF). All the differences and the related equations and matrices will be discussed in the following sections.

This chapter is organized in a way that the FDD-KFs – which are based on EKF – are explained in the first part. Afterwards, the AD-KF is discussed with all the differences and related equations and matrices.
4.2. Kalman Filter Implementations in FDD Scheme

For implementation of EKF a number of matrices must be defined. Figure 4.1 shows the entire structure of the EKF. It gives an overview of how the filter works and what matrices and other quantities should be defined. In the following subsections, the derivation of the matrices and filter implementations are discussed in detail.

4.2.1. Choice of state vector

State vector is chosen according to the variables that are to be estimated. The function of having Kalman filters is to estimate the attitude of the spacecraft and angular rates, and as has been discussed earlier, generate residuals leading to fault detection and primary isolation in attitude determination sensors, namely, rate gyros and vector sensors. Therefore, the state vector consists of three angular rates and three angular positions, represented as

\[ x = [p \quad q \quad r \quad \psi \quad \theta \quad \phi]^T \]  \hspace{1cm} (4.1)

4.2.2. Initialization of the state vector \( \hat{x}_0 \)

The EKF filter routine requires an initial guess, or estimate of the state vector, to begin processing. Although poor initialization might lead to filter convergence, realistically, a reasonable estimate of the spacecraft attitude and rates is an initial condition that can speed up and guarantee convergence. In the simulation, the measurement errors are added to the actual initial values coming from the data simulation algorithm to initialize the state vector. In the real implementation, if a filter is required to be restarted during the flight, the initial condition is obtained from the attitude solution of the vector sensors.
Start

Initialize \( \hat{x}_0 \), State Vector

Initialize \( P \), Covariance Matrix

Initialize \( R(t) \), Measurement Noise Covariance Matrix

\[
\dot{\hat{x}} = \bar{x} + K(z^* - z_x)
\]

Compute New State Estimate

\( z^* = \text{measured} \)

Compute \( P \), Covariance Matrix After Update

\[
P = (I - KH)M
\]

Compute \( K \), Kalman Gain Matrix

\[
K_t = MH^T[H M H^T + R]^T
\]

Compute \( \Phi \), State Transition Matrix

\[
\Phi_t = e^{\Phi T} = I + FT
\]

Compute \( H \), Measurement Matrix

\[
H = \frac{\partial h}{\partial x} \bigg|_{x_t}
\]

Compute \( Q \), Continuous Process Noise Covariance Matrix

\[
Q = \int_0^T \Phi GQG^T \Phi^T d\tau
\]

Compute \( Q^{\text{ss}}(k) \), Discrete Process Noise Matrix

\[
Q^{\text{ss}} = \Phi_t P_{t-1} \Phi_t^T + Q
\]

Compute \( M \), Covariance Matrix Before Update

\[
M = \Phi_t P_{t-1} \Phi_t^T + Q^{\text{ss}}
\]

Numerically Integrate Nonlinear Dynamic Equation Forward

\[
\bar{x} \equiv \text{propagated} \quad \dot{x} = f(x, t) + w
\]

Figure 4.1 Overall structure of Extended Kalman Filter.
4.2.3. Computing the state transition matrix, $\Phi$

The State Transition Matrix, $\Phi$, embodies the dynamic equations needed for EKF by the computation of the Kalman gain and propagation of the state vector forward in time. This is also the matrix that contains the linearized dynamics in the form of truncated Taylor Series approximation. Consider the nonlinear dynamic system

$$\dot{x} = f(x,t) + w$$  \hspace{1cm} (4.2)

$$z = h(x,t) + v$$  \hspace{1cm} (4.3)

where $f(x,t)$ and $h(x,t)$ are nonlinear functions of states and time, $w$ and $v$ are zero-mean, independent, Gaussian white noise vectors of the process and the measurements with the covariance matrices $Q_w(t)$ and $R_v(t)$ given by

$$E\{ww^T\} = Q_w \delta(t-\tau)$$  \hspace{1cm} (4.4)

$$E\{vv^T\} = R_v \delta(t-\tau)$$  \hspace{1cm} (4.5)

The linear state space representation of the process model may be written as

$$\dot{x} = F(x,t)x + G(t)w$$  \hspace{1cm} (4.6)

where $F$ is the matrix representing the dynamic equations for the system, $x$ is the state vector mentioned earlier, $G$ is the mapping matrix and $w$ is a vector containing random, zero-mean, process noise. This process noise is meant to represent the known deficiencies in the dynamic model such as unmodeled dynamics, approximations, etc. Based on the process model, the dynamic equations for the system may be written as

$$\dot{\omega}_s = \dot{x}_1 = (I_z - I_x)I_x^{-1}x_2x_3 + w_{M_s}I_x^{-1}$$  \hspace{1cm} (4.7)
\begin{align*}
\dot{\omega}_y &= \dot{x}_2 = (I_z - I_x)I_y^{-1}x_1x_3 + w_{\omega_y}I_y^{-1} \\
\dot{\omega}_z &= \dot{x}_3 = (I_x - I_y)I_z^{-1}x_1x_2 + w_{\omega_z}I_z^{-1} \\
\dot{\psi} &= \dot{x}_4 = \frac{\sin(x_6)}{\cos(x_3)}x_2 + \frac{\cos(x_6)}{\cos(x_3)}x_3 \\
\dot{\theta} &= \dot{x}_5 = \cos(x_6)x_2 - \sin(x_6)x_3 \\
\phi &= \dot{x}_6 = x_1 + \sin(x_6)\tan(x_2)x_2 - \cos(x_6)\tan(x_3)x_3
\end{align*}

(4.8) (4.9) (4.10) (4.11) (4.12)

Here, the moments acting on the spacecraft are merely disturbance torques that are due to external effects such as the gravity gradient, the geomagnetic field of the earth, and solar pressure. They enter the system equations as process noise with the variances (squares of the standard deviations) $\sigma_{\omega_y}^2, \sigma_{\omega_z}^2,$ and $\sigma_{\omega_x}^2$.

These equations are the equations which are numerically integrated to propagate the states from one time step to the next. Clearly, they are nonlinear in terms of the states and this is what drives the use of EKF. The EKF requires linearization of this nonlinear system matrix. This is accomplished by taking the partial derivatives of each of the dynamic equations with respect to each state according to

$$ F(\dot{x}, t) = \left. \frac{\partial f}{\partial x} \right|_{\dot{x}} $$

(4.13)

This is in fact the Jacobian matrix with respect to $x$ evaluated along the reference trajectory $\bar{x}$. The reference trajectory can either be a pre-designed nominal trajectory leading to Linearized Kalman Filter (LKF) or the previously estimated values from the Kalman filter itself which is referred to as the Extended Kalman Filter (EKF). The
resulting system dynamic matrix $F$ is a $6 \times 6$ matrix which consists of four $3 \times 3$ sub-matrices in the form

$$
F = \begin{bmatrix}
M_{3x3}^1 & 0_{3x3} \\
M_{3x3}^2 & M_{3x3}^3 \\
\end{bmatrix}
$$

(4.14)

The sub-matrices $M_{3x3}^1$, $M_{3x3}^2$ and $M_{3x3}^3$ are given below:

$M_{3x3}^1 = \begin{bmatrix}
0 & I_x^{-1}(I_y - I_z) r & I_x^{-1}(I_y - I_z) q \\
I_y^{-1}(I_z - I_x) r & 0 & I_y^{-1}(I_z - I_x) p \\
I_z^{-1}(I_x - I_y) q & I_z^{-1}(I_x - I_y) p & 0 \\
\end{bmatrix}

(4.15)

$M_{3x3}^2 = \begin{bmatrix}
0 & \sin(\phi) & \cos(\phi) \\
\cos(\theta) & \cos(\theta) & \cos(\phi) \\
0 & -\sin(\phi) & -\sin(\phi) \\
1 & \frac{\sin(\phi) \sin(\theta)}{\cos(\theta)} & \frac{\cos(\phi) \sin(\theta)}{\cos(\theta)} \\
\end{bmatrix}

(4.16)

$M_{3x3}^3 = \begin{bmatrix}
0 & \frac{\sin(\theta)}{\cos^2(\theta)} (q \sin(\phi) + r \cos(\phi)) & \frac{q \cos(\phi) - r \sin(\phi)}{\cos(\theta)} \\
0 & 0 & -(q \sin(\phi) + r \cos(\phi)) \\
0 & \frac{(q \sin(\phi) + r \cos(\phi))}{\cos^2(\theta)} & \frac{\sin(\theta)}{\cos(\theta)} (q \cos(\phi) - r \sin(\phi)) \\
\end{bmatrix}

(4.17)

The continuous time state transition matrix $\Phi$ is given by

$$
\Phi(t) = e^{Fr}
$$

(4.18)

The discrete form of this matrix is generated by substituting the filter time step $T_r$ for $t$. 
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\[
\Phi_k = e^{FT_s} = I + FT_s + \frac{(FT_s)^2}{2!} + \ldots + \frac{(FT_s)^n}{n!} + \ldots
\]  
\hspace{1cm} (4.19)

Unlike in an LKF where the state transition matrix is actually used to propagate the states forward in time step through matrix multiplication, in the EKF this matrix is only used in the calculation of the Kalman gains. The states are actually propagated via numerical integration of the nonlinear dynamic equations. The infinite series is truncated at the first two terms as additional terms do not generally improve the performance of the overall filter [50]. Therefore the state transition matrix is approximated as

\[
\Phi_k = e^{FT_s} = I + FT_s
\]  
\hspace{1cm} (4.20)

4.2.4. Computing the process noise matrix \( Q_w \)

The process noise matrix \( Q_w \) is meant to reflect the confidence in the overall system model. It is defined as

\[
E\{ww^T\} = Q_w(t)\delta(t - \tau)
\]  
\hspace{1cm} (4.21)

where \( w \) is a vector representing the process noise in the state space system equation (4.6). The covariance matrix of \( w \) is defined as the 6×6 matrix

\[
Q_w_{6\times6} = \Phi_f
\]  
\hspace{1cm} (4.22)
Here, the terms $\sigma_{M_x}^2, \sigma_{M_y}^2,$ and $\sigma_{M_z}^2$ are the variances (squares of the standard deviations) of the disturbance torques in each axis. The tuning parameter $\Phi_s$ is added to account for uncertainty in the system model and is discussed in Chapter 6. The discrete process noise matrix, $Q_w^d$, is computed in each iteration of the EKF as [14]

$$Q_w^d = Q_w(k) = \int_{t_k}^{t_{k+1}} \Phi(t_{k+1}, \tau) G(\tau) Q(\tau) G^T(\tau) \Phi^T(t_{k+1}, \tau) d\tau$$  (4.23)

### 4.2.5. Computing the covariance matrix $M$ before the update

The covariance matrix $M$ before the update is calculated as

$$M = \Phi_k P_{k-1} \Phi_k^T + Q_w^d$$  (4.24)

where $P$ is the covariance matrix after update. The covariance matrix is a measure of the confidence in the estimate. In this case the initial covariance matrix reflects the confidence in the initial estimate of the state vector. This matrix is defined as the squared error in the initial estimate which can be user-defined. For software implementation, this is generated as a diagonal matrix with the squares of the error corresponding to each initial state along the diagonal. In this study, the initial states are assumed to be off the actual initial conditions by the standard deviations of the measurements. Also, since this is a covariance matrix representing the squared error, it must be positive definite, by definition. Therefore, a small positive value, in the order of a percentage of the standard deviation, is added to each element to ensure that the matrix remains positive definite in the case where the error in an initial estimated state is close to zero. Accordingly, the matrix $P$ is calculated recursively.
4.2.6. Propagating forward the state vector \( \bar{x} \)

In the case of a nonlinear system such as the one considered here, the state vector cannot be propagated forward in time using the state transition matrix as would be the case with a linear system. Instead, equations (4.7)-(4.12) are numerically integrated to propagate the states from one step to the next. In this study, the numerical integration of the nonlinear differential equations is performed using the second-order Runge-Kutta numerical integration technique.

4.2.7. Calculating the projected observations \( \bar{z} \)

In general, the measurement equation that is required for the application of the EKF is considered to be a nonlinear function of the system states, according to

\[
\bar{z} = h(x, t) + v \tag{4.25}
\]

In the linearized form this is expressed as

\[
\bar{z} = H(\bar{x}, t)x + v \tag{4.26}
\]

where \( v \) is a zero-mean, Gaussian white noise with the covariance matrix \( R_v \) defined by equation (4.5). The measurement noise matrix \( R_v \) reflects the confidence in the accuracy of the measurements and is a diagonal matrix with the squares of the sensor standard deviations along the diagonal, and \( H \) is obtained with the same argument made for the computation of \( F \), as

\[
H(\hat{x}, t) = \left. \frac{\partial h}{\partial x} \right|_{\hat{x}, t} \tag{4.27}
\]
For a system in which the measurements are discrete, the linear measurement equation can be rewritten as

\[ \mathbf{z}_k = \mathbf{H}(\mathbf{x}_k, k) \mathbf{x}_k + \mathbf{v}_k \quad (4.29) \]

where the discrete measurement noise covariance matrix \( \mathbf{R}_v^d \) consists of a matrix of variances representing each measurement noise source.

In the system considered here, the system states are measured. Thereby, the measurement matrix \( \mathbf{H} \) relates the measurements to the states and depending on which measurements enter the EKF, \( \mathbf{R}_v^d \) and \( \mathbf{H} \) are defined accordingly. In our application, with three Kalman filters in the FDD part with different measurement inputs, the matrices are defined as follows:

- For the case where all measurements are used in KF (FDD-KF-1), \( \mathbf{H} \) is a 6×6 identity matrix and \( \mathbf{R}_v^d \) is:

\[
\mathbf{R}_v^d = \begin{bmatrix}
\sigma_p^2 & 0 & 0 & 0 & 0 & 0 \\
0 & \sigma_q^2 & 0 & 0 & 0 & 0 \\
0 & 0 & \sigma_r^2 & 0 & 0 & 0 \\
0 & 0 & 0 & \sigma_y^2 & 0 & 0 \\
0 & 0 & 0 & 0 & \sigma_g^2 & 0 \\
0 & 0 & 0 & 0 & 0 & \sigma_p^2 \\
\end{bmatrix} \quad (4.30)
\]

- For the case where only measurements from the rate gyros are used to estimate the angular rate and the angular position (FDD-KF-2), \( \mathbf{H} \) is defined to be
\[
H = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
\end{bmatrix}
\]  
(4.31)

and \( R_v \) consists of the variances of the rate gyro measurement noise:

\[
R_v = \begin{bmatrix}
\sigma_v^2 & 0 & 0 \\
0 & \sigma_q^2 & 0 \\
0 & 0 & \sigma_r^2 \\
\end{bmatrix}
\]  
(4.32)

- For the case where measurements from the vector sensors are used to estimate the angular rates and the angular position (FDD-KF-3), \( H \) is defined as follows:

\[
H = \begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]  
(4.33)

Here \( R_v \) consists of the variances of the attitude solution from vector sensors, as follows:

\[
R_v = \begin{bmatrix}
\sigma_\psi^2 & 0 & 0 \\
0 & \sigma_\theta^2 & 0 \\
0 & 0 & \sigma_\phi^2 \\
\end{bmatrix}
\]  
(4.34)
4.2.8. Computing the Kalman gain matrix $K$

The Kalman gain is calculated at each time step as a function of the matrices, which is defined earlier. The expression for this gain matrix and the covariance of the residuals generated by the Kalman filter algorithm are as follows:

$$K_t = M H^T [H M H^T + R_t]^{-1}$$

$$V = H M H^T + R_t$$

(4.35)

The KF residuals are a key component of the FDD scheme and will be defined later in this chapter and will be discussed in the next chapter.

4.2.9. Computing the covariance matrix $P$ after the update

Once the Kalman gain is calculated, the covariance matrix after the update is computed using the following equation:

$$P_k = (I_{\text{6x6}} - K_k H) M$$

(4.36)

The covariance matrix in each time step provides a measure of confidence in the estimates at each step.

4.2.10. Computing the new state estimate $\hat{x}$

Finally, the state estimate is generated by the filter. The filter combines the state vector that has been propagated forward by numerically integrating the nonlinear dynamic equations with a weighted residual formed by differencing the observation with the projected observation and weighting it with the Kalman gain. In this manner, the EKF
produces its estimate of the state vector at the next time step using the following equation:

\[ \hat{x}_k = \bar{x}_k + K_k (z_k^* - \bar{z}_k) \]  (4.37)

where \( z_k^* \) is the measured observation from the sensors, and the difference of it and the values that have been estimated by KF is defined as the residual. It is an essential piece of information in the fault detection and diagnosis algorithm, and the detail of its utilization in the algorithm will be discussed in the next chapter. Once the state estimate is formed, the cycle begins for the next time step as shown in Figure 4.1. The entire process is implemented using MATLAB and the representative results on filter performance and the residuals are presented in Chapter 6.

4.3. Kalman Filter Implementation in AD Scheme

As introduced earlier in Section 4.1, to determine the attitude of the spacecraft, measurement data from two types of sensors are fused [16], providing more accurate estimates of the spacecraft attitude than the angles measured directly from sensors, and more importantly, estimating the growing bias in the rate gyro outputs. This leads to the removal of erroneous rate gyro measurements that may enter the FDD algorithm. Removal of the bias is very crucial as this would cause not only an error in the attitude estimation of the spacecraft but also trigger a fault alarm where no fault has actually occurred. This error is known and cannot be assumed as a true fault in the system; so, a distinction should be made between a fault and error in the system. Consequently the error has to be removed from the measurement, which results in bounded measurement errors. Since the concept and derivation of the matrices are mostly the same as what has
been explained previously in the design of FDD-KFs, here we briefly present the matrices and only explain the differences.

As mentioned in Section 3.3, the system of differential equations relating the Euler angles to the gyro outputs is nonlinear. Devising an attitude estimator requires linearization of this system of equations. Therefore, the following system perturbation equation is used:

$$\Delta \dot{x} = F \Delta x + Gw$$  \hspace{1cm} (4.38)

In the present problem of state estimation in AD, it is also required to estimate the gyro biases and set them as states of the filter. Consequently, by estimating the rate gyro biases during the measurement update of the filter and subtracting them from the output of the gyro in each iteration, the gyro measurements are corrected and the erroneous gyro measurements are removed. Combining the kinematics of the motion with the gyro error model equation (3.16) described in Chapter 3, the system of equations may be written as

$$\psi = \dot{x}_1 = \frac{\sin(x_3)}{\cos(x_2)} q + \frac{\cos(x_3)}{\cos(x_2)} r$$  \hspace{1cm} (4.39)

$$\dot{\theta} = \dot{x}_2 = \cos(x_3) q - \sin(x_3) r$$  \hspace{1cm} (4.40)

$$\dot{\phi} = \dot{x}_3 = p + \sin(x_3) \tan(x_2) q - \cos(x_3) \tan(x_2) r$$  \hspace{1cm} (4.41)

$$\dot{b}_p = \dot{x}_4 = \frac{-x_4}{\tau_1} + \eta_{bp}$$  \hspace{1cm} (4.42)

$$\dot{b}_q = \dot{x}_5 = \frac{-x_5}{\tau_2} + \eta_{bq}$$  \hspace{1cm} (4.43)

$$\dot{b}_r = \dot{x}_6 = \frac{-x_5}{\tau_2} + \eta_{br}$$  \hspace{1cm} (4.44)

the error state vector is formed as
The system dynamics matrix $F$ is formed using the same concepts presented in Section 4.2.3 using the above mentioned state space equations. In fact, the difference here is that the Jacobian matrix with respect to $x$ is evaluated along a nominal trajectory $\bar{x}$. The resulting system dynamic matrix $F$ is a $6 \times 6$ matrix that consists of four $3 \times 3$ sub-matrices in the form

$$
F = \begin{bmatrix}
M_{3,3} & M_{2,3}^2 \\
0_{3,3} & M_{3,3}^3
\end{bmatrix}
$$

with the sub-matrices $M_{3,3}$, $M_{3,3}^2$ and $M_{3,3}^3$ defined as follows:

$$
M_{3,3}^1 =
\begin{bmatrix}
0 & -\frac{\sin(\theta)}{\cos^2(\theta)}(q\sin(\phi) + r\cos(\phi)) & \frac{q\cos(\phi) - r\sin(\phi)}{\cos(\theta)} \\
0 & 0 & -(q\sin(\phi) + r\cos(\phi)) \\
0 & \frac{(q\sin(\phi) + r\cos(\phi))}{\cos^2(\theta)} & \frac{\sin(\theta)}{\cos(\theta)}(q\cos(\phi) - r\sin(\phi))
\end{bmatrix}
$$

$$
M_{3,3}^2 =
\begin{bmatrix}
0 & \frac{\sin(\phi)}{\cos(\theta)} & \frac{\cos(\phi)}{\cos(\theta)} \\
0 & \cos(\phi) & -\sin(\phi) \\
1 & \frac{\sin(\phi)\sin(\theta)}{\cos(\theta)} & \frac{\cos(\phi)\sin(\theta)}{\cos(\theta)}
\end{bmatrix}
$$
Here, $\tau_1$, $\tau_2$, and $\tau_3$ are the time constants of the rate gyros. The process noise mapping matrix is given by

$$G = \begin{bmatrix} M^{3_{3x3}} & 0_{3x3} \\ 0_{3x3} & I_{3x3} \end{bmatrix}$$ (4.50)

The process noise vector $w$ is made up of the three measurement noise components of the gyro outputs $p$, $q$, and $r$, and the three process noise components of the gyro biases, as given by

$$w = [\eta_p \eta_q \eta_r \eta_{bp} \eta_{bq} \eta_{br}]^T$$ (4.51)

According to the explanation in Section 4.2.4, the covariance matrix of $w$ is a $6\times6$ matrix as given by

$$Q_w = \begin{bmatrix} Q_{\eta \ 3x3} & 0_{3x3} \\ 0_{3x3} & Q_{b \ 3x3} \end{bmatrix}$$ (4.52)

Here $Q_{\eta \ 3x3}$ and $Q_{b \ 3x3}$ are diagonal matrices with their diagonal elements given by

$\{\sigma_p^2, \sigma_q^2, \sigma_r^2\}$ and $\left\{ \frac{2\sigma_{bp}^2}{\tau_p}, \frac{2\sigma_{bq}^2}{\tau_q}, \frac{2\sigma_{br}^2}{\tau_r} \right\}$, respectively [14], or in an alternative representation:
By initializing the state $x$ and covariance matrix $P$ based on the arguments of Sections 4.2.2 and 4.2.5, the covariance matrix is propagated in time using:

$$
M_k = \Phi_k P_{k-1} \Phi_k^T + Q_w^d
$$

In Section 4.2.4, $Q_w^d$ is mentioned to be the discrete equivalent of $G Q_w G^T$. The state transition matrix $\Phi_k$ is computed using the current angular rate $\omega_m = [p_m \ q_m \ r_m]^T$ obtained from the rate gyros. Therefore the rate gyro measurement data are employed directly in the computation of the system dynamic matrix and not in the measurement equation. Thus, the measurement vector is defined based on the attitude solution from the vector sensors, as

$$
z_k = \begin{bmatrix}
\psi \\
\theta \\
\phi
\end{bmatrix}
$$

Then the error measurement equation is defined by

$$
\Delta z_k = H \Delta x_k + v_k
$$
where \( \Delta z_k \) is the difference between the vector sensor attitude solution and the reference trajectory. \( \mathbf{H} \) which is a matrix relating the measurements to states is defined as follows:

\[
\mathbf{H} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0
\end{bmatrix}
\]  

(4.57)

The variable \( v_k \) is the measurement noise with its \( 3 \times 3 \) covariance matrix \( \mathbf{R}_v \) defined as

\[
\mathbf{R}_v = \begin{bmatrix}
\sigma_v^2 & 0 & 0 \\
0 & \sigma_\theta^2 & 0 \\
0 & 0 & \sigma_\phi^2
\end{bmatrix}
\]  

(4.58)

The measurement update equation of KF, which is used once at each measurement update, is given by

\[
\Delta \hat{x}_k = \Phi \Delta \hat{x}_{k-1} + \mathbf{K}_k \left( \Delta z_k - \mathbf{H} \Phi \Delta \hat{x}_{k-1} \right)
\]  

(4.59)

The elements of the predicted error state vector \( \Delta \hat{x}_k \) are the errors in the estimates of the three Euler angles at time step \( k \). At each measurement update, the Kalman gain matrix \( \mathbf{K} \) and the updated state covariance matrix are computed using the following relations:

\[
\mathbf{K}_k = \mathbf{M}_k \mathbf{H}' \left( \mathbf{H} \mathbf{M}_k \mathbf{H}' + \mathbf{R}_v \right)^{-1}
\]

(4.60)

\[
\mathbf{P}_k = (\mathbf{I}_{6\times6} - \mathbf{K}_k \mathbf{H}) \mathbf{M}_k
\]

(4.61)

After each measurement update, the attitude angles and the rate gyro biases are updated as
\[
\dot{x}_k = \Delta \dot{x}_k + \bar{x}
\]  

(4.62)

Consequently the estimates of the angular position of the spacecraft and the rate gyro biases \( \hat{b} \) are computed for one time step. This process is repeated for the subsequent cycles. In each step the estimated biases are fed back to the system to correct the gyro measurements according to

\[
p_c = p_m - b_p
\]  

(4.63)

\[
q_c = q_m - b_q
\]  

(4.64)

\[
r_c = r_m - b_r
\]  

(4.65)

where index \( m \) represents the measured value and index \( c \) represents the corrected value.

This entire process has been implemented using MATLAB and the results on the filter performance and the attitude estimates are presented in Chapter 6.
CHAPTER 5

The Fault Detection and Diagnosis Approach

5.1. Introduction

In this chapter the Fault Detection and Diagnosis (FDD) scheme proposed for the AD system of a spacecraft is described. The material in this chapter is organized as follows: in Section 5.2 the role of the extended Kalman filters as the residual generators is explained. Section 5.3 outlines the manner in which the failures enter into the system equations and describes the effect of failures on the residual mean. In Section 5.4 the designed FDD scheme in this research is explained in detail and the role of each of the three main phases (Fault detection, Primary Isolation, Fault Diagnosis) is described. The subsequent sections describe the tests and techniques that are required in the three phases of FDD. Section 5.5 presents a description of the statistical threshold tests, namely the $t$-test and the chi-square test, and their role in the FDD scheme, followed by their implementation. Section 5.6 deals with hypotheses testing that is employed in the third phase: fault isolation. The multiple hypotheses technique and the Generalized Likelihood Ratio (GLR) test are also explained in this section. Since the objective of the isolation phase is to decide among alternative failure hypotheses, only one hypothesis will
correctly describe the present state of the system at any time, and this filter will have the maximum likelihood function value. In Section 5.7, the residual space is introduced and the geometrical interpretation of the isolation technique is presented. The isolation is performed by comparing the direction of the observed residual with all the hypothesized failure directions and then choosing the scenario that is the most likely. Finally, Section 5.8 summarizes the chapter and points out some considerations that should be taken into account for further analysis.

5.2. Kalman Filter as a Residual Generator

In the FDD framework designed in this research, the residual generated by the Kalman filter is an essential piece of information. It is used in every phase of the FDD algorithm: from detecting the failure by statistical testing of the residuals, to categorizing the type of failure; namely, detecting the faulty section in the primary isolation stage and to isolating the failure; namely, identifying the exact faulty components, by multiple hypotheses testing.

Prior to the development of an FDD technique for a system, it is necessary to consider how failures affect the system and how to process the observed data from the system to produce a signal in which failure effects are reflected.

As described in Section 4.2, the Kalman filters designed to operate in the FDD phase generate residuals and estimate the states depending on the measured observations entering the filter. The residual generated by the Kalman filter algorithm is the difference between the measured values of the states obtained from sensors and the values estimated by the Kalman filter:
In the absence of a failure, the vector \( \mathbf{r} \) is referred to as the innovation, and in the presence of a failure, it is referred as the residual. Some of the powerful features of the residual that motivate its use as a quantity to reflect the presence of faults are their zero-mean (in the absence of fault) and white (independent) properties [46]. These properties are very useful in developing a health monitoring scheme for the AD system of a spacecraft. The innovation sequences of Kalman filters are monitored and a fault signal is generated for a deviation of these properties.

5.3. Failures and Residual Mean

Typically, residuals are formed as the sum of two components: the noise which is random with zero-mean and the faults which are deterministic and unknown. Thus the residuals may be considered random variables whose mean is determined by the faults. This leads to formulating the detection problem as testing of the zero mean hypothesis while the isolation problem (diagnosis) as making a decision among a set of alternative hypotheses. In the following sections, the detailed formulation and discussion of both cases are presented.

In an ADC system, sensor faults are modeled as additive faults [3], [49]. Additive changes are generally valid since sensor failures tend to occur independently of the dynamic behavior of the system; e.g., a bias that develops in the output signal of the sensor. The equations given next describe the manner in which the failures enter into the system equations.
The no-failure (null hypothesis $H_0$) and failure ($H_1$) hypotheses are defined as follows:

\[ H_0 : \quad x(k+1) = Fx(k) + Gw(k) \]  
\[ z(k) = Hx(k) + v(k) \]  
\[ H_1 : \quad x(k+1) = Fx(k) + Gw(k) \]  
\[ z(k) = Hx(k) + v(k) + L_j S_{k-t} \nu \]

for $k \in [k_0, k_f]$ and $j=1,2, ..., 6$ since we have three observations of attitude angles from the vector sensors and three from the rate gyros. The vector $L_j$ describes the way the failure enters into the system. Here $S_k$ represents the failure mode, which is assumed to be a unit step function in this study, $\nu$ is the magnitude of the step failure, which is generally unknown, and $t^*$ is the unknown time at which the failure occurs.

### 5.4. Health Monitoring and FDD Scheme

In the previous sections, the role of the Kalman filter in the FDD algorithm design was described and how the sensor failures are modeled which affect the system was studied. It was also discussed how these failures affect the innovation sequences of the Kalman filters. Having discussed these issues, the development of the proposed health monitoring and FDD scheme is presented.

Figure 5.1 shows the health monitoring structure developed for fault detection and diagnosis of the AD system of a spacecraft. The FDD module is incorporated in the AD
system and it operates after the attitude estimator which is referred to as AD-KF. The AD-KF fuses data from different sensors and generates estimates of the angular position of the spacecraft and the bias-free angular rates from the gyros. Subsequently, the bias-free data are used in the FDD algorithm. The FDD module consists of three phases. **First phase: Fault detection, Second phase: Primary isolation and Third phase: Fault diagnosis/identification.**

**Fault detection**

Fault detection refers to detecting the failure of one or more sensors through the use of anticipated measurements. In the fault detection phase, one Kalman filter is designed to generate all the residuals by using the observed measurements from all sensors. As introduced in Section 4.1, this Kalman filter is termed FDD-KF-1. In this phase, two statistical threshold tests, namely the $t$-test and the chi-square-test, are applied to the residuals of the Kalman filter and a comparison of their performance is made and discussed. The detailed description and implementation of these tests will be given in Section 5.5 on statistical testing for fault detection.

**Primary Isolation**

In the primary isolation phase, the intention is to partly isolate the failure. In other words, in primary isolation it is decided whether the failure is from the vector sensors or from the rate gyros or both. This is performed by designing two filters running in parallel. The first one, which is referred to as FDD-KF-2, is designed to only obtain the measurement
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Figure 5.1 The structure of the proposed FDD scheme.
data from the rate gyros and thereby generating the residuals of the three rates, and estimating both the angular positions and angular rates. The second filter that is utilized for this phase is called FDD-KF-3 and is responsible for generating the residuals of the three attitude angles; specifically roll, pitch, and yaw, and estimating the angular rates of the spacecraft. Unlike the first filter, this filter merely uses measurement data from the attitude solution of the vector sensors. For example, in the case of failure in one of the rate gyros, the residual of the FDD-KF-2 reflects the failure; however, the FDD-KF-3 residual remains unchanged since it does not make use of the measurements from the gyros. In view of this, it can be identified that the failure source is from the rate gyros. If one of the angle sensors becomes faulty, the second filter triggers an alarm signal thereby identifying that the source of failure is the vector sensors. However in both cases one still cannot specifically isolate the exact sensor that has failed. This configuration of filters allows the source of failure be recognized if it is from the rate gyros, the vector sensors or both, but requires one more step for complete fault isolation.

**Fault Diagnosis**

The final stage in the health monitoring scheme for the spacecraft AD system is the fault diagnosis phase in which the faulty components in the AD system are correctly identified. It consists of multiple hypotheses for different failure scenarios. The diagnosis scheme is designed based on the direction of the residual in the residual space for each hypothesis. Therefore, the isolation is performed by comparing the direction of the observed residual with the directions of the hypothesized failures and choosing the most likely scenario. Finding the best match of the present system state from those hypothesized is performed
using the Generalized Likelihood Ratio approach. In Sections 5.5, 5.6 and 5.7 the detailed description, implementation and interpretation of this phase are presented.

5.5. Statistical Tests for Fault Detection

Fault detection involves application of statistical testing on the residuals for the zero-mean hypothesis. The zero-mean hypothesis represents a no-fault state while the other hypothesis represents the case that the mean is non-zero and fault does exist:

\[ H_0 : m_r = 0 \quad \text{no fault} \quad (5.4) \]

\[ H_1 : m_r \neq 0 \quad \text{fault is present} \quad (5.5) \]

Here \( m_r \) is the mean of residuals in a window of \( N \) observations.

Due to the presence of sensors in AD, monitoring the AD system of a spacecraft concerns dealing with random noise and faults together. Accordingly, random noise affects the residuals of the system, and it interferes with the detection and diagnosis of faults. Therefore, a decision process is needed where the residuals can be tested against a threshold or uncertainty region. Usually, because of the unknown and random nature of the sensor noise in the system, this threshold is chosen based on observations, experience and simulation.

In statistical threshold testing for fault detection, a statistic is generated that is a function of the residual. It is then compared with a defined threshold to determine whether a failure has occurred. Proper setting of a threshold provides a trade-off between generating false alarms and missing of actual failures. In general, a test can be written as
where $D$ is the decision, $w$ is the test statistic and $e$ is the threshold.

Since the faults in the spacecraft systems need to be detected online and the performance of the statistical decision procedure is improved if it is based on a series of observations rather than on a single one, data processing is performed over a series of observed records. This means that one set of observation is taken as a window with a constant length, and it is made to slide in real time to obtain a series of observations. In statistical tests it is verified whether or not a failure exists in the interval of interest.

In the fault detection stage of this study, two statistical threshold tests, namely the $t$-test and the chi-square test, are applied on residuals and the results are compared. They both detect the change in the mean of the residuals. The $t$-test does not require any information on the covariance of the residuals and uses the sample covariance; however, the chi-test utilizes the covariance matrix that has been estimated by the EKFs. In the following sections the description of each test and their implementation procedure in the proposed FDD scheme will be explained. Some numerical results from simulation and the associated detection performance will be discussed in Chapter 6.

### 5.5.1 The $t$-test

It is known that in the absence of a failure the residual is Gaussian with zero-mean and otherwise, it is Gaussian with mean $m$. Consequently, the following two hypotheses are defined and the validity of each hypothesis is checked:

\[
D = \begin{cases} 
H^0 & \text{if } w \leq e \\
H^1 & \text{if } w > e
\end{cases} \tag{5.6}
\]
\( H_0 : \quad m_r = 0 \quad \text{if} \quad t_i \leq e_i \quad \text{Healthy Mode} \quad (5.7) \)

\( H_1 : \quad m_r \neq 0 \quad \text{if} \quad t_i > e_i \quad \text{Failure Mode} \quad (5.8) \)

Here \( i \) is indicative of the number of residuals and their corresponding statistic computed for the observed window, and \( e \) is the threshold. The standard procedure for testing the hypotheses (5.7) and (5.8) for \( N \) samples of observed residuals using the \( t \)-test is to determine the statistic [41]

\[
t = \frac{\bar{\rho} - m_0}{S/\sqrt{N}} \quad (5.9)
\]

which has a \( t \) distribution with \( N-1 \) degrees of freedom. Here \( \bar{\rho} \) denotes the sample mean of the residual and \( S \) denotes the sample variance. These two quantities are computed as

\[
\bar{\rho} = \frac{1}{N} \sum_{i=k_0}^{i=k_0+N} \rho_i \quad (5.10)
\]

\[
S = \frac{1}{N-1} \sum_{i=k_0}^{i=k_0+N} (\rho_i - \bar{\rho})^2 \quad (5.11)
\]

The hypothesis \( H_0 \) is rejected if \( t > e \). Setting of the threshold is done empirically for which the level represents a trade-off between missing the actual failures and generating false alarms.

This test is used in the first phase of the health monitoring scheme as shown in Figure 5.1. Each one of the residuals generated from the FDD-KF-1 is examined by this test. In other words, six \( t \)-tests are carried out on the six residuals. To implement the test, it is required to set a threshold for which the value is a design parameter. It is chosen based on the \( t \)
distribution table and standard deviation of the noise in the system. In the implementation of this test, two thresholds are used, one for the angle residuals and the other for the rate residuals since the measurement standard deviations are different.

Setting the threshold provides a trade-off between missing the actual failures and generating false alarms. Since the noise is statistical, the noise samples whose values are large can occasionally cause the statistic to cross the threshold, thus triggering a false alarm. On the other hand, raising the threshold may delay the detection of true failures. The threshold level therefore represents a tradeoff between the false alarm and the detection rate. In this study, to avoid too many false alarms and at the same time provide a fast and correct detection, the alarm signal is triggered after the statistic consecutively crosses the threshold for a defined period of time. For further detail see Section 6.4. Testing for ten data measurements is considered reasonable as it delays the detection phase by about one second.

In Chapter 6, this test will be demonstrated by giving some numerical results. It will be shown that the failures that cause a large jump in the residual are easy to detect. In contrast, if the jump in the residual is small and contaminated with noise, deciding whether a failure has occurred can be quite subtle. The presence of noise implies that in general the detection is not always correct. However, the detection test is required to be as accurate as possible in an appropriate sense.

5.5.2 The chi-square test

The chi-square test is a statistical hypotheses testing method that has been used to examine a change in the mean of a random vector. When the underlying noise
distribution is normal or can be approximated as such, the detection testing of the residuals may be implemented as a chi-square test. The KF residuals with two useful properties of normal distribution and independence are used to set up a chi-square test for fault detection.

In order to describe the chi-square test, the chi-square distribution is briefly explained here for reference. More details can be found in [41]. For a set of independent random variables $x_1(k), x_2(k), \ldots, x_n(k)$, each having normal distribution with zero mean and unit variance, the distribution obeyed by

$$w_n(k) = x_1^2(k) + x_2^2(k) + \ldots + x_n^2(k)$$

is referred to as the chi-square distribution with $n$ degrees of freedom.

Consider a vector $\mathbf{R}(t) = [r_1(k), r_2(k), \ldots, r_n(k)]^T$, whose elements are normally distributed with zero mean and covariance $\mathbf{V}_{\mathbf{R}}$. This vector is to be normalized, which can be done by using the transformation

$$\mathbf{\tilde{R}}(k) = \mathbf{V}_{\mathbf{R}}^{-1/2}(k) \mathbf{R}(k)$$

The resulting vector $\mathbf{\tilde{R}}(k)$ has independent elements each with unit variance, since

$$E\left\{ \mathbf{\tilde{R}}(k) \mathbf{\tilde{R}}^T(k) \right\} = E\left\{ \mathbf{V}_{\mathbf{R}}^{-1/2}(k) \mathbf{\tilde{R}}(k) \mathbf{\tilde{R}}^T(k) \mathbf{V}_{\mathbf{R}}^{-1/2}(k) \right\}$$

$$= \mathbf{V}_{\mathbf{R}}^{-1/2}(k) E\left\{ \mathbf{\tilde{R}}(k) \mathbf{\tilde{R}}^T(k) \right\} \mathbf{V}_{\mathbf{R}}^{-1/2}(k)$$

$$= \mathbf{V}_{\mathbf{R}}^{-1/2}(k) \mathbf{V}_{\mathbf{R}}(k) \mathbf{V}_{\mathbf{R}}^{-1/2}(k)$$

$$= \mathbf{I}$$
The statistical function $\beta(k)$ is formed with vector $\tilde{R}(k)$ as follows:

$$\beta(k) = \tilde{R}^T(k)\tilde{R}(k) \quad (5.18)$$

$$= R^T(k)V^{-1}_k(k)R(k) \quad (5.19)$$

where $\beta(k)$ follows the chi-square distribution with $n$ degrees of freedom. Therefore, testing is performed on the statistic $\beta(k)$ and the detection rule can be considered as two hypotheses as follows:

$$H_0: \beta(k) \leq \chi^2_{\alpha,n} \quad \forall k \quad \text{Normal Operation} \quad (5.20)$$

$$H_1: \beta(k) > \chi^2_{\alpha,n} \quad \exists k \quad \text{Faults in the system} \quad (5.21)$$

The threshold is obtained from the chi-square distribution table of $n+1$ degrees of freedom with a confidence level of $\alpha$. A fault signal is generated in case the statistic $\beta(k)$ is greater than the threshold.

While this failure detection technique involves the monitoring of the innovations of a filter [20], [49] it is also applied for checking the consistency of two estimates of the same parameter [4]. The former is used in this study and is referred to as the Residual Chi-Square Test (RCST). The second is referred to as the State Chi-Square Test (SCST) and is different from RCST and is not used in this work.

The residual chi-square test (RCST) is applied to monitor the residual of the filters in this study, and it is utilized in different stages of the health monitoring scheme. In the first phase, it is applied on the residuals of FDD-KF-1 to detect failures in the sensors. In the
second phase the chi-square test is the test that is applied to the residuals of FDD-KF-2 and FDD-KF-3, which leads to primary isolation.

The role of the chi-square test in the health monitoring scheme is basically to generate an alarm similar to the t-test, and it makes no attempt to isolate the failures. In the proposed scheme shown in Figure 5.1, it is implemented in fault detection and also in the preliminary isolation part where the source of failure is identified. In primary isolation, it is decided if the failures are from the gyros, the vector sensors or both.

For implementation of the chi-square test, we form a vector $\mathbf{R}$ of residuals as

$$\mathbf{R} = \begin{bmatrix} r_1 & r_2 & r_3 & r_4 & r_5 & r_6 \end{bmatrix}^T$$  \hspace{1cm} (5.22)

Here, $\mathbf{R}$ consists of elements of two different types: rates and angles. Therefore, for test implementation, $\mathbf{R}$ is divided into two parts.

The first three elements $r_1$, $r_2$, and $r_3$ are the residuals of angular rates along the $x$, $y$, and $z$ axes, respectively.

$$\mathbf{r}_\omega = \begin{bmatrix} r_1 & r_2 & r_3 \end{bmatrix}^T$$  \hspace{1cm} (5.23)

As mentioned in Section 5.2, they are formed as the difference between the bias-free measurements of angular rates (from AD-KF) and estimated values from Kalman filters as given by

$$\mathbf{r}_\omega = \mathbf{\omega}^* - \hat{\mathbf{\omega}}$$  \hspace{1cm} (5.24)
and the second three elements \( r_4, r_5, \) and \( r_6 \) are residuals of angular positions about the \( x, y, \) and \( z \) axes, respectively:

\[
\mathbf{r}_\theta = [r_4 \ r_5 \ r_6]^T
\]  

(5.25)

where the residuals are

\[
\mathbf{r}_\theta = \theta^* - \hat{\theta}
\]  

(5.26)

Consequently, the vectors to be monitored in time are formed. These vectors are normalized according to (5.13) where the covariance matrix \( \mathbf{V}_R \) is replaced by \( \mathbf{V}^{\omega}_{3 \times 3} \) (for angular rate residuals) and \( \mathbf{V}^\theta_{3 \times 3} \) (for angular position residuals). The matrix \( \mathbf{V}^{\omega}_{3 \times 3} \) is the covariance of the innovation sequence \( (\mathbf{r}_\omega) \) which has been estimated by FDD-KF-1 and FDD-KF-2 and is computed from the KF equation (4.35) by

\[
\mathbf{V} = \mathbf{H} \mathbf{M}_k \mathbf{H}^T + \mathbf{R}^\omega
\]  

(5.27)

where the matrices \( \mathbf{H} \) and \( \mathbf{R}^\omega \) are set based on what has been described in Section 4.2.7. Similarly, \( \mathbf{V}^\theta_{3 \times 3} \) is the covariance matrix of the innovation sequence \( (\mathbf{r}_\theta) \) which has been estimated by FD-DKF-1 and FDD-KF-3.

Now two statistics \( \beta(k) \) are generated and compared against the threshold described in Section 5.5.2. Setting the threshold for this test is the same as what was discussed for the \( t \)-test in Section 5.5.1.
5.6. Hypotheses Testing

In the previous sections, the fault detection and primary isolation phases were described in detail and the role of two EKFs (FDD-KF-2 and FDD-KF-3) in the first stage isolation was described. In this section a complete isolation procedure is presented in detail. The purpose of fault diagnosis (fault isolation) is to identify which components, sensors in the present case, are the sources of the occurred fault in the system. Since the presence of some faults in the system was declared in the previous stages, the isolation involves the decision among a set of alternative hypotheses. For this purpose, the multiple hypotheses (MH) testing approach is employed. The premise here is that these failures have been detected by the statistical threshold test and identified primarily by using two filters running in parallel. These filters (FDD-KF-2 and FDD-KF-3) and their structure were discussed earlier in Chapter 4. The MH testing structure utilized in this phase along with its geometrical interpretation, and the distinguishability criterion for the hypotheses will be discussed in following sections.

The MH testing approach used for the diagnosis phase in the FDD scheme, for the AD system, is set up based on different fault scenarios. Therefore, each hypothesis corresponds to a fault scenario in the system. For example, hypothesis #1 assumes that the occurred faults in the system correspond to a failure in the roll rate gyro. Subsequently, the observed measurements are processed and tested in order to assign the best matched hypothesis to the state of the system. In other words, a test is conducted to decide which hypothesis is the most likely one by processing the observed data. Consequently, the state of the system is decided based on the maximum likelihood value. In other words, the goal is to decide which of these $M$ hypothesized states of the system
(for different types of failures) performs the best in terms of having the maximum likelihood. The formulation and procedure of the test will be discussed later in this section.

To formulate the MH method several hypotheses should be stated. Consider the system equations presented previously:

\[ H_i: \quad x_i(k + 1) = F x_i(k) + Gw(k) \]  \hspace{1cm} (5.28)

\[ z(k) = H x_i(k) + v(k) + L_iS_i\beta_i \]  \hspace{1cm} (5.29)

where, \( H_i \) corresponds to the presence of the \( i^{th} \) fault, for \( i = 1, 2, \ldots, M \). The matrices \( F \), \( G \), and \( H \) are system matrices, which have been defined in Chapter 4. The \( L_i, S_i \) and \( \beta_i \) parameters are chosen to represent the corresponding hypothesis. Consequently, the hypotheses are created using a set of EKFs operating in the presence of failure scenarios.

After defining the hypotheses based on the fault scenarios, the next step is to perform the isolation testing. For this purpose, the observations are checked with each hypothesis and the most likely hypothesis is chosen. Here, the assumption is that either a failure exists in the interval of interest or does not; hence, the time at which the failure occurs is not important in this test. To test between hypotheses, the GLR technique is employed [18].

For computation of the likelihood function, the magnitude of the fault should be known, which is not usually the case. Therefore, the magnitude is estimated using the maximum likelihood principle of parameter estimation [41]:
\[ \hat{v} = \arg \max_v L_x(\xi, v \mid H_i) \]  

(5.30)

where \( \xi \) is the value of the random variable representing the observation sequence and \( \hat{v} \) is the estimate of the failure magnitude.

The GLR technique is applied and suitably modified with the residual mean \( m \), as the parameter of interest. Consider the density function

\[ f(r(t), m_r(t)) = K \exp \left\{ -1/2 [r(t) - m_r(t)]' V^{-1} [r(t) - m_r(t)] \right\} \]  

(5.31)

where \( r(t) \) is the residual sequence from the EKFs. In many cases, it is more convenient to work with the natural logarithm of the likelihood function, \( \log L_x \), known as the log-likelihood function. The log-likelihood function is defined as follows:

\[ \log L(r(t), m_r(t)) = -1/2 [r(t) - m_r(t)]' V^{-1} [r(t) - m_r(t)] \]  

(5.32)

Here, the constant value of the function is omitted because it cancels out in the likelihood ratios. While the GLR technique is designed based on the mean of the residual, the mean is an unknown parameter. Therefore, the maximum likelihood principle of parameter estimation should be utilized. Consequently, the GLR procedure consists of two steps:

1. The maximum likelihood estimates of the residual mean are computed, from the observations, under the various hypotheses:

\[ \hat{m}_r(t) = \arg \max_{m_r(t)} \log L(r(t), m_r(t) \mid H_i) \]  

(5.33)
Note that the hypotheses $H_i$ impose geometric constraints on the estimates.

2. Conditional Likelihood functions are computed, with the observations and the various conditional estimates:

$$
\log L_i = \log L(r(t), \hat{\theta}_i(t))
$$

(5.34)

The overall procedure described above is known as the Generalized Likelihood Ratio (GLR) approach. According to the basic idea of likelihood ratio testing, the most likely fault is selected as the one which yields the highest log-likelihood value.

The solution of the log-likelihood function (5.34) is dependant on the nature of the geometric constraint. Considering for each hypothesis that the residual vector takes a specific direction in the residual space, the residual generator response to the $i^{th}$ fault is specified as

$$
\mathbf{r}_F(t | H_i) = \lambda_i p_i(t, z)
$$

(5.35)

where $p_i(t, x)$ is the $i^{th}$ function of the response dynamics and time. It can be interpreted as a failure signature and will be discussed in the next section. Therefore, the response stays on or moves along the straight line defined by $\lambda_i$. Accordingly, the mean of the residual is confined to this line as well:

$$
\mathbf{m}_r(t | H_i) = \lambda_i c_i(t)
$$

(5.36)
where \( c_i(t) \) can be any undefined time function. Equation (5.36) is the geometrical constraint for the maximum likelihood estimation. From the foregoing discussion, it can be understood that the alternative hypotheses can be considered as

\[
H_i: \quad m_r(t) = \lambda_i c_i(t)
\]

The geometric constraint (5.36) is used to compute the maximum likelihood estimation (5.34). For this purpose the constraint (5.36) may be substituted directly into (5.34), so that

\[
\log L(r(t), m_r(t) \mid H_i) = -\frac{1}{2} [r(t) - \lambda_i c_i(t)]^\top V^{-1} [r(t) - \lambda_i c_i(t)]
\]

An estimate of \( c_i(t) \) can be obtained from

\[
\frac{\partial \log L(r(t), m_r(t) \mid H_i)}{\partial c_i(t)} = 0
\]

as

\[
\hat{c}_i(t) = \frac{\lambda_i^\top V^{-1} r(t)}{\lambda_i^\top V^{-1} \lambda_i}
\]

Substituting this into (5.36) yields the conditional estimate of the mean as

\[
m_r(t \mid H_i) = \Pi_i r(t)
\]
Finally substituting this back into (5.34) yields the conditional Log-likelihood function as shown below.

$$\Pi_{ni} = \frac{\lambda_i \lambda_j' V^{-1}}{\lambda_i' V^{-1} \lambda_j}$$  \hspace{1cm} (5.42)$$

Note that each hypothesis test in (5.43) produces a likelihood function $l(t,i)$ for the interval of interest. The most likely component to have failed, $i^*$, is the one that produces the largest value of the likelihood function, so that

$$i^* = \text{arg max}_i l(t,i) \text{ for } i = 1,2, \ldots, M$$ \hspace{1cm} (5.44)$$

Hence, the most likely hypothesis is activated and thereby the faulty components are isolated.

**5.7. Geometrical Interpretation**

More insight can be gained into the failure isolation procedure presented earlier in the chapter by considering a geometrical interpretation. For the fault isolation phase, a new space called the residual space is defined. The dimension of the residual space is equal to the number of residuals. Each hypothesis that is defined based on a fault scenario, then generates a specific subspace in the residual space. These directions represent the hypothesized fault scenarios, and the number of these subspaces depends on the number of fault hypotheses. Now, by defining such a space with known fault subspaces, the
residuals are interpreted as an arbitrary subspace (vector) in this space at any time. In other words, for each failure mode, the residual vector takes a unique and fixed direction in the residual space.

For example, suppose that we have three residuals that have been affected by a fault as shown in Figure 5.2. A sample of the residual for a selected interval after a failure occurs form a vector in a three dimensional space. The direction of this vector is an indicator of the failed component. Samples from the same failure are collected together and averaged to define a one-dimensional subspace (direction) that is identified with the failure. Different failures are thereby identified with different subspaces or directions. Each subspace is a line passing through the origin. Generally if the failure modes are arbitrary or the filter tries to compensate for the failure hence resulting in a change in the residual behavior, then these subspaces become larger and more complex and it is necessary to find a best curve fit to the data rather than averaging.

Given a set of samples of an output residual, consider the orthogonal projection of these samples, or their average, onto all the subspaces representing the failures under consideration. The projected vector with the largest magnitude indicates which of the fault scenarios (hypotheses) is the most probable and thereby indicates the failed component.
The question now arises as to how distinguishable are any two failures. To answer this, it should be determined how distinguishable the fault subspaces are in the residual space. For this purpose, the angles between the fault subspaces are defined as a distance measure, and therefore the distinguishability of any two failures can be determined by the angle between the failure subspaces. The larger the angle, ranging from 0 to 90 degrees, the more distinguishable are the failures. In this way, the distinguishability of any two failures is thus determined by the angle between the failure subspaces.

5.8. Concluding Remarks

In this chapter, the overall structure of the proposed FDD scheme has been described. The scheme consists of three main phases. The first phase is the Fault Detection phase where the presence of any fault is detected by statistical threshold testing. The two tests employed here are the $t$-test and the chi-square test. In fact the $t$-test is a simple test which can be applied to any observed data with a prior knowledge of their mean. However, the chi-test is based on the knowledge of the system and on a prior knowledge of the
covariance of the residual by pre-processing the data (using EKF). The second phase is the Primary Isolation phase where the decision is made to identify if the failure is from the rate gyros or from the vector sensors or from both. This is performed by applying the chi-square test on the residuals of two EKFs (FDD-KF-2 and FDD-KF-3). After the failure is primarily isolated, the third phase, the Fault Diagnosis/Isolation, is activated where the failure is completely identified. The Multiple Hypotheses technique is employed and the GLR test is applied for fault isolation.

In summary, the implementation of the MH algorithm consists of using the sampled residual vector in the interval of interest and computing the log-likelihood values. A bank of 14 extended Kalman filters is used in this process, where each filter operates based on the assumed failure scenarios. Since the objective of the isolation phase is to decide among the alternative failure hypotheses, only one hypothesis will correctly describe the present state of the system at any time, and this filter will have the maximum likelihood function value.

For implementation of the hypotheses test the quantity $\Pi_n$ has to be computed for all the directions of the residuals representing the hypothesized failures, in the interval of interest. This leads to the computation of the log-likelihood function. The log-likelihood function can be compared to a selected threshold for failure detection and it performs identical to the fault detection test. However, it requires the computation of all $\log L_i$ whereas the threshold tests only need a single computation of the $t$ or $\beta_k$ statistics using (5.9) or (5.19), respectively. Statistical threshold testing is therefore used for detection, which reduces the computation complexity and computation time.
One important issue in the implementation of the MH algorithm is how the algorithm handles the case when the real system under consideration is nonlinear. In this study, the problem is remedied by using the extended Kalman filter in place of the KF for each hypothesized failure. This requires linearization of the model about different points from the previous estimates. Another consideration is that the quantity $V$, which is the covariance of the filter residual, indicates how well the filter is tracking. A large value of $V$ indicates that the quantity $V^{-1}$ is small and in effect flattens the log-likelihood function, which makes it harder to distinguish among the hypotheses.
CHAPTER 6

Results and Discussions

6.1. Introduction

This chapter presents sample numerical simulations to illustrate the performance of the developed algorithm. After giving values of the system parameters and the initial conditions in Section 6.2, the performance of the attitude estimation in AD is given in Section 6.3. Section 6.4 includes the results to show the performance of the developed FDD algorithm. Three failure scenarios are defined and respective faults are injected into the algorithm. The results are presented in the fault detection, primary isolation and the diagnosis phases under each scenario. Finally, in Section 6.6 some important features of the developed scheme are discussed.

6.2. System Characteristics

In this section the parameters that were used in the development of the proposed algorithm are presented. These may be grouped into four types of parameters:
• **Spacecraft Characteristics**

The spacecraft moment of inertia matrix is given by $I = \text{Diag}\{10, 12, 2\}$ kg.m$^2$. This specification closely corresponds to the one used in [33].

• **Simulation Parameters**

The spacecraft states are propagated using the second-order Runge-Kutta integration procedure. The specifications are:

- Simulation Time: 60 [sec]
- Integration Step Size: 0.001 [sec]
- Kalman Filter Sampling Time: 0.1 [sec]

• **Sensor Model Parameters**

The sensor outputs are modeled to include bias and white noise of Gaussian type with zero-mean, and the standard deviations given as below [47]:

- Bias Time Constant: $\tau = 300$ [sec]
- Gyros Noise Standard Deviation: $\sigma_w = 0.05$ [deg/sec]
- Vector Sensors Standard Deviation: $\sigma_e = 0.5$ [deg]
- Bias Standard Deviation: $\sigma_b = 0.3$ [deg/sec]

• **Initial Conditions**

The initial conditions of the spacecraft angular positions and angular rates, which are used in simulations are:
Angular Positions

\[ \psi = 10^\circ, \ \theta = 10^\circ, \ \phi = 10^\circ \]

Angular Velocities

\[ p = 0.005, \ q = 0.005, \ r = 0.005 \text{ [rad/sec]} \]

Moments [27]

Disturbance Torques \( (\sigma_m = 0.0001) \text{ N.m} \)

As described in Chapter 4, the states and the covariance matrix of the Kalman filters should be initialized. The error in the initial states is set to be equal to the standard deviations of the measurements. In view of that, the initial states are assumed to be equal to one standard deviation of the measurement from the actual initial conditions. For example, the initial condition for the pitch angle \( \theta \) is set to \( \theta = 10^\circ \pm 0.5^\circ \). The initial covariance matrix for each KF is a diagonal matrix with the squares of the error corresponding to each initial state along the diagonal.

For example, the covariance matrix is initialized for FDD-KF-1 as given below:

\[ P_0 = \text{Diag} \{ \sigma_p^2, \ \sigma_q^2, \ \sigma_r^2, \ \sigma_\psi^2, \ \sigma_\theta^2, \ \sigma_\phi^2 \} \]

As mentioned in Section 4.1.5, one percent of each standard deviation is added to each non-zero element of the covariance matrix to ensure that it remains positive definite. As discussed in Section 4.1.4, \( \Phi_s \) is a tuning parameter that reflects the uncertainty in the model implemented by the filter. It is tuned when divergence is encountered in the error of the estimated values. Here, \( \Phi_s \) is tuned to one.

6.3. Attitude Determination Results

To illustrate the performance of the AD-KF filter, the error in the state estimates of the system is presented. Figures 6.1, 6.3 and 6.5 demonstrate the error in the angular positions and Figures 6.2, 6.4 and 6.6 show the error in the estimates of the gyro biases.
6.4. Fault Detection and Diagnosis Results and Discussion

To illustrate the performance of the designed FDD scheme, the program is run for several different scenarios of failure and the results are presented.

As described previously, the objective of the isolation test in this application is to localize the faulty components immediately after a failure occurs; therefore, the interval of interest is considered to be 1 second after a failure occurs. Consequently, samples of the
residual from the current state of the system are collected and accumulated for 1 second and are averaged to define a one-dimensional subspace (direction). Next, the obtained direction is compared to the hypothesized failure subspaces.

The failures are assumed to be jumps in the output of the sensors. Therefore, they are modeled as a step function. The scenarios [47] that are considered here are as follows:

• **Scenario 1: Pitch rate gyro fault** ($q$)
  
  A jump of 0.3 deg/sec occurs in the pitch rate gyro output at $t=40$ sec.

• **Scenario 2: Roll angle fault** ($\phi$)
  
  A jump of 5 deg occurs in the output of the roll angle sensor at $t = 40$ sec.

• **Scenario 3: Fault in both yaw rate from rate gyro and pitch angle from vector sensors** ($r$ & $\theta$)
  
  Jumps of 0.3 deg/sec and 3 deg occur in the measurements of the yaw rate and pitch angle, respectively, at $t = 40$ s.

Note that the time of the failure is selected arbitrarily, but such that the system has been stabilized, which is usually less than 10 seconds (Figures 6.7 and 6.8). These failures are summarized in Table 6.1.
Table 6.1 Specifications of failure scenarios.

<table>
<thead>
<tr>
<th>Fault to the system</th>
<th>Faulty Component</th>
<th>Magnitude</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>Pitch rate gyro ($q$)</td>
<td>0.3 deg/sec</td>
<td>40 sec</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>Roll sensor ($\phi$)</td>
<td>5 deg</td>
<td>40 sec</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>Yaw rate gyro ($r$)</td>
<td>0.3 deg/sec</td>
<td>40 sec</td>
</tr>
<tr>
<td></td>
<td>Pitch sensor ($\theta$)</td>
<td>3 deg</td>
<td>40 sec</td>
</tr>
</tbody>
</table>

The program is run according to the assumed failure scenarios and results for each phase of the FDD scheme are shown. The thresholds for $t$-test and chi-square test are set as given in Table 6.2.

Table 6.2 Threshold values used in statistical tests.

<table>
<thead>
<tr>
<th>Residuals</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t$-test</td>
<td></td>
</tr>
<tr>
<td>Angular position</td>
<td>3.0</td>
</tr>
<tr>
<td>Angular rate</td>
<td>3.0</td>
</tr>
<tr>
<td>Chi-Square Test</td>
<td></td>
</tr>
<tr>
<td>Angular position</td>
<td>1.06</td>
</tr>
<tr>
<td>Angular rate</td>
<td>0.12</td>
</tr>
</tbody>
</table>

It is important to mention that the thresholds are obtained empirically by considering the accuracy of the sensors and statistical tables. The observation window for both $t$-test and chi-square test is 30 observations. As described in Section 5.5.1, in order to avoid high false alarm signals in the developed algorithm, several numbers of crossing times from 5 to 15 samples were tried as a fine tuning process, and 10 was found to be reasonable. Therefore, the residue that remains above the threshold is verified for 10 samples before declaring the presence of a fault. This process delays the detection phase by about one second. Prior to application of the failure scenarios, the filter response when the system operates in a healthy mode is presented for reference. For brevity, only the simulation results from FDD-KF-1 are presented here.
Figures 6.7, 6.8, 6.9 and 6.10 demonstrate the behavior of the system in the healthy mode. Figures 6.7 and 6.8 show the tracking performance of the filter (FDD-KF-1).

![Figure 6.7 Angular rate errors of FDD-KF-1 in healthy mode.](image1)

![Figure 6.8 Angular position errors of FDD-KF-1 in healthy mode.](image2)

![Figure 6.9 Angular rate errors of FDD-KF-1 in healthy mode.](image3)
It is observed that the filter performs properly, since the errors are within the standard deviation bounds that have been estimated by KF. Note that the rate gyro standard deviations of 0.05 deg/sec have decreased to the steady state values of 0.003 deg/sec, 0.0025 deg/sec, and 0.007 deg/sec for the roll, pitch and yaw rates, respectively. This is also true for the angle measurement standard deviations. They decrease from 0.5 deg to approximately 0.09 deg. Note that all the residuals are of zero-mean and white when a fault is not present.

6.4.1. Fault detection

The algorithm was run for the three scenarios presented earlier. The residuals and threshold test results are given under each fault scenario.

• Scenario 1

The specification of the first scenario can be found in Table 6.1. Figures 6.11 and 6.12 show the rate and angle residuals from FDD-KF-1, respectively.
The mean of pitch rate residual changed significantly whereas the mean of pitch and yaw angle residuals are changed slightly for this scenario. Figure 6.13 shows the $t$ statistic calculation for each residual and its threshold.

At $t = 41.5$ seconds the statistic crosses the threshold for the first time and the algorithm declares a fault. Figure 6.14 shows the results for the chi-square test.
It shows that the value of the statistic $\beta$ jumps and crosses the threshold at $t = 40.4$. By comparing the graphs in Figures 6.13 and 6.14, it is noted that the chi-square test can detect the presence of a fault faster than using the $t$-test.

- **Scenario 2**

The specification of the second scenario can be found in Table 6.1. Figures 6.15 and 6.16 show the behavior of the residuals in the case of fault in the roll angle measurements.

---

**Figure 6.14 Chi-square test on FDD-KF-1 residuals in fault detection phase-Scenario 1.**

**Figure 6.15 Angular Rate Residuals of FDD-KF-1 for failure scenario 2.**
When a fault occurs and affects the roll angle measurement, the mean of the roll angle residual changes significantly, while the yaw angle change is less significant. Also, the roll rate and pitch angle residuals show slight changes. As shown in Figures 6.17 and 6.18, statistical tests detect the fault in the system at 41.5 sec and 40.4 sec.

Figure 6.16 Angular Position Residuals of FDD-KF-1 for failure scenario 2.

Figure 6.17 t-test on FDD-KF-1 residuals in fault detection phase-Scenario 2.

Figure 6.18 Chi-square test on FDD-KF-1 residuals in fault detection phase-Scenario 2.
• **Scenario 3**

In the third scenario (Table 6.1), two simultaneous faults occur in the system. Both yaw rate and pitch angle measurements become faulty. Figures 6.19 and 6.20 demonstrate the residual behavior and Figures 6.21 and 6.22 show that the fault is detected.

![Roll Rate Residual](image1)

![Pitch Rate Residual](image2)

![Yaw Rate Residual](image3)

**Figure 6.19 Angular Rate Residuals of FDD-KF-1 for failure scenario 3.**

![Roll Residual](image4)

![Pitch Residual](image5)

![Yaw Residual](image6)

**Figure 6.20 Angular Position Residuals of FDD-KF-1 for failure scenario 3.**

![t-test on Angular Rate Residuals](image7)

![t-test on Angular Position Residuals](image8)

**Figure 6.21 t-test on FDD-KF-1 residuals in fault detection phase-Scenario 3.**
At this point, the fault signal generated in the fault detection phase is passed on to the primary isolation module.

### 6.4.2. Primary isolation

As described in Section 5.4, in primary isolation, it is decided whether the failure is from the vector sensors, the rate gyros or from both. Figures 6.23, 6.24 and 6.25 present the results of the chi-square tests for making this decision.

- **Scenario 1**

  ![Chi-square Test on Angular Rate Residuals](image1)
  ![Chi-square Test on Angular Position Residuals](image2)

  **Figure 6.23 Primary isolation in failure scenario 1.**
• Scenario 2

Test on Angular Rate Residuals
From FDD-KF-2

Test on Angular Position Residuals
From FDD-KF-3

Figure 6.24 Primary isolation in failure scenario 2.

• Scenario 3

Test on Angular Rate Residuals
From FDD-KF-2

Test on Angular Position Residuals
From FDD-KF-3

Figure 6.25 Primary isolation in failure scenario 3.

In failure scenario 1, only the $\beta$ statistic for the rate residuals reacts to the fault, thus triggering the flag showing that the fault source is from the gyros. Similarly, the triggered flag reveals that the fault is from the angle measurements in the failure scenario 2 or from both in the failure scenario 3.
6.4.3. Diagnosis/Isolation

Figure 6.26 shows the likelihood functions for all activated hypotheses, computed for each failure scenario. Based on the information from the primary isolation module, the required set of hypotheses is activated.

![Scenario 1 and Scenario 2 likelihood functions](image)

The left graph in Figure 6.26 shows that only the rate angle hypotheses have been activated while in the right graph, the hypotheses for the angle faults have been activated. The GLR test was performed on the angular rate residuals from FDD-KF-2 and the angular position residuals from FDD-KF-3 for hypotheses testing.

Figure 6.27 shows the likelihood functions when both sets of hypotheses were activated.

![Scenario 3 likelihood functions](image)

The most likely hypotheses for gyro failures

The most likely hypotheses for vector sensor faults

Figure 6.27 Likelihood functions for all hypotheses in failure scenario 3.
The most likely hypotheses in each set were activated. Hypothesis $H_3$ states that the yaw rate gyro measurements are faulty and $H_{10}$ represents a fault in the roll sensor measurements.

### 6.4.4. Timing of FDD steps

To illustrate the time duration of each phase for fault detection and isolation scheme, the time in which a fault is detected, primarily isolated and completely diagnosed is presented in Figure 6.28. These results are for scenario 1 and they are representative of the other scenarios.

![Figure 6.28 Timing of FDD phases.](image)

#### 6.5. Distinguishability in Fault Isolation

As described in Section 5.7, the correct isolation depends on the distinguishability of fault signatures. The distinguishability can be determined by the angle between the failure subspaces. In the residual space, two hypotheses vectors are more distinguishable when the angle between them is closer to 90 degrees. So the larger the angle, the more
distinguishable is the failure scenario. The angle representing the degree of distinguishability can be calculated as

$$\Theta = \cos^{-1}\left(\frac{\vec{V}_1 \cdot \vec{V}_2}{|\vec{V}_1||\vec{V}_2|}\right) \quad (6.1)$$

where \(\vec{V}_1\) and \(\vec{V}_2\) are the failure signature vectors and \(\Theta\) is the angle between these vectors.

### Table 6.3 Distinguishability of failure signatures for rate gyros.

<table>
<thead>
<tr>
<th>(H_i)</th>
<th>Roll rate gyro (p)</th>
<th>Pitch rate gyro (q)</th>
<th>Yaw rate gyro (r)</th>
<th>(p &amp; q)</th>
<th>(p &amp; r)</th>
<th>(q &amp; r)</th>
<th>(p &amp; q &amp; r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(H_1)</td>
<td>0</td>
<td>85</td>
<td>88</td>
<td>48</td>
<td>44</td>
<td>56</td>
<td></td>
</tr>
<tr>
<td>(H_2)</td>
<td>85</td>
<td>0</td>
<td>88</td>
<td>48</td>
<td>46</td>
<td>56</td>
<td></td>
</tr>
<tr>
<td>(H_3)</td>
<td>88</td>
<td>88</td>
<td>0</td>
<td>88</td>
<td>47</td>
<td>57</td>
<td></td>
</tr>
<tr>
<td>(H_4)</td>
<td>48</td>
<td>48</td>
<td>88</td>
<td>0</td>
<td>62</td>
<td>61</td>
<td>36</td>
</tr>
<tr>
<td>(H_5)</td>
<td>44</td>
<td>88</td>
<td>45</td>
<td>61</td>
<td>0</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>(H_6)</td>
<td>88</td>
<td>46</td>
<td>47</td>
<td>62</td>
<td>0</td>
<td>61</td>
<td>36</td>
</tr>
<tr>
<td>(H_7)</td>
<td>56</td>
<td>56</td>
<td>57</td>
<td>36</td>
<td>36</td>
<td>36</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 6.4 Distinguishability of failure signatures for vector sensors.

<table>
<thead>
<tr>
<th>(H_i)</th>
<th>Yaw Sensor (\psi)</th>
<th>Pitch Sensor (\theta)</th>
<th>Roll Sensor (\phi)</th>
<th>(\psi &amp; \theta)</th>
<th>(\psi &amp; \phi)</th>
<th>(\theta &amp; \phi)</th>
<th>(\psi &amp; \theta &amp; \phi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(H_1)</td>
<td>0</td>
<td>74</td>
<td>85</td>
<td>38</td>
<td>88</td>
<td>47</td>
<td>54</td>
</tr>
<tr>
<td>(H_9)</td>
<td>74</td>
<td>0</td>
<td>86</td>
<td>38</td>
<td>47</td>
<td>88</td>
<td>54</td>
</tr>
<tr>
<td>(H_{10})</td>
<td>85</td>
<td>86</td>
<td>0</td>
<td>87</td>
<td>48</td>
<td>48</td>
<td>53</td>
</tr>
<tr>
<td>(H_{11})</td>
<td>38</td>
<td>38</td>
<td>87</td>
<td>0</td>
<td>56</td>
<td>57</td>
<td>35</td>
</tr>
<tr>
<td>(H_{12})</td>
<td>47</td>
<td>48</td>
<td>57</td>
<td>64</td>
<td>0</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>(H_{13})</td>
<td>88</td>
<td>47</td>
<td>48</td>
<td>56</td>
<td>0</td>
<td>64</td>
<td>35</td>
</tr>
<tr>
<td>(H_{14})</td>
<td>54</td>
<td>54</td>
<td>53</td>
<td>35</td>
<td>35</td>
<td>35</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 6.3 shows the degrees of distinguishability between the sampled residual vector of the failure in component (rate gyro) \(i\) and the other seven failure signatures in the rate
gyros, where each signature corresponds to particular single or simultaneous failures in the rate gyros. For instance, if the faulty component is the roll rate gyro, (measuring angular rate about the $x$ axis), then all the rows under the $p$ column are angles between the roll rate gyro failure residual and the other signatures. Similarly, Table 6.4 shows the degrees of distinguishability between the failure signatures of the vector sensors. The angles shown in these tables imply that failures in the six components are distinguishable, which is consistent with the results obtained by using the isolation procedure.

The primary isolation phase leads us to better and faster isolation, even in conditions where both gyros and vector sensors are faulty. Tables 6.3 and 6.4 reveal that the minimum distinguishability for the gyro failures is 36 degree and the minimum distinguishability in the vector sensor failures is 35 degrees. However, as shown in Table 6.5, if the failures are not primarily isolated, the degree of distinguishability drops to 12 and 13 degrees (approximately one third of the former) for the minimum distinguishable hypotheses. Table 6.5 demonstrates that the failure signatures of the rate gyros and the vector sensors become less distinguishable. For instance, the distinguishability of 12 degrees, where both roll sensor and yaw rate gyro fail, may lead to an incorrect decision.

Besides, it is necessary to emphasize that without having the primary isolation phase in the FDD scheme, it would be more difficult to isolate the faulty components. For example, for up to 6 simultaneous faults, $\sum_{i=1}^{6} \binom{6}{i}$ vector combinations should be compared with each other and consequently, 63 likelihood functions should be computed. Aside from the extensive computation needed in this method, which results in a delay in complete isolation, it would also lead to many indistinguishable situations.
Table 6.5 Distinguishability of failure signature for all failure hypotheses in the absence of the Primary Isolation phase.

<table>
<thead>
<tr>
<th>$H_i$</th>
<th>Roll rate gyro $p$</th>
<th>Pitch rate gyro $q$</th>
<th>Yaw rate gyro $r$</th>
<th>$p &amp; q$</th>
<th>$p &amp; r$</th>
<th>$q &amp; r$</th>
<th>$p &amp; q &amp; r$</th>
<th>Yaw Sensor $\psi$</th>
<th>Pitch Sensor $\theta$</th>
<th>Roll Sensor $\phi$</th>
<th>$\psi &amp; \theta$</th>
<th>$\psi &amp; \phi$</th>
<th>$\theta &amp; \phi$</th>
<th>$\psi &amp; \theta &amp; \phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roll rate gyro $p$</td>
<td>0</td>
<td>85</td>
<td>88</td>
<td>48</td>
<td>44</td>
<td>88</td>
<td>56</td>
<td>20</td>
<td>89</td>
<td>80</td>
<td>51</td>
<td>32</td>
<td>88</td>
<td>53</td>
</tr>
<tr>
<td>Pitch rate gyro $q$</td>
<td>85</td>
<td>0</td>
<td>88</td>
<td>48</td>
<td>46</td>
<td>56</td>
<td>85</td>
<td>18</td>
<td>78</td>
<td>47</td>
<td>84</td>
<td>30</td>
<td>49</td>
<td>22</td>
</tr>
<tr>
<td>Yaw rate gyro $r$</td>
<td>88</td>
<td>88</td>
<td>0</td>
<td>88</td>
<td>45</td>
<td>47</td>
<td>57</td>
<td>74</td>
<td>71</td>
<td>17</td>
<td>76</td>
<td>59</td>
<td>63</td>
<td>70</td>
</tr>
<tr>
<td>$p &amp; q$</td>
<td>48</td>
<td>48</td>
<td>88</td>
<td>0</td>
<td>61</td>
<td>62</td>
<td>36</td>
<td>40</td>
<td>44</td>
<td>75</td>
<td>12</td>
<td>46</td>
<td>49</td>
<td>22</td>
</tr>
<tr>
<td>$p &amp; r$</td>
<td>44</td>
<td>88</td>
<td>45</td>
<td>61</td>
<td>0</td>
<td>61</td>
<td>36</td>
<td>62</td>
<td>80</td>
<td>37</td>
<td>72</td>
<td>16</td>
<td>67</td>
<td>46</td>
</tr>
<tr>
<td>$q &amp; r$</td>
<td>88</td>
<td>46</td>
<td>47</td>
<td>62</td>
<td>61</td>
<td>0</td>
<td>36</td>
<td>83</td>
<td>63</td>
<td>33</td>
<td>71</td>
<td>63</td>
<td>17</td>
<td>43</td>
</tr>
<tr>
<td>$p &amp; q &amp; r$</td>
<td>56</td>
<td>56</td>
<td>57</td>
<td>36</td>
<td>36</td>
<td>36</td>
<td>0</td>
<td>62</td>
<td>65</td>
<td>39</td>
<td>48</td>
<td>30</td>
<td>34</td>
<td>13</td>
</tr>
<tr>
<td>Yaw Sensor $\psi$</td>
<td>20</td>
<td>85</td>
<td>74</td>
<td>40</td>
<td>62</td>
<td>83</td>
<td>62</td>
<td>0</td>
<td>74</td>
<td>85</td>
<td>38</td>
<td>47</td>
<td>88</td>
<td>54</td>
</tr>
<tr>
<td>Pitch Sensor $\theta$</td>
<td>89</td>
<td>18</td>
<td>71</td>
<td>44</td>
<td>80</td>
<td>63</td>
<td>65</td>
<td>74</td>
<td>0</td>
<td>86</td>
<td>38</td>
<td>88</td>
<td>47</td>
<td>54</td>
</tr>
<tr>
<td>Roll Sensor $\phi$</td>
<td>80</td>
<td>78</td>
<td>17</td>
<td>75</td>
<td>37</td>
<td>33</td>
<td>39</td>
<td>85</td>
<td>86</td>
<td>0</td>
<td>87</td>
<td>48</td>
<td>48</td>
<td>53</td>
</tr>
<tr>
<td>$\psi &amp; \theta$</td>
<td>51</td>
<td>47</td>
<td>76</td>
<td>12</td>
<td>72</td>
<td>71</td>
<td>48</td>
<td>38</td>
<td>38</td>
<td>87</td>
<td>0</td>
<td>57</td>
<td>56</td>
<td>35</td>
</tr>
<tr>
<td>$\psi &amp; \phi$</td>
<td>32</td>
<td>84</td>
<td>59</td>
<td>46</td>
<td>16</td>
<td>63</td>
<td>30</td>
<td>47</td>
<td>88</td>
<td>48</td>
<td>57</td>
<td>0</td>
<td>64</td>
<td>35</td>
</tr>
<tr>
<td>$\theta &amp; \phi$</td>
<td>88</td>
<td>30</td>
<td>63</td>
<td>49</td>
<td>67</td>
<td>17</td>
<td>34</td>
<td>88</td>
<td>47</td>
<td>48</td>
<td>56</td>
<td>64</td>
<td>0</td>
<td>35</td>
</tr>
<tr>
<td>$\psi &amp; \theta &amp; \phi$</td>
<td>53</td>
<td>49</td>
<td>70</td>
<td>22</td>
<td>46</td>
<td>43</td>
<td>13</td>
<td>54</td>
<td>54</td>
<td>53</td>
<td>35</td>
<td>35</td>
<td>35</td>
<td>0</td>
</tr>
</tbody>
</table>
6.6. Important Features

As mentioned in Section 2.4, recovery is possible when at least one set of sensors (either rate gyros or vector sensors) is in healthy operation. Since the states in the dynamic equations are coupled, the whole residuals of the Kalman filter in the detection module (FDD-KF-1) are affected by any single fault in the system, thereby leading to incorrect estimation of the system states. The Kalman filters in the primary isolation module decouple the residuals of the rates and the angles and provide the correct estimation of the attitude in the presence of a fault. Figure 6.29 illustrates the error of the pitch rate gyro while a fault occurred at \( t=40 \) sec. The filter (FDD-KF-3) that is not affected by fault provides an accurate estimation to track the actual values as shown in Figure 6.30.

![Figure 6.29 Pitch rate error in the presence of fault and the accurate estimation of it for recovery.](image1)

![Figure 6.30 Pitch rate estimation error.](image2)

Adjusting the thresholds for statistical tests affects the sensitivity of the fault detection and primary isolation phases. The threshold values are summarized in Table 6.2 to achieve maximum sensitivity with minimum false alarm signal. It is shown that when the failure is so small that it is dominated by the sensor noise, it cannot be detected. Hence,
as long as the failure magnitude is within one standard deviation of measurement data, it is undetectable.

Figure 6.31 compares the pitch rate gyro residual in three different fault magnitudes. It shows that the statistical tests can detect the faults which have a minimum magnitude of twice the size of the noise standard deviation. Figure 6.32 shows the chi-square test results on the pitch rate residuals for those three cases.

![Figure 6.31 Pitch Rate residuals of FDD-KF-1 in Different Fault Magnitude.](image)

![Figure 6.32 Fault Detection Chi-Square test results.](image)

As described in Section 5.6, each fault is a unique direction in the residual space, and the likelihood parameter estimation technique is utilized to estimate the unknown magnitude of the fault in the system. To show the results, two fault signals with small and large magnitudes are inserted into the system. Figure 6.33 shows the chi-square and GLR test
results for these different fault magnitudes. The left graphs in Figures 6.33 show the results when the roll rate gyro and the yaw rate gyros have failed simultaneously with a fault magnitude of 0.2 and 0.5 deg/sec, respectively. The graphs on the right hand side of Figure 6.33 show the results when these faults magnitudes increase to 4 (20 times the former magnitude) and 2 (4 times the former magnitude) deg/sec for the roll and yaw rate gyros, respectively. The GLR test diagnosed that the closest hypotheses to the occurred fault is $H_s$, meaning the faulty components are the roll and yaw rate gyros.

Figure 6.33 Chi-square and GLR test results for different fault magnitudes.
CHAPTER 7

Conclusion

7.1. Conclusion

Spacecraft systems need more autonomy on board to detect and isolate the occurrence of failures and effectively handle their operation in the presence of faults and failures in sensors, actuators, and other components. The objective of this research was to design a health monitoring scheme to detect and isolate failures in the Attitude Determination (AD) system sensors. The AD system is a key component of the spacecraft attitude control system, and improvements to its accuracy and reliability contribute directly to the success of the spacecraft mission.

An integrated AD system was developed for data collection. It consisted of rate gyros and vector sensors (Sun sensor and magnetometer). Data fusion for attitude determination was performed by designing a linearized Kalman filter that estimated the biases of the rate gyros as well as the states. By this means the biases were removed from the
measurements and the bias-free measurements were then used in the FDD scheme. The FDD algorithm is a model-based state estimation approach, combining information from the rotational dynamics and kinematics of a spacecraft with sensor measurements to predict future sensor outputs. The residual, or the difference between the predicted and actual measurements, was monitored by means of several statistical tests (e.g., t-test and chi-square test) to detect the presence of a failure and to localize failures in all sensors present in AD. The isolation procedure was developed in two phases. First, the source of fault was verified. Two extended Kalman filters were designed in this phase to use subsets of measurements and to provide estimates of the states. Thus, it was determined if the fault was from the rate sensor, the angle sensor or both. The next phase of isolation was performed based on multiple hypotheses testing. Multiple extended Kalman filters were run in parallel to form fault signatures, which were used to develop different hypotheses. Generalized likelihood ratio test was utilized to identify the faulty components.

The developed FDD scheme was simulated and different fault scenarios were introduced to the scheme. The measurement data were generated by adding noise and biases to the outputs of a mathematical model of the motion of the spacecraft. Based on the results of three sample scenarios presented in this thesis, the proposed scheme could perfectly detect and isolate the faulty components. The advantage of having primary isolation in the proposed scheme was the reduction in the number of hypotheses to a quarter of what would have been normally needed. This contributes directly to fast isolation of the faulty components. In addition, by primarily isolating the faults, the hypotheses are approximately three times more distinguishable. Another important feature of this
scheme is that recovery is possible even if only one set of sensors (either rate gyros or vector sensors) is in healthy operation. The extended Kalman filters in the primary isolation phase decouple the residuals of the rates and the angles and provide the correct estimate of the attitude in the presence of faults. Furthermore, the results showed that the statistical tests could detect those faults which had a minimum magnitude of twice the size of the sensor noise standard deviation. Furthermore, the FDD algorithm is readily expandable to include monitoring of more number of sensors in the system.

7.2. Main Contributions

The main contributions of this thesis are summarized below:

- An attitude estimation algorithm was developed, which accurately estimates the sensor biases as well as the attitudes. It prevents the accumulation of the errors over time which otherwise would lead to the declaration of fault when no failure actually occurred.

- A new FDD scheme for on-line detection and diagnosis of faults in the AD system was developed. The scheme accepts raw sensor data as inputs and automatically generates fault signatures in the form of residual vectors. The faults are isolated in two phases. It was shown by using several examples that the method was able to detect faults, was generally robust to false alarms, and requires few hypotheses to diagnose a fault. Fast isolation of faulty components and more distinguishable failure signatures were achieved by designing the primary isolation phase. In addition to fault detection and diagnosis, the developed scheme was able to provide attitude estimation when one set of sensors
was operating properly. The developed scheme is expandable to include fault
detection and diagnosis of additional sensors in the system.

- The system model and the scheme developed in the thesis lay the ground for
development of plans for reconfiguration and recovery from failure of spacecraft.

7.3. Recommendations for Future Research

One immediate step that should be considered is testing of the AD and FDD schemes
with real data from sensors. This can be carried out for AD by fine tuning the nonlinear
model with real data to ensure that the mathematical model is a reliable representation of
the actual system. For instance, a neural network can be implemented to identify the
discrepancies (in terms of modeling errors and unmodeled dynamics, etc.) between the
actual model and the mathematical model. Another step is to test the health monitoring
scheme with data containing the actual failures, and reconfigure/adjust the designed
algorithms accordingly.

This research can be extended in different ways. One important addition to the scheme
can be a fault accommodation and resolution phase that will lead to reconfiguring the
system to compensate for the identified failure and thereby tolerating faults in the system.
Furthermore, an expert supervisory control algorithm can be developed to integrate the
FFD scheme into the closed-loop control system of the spacecraft, and the resulting
performance should be studied. For this purpose, different features of the FDD algorithms
that affect the control laws and vice versa should be taken into account.
Bibliography


