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ABSTRACT 

This paper i s concerned with the rela t i o n s h i p s between 

ce r t a i n covering systems u s e f u l for set d i f f e r e n t i a t i o n and 

with t h e i r a p p l i c a t i o n to density theorems and approximate 

continuity. 

The covering systems considered are the V i t a l ! systems 

(which we c a l l V-systems), the systems introduced by Sion 

(which we c a l l S-systems), and a modification of the t i l e 

systems (which we c a l l T-systems). 

I t i s e a s i l y checked from the d e f i n i t i o n s that V-systems 

are S-systems, and under s l i g h t r e s t r i c t i o n s , T-systems. We 

show also that under c e r t a i n conditions S-systems are T-systems 

and that i n general the converses do not hold. 

Density theorems and the rela t i o n s h i p s between approximate 

continuity and measurability of functions are discussed f o r 

these systems. 

In p a r t i c u l a r , we prove that for T-systems measurable 

functions are approximately continuous and hence a density 

theorem holds. 
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1. INTRODUCTION 

D i f f e r e n t i a t i o n of two set functions JJ , v at a point x 

involves taking the l i m i t of the r a t i o as A "converges" 

to x i n some sense which requires that A belong t© some 

family of sets N(x) (e.g. spheres with center x ) . For the 

development of a reasonable theory of d i f f e r e n t i a t i o n c e r t a i n 

r e s t r i c t i o n s must be placed on the families N(x). The best 

known r e s t r i c t i o n i s that they form a V i t a l i system. However, 

other systems have been considered. 

In t h i s paper we study the relationships between three 

systems: V i t a l i systems, which we c a l l V-systems; the systems 

having property (V) introduced by Sion i n L ^ ] 1 , which we c a l l 

S-systems; and a modification of the t i l e systems studied i n 

Hahn and Rosenthal [ 2 ] , which we c a l l T-systems. The main 

difference between t i l e systems and T-systems i s that sets i n 

the f i r s t are assumed to be measurable whereas i n the l a t t e r 

they need not be. 

The main r e s u l t s i n section 3 state that V-systems are 

S-systems; under certain conditions, V-systems are T-systems; 

under more stringent conditions, S-systems are T-systems. The 

converses i n general do not hold. 

In Section *f, we prove that for T-systems, measurable 

functions are approximately continuous and apply t h i s r e s u l t 

to obtain a density theorem. This generalizes similar r e s u l t s 

for t i l e systems and p a r a l l e l s similar r e s u l t s for S-systems. 

^Numbers i n brackets refer to the bibliography at the 
end of the paper. 
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2. NOTATION AND TERMINOLOGY 

The following notation and terminology w i l l he used 

throughout th i s paper. 

.1 6J i s the set of a l l integers greater than zero. 

.2 (A ̂  B) ={x : x*A, x ̂  B} 

.3 crF = U a 
a e F 

.h JJ i s a (outer) measure on X i f f JJ i s a 

function defined on a l l subsets of X, and 

( i ) yu(0) = 0 

( i i ) 0 £ uk < 2 yuBn 
' n e Lo 

i f A*U Bn <=• x: 
nto 

. 5 For JJ a measure on X a set A i s yU-measurable 

i f f for every B <=• H 

yuB = jU(Bn A) + yU(B"vA.) 

. 6 f 1 V = {x : f (x) e v} 

.7 For JJ a measure on X, a function f on X to a 

topological space Y i s JJ -measurable i f f , f o r 

every open f c Y, V i s a ju -measurable set. 

.8 For X a topological spaee and x e X, nbhdx denotes 

the family of a l l open sets a such that x e a. 
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3. COVERING SYSTEMS 

In t h i s section, X i s a topological space and i s 

a measure on X. In the next set of d e f i n i t i o n s we introduce 

the three types of covering systems that w i l l be compared: a 

V-system i s one having the V i t a l i property, an S-system i s the 

one introduced by Sion i n [^3, a T-system i s a modification 

of the t i l e system discussed by Hahn and Rosenthal [ 2]j, 

3 .1 D e f i n i t i o n s * 

. 1 N i s a covering system i f f N i s a function on X 

such that, f o r every x e X, N(x) <= nbhdx and f o r 

every 1 e. nbhdx there exists a e N(x) with 

. 2 For every A ^ X , N(A) i s the c o l l e c t i o n of a l l 

fa m i l i e s F such that 

( i ) F <= U N(x) 

x e- A 

( i i ) for every xe A and U € nbhdx there e x i s t s 

a £ F with x £ a <=• U 

.3 N i s a V-system f o r JJL i f f N i s a covering 

system and f o r every A c l and Fs- N(A) there 

exists a countable d i s j o i n t family F* of 

><-measurable sets such that F' <=• F and 

yU(A/v0F') = 0. 

,k N i s an S-system for yu with factor A i f f N i s 

a covering system, 1 ^ A < « ? , and f o r every A ^ X 

and Fe N(A) there exists a countable family F' F 

such that y*(A~o-F') = 0 and f o r every B«=erF' 
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.5 N i s a T-system f o r JA, i f f f o r every A c X, 

F £ N ( A ) , and £ > 0 there exists a countable family 

F* <=• F such that yuU.^oF') = © and 

3.2 Conditions on the Measure. 

We s h a l l say that JJ s a t i s f i e s condition 3.2 i f f yu 

i s a measure on X such that 

( i ) jUX<oO 

( i i ) open sets are JJ-measurable 

( i i i ) f o r every A <= X and £ ^ 0 there exists 

an open set B such that A. <=. B and 

yUB ^jik 

We now have the following r e s u l t s . 

3.3 Theorem. 

Let N be a V-system f o r ju . Then N i s an S-system 

for JJ with factor 1. 

Proof. Given A <~- X, FeN(A), there exists a countable, 

d i s j o i n t family F 1 of JJ-measurable sets such that F'<^ F 

and yu(A ' V G r F ' ) = 0 . Then f o r any B <= oF' 

2, w(o/,B) = uB 
a £ F 1 1 

so that N i s an S-system with factor 1. 

3.h Remark . 

The converse does not hold, even i f j u s a t i s f i e s 

condition 3»2, as i s shown by the following example. 
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Let X "be the i n t e r v a l (0, 1 ) with the usual topology. 

Let the r a t i o n a l s i n (0, 1 ) be ordered r ^ , r 2 , ... ,and 

assign to {r^} a measure /<{ri} = and to (0, 1 ) ~ 

{r-j_, r 2 ...} measure zero. 

For x 1/2, l e t N(x) be the family of a l l open 

i n t e r v a l s containing {x} which have i r r a t i o n a l end points and 

do not contain { 1/2}. Let N(l / 2 ) consist of a l l open 

in t e r v a l s i n X which contain {1/2} and have r a t i o n a l end 

points. Then 

( 1 ) K i s an S-system f o r with factor 2 . 

Proof. Let A <= X, F^N(A). The r a t i o n a l s i n 

B = Ai/{l / 2 } are ordered r ^ , r ^ ••• with i j < ij+i» We 

define the sequence a by recursion as follows: l e t 
r i l € a ' i 6 F> a i € N ( r n ) . For any ne&> , having defined 
a l > a 2 ••> a n k b e t i i e f i r s t integer such that 
rjfr e. B ^ ) ^ Since the are i n t e r v a l s with i r r a t i o n a l 

end-points and r i k i s r a t i o n a l , l e t a n + i ^ F, a ^ + l 6 N ^ r i k ^ a X i^ L 

an+ln^/-] a± ~ ®* Thus, a i s a sequence of d i s j o i n t i n t e r -

vals covering B. Let 1/2 € a 0 £ F and F 1 = . ^ [ a i ^ . Then 

F 1 covers the r a t i o n a l s i n A. so that ^ ( A ^ Q - F 1 ) = © and 

fo r any B <=• 0F 1, 

• 2 ^ ^ ( B A p ) = J ^ / f C B / i a ±) + y u ( B n a 0 ) < 2y"B. 

(2) N i s not a V-system for yU . 

Proof. Let A = X, F = U N(x), and l e t F'^ F 
x e X 

be any countable subfamily such that j U ( k ~ a¥x) = 0, i . e . 

F 1 covers the r a t i o n a l s . 

Then there exists a £ F' such that 1/2 e. a, and a has 
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r a t i o n a l end-points. Let x be such an end-point. yw{x}> G, 
therefore there must be an open i n t e r v a l a l e. F' such that 
x e a j . But then a A a]_./ 0, and N i s not a V-system f o r 

JJ. 

3.5 Theorem. 
Let N be a V-system f o r ju and l e t /* s a t i s f y p a r t 

( i i i ) of c o n d i t i o n 3 . 2 . Then N i s a T-system f o r y« . 
Proof. Let A c X, F t l ( A ) , and £ ̂  0. Then since 

s a t i s f i e s part ( i i i ) of c o n d i t i o n 3 ' 2 , there e x i s t s an open 
set B such that A ̂  B and 

y"(B) < yUA 

Let F' = {a : a £ F and a <^ B } 

Then F'fc N(A) and there e x i s t s a d i s j o i n t countable f a m i l y 
G <=- F 1 such t h a t 

yU(A ~ oG) = G 
Since the elements ©f G are jx -measurable 

ahr y40"G £ < yUA + 6 . 

Therefore N i s a T-system. 

3.6 Lemma. 
Let A ^ X , 1 < A < ° ° . I f F i s a countable f a m i l y of 

JJ -measurable sets such that j J ( k crF) = 0, and f o r any 
B c 0F 

a 2 F y U ( a B) < A/^B, 

then f o r any k > 1 there e x i s t s a subfamily G ̂  F such that 

r t > g& ana a l Q r < ^ / i r t . 

Proof. Let the elements of F be ordered, i . e . 



F = {ai, a 2 ...} . Let G = { a i i , a i 2 F where the i 

are defined "by recursion as follows: i i = 1 and f o r n e 63 , 

i n + l i s the smallest j ^ to , i f any, such that % > i n and 

. m=l . 

Then erG = a-, u (J (a. /x/ U a i i ) and 
ncoj xn+l j=l 

yj0G > ^ a ± 1 + 2 >]£=! 2 ^ a ± . 
7 ' new 7 3+1 *• nfc6j n 

Therefore 2 y ^ ^ k " ! JJOQ* 

Also since 0G <= crF, 

2 yua + 2 M(a aG) < A/U0G 
a € G a 6 F/vG' / 

And since uaQ -£ 2 ua, 
a £• G' 

2 
a £ F ~ 

^w(a^ffG) £ ( A - l^ucr G. 

But f o r aeF^Q, yW(a/iffG) > . 

Therefore 2 JJOL < 2 k ju(a r\ crG) £ k ( A - 1) U0G. 
a e F^vG ae F'vG 

Thus ywA £ yU0F < 2 yua + yuaG < [k( A - 1) + l ] ^U C T G 
a 6 F ̂  G 

< k AyW0G, 

and yU0G > 

3 . 7 Theorem. 

Let y U s a t i s f y condition 3 . 2 . I f N i s an S-system 

f o r j u with factor A then N i s a T-system fo r JJL . 

Proof. Let N "be an S-system fo r JA with factor A . 

Let C CL X,yuG > 0, F €. 1(C). For any £ > © choose k > 3 , 

k >e such that ^ » and define A n, &n, A^, F n , and G n 
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by recursion so that: 

to = C and f o r any n e 
£ Lf AJ J . 

6 n = minimum of loTi?1 2 k X ' 

i s an open set, A n
 c A^, /<An </«A n + &n; 

F n c F> F n i s countable, o-Fn<^An, > u ( A n A / a F n ) = 0 , 

and f o r B c crF n, 2 /<a^B) < A//B ( F n exists since 
a e F n 

N i s an S-system); 
G n ° Fn>/< o Gn £ ^ , and Zua £ ^ j / ^ , 

a £ G Q 

(G n exists by the previous lemma). 

A n+1 = A n ~orGn; 

M + l ^ A n. 

Then - / ^ n ~ a G n ) = > M A^ - ffGn 

^ + 2 lbrV An = ( 1 - ^ - ) / ^ . 

By induction, y u A n + 1 < (1 - ^ k T ^ ^ l * 

Let N be so large that (1 -

Then ywAjj+^ < and 

/"> F N+1 ^ /^N+l < ( 1 + 2kA } 3 k ? T < k A 

(since e < k ) . Therefore 

2 ju<x < A / f c r F N + 1 < f . 
a e. FN + I 

And since f o r each n £ 6o £ yuA^ - ^McG^ 

y" An ^ /<An+l + /<er&
n-

Also y«A n > JUA^ - 6 n f o r each n £ CJ . Therefore 
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> jjk^ + yU0G 2 + yU0G 1 - + bg) . 

By i n d u c t i o n , n n 
yUC > .2 ^ 0 % + y u A ^ - 2 b± , 

X n 
and as n oo , /<An+]_ < (1 - 2k~A*^ ^ 1 — ^ ®» w e ^ a v e 

UC > 2 /U0G, - 26 . > 2 yUffGj^ - T% . 
i£60 i e c j 1 i e w ' 

Let H = U G u F.T, 1 . Then H i s countable, H <= F,. i e w i J N + J-
and u(k /v aH) = 0. Furthermore, 

2 /^a = 2 2 yua + 2 u a £ 2 (k-1) 
a 6. H i f i ^ a e G j / a 6 F

n - l i G 6 J 

+ k ± £i ( / ^ c + fs> + £ 

' k-1 10 ( k - l ) k 
<ywG + | + | < yUC + £ . 

Since C was any set i n X, and F any element of 
N(G), N i s a T-system f o r yU . 

3.8 Remark* 
The converse does not always h o l d , as i s shown by the 

f o l l o w i n g example. 
The c o n s t r u c t i o n i n t h i s example was used by Banach [ l ] to 

show that the f a m i l y of a l l open r e c t a n g l e s i s not a V i t a l i 
system f o r Lebesgue measure on the plane. I t w i l l be used here 
to show that t h i s c l a s s of sets does not form an S-system f o r 
Lebesgue measure on the plane, although i t i s known to be a 
T-system [ 2 ] . 
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Let Q be the open u n i t square (©, 1) x (0, 1) and ju 

be Lebesgue measure on Q. 

We f i r s t observe that i f f o r veto , C v ^ 0> m 6 , and 

a = (a]_, a 2) £ Q we l e t 

WjJJ(a) = {(x, y ) : 0 £ x - a i < | , 0 < y - a 2 < ^ , 

(x - a i ) ( y - a 2) ± e " G v ] 

F v = -[a : a = Wm(a) <=• Q f o r some a t Q, m > v]: 

then we can e a s i l y check (see [ l ] ) that 

W*(a) = e-Cy (Cy + 1 ) 

m2 

so that F v s a t i s f i e s the hypotheses of the V i t a l i Covering 

Theorem ([2], page 265) i n the plane. Hence there exists a 

countable d i s j o i n t subfamily F̂ J ^ Fy such that 

/<(Q ^ o F v ) = 0 . 

For each x e Q, l e t N(x) be the family of open 

rectangles a such that x 6 a Q. I t i s known that N i s 

a T-system f o r yU ([2], page 284). We s h a l l show that i t i s 

not an S-system f o r JJ f o r any factor A . 

Suppose N i s an S-system for y U with factor A . For 

each V 6 u> l e t Cv > 0 and such that 

< — < -x- where n e w vfcw C v +1 n - A 
v 

Taking W m(a), F v , F v as above l e t 
P = n srF' . 

V u> v 

Then P <̂  Q and 

u(q ~ P) = yu(Q o-F̂  ) = >u U (Q ~ crFJ ) 

< 2 /t(Q /v oF«, ) = 0 
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so that JU? - 1. 

Given x €. P, vew , there exists exactly one a e F̂ , 

with x e a. Let p v (x) £ Q and m v (x) e 6J , m v (x) > v be 

such that a = ^ ( p v ( x ) ) . Let B v (x) be the open 

rectangle with center x and p v (x) as a vertex, and l e t 

G = {a : a = B V (x) f o r some xe P and v£^->} . 

Then G £ N(P) so that there exists a countable G'c: G sueh 

that yU(P/vaG') = © and for any B ci aG', 

2 ju(a A B) ̂  A M B . 
a e G« . . , 7 

Recalling that n c 6J and n > ;\ , we see that for a f i x e d 

v e w no more than n elements B v (x) a l l iaving the same 

vertex p y (x) can be i n G 1, f o r i f there were, the i n t e r ­

section B of h+1 of them would be open, juD > 0 and 

2 u(a n B) > ( h + l ) w B >AyWD. 
a 6 G'' / 

Also one can check that 

Let H v = {a : a = B y ( x ) e G1 for some xe P}. 

Then 2 ua < 2 /uŴ  m ( p v ( x ) ) = c!,\i9 

a 6 H ^ - Cy +1 ^(x)eqr m v (x) V C v + 1 

and 2 >ua = 2 2 yua < 2 1 + 1 1 

= n 2 ? 7 - i t _ T < i . 

V 6 CO ^ v +1 

Therefore yu(P^0G') > 0 , contradicting the choice of G' 

Thus N cannot be an S-system for any A . 
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*f. APPROXIMATE CONTINUITY AND DENSITY 

Throughout t h i s section we assume X and Y are 

topological spaces, f i s a function on X to Y, N i s a 

covering system for X and JJ i s a measure on X. 

In the following d e f i n i t i o n s the concepts depend on JJ 

and N. We omit these variables for the sake of s i m p l i c i t y . 

h.l D e f i n i t i o n s . 

Limit f ( t ) = y i f f for every 6 > © and neighbourhood t -» x 
V of y there exists a neighbourhood U of x such that f o r 

every WeN(x) with W <=. ¥ we have y u C W ^ f " ^ ) < £julil. 

f i s approximately continuous at x i f f 

l i m i t f ( t ) = f ( x ) . 
t - * x 

k-,2 Conditions on the Measure. 

We s h a l l say that JJ. s a t i s f i e s condition *+.2 i f f 

( i ) MX < oo 

( i i ) f o r every A ^ X there exists a JJ -measurable 

A' such that A c. A 1 and 

juk - JJkx . 

( i i i ) f o r every A <- X. and £ > 0 there exists an 

open set A 1 ^ A for which 

/ ( A 1 < yUA + 6 ' . 

I t has been shown that i f f i s a JJ -measurable function 

and the range of f has a countable base'then f i s approxi­

mately continuous JJ -almost everywhere provided either 

( i ) N i s a T-system f o r JJ and JJ s a t i s f i e s 

condition 3 . 2 (see [ 2 ] , page 2 8 8 ) or 
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( i i ) N i s an S-system f o r yU and yix s a t i s f i e s 
o nly p a r t s ( i ) and ( i i i ) of c o n d i t i o n k.2 (see 

M ) . 
The proof under assumption ( i ) given i n £2 ] makes use of 

d e n s i t y theorems. We f o l l o w the d i r e c t method used i n \_k^\ and 
get the same c o n c l u s i o n provided 

( i i i ) N i s a T-system f o r yU and yu s a t i s f i e s 
c o n d i t i o n k.2. 

For the proof of t h i s theorem we need the f o l l o w i n g two 
r e s u l t s . 

H-.3 Theorem. 
I f ja s a t i s f i e s c o n d i t i o n s ( i ) and ( i i i ) of ^.2, f i s 

-measurable, 6 > G, and Y has a countable base, then 
there e x i s t s G o X such that y U ( X . ~ C ) < £ and f i s 
continuous on C. 

Proof. See[V| , theorem 3»5» 

k.k Lemma. 
I f ju s a t i s f i e s p a r t ( i i ) of c o n d i t i o n k.2, F i s 

countable, A c X, £ > G, u(A ^ <?F) = 0 and 2 /uW < uA+ £, 
. W£ F "~ y 

then f o r every Be: X 

W £
2

F / u ( B n W) < yuB + ^ . 

Proof. Let B <=- X and l e t B' <=- X be a ju -measurable 
set such thalT B <=• B 1 and y"B' = ytxB. Then f o r A, £ , and 
F as defined above 

//A £yUgF = Ju(oFr\ B») + yU(aF^B') £ 



lh 

I f 2 U(WAB') >/iB' + € then 
We F 7 

+ yU(0F/vB') > y u ( a F n B ' ) + y u C c r F ^ B 1 ) +€ 

= y/0F + e > yUA + £ 

which contradicts the assumptions. 

= +£- . 

1+.5 Theorem. 

If JA s a t i s f i e s condition H-.2, N i s a T-system f o r JJ, , 

Y has a countable "base, and f i s a j u -measurable function, 

then f i s approximately continuous for j u -almost a l l x. 

Proof. For each n € CJ, l e t 

An = {x:x6 X and there exists a neighbourhood 

V of f(x) f o r which there are a r b i t r a r i l y 

small We N(x) with ^(W/vf~ 1V) > j/ww}. 

Then B = {x : x e X and. f i s not approximately 

continuous at x} = n ^ w ^ n 

and ju~£> = 0 i f f An = 0 f o r a l l n £ u> . 

Using If . 3 , l e t C ̂  X, y U ( X ~ C)< 6 and f be continuous 

on C. Given n e u> , to show that ju An = ©, l e t A' = An,-, C 

and for each x<£ A', l e t Vx: be a neighbourhood of f(x) such 

that there are a r b i t r a r i l y small Ŵ  N(x) with /u(¥A/f - 1V x)> 

JyuW. Let U x e N(x) be such that C n U x <=: f " ^ and l e t 

F = {W : for some x £ A', W N(x), Ux. and 

Then F€ N(A*). 
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Since N i s a T-system there exists a countable <=• F 

such that yu(A' ^ oF x) = © and w f F l A , W < yUA1 + £ . Let 

B = crFi ^ C . Then yuB <6 and f o r every We F i there i s 

an x e A' with W <=• U x so that 

D/i W = W^ G = W ~ (C" n U x) o W W ^ V x . 

Therefore yu (D/\ W) > yU (W f~ XVx) > JyuW 

and by lemma h.k-

2 € > yu© + 6 > w | F l / M ( D ^ W) * J w | F ^ W . 

Therefore y U An £ yU(Ann G) + jU{An ~ G) £ 2£ n + £ . 

Since € i s a r b i t r a r y yUAn = 0. 

The following theorem has been proved by Sion f o r N an 

S-system for yU , i n [ V j , and proved for N a T-system and j u 

s a t i s f y i n g condition 3.2 i n [ 2 J . 

J+.6 Theorem. 

If N i s a T-system for yt< , jm s a t i s f i e s condition 

4.2, and A i s a j u -measurable set, then for j u -almost a l l 

x e X /v A, 
l i m i t -MLLiMl = 0 . 
WeW(x) 

Proof. Let f be the c h a r a c t e r i s t i c function of A. By 

4 . 5 for yW-almost a l l xe X, f i s approximately continuous 

at x. Let 

B = [x X « X A / A and f i s approximately 

continuous at x} 

Let £ > © and V a neighbourhood of 0 which excludes 1 . 

Then for every x e B there exists ¥ £ W(x) such that f o r 
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every WcN(x) with Wc f , 

ytfCtf/i A) = /x(W~f-lv) £ 
Since N i s a T-system, 

/u{x : X 6 X and yUW = 0 f o r some W6W(x)}= 0 . 

Therefore for ju -almost a l l x e B, and therefore for 

//-almost a l l xfe X~A, A ^ < <€ • 

Since £ © i s a r b i t r a r y , f o r yU -almost a l l x e X~A, 
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